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 RESUMO 
 
A computação sensível a contexto permite que aplicações computacionais usem 
informações além daquelas diretamente fornecidas como entrada de dados pelos 
usuários. Isto facilita o uso dessas aplicações ao minimizar a intervenção dos 
usuários, e aumenta a liberdade das aplicações para capturar e processar 
informações relevantes, pois, adicionalmente aos dados entrados diretamente pelos 
usuários, os sistemas podem, transparentemente, obter informações contextuais de 
provedores de contexto e/ou sensores. A infra-estrutura de middleware é um aspecto 
essencial a ser considerado quando do desenvolvimento de sistemas sensíveis a 
contexto distribuídos. Por essa razão, a tecnologia de Web Services vem sendo 
considerada uma opção para a implementação de plataformas de serviços sensíveis 
a contexto no ambiente Web. A contínua busca por ampla interoperabilidade dos 
Web Services levantou a necessidade de fazer com que as propriedades, 
funcionalidades, interfaces e efeitos dos serviços Web fossem interpretáveis por 
software. Trazer entendimento semântico a Web é o principal objetivo do movimento 
Semantic Web, permitindo que sistemas computacionais leiam e “compreendam” o 
conteúdo Web. Esta dissertação propõe uma extensão da arquitetura da plataforma 
WASP (Web Architectures for Services Platforms) – uma plataforma de serviços 
sensível a contexto desenvolvida na University of Twente, Holanda – para suportar 
as interações da plataforma com Web Services semânticos. A plataforma WASP 
estendida provê funcionalidades de publicação, busca, seleção, composição, 
execução e monitoramento de serviços semânticos. Uma destacável característica 
de nossa proposta é o uso de ontologias de tarefas (task ontologies) – um modelo 
abstrato de como uma tarefa deve ser executada – para a obtenção de seleção e 
composição automática de serviços semânticos. 
 ABSTRACT 
 
Context awareness allows computer applications to use information beyond those 
directly provided as input by users. This facilitates the use of these applications by 
minimizing user intervention, and increases applications independency in gathering 
and processing relevant information, because, additionally to direct user inputs, the 
systems can, transparently, obtain contextual information from providers and/or 
sensors. Middleware infrastructure is an essential aspect to be considered when 
implementing distributed context-aware systems. For this reason, Web Services 
technology has been considered as a choice to implement distributed context-aware 
services platforms in the Web domain. The continuous search for reliable and large-
scale interoperation of Web Services raised the necessity to make services’ 
properties, capabilities, interfaces and effects machine-understandable. Bringing 
meaning to the Web is the main purpose of the so-called Semantic Web initiative 
allowing a machine to read and “understand” web content. This thesis proposes an 
extension architecture design for the WASP (Web Architectures for Services 
Platforms) platform – a context-aware services platform developed at the University 
of Twente, The Netherlands – to support the platform interaction with Semantic Web 
Services. The extended WASP provides capabilities to publish, discover, select, 
compose, execute and monitor semantic services. A distinctive characteristic of our 
architectural extension is the use of task ontologies – a high level model of how a 
task can be performed – to achieve automated service selection and composition. 
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Chapter 1 
 
Introduction 
 
This chapter presents the motivation, the objectives, the approach, and the structure 
of this thesis. It introduces the concept of context and identifies the relevance of 
context-aware applications in current computing systems, and draws attention to 
service-enabling architectures supporting this new kind of applications. It also 
introduces Web Services, a technology that emerged to supply service-oriented 
software development foundations in the Internet environment. These two topics, 
context-awareness and Web Services constitute the main research issues 
investigated throughout this thesis. Therefore, understanding basic underlying 
concepts is required for the accomplishment of the objectives of this work. 
 
This chapter is further structured as follows: Section 1.1 defines context and presents 
the relevance of context-aware applications; Section 1.2 introduces the concept of 
Web Services; Section 1.3 states the main objectives of this thesis; Section 1.4 
points out the approach for the development of the proposed work; and Section 1.5 
outlines the structure of this thesis by presenting an overview of the following 
chapters. 
 
1.1  Context-awareness  
 
In our daily life we use implicit situational information, or context, to guide our 
interactions and behaviors and to better understand the surrounding environment. 
 13
This kind of situation is very helpful in human-human conversations. Contrarily, when 
we get into traditional human-computer interaction, human users have to, explicitly, 
input the required data for computation to perform. Improvement in computer’s ability 
to gather and “understand” context increases the richness of human-machine 
communication and the possibility for more useful computational services [2]. With 
the dissemination of mobile and ubiquitous computing, where user’s context changes 
rapidly, the use of context is increasingly important [17] and a new class of 
applications, referred as context-aware applications, has emerged. Applications of 
this new type are able to detect, interpret and respond to specific aspects of the 
user’s context, which can change, among other factors, as a result of the user 
mobility [1]. 
 
The Merriam-Webster dictionary defines context as “the interrelated conditions in 
which something exists or occurs”. Dey and Abowd [2] characterize context as “any 
information that can be used to characterize the situation of an entity. An entity is a 
person, place, or object that is considered relevant to the interaction between a user 
and an application, including the user and the application themselves”. Although this 
definition mixes somehow context – user’s situation or user’s environment - and 
contextual information, it is well accepted and is being used as reference by the 
context-aware and ubiquitous computing community. 
 
Consider a situation where a user wants to calculate the exchange rate of his money 
to local currency and tries to determine the relevant context to be taken into account 
using the definition above. The user’s location must be considered in this application 
to characterize the country in which the user is located and the currency used in this 
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country. Contrarily, weather conditions do not affect the user or the application for the 
purpose of the required task and, therefore, should not be considered as relevant 
contextual information. 
 
Context awareness allows applications to use information beyond those directly 
provided as input by users. This facilitates the use of these applications by 
minimizing user intervention, and increases applications independency in gathering 
and processing relevant information. 
 
In traditional software applications, the application receives some data, performs 
some processing and returns a result. Receiving the same input, the system 
generates the same output. Figure 1.1 shows the traditional application process. 
 
User
Traditional
application
Input
data
Results
(output)
 
Figure 1.1 – Traditional application process 
 
In context-aware applications, the interactions among applications, users and the 
surrounding environment can be richer, because, additionally to direct user inputs, 
the systems can, transparently, obtain contextual information from providers and/or 
sensors. Therefore, identical sets of direct user input data can produce different 
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outputs as contextual information is considered in the processing and context can 
change over time or at each system invocation. Figure 1.2 depicts the context-aware 
application process. 
 
User
Context-aware
application
Input
data
Output
Context
provider 1
Context
provider 2
Context
provider 3
Context information
 
Figure 1.2 – Context-aware application process 
 
It should be remarked that context-aware applications bring to the light several 
architectural design challenges. Issues such as context gathering, context storage 
and monitoring, context modeling and interpretation, and context-aware service 
discovery are examples of the new kind of requirements that have to be treated by 
the supporting platform. Particularly, the introduction of architectural support for 
building service-oriented context-aware platforms is, nowadays, an important 
research topic. Additionally, middleware infrastructure is an essential aspect to be 
considered when implementing distributed context-aware systems. For this reason, 
Web Services technology has been considered as a choice to implement distributed 
 16
context-aware services platforms in the Web domain [13] and has been chosen for 
deeper investigation in this research work. 
 
1.2  Semantic Web Services 
 
Web Services – WS – technologies have recently emerged to supply foundations for 
service-oriented software development in the Internet environment. Sponsored by 
W3C, the protocol stack of Web Services was composed initially of three standards: 
Simple Access Object Protocol (SOAP) for message transfer, Web Services 
Description Language (WSDL) for service description, and Universal Description, 
Discovery and Integration (UDDI) for service registry and directory. In a natural 
evolutionary process, more technologies are being added to the stack like WS-I (Web 
Services Interoperability), for implementation interoperability, WS-Security, WS-
SecureConversation and WS-SecurePolicy for security and authentication [4], 
amongst others. 
 
The Web Services architecture requires three fundamental operations: publish, find 
and bind. Services providers publish their services to a service registry or broker, 
service requesters find required services using a service registry or broker and bind  
to them. Figure 1.3 depicts these operations and roles. 
 17
Service registry or
broker
Service Provider
Service Requester
Bind
Find
Publish
 
Figure 1.3 – Web Services fundamental operations and roles 
 
The continuous search for reliable and large-scale interoperation of Web Services 
raised the necessity to make services’ properties, capabilities, interfaces and effects 
machine-understandable [5]. Bringing meaning to the Web is the main purpose of the 
so-called Semantic Web [6] initiative allowing a machine to read and “understand” 
web content. With this machine-readable content, a number of automatic inferences 
can be performed to automate tasks such as content search, meaning interpretation 
and terms matching. In the Semantic Web scenario, languages to provide well-
defined semantics and to enable markup and manipulation of complex taxonomic 
and logical relations between entities become necessary. Examples of such 
languages include the W3C’s Resource Description Framework (RDF) [7] and the 
Web Ontology Language (OWL) [9], allowing content creators to express structured 
metadata statements. Using OWL as the underlying semantic language, a set of 
ontologies describing the properties and capabilities of Web Services has been 
developed by W3C, namely OWL-S. 
 
Since their launching, Web Services technologies have been considered as an option 
to implement distributed interfaces in context-aware services platforms. One of such 
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services platform has been developed in the WASP (Web Architectures for Services 
Platforms) project [11], a research initiative with the participation of the University of 
Twente, the Netherlands. WASP concerns with the definition and validation of a 
services platform to facilitate the development and deployment of context-aware 
applications on top of 3G networks, using Web Services as distributed infrastructure. 
 
The current WASP architecture lacks full support for semantic services. The use of 
semantic services in context-aware platforms such as WASP can add flexibility and 
more intelligent behavior, since semantic annotation in services descriptions and 
message exchanges brings support for automatic service discovery, selection, 
composition and negotiation. 
 
1.3  Objectives 
 
The main objective of this thesis is to propose an extension of the current WASP 
architecture to provide the platform with semantic services-enabling capabilities. The 
proposed architecture should supply architectural components to allow manipulation 
of semantic definition of services. These components are important to allow the 
platform to tackle the publication, discovery, selection, composition, execution and 
monitoring of semantic Web Services. A distinctive characteristic of our proposal is 
the use of task ontologies – a high level model of how a task can be performed – to 
achieve automated service selection and composition. 
 
The work has been conducted at the LPRM (“Laboratório de Pesquisas em Redes e 
Multimídia” – Multimedia and Network Research Laboratory), DI/UFES, Brazil, in 
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cooperation with the WASP project team (Arch Group), of the University of Twente, in 
the Netherlands.  
 
1.4  Approach 
 
Our approach to the definition of the services architecture has been the following: 
 
• Capture of users and application’s requirements for context-aware services 
platforms; 
• Capture requirements for services interactions and capabilities in context-
aware services platforms; 
• Study of the approaches available for Semantic Web Services platforms; 
• Identification of architectural elements for some of the requirements; 
• Definition of an extension to the current WASP architecture and its integration 
with the identified architectural elements; 
• Definition of an approach based on task ontologies to allow the dynamic 
selection and composition of services by providing a high level knowledge of 
how a specific task is performed; 
• Description of a prototypical usage case scenario to detail the architectural 
components interfaces, demonstrate and validate the proposed architecture. 
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1.5  Structure 
 
The structure of this thesis reflects the order in which these issues have been dealt 
with throughout the research process. This work is structured as follows: 
 
• Chapter 2 presents Web Services technologies and the use of semantics to 
facilitate interoperation and provide flexibility; 
• Chapter 3 elaborates on the use of semantics to facilitate interoperation and 
provide flexibility to Web Services; 
• Chapter 4 describes the design of the WASP platform architecture and related 
issues; 
• Chapter 5 presents the requirements for service-enabling components in a 
context-aware platform; 
• Chapter 6 elaborates on the proposed architecture extension for the WASP 
platform; 
• Chapter 7 reports on the implementation of a prototype, which aims to validate 
some of the concepts used in this thesis (e.g., the interactions between 
Service Providers and the service-enabling components); 
• Chapter 8 presents final conclusions, important remarks, and indicates topics 
for future work. 
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Chapter 2 
 
Web Services 
 
This chapter elaborates on Web Services architecture and related technologies. Web 
Services represents a set of technologies and standards that, together, facilitate 
interoperability among heterogeneous systems, within an enterprise or across the 
Internet. Web Services are being considered as the middleware infrastructure for 
distributed context-aware platforms.  
 
The chapter is further structured as follows: Section 2.1 introduces the ideas behind 
Web Services, its historical background, and some definitions; Section 2.2 presents 
Web Services’ architecture; and Section 2.3 gives an overview of their core 
technologies. 
 
2.1  Web Services 
 
The rapid development of the Web has led to a proliferation of online services, which 
are becoming increasingly diverse, complex and dynamic. Formerly a repository for 
text and images, the Web is moving from a collection of pages toward a collection of 
services, i.e., the Web is evolving into a provider of services that interoperate through 
the Internet. 
 
Web Services are expect to play an important role in this new scenario, in the sense 
that they provide a new model of the Web in which sites can exchange dynamic 
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information on demand. Web services are claimed to be the fundamental building 
blocks for developing open distributed systems on the Internet, hence allowing 
companies to create business opportunities in a simple and effective manner via the 
automation of web service interoperation, primarily in B2B and e-commerce. The 
spectrum of possible Web services is enormous, and ranges from single functions to 
entire business processes. Therefore, understanding the impact of Web Services 
means understanding how their technical capabilities intersect with business 
opportunities. 
 
The concept of Web Services represents a set of technologies and standards that, 
together, facilitate interoperability among heterogeneous systems, within an 
enterprise or across the Internet. These technologies allow applications to interact 
independently of their programming platforms, operational systems and, mainly, 
without previous agreements for interfaces, access methods and any other 
implementation detail. Therefore, we can publish and access functions, or services, 
and integrate them transparently with other computational systems. 
 
Previous initiatives, such as CORBA, COM+/DCOM, Java RMI, Unix RPC and 
Distributed Smaltalk [14] required a high level of commitment between components. 
Differently, Web Services allow loose coupling and dynamic binding of components. 
Some of the limitations found on these previous initiatives are [15]: 
 
• High complexity e requirements for high cost infrastructure; 
• Not designed to pass information through firewalls; 
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• Software infrastructure limited to specific platform (COM+/DCOM – all 
participating nodes should use Microsoft Windows) or vendor (CORBA – the 
nodes have to use the same ORB otherwise will face limitation on capabilities 
or the vendor-specific “optimizations” will be lost); 
• Rely on a highly managed environment; 
• Use complex and proprietary communication protocols, each one with its own 
message format and data representation, i.e., CORBA IIOP; 
• An application-to-application multi-platform integration is highly time 
consuming, costly, or even impossible. 
 
To overcome these limitations, a web-based platform has been devised. Based on a 
set of simple, open, and increasingly adopted standards, the communications are 
performed through HTTP, an easy to use transport protocol, available on almost 
every operating system. Besides, most firewalls configurations allow HTTP traffic. 
Therefore, Web is presented as an open system, surpassing organizational and 
platform limits making it an environment to be considered for distributed computing. 
 
2.1.1. Defining  Web Services 
 
A simplified definition of Web Services is that “it is a service available over the 
Internet that uses a standardized XML-based  (eXtensible Markup Language) 
message system and neither relies on a specific operational system nor 
programming language” [20]. The concept goes a little further and defines a set of 
standardized technologies that, working together, ease the interoperability in 
heterogeneous systems.  
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According to the W3C Web Services Architecture Working Group, Web services are 
defined as follows: “A Web service is a software system identified by a URI, whose 
public interfaces and bindings are defined and described using XML. Its definition 
can be discovered by other software systems. These systems may then interact with 
the Web service in a manner prescribed by its definition, using XML-based messages 
conveyed by Internet protocols”. We can see that XML (Extensible Markup 
Language) [41] drives the Web services technologies. Web Services (WS) allow 
applications to communicate, through the Internet, with other applications that also 
comply with the WS standards. 
 
In its essence, the concept of Web Services is an alternative approach for distributed 
computing. It goes towards the objectives of increasing flexibility and decreasing 
costs for distributing functionalities and computational resources, independently of 
operational platforms and programming languages. Therefore, Web Services are 
Web-based applications that dynamically interact with other Web Services. Among 
the dynamic behaviors of Web Services we have: 
 
• Auto-description of its capabilities; 
• Publishing of service descriptions; 
• Discovering of required capabilities, and 
• Data exchange with other Web Services. 
 
The technologies involved in Web Services are inherently neutral with respect to the 
programming languages and operating systems used to implement applications. 
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Therefore, applications can dynamically discover and, transparently, invoke the 
necessary capabilities, being located over the Internet or in the internal network. 
 
2.2  Web Services Architecture 
 
Two approaches can be used to describe the Web Services architecture. The first 
approach is presented by actors and their roles; the second considers the protocol 
stack. Both approaches are briefly introduced below. 
 
2.2.1. Actors and roles 
 
The architecture of Web Services is well defined and immutable, independently of the 
used implementation. The architecture describes the interactions among three roles: 
• Service providers; 
• Service requesters; 
• Service registries. 
 
Figure 2.1 shows the three Web Services’ roles, their interactions and involved 
protocols. 
Service Requester
Service ProviderService Registry
Publish
Search Bi
nd
 
Figure 2.1 – Web Services’ roles 
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Service Providers 
 
Service providers develop and deploy Web Services and publish them on Service 
Registries or make them available for direct access of requesters. 
 
Service Requesters 
 
Requesters perform a search operation to find the required services made available 
by providers and, then, request them through Service Registries or directly to 
providers. Once the services are discovered, requesters can bind to them. 
 
Service Registries 
 
Service Registries act as central repositories and directories for the services defined 
and published by the Service Providers. 
 
2.2.2. Protocol stack 
 
The protocol stack of Web Services is still under development, but its core can be 
described in four layers as depicted in Figure 2.2. 
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Transport HTTP, SMTP, FTP, ...
XML Message XML-RPC, SOAP
Description WSDL
Registry UDDI
 
Figure 2.2 – Web Services core protocol stack 
 
Transport 
 
This layer is responsible for the message transport among applications. Currently it 
includes Hypertext Transfer Protocol (HTTP), Simple Mail Transfer Protocol (SMTP), 
File Transfer Protocol (FTP) and new protocols like Blocks Extensible Exchange 
Protocol (BEEP).  
 
XML Messages 
 
This layer is responsible for coding messages in a common XML format that allows 
the participants to understand these messages. Currently the layer includes XML 
Remote Procedure Call (XML-RPC) and SOAP. 
 
Service Description 
 
This layer is responsible for describing the public interface of a given Web Service. 
Currently, services are described using the Web Services Description Language 
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(WSDL). Later we discuss the limitation of this language and the available 
alternatives. 
 
Service Registry 
 
This layer is responsible for centralizing service descriptions in a common repository, 
supplying search and publish capabilities. This layer is normally implemented using 
Universal Discovery, Description and Integration (UDDI). 
 
2.3  Web Services Core Technologies 
 
The main requirement for Web Services technologies is standardization. Without the 
existenting commitment among solution providers in adopting Web Services 
standards, the promise of platform neutrality and universal compatibility would not 
have been reached. The set of standards are XML-based and include SOAP for 
remote procedure call, UDDI for registry and WSDL for service description.  
 
Table 2.1 summarizes the Web Services core technologies. 
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Table 2.1 – Web Services core technologies 
Web Services Core Technologies 
Acronym Name Function 
XML eXtensible Markup Language Meta markup language that defines 
rules for structuring data. 
SOAP Simple Object Access Protocol XML-based protocol for remote 
procedure calls. 
UDDI Universal Discovery, Description 
and Integration 
XML-based registry for service 
descriptions. 
WSDL Web Service Description 
Language 
XML-based protocol for service 
description. 
 
2.3.1. XML 
 
XML [41] is a meta-markup language, i.e., it defines a set of rules for markup (tags) 
creation used for data description, and it has been sponsored by the W3C (World 
Wide Web Consortium). Like HTML, XML is based on Standard Generalized Markup 
Language (SGML) [43]. Altough SGML has been used for many years, mainly in the 
publishing industry, its complexity inhibited a more wide use. To overcome this 
limitation, and contrary to HTML which currently has a extensive and predefined set 
of tags, XML only imposes rules for creation, definition and use of tags. In XML, there 
are no predefined tags. The user or application developer has to define his own tags. 
XML has been developed to allow data definition, facilitating data processing and 
interpretation through software applications. On one side, HTML concerns about how 
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content is displayed and formatted and, on the other side, XML concerns on how 
data is structured. 
 
An XML document is necessarily formed by a single element, called root element. 
Within this root element other elements can be inserted, defining child elements. 
Again, more elements can be inserted inside child elements. All tags in XML are case 
sensitive and all elements must have opening and closing tags. For example, a XML 
element to define a city with “Utrecht” as value can be written as 
<city>Utrecht</city>. Then, it is possible to differentiate two tags with similar 
values. For example, we can have another element with “Utrecht”, indicating a Dutch 
province, with its value written as <province>Utrecht</province>. As the 
values are defined in different tags, it is possible to distinguish the element that 
indicates the city from the other element that indicates the province. 
 
An element can, optionally, contain one or more attributes that are used to aggregate 
information secondary to the element. In the case of the element <city>, mentioned 
before, it is possible to add the attribute “population” rewriting the tag as <city 
population=”250000”>Utrecht</city>. The use of attributes should be 
limited as they do not allow structure and information hierarchy. The previous 
example can also be written as: 
<city> 
 <name>Utrecht</name> 
 <population>250000</population> 
</city> 
 
An XML document is considered well-formed if it follows basic syntax rules. In order 
to determine whether an XML documents is valid, it is necessary a schema to 
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describe the elements, attributes, entities, entities relations and the data types 
present in such document. An XML document is considered valid in relation to a 
schema if its structure matches the schema. Two technologies are used to define 
validation schemas in XML: (i) Document Type Definition (DTD) and (ii) XML Schema 
(XSchema). Both technologies define the structure of the XML document such as: 
allowable tags and their attributes; attribute values constraints; nesting of tags; 
number of occurrences for tags; and entity definitions. Although simpler, DTD has 
some limitations such as: 
 
• Is not in XML format, bringing more work for parsers; 
• Does not express data type; 
• The XML document can override the DTD definitions 
 
With the intention to resolve these above limitations, XML Schema brings features 
such as: 
 
• Is in XML format; 
• Express data types as patterns; 
• Has higher degree of type checking; 
• Has better control of entities’ occurrences. 
 
2.3.2. SOAP 
 
SOAP [42] is an XML-based protocol for message exchange between computational 
systems. It allows client applications to bind to remote services and invoke remote 
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methods or functions. Other frameworks, like CORBA, DCOM and Java RMI also 
offer similar functionality but SOAP messages are entirely written in XML and, 
therefore, are platform and programming language independent. For example, it is 
possible to develop a SOAP client written in Java and run it on Linux to connect with 
a SOAP server from Microsoft running on Windows. 
 
The SOAP specification defines three main parts: 
 
• SOAP envelope specification – The XML SOAP envelope defines specific 
rules for encapsulation of the transported data. It includes application-specific 
information like the name of the invoked method, input parameters and return 
values. It also defines information about the processing of the envelop content 
and, in the case of fault, how to code the error messages. 
• Data coding rules – Rules for type coding (integers, float point, etc.) and data 
structure (arrays and structs). 
• RPC conventions – SOAP can be used in different message systems including 
one-way and request-response messages. For request-response messages, 
SOAP defines a simple convention to represent invocation and response of 
remote procedure calls. This allows client applications to specify the name of 
the remote method, include any number of arguments and receive the 
response from the server. 
 
Every SOAP message has the mandatory elements Envelope and Body and the 
optional element Header, as depicted in Figure 2.3. 
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SOAP Message
Envelope (mandatory)
Body (mandatory)
Fault (optional)
Header (optional)
 
Figure 2.3 – SOAP message structure 
 
• Envelope – Every SOAP message has the root element Envelope. On the 
contrary of HTTP and XML specifications, SOAP does not define the 
traditional model for versions based on the number of primary and secondary 
releases, like, e.g., HTTP 1.0 versus HTTP 1.1. Instead, SOAP uses XML 
namespaces to differentiate its versions. The version is referenced within 
Envelope element: 
<SOAP-ENV:Envelope xmlns:SOAP-ENV= 
”http://schemas.xmlsoap.org/soap/envelope/”> 
• Header – The optional Header element offers the flexibility to specify 
additional information. For example, the Header can be used to specify digital 
signatures for password-protected services.  
• Body – The common use of the Body element includes invocation and 
response for the remote procedure calls. In the occurrence of an error, the 
Body element includes the Fault element that contains the code of the fault 
(faultCode), the error message (faultString), the fault origin (faultActor) and the 
details of the fault (detail). 
 34
 
Following is presented and example of SOAP message for invocation of a remote 
method: 
 
<?xml version=’1.0’ encoding=’UTF-8’?> 
<SOAP-ENV:Envelope  
xmlns:SOAP-ENV=”http://www.w3.org/2001/09/soap-envelope” 
xmlns:xsi=”http://www.w3.org/2001/XMLSchema-instance” 
xmlns:xsd=”http://www.w3.org/2001/XMLSchema”> 
<SOAP-ENV:Body> 
 <ns1:getTemperature 
xmlns:ns1=”urn:methods-Temperature” 
SOAP-ENV:encodingStyle= 
”http://www.w3.org/2001/09/soap-encoding”> 
 <postalcode xsi:type:”xsd:string”>29000</postalcode> 
</ns1:getTemperature> 
 </SOAP-ENV:Body> 
</SOAP-ENV:Envelope> 
 
2.3.3. UDDI 
 
The UDDI [25] project is an industry initiative launched in September 2000 by 
Microsoft, IBM and Ariba. Since then the group has grown and now aggregates more 
than 280 companies. The development of UDDI is carried by this group and is 
currently in version 3.0. According to the original planning the group has launched 
three versions and now is negotiating with W3C, OASIS and others to guide the 
standard forward.  
 
UDDI’s goal is to provide a central repository and a standard way to publish and 
discover information about services offered by service providers. 
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UDDI includes an XML schema that defines four core data types for business and 
service information: 
 
• businessEntity – information about the service provider, like name of the 
provider, address, contact person, etc.; 
• businessService – information about a single Web Service or a group of 
related Web Services, like name of the service(s), service description and an 
optional list of bindingTemplates; 
• bindingTemplate – information about how and where to access a Web 
Services, the supported protocol and its URL; 
• tModel –technical model used to provide pointers to external technical 
specifications. For example, the bindingTemplate supplies information of 
where to access a SOAP binding but does not detail the service’s interface. 
The tModel normally points to the WSDL specification of the service, which 
contains information of the available methods and their interfaces. 
 
2.3.4. WSDL 
 
WSDL is an XML format for Web Services description. The WSDL specification is 
divided in six main elements as shown in Figure 2.4. 
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<definitions>: Root WSDL Element
<types>: Data types transmitted
<message>: Messages transmitted
<portType>: Operations supported
<binding>: Details of messages’ 
transmition
<service>: Service location
 
Figure 2.4 – WSDL main elements 
 
• Definitions. This element is the root element of a WSDL document. It defines 
the service name, declares the multiple namespaces used in the document 
and contains all the elements described below; 
• Types.  This element describes the data types used between the client and the 
server. WSDL does not have any exclusive typing system but uses W3C XML 
Schema specification as default. If the service only uses simple XML Schema 
internal types like string and integers, the type element can be omitted; 
• Message. Each message element describes a single message. If the service 
offers request-response messages, two message elements are used. The 
message element defines the message name and its parameters; 
• portType. This element combines multiple message elements to form a 
complete one-way or round-trip operation. For example, one portType element 
can combine a request message and a response message into a single 
request-response operation; 
• binding. This element describes the concrete technical specifications of how 
the service is implemented on the wire; 
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• service. This element defines the address for service invocation. Most 
commonly this includes a URL for invoking a SOAP service. 
 
An example of a WSDL document for GetTemperature service is presented below. 
This service returns the current temperature of the region that corresponds to a given 
postal code. 
 
<?xml version=’1.0’ encoding=’UTF-8’?> 
<definitions name=”TemperatureService” 
targetNamespace=”http://www.cs.utwente.nl/~olavol/WSDL/ 
TemperatureService.wsdl” 
xmlns=”http://schemas.xmlsoap.org/wsdl/” 
xmlns:soap=”http://schemas.xmlsoap.org/wsdl/soap/” 
xmlns:tns=”http://www.cs.utwente.nl/~olavol/WSDL/ 
TemperatureService.wsdl” 
xmlns:xsd=”http://www.w3.org/2001/XMLSchema”> 
 
<message name=”getTempRequest”> 
 <part name=”postalcode” type=”xsd:string”/> 
</message> 
<message name=”getTempResponse”> 
 <part name=”temperature” type=”xsd:string”/> 
</message> 
 
<portType name=”getTemperature_PortType”> 
 <operation name=”getTemperature”> 
  <input message=”tns:getTempRequest”/> 
  <output message=”tns:getTempResponse”/> 
 </operation> 
</portType> 
 
<binding name=”getTemperature_Binding” type= 
”tns:getTemperature_PortType”> 
<soap:binding style=”rpc” transport= 
”http://schemas.xmlsoap.org/soap/http”/> 
 <operation name=”getTemperature”> 
  <soap:operation soapAction=”getTemperature”/> 
  <input> 
<soap:body 
encodingStyle= 
”http://schemas.xmlsoap.org/soap/encoding/” 
namespace= 
”urn:examples:gettemperatureservice” 
use=”encoded”/> 
   </input> 
   <output> 
    <soap:body 
encodingStyle= 
”http://schemas.xmlsoap.org/soap/encoding/” 
namespace= 
”urn:examples:gettemperatureservice” 
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use=”encoded”/> 
   </output> 
  </operation> 
 </binding> 
  
 <service name=”GetTemperature_Service”> 
<documentation>WSDL file for GetTemperatureService 
</documentation> 
<port binding=”tns:GetTemperature_Binding” 
name=”GetTemperature_Port”> 
<soap:address 
location=” 
http://localhost/soap/servletrpcrouter”/> 
  </port> 
 </service> 
</definitions> 
 
WSDL supports four basic patterns of operation: 
 
• One-way – The service provider receives a message. The operation element 
has a single input element; 
• Request-response – The service provider receives a message and sends a 
response. The operation element, therefore, has one input element followed 
by an output element; 
• Solicit-request – The service provider sends a message and receives a 
response. The operation element has one output element followed by an input 
element; 
• Notification – The service provider sends a message. The operation element 
has a single output element. 
 
Next chapter discusses limitations of Web Services regarding semantic handling and 
presents the Semantic Web initiative and its related technologies. 
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Chapter 3 
 
Semantic Web Services 
 
The chapter discusses the limitations of the Web Services technologies regarding 
explicit semantics handling and advocates the use of ontologies as means to provide 
reasoning capabilities to Web Services. It presents the Semantic Web initiative and 
its supporting languages. 
 
The chapter is further structured as follows: Section 3.1 introduces the Semantic Web 
initiative; Section 3.2 explores the use of ontologies in the Semantic Web; Section 3.3 
discusses classifications of ontologies; and Section 3.4 outlines the Semantic Web 
languages. 
 
3.1  The Semantic Web Initiative 
 
Most of the World Wide Web’s content today is designed for human use and 
interpretation. Humans can understand the context in which the content is inserted 
and infer its meaning. Contrarily, computer programs cannot meaningfully manipulate 
such content [6]. These programs can adeptly parse web content but only for simple 
information like e-mail address or layout elements, but generally are not able to 
process semantics. The information extraction task performed by Web applications is 
accomplished by a hand-coded API that incorporates necessary code for locating 
and extraction particular information presented inside a web page. Therefore, when 
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the web page presentation layout changes, the API has to be adjusted to reflect the 
new presentation layout. 
 
In addition to the limitations concerning the extraction of contents from web pages, 
we can identify a number of open issues in Web Services technologies. For example, 
the current infrastructure for Web Services uses XML as unifying language to 
guarantee interoperability; however, one limitation shared by the XML standards is 
their lack of an explicit semantics: two identical XML descriptions may mean very 
different things depending on when and who uses them. This places a limitation for 
interoperability between Web Services (e.g., for capability matching), since 
interoperability requires a common understanding about the data exchanged and the 
services provided by the partners. Capability information, in particular, is crucial for 
Web services to locate each other on the basis of the services they provide rather 
than on the basis of their name or the name of the company that deploys them. 
 
Being a standard for a common syntax that is shared across the Web, XML only 
guarantees syntactic interoperability. Therefore, Web Services, using XML-based 
languages, do not have any means to decode the meaning of the messages 
exchanged. They understand the structure of each other XML message but do not 
understand the content of such message.  This limitation in representation entailed in 
XML requires programmers to hardcode Web Services with information about their 
interaction partners, the messages to exchange, and the interpretation of the 
messages they receive. The result is a set of rigid Web Services, which cannot be 
reconfigurated dynamically to adapt to changes without direct human intervention. 
Autonomous Web Services should not only minimize the human intervention by 
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automating interaction with other Web services, but also be able to recover from 
failures more efficiently by automatically reconfiguring their interaction patterns. 
 
Therefore, to have a large-scale interoperability of web applications and, more 
particularly, autonomous Web Services, an unambiguous, machine-understandable 
representation of properties, capabilities, effects and interfaces is needed so that 
automated reasoning can be conducted. 
 
The Semantic Web “is an extension of the current web in which information is given 
well-defined meaning, better enabling computers and people to work in cooperation” 
[6]. The Semantic Web initiative is a collaborative effort led by W3C towards the 
realization of this machine-readable web. At its most basic level, the Semantic Web is 
a collection of metadata used to describe existing documents, Web pages, concepts, 
databases and file types on the Internet so that software applications can have an 
understanding of what the content means. 
 
3.2  Use of Ontologies in Semantic Web 
 
In the Semantic Web initiative, ontologies are used as decentralized vocabularies to 
allow applications to combine, compare and define the meaning of terms [6]. 
Ontologies are associated with existing content, providing computer applications with 
better information grouping, retrieving, querying and deducing capabilities. 
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The term ontology has its origin in philosophy and refers to the science of describing 
the kinds of entities in the world and how they are related, i.e., knowledge 
representation. The Merriam-Webster dictionary defines ontology as: 
 
“1. A science or study of being: specifically, a branch of metaphysics relating to the 
nature and relations of being; a particular system according to which problems of the 
nature of being are investigated. 
 
2. A theory concerning the kinds of entities and, specifically, the kinds of abstract 
entities that are to be admitted to a language system.” 
 
Ontology may be referred in the philosophical sense as a particular system of 
categories accounting for a certain vision of the world [29]. In Artificial Intelligence, 
the most prevalent use of ontology is as an engineering artifact, being constituted by 
a specific vocabulary describing a certain reality. An ontology aims to facilitate 
knowledge sharing and common understanding of the descriptions for a specific 
domain. 
 
We restrict our notion of ontology to its application on the Internet, which has a 
different slant from the previous philosophical notions. One often cited definition of 
ontology is as “a specification of a conceptualization” [38]. In this sense, an ontology 
plays the role of a controlled vocabulary, providing an unambiguous interpretation of 
terms or a thesaurus, and providing semantics and relations between terms [39]. 
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3.3  Classification of ontologies 
 
Since semantic services platforms use ontologies for different purposes, a 
classification is necessary to separate these ontologies into comprehensive 
functional categories. The goals of using ontologies in this work are twofold: 
 
• Term annotation. Ontologies provide semantics annotation of terms used 
within service descriptions, message exchanges, contextual information and 
application subscriptions. 
• Task description. Ontologies describe a conceptual model of the functional 
units of services, i.e., ontologies define how a service works by representing 
its internal behavior in terms of a series of subtasks and their relations and 
order. 
 
Figure 3.1 depicts a classification of ontologies described in Guarino [29]. 
 
top-level ontology
domain ontology task ontology
application ontology
 
Figure 3.1 – Types of ontologies 
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The classification depicted in figure 3.1 is based on the levels of generality of 
ontologies and are defined as follows: 
 
• Top-level ontologies. Describe general concepts like space, time, matter, 
object, event, action, among others, which are independent of a particular 
problem or domain; 
• Domain ontologies. Describe a vocabulary related to a generic domain by 
specializing the terms defined in the top-level ontology; 
• Task ontologies. Describe a generic task or activity. Task ontologies can be 
defined as “a vocabulary for describing problem solving structure of existing 
tasks” [30]; 
• Application ontologies. Describe concepts depending both on a particular 
domain and task. These concepts often refer to roles played by domain 
entities while performing a certain task. 
 
Another classification, based on knowledge representation in problem solving is 
presented by Chandrasekaran, et al [20]. The classification is twofold: 
 
• Domain factual knowledge. Knowledge about the objective realities in a 
domain, like objects, relations, events, states, causal relations, among others; 
• Problem-solving knowledge. Knowledge about how to achieve various goals. 
Part of this knowledge is in the form of a problem-solving method specifying 
how a class of goals can be accomplished. 
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The combination of these two aforementioned approaches derives a classification for 
the types of ontologies used in our proposal for the WASP architecture extension. 
The derived classification can be expressed in terms of Domain Ontologies and Task 
Ontologies with the first providing knowledge about the terms and entities in a 
domain and the second providing the problem-solving knowledge. In order to express 
the knowledge represented in ontologies, semantic web languages are required. In 
the following paragraphs, semantic markup languages sponsored by W3C are 
presented. Some of these languages (e.g., RDF and OWL) are intensively used in 
our proposal. 
 
3.4  Semantic Web Languages 
 
Several semantic-based languages have been developed during the last few years. 
Examples include Ontology Exchange Language (XOL) [33], SHOE [32], Ontology 
Markup Language (OML) [34] and DAML+OIL [36]. In our work we focus on the 
Resource Description Framework (RDF) and Web Ontology Language (OWL) 
languages mainly because of the following reasons: 
 
• Both are W3C initiatives and well accepted by the Semantic Web community; 
• Both present a suitable compromise between expressivity and computational 
efficiency in the reasoning process and are suitable for the purposes of this 
thesis. 
 
 46
3.4.1. RDF and RDF Schema 
 
The Resource Description Framework (RDF) is a framework for representing 
information in the web so it can be read by computer applications. It has an abstract 
syntax reflecting a graph-based data model, and formal semantics with a strictly 
defined notion of entailment providing a basis for well-founded deductions on RDF 
data [31]. Using RDF, web resources are annotated with semantical information. RDF 
uses underlying conceptual models (schemas) to define the classes and properties 
used for these semantic annotations [37]. 
 
The base element of the RDF data model is the triple <subject, object, predicate>: a 
resource (the subject) is linked to another resource (the object) through an arc 
labeled with a third resource (the predicate). In other words, the <subject> has a 
property <predicate> valued by <object>. All the triples result in a direct graph, whose 
nodes and arcs are labeled with qualified URIs. Figure 3.2 shows a directed labeled 
graph of the referred RDF triple consisting of nodes and labeled directed arcs that 
link pairs of nodes. The direction of the arc always points from the subject to the 
object. 
 
Subject Object
Property
 
Figure 3.2 – A graph representing the RDF triple 
 
Nodes in an RDF graph are URIs with optional fragment identifiers (URI references), 
literals or blank. The URI reference or literal on a node identifies what the node 
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represents. Arcs are labeled with URI references. The label on an arc identifies the 
relationship between the connected nodes. 
 
Because URIs form the only vocabulary, one can the use of the same URI as a node 
and as an arc label. This allows self-referencing and reification like in natural 
languages. 
 
The underlying concept for meaning and inference in RDF is entailment. An RDF 
expression A is said to entail another RDF expression B if every possible 
arrangement of things in the world that makes A true also makes B true. Based on 
this if A is demonstrated to be truth, it is possible to infer that B is also true. A RDF 
application is not required to find all facts that can be inferred on the basis of allowed 
entailments but this inference possibility is useful for semantics-based applications. 
 
The RDF data model provides no mechanism for defining relationships between 
properties and resources. This definition is performed by the RDF vocabulary 
description language, RDF Schema (RDFS) [36]. RDFS is a semantic extension of 
RDF and defines classes and properties that may be used to describe classes, 
properties and other resources. It offers mechanisms for describing groups of related 
resources and the relationships between these resources. The RDFS class and 
property system is similar to the type systems of object-oriented programming 
languages such as Java.  
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3.4.2. OWL and OWL-S 
 
The Web Ontology Language (OWL) [9] extends RDF and RDF Schema, by adding 
vocabulary for describing properties and classes, relations between classes (e.g. 
disjointness), cardinality, equality, richer types of properties characteristics of 
properties (e.g. symmetry), and enumerated classes, amongst others. 
 
OWL presents three increasingly expressive sublanguages: 
 
• OWL Lite – Provides classification hierarchy and simple constraints. It has 
been primarily designed to offer “easier implementation” of supporting tools 
than the other more expressive OWL sublanguages. For instance, although it 
supports cardinality constraints, it only allows cardinality values of 0 or 1. 
• OWL DL – Provides maximum expressiveness while retaining computational 
completeness and decidability. OWL DL is named due to its correspondence 
with descriptions logics, which is the theory that gives the formal foundation of 
OWL. 
• OWL Full – Provides maximum expressiveness and the syntactic freedom of 
RDF but with no computational guarantees. 
 
Each of the above sublanguages is an extension of its simpler predecessor, i.e., 
OWL Full is an extension of OWL DL, which is an extension of OWL Lite. 
 
OWL is used to define and instantiate Web ontologies. An OWL ontology includes 
descriptions of classes, properties and their instances, and specifies how to derive its 
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logical consequences, i.e., facts not literally present in the ontology, but entailed by 
the semantics. 
 
The Web Ontology Language for Services (OWL-S) is being developed by W3C to 
provide the building blocks for encoding rich semantic service descriptions. OWL-S is 
an OWL upper ontology for Web Services. It defines a set of classes and properties, 
specific to the description of services. This services ontology provides three essential 
classes, each of them presenting a type of knowledge about services [40], introduced 
as follows: 
 
• ServiceProfile. This class describes what does a service do and is also called 
the service capability advertisement. Thus, the Service class presents a 
ServiceProfile. 
• ServiceModel. This class describes how a service works and what happens 
when the service is carried out.  The Service class is describedBy a 
ServiceModel. 
• ServiceGrounding. This class describes how to use a service specifying the 
details of how the service can be accessed. The Service class supports a 
ServiceGrounding. 
 
Figure 3.3 shows the upper ontology for services described by the OWL-S. 
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ServiceGrounding
Resource
Service
ServiceProfile
ServiceModel
provides
supports
presents
described by
 
Figure 3.3 – OWL-S upper ontology 
 
The Service class is an organizational point of reference for declaring Web Services. 
One instance of Service will exist for each distinct published service. The properties 
presents, describedBy and support are properties of the Service class. Each instance 
of Service presents a class of ServiceProfile, is describedBy a class of ServiceModel 
and supports a class of ServiceGrounding. 
 
The OWL-S upper ontology for services specifies two cardinality constraints: a 
service can be described by at most one service model, and a grounding must be 
associated with exactly one service. No minimum cardinality for properties presents 
and describedBy is specified by the upper ontology. No maximum cardinality for 
properties presents and supports is specified either, allowing a service to present 
multiple profiles and/or to support multiple groundings. 
 
A context-aware platform such as WASP can take advantage of Semantic Web 
Services technologies and ontologies to provide reasoning capabilities in the 
following ways, amongst others: 
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• Using semantic annotations in message exchanges between platform, service 
providers and client applications; 
• Using semantic annotations in contextual information; 
• Representing a model of services behavior to help service selection and 
service composition. 
 
The next chapters explore these aforementioned possibilities of use of ontologies 
and Semantic Web Services technologies. Also present the WASP platform and its 
proposed architectural extension which provides service-enabling capabilities to the 
platform. 
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Chapter 4 
 
WASP Platform 
 
This chapter presents the WASP platform, which is the context-aware services 
platform used as a basis for the work developed in this thesis. A discussion on its 
current architecture and main design limitations that are candidates for improvement 
is carried out, particularly concerning the use of ontologies and the requirements for 
semantic services support in this platform.  
 
This chapter is further structured as follows: Section 4.1 introduces the WASP 
project; Section 4.2 presents the current WASP platform architecture; Section 4.3 
presents an initiative to introduce ontologies in WASP discussed in [22]; and Section 
4.4 points out some of WASP platforms main limitations. 
 
4.1  The WASP project 
 
The Web Applications Service Platform (WASP) project is part of the Dutch Freeband 
Knowledge Impulse [16] program which aimed at the generation of public knowledge 
in advanced telecommunications. 
 
The WASP project was concerned with the definition and validation of a services 
platform to facilitate the development and deployment of context-aware applications 
on top of 3G networks using Web Services infrastructures. The project has been 
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developed by Telematica Instituut, Ericsson and the Centre for Telematics and 
Information Technology of the University of Twente, in the Netherlands. 
 
The platform forms the system environment for context-aware applications (WASP 
applications). It offers generic functionality in the context-aware domain, herewith 
facilitating the development and deployment of context-aware applications. A brief 
discussion on the WASP architectural component follows below. The benefits of 
using ontologies in the design of context-aware platforms (WASP in particular) are 
also pointed out. 
 
4.2  The WASP platform architecture 
 
Distributed applications usually follow an approach where applications (clients) 
invoke methods or operations that reside on a server. A middleware platform is 
responsible for directing the method invocations to the intended server. The services 
capabilities offered to client applications are implemented in the server. Figure 4.1 
shows the distributed applications’ traditional approach. 
 
Server
Method
Method
Method
Clients
 
Figure 4.1 – Traditional approach of distributed systems 
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Differently, in the WASP platform’s approach, depicted in figure 4.2, the services are 
provided to the client applications by service providers, external to the platform.  
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Figure 4.2 – WASP platform approach 
 
The service providers offer services to the platform’s clients. The WASP applications 
can use services provided by several different providers to accomplish the tasks 
required by their users. The contextual information required by the services in the 
platform is gathered from context providers. 
 
The current version of the WASP architecture proposed in [12] is depicted in figure 
4.3. 
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Figure 4.3 – WASP platform architecture 
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As shown in figure 4.3, the WASP platform interacts with three different actors, each 
one with specific requirements: 
 
• Context Providers. These actors register to the platform and provide 
contextual information gathered by sensors or third party context providers. As 
different protocols and semantics may be used by providers, the platform 
requires a component to overcome these issues and make the information 
uniformly available to the rest of the platform. This component is the Context 
Interpreter, which is discussed in section 4.2.1. 
• Service Providers. In order to accomplish the tasks required by the WASP 
applications, service providers register their offers of services in the platform. 
After the registration of the offered services, the platform should be able to 
discover the services based on users’ requirements. The platform should also 
provide a mechanism for publishing service descriptions. 
• WASP Client Applications. The WASP applications are clients of the WASP 
platform. They interact with the platform by subscribing to services made 
available previously by service providers and take advantage of context 
providers to supply the platform with information about changes in their 
environment. The WASP platform should provide a mechanism to allow clients 
to view available services and their details, and to subscribe to these services. 
 
Figure 4.3 shows the three main components of the current WASP platform 
architecture: the Context Interpreter, the Registries and the Monitor, which are 
explained below. 
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4.2.1. Context Interpreter 
 
The Context Interpreter gathers contextual information from Context Providers, 
manipulates the contextual information and makes it uniformly available to the 
platform. The platform is open to third party providers and different kinds of sensing 
mechanisms which supply information using different protocols and/or semantically 
different contextual representation. The Context Interpreter, then, tackles these 
differences and provides an abstraction layer for the contextual information to the 
platform. 
 
To provide correct and semantically uniform contextual information to the other 
components of the platform, the Context Interpreter should perform the following 
tasks: 
 
• Context gathering – the Context Interpreter collects context information from 
Context Providers; 
• Context aggregation – the Context Interpreter aggregates context when 
needed by gathering and combining contextual information from more than 
one Context Provider; 
• Context inference – the Context Interpreter can infer context from multiple 
pieces of context information using inference rules. 
 
Figure 4.4 depicts an example configuration of the Context Interpreter. It shows three 
sub-modules, the Context Gatherer, responsible for gathering contextual information 
from context providers, the Aggregator, responsible for context aggregation, and the 
Inference Machine, which infers context from other context(s) using inference rules.  
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Context Interpreter
1 2
1- Monitor Interface 
2- Repository Interface 
3- Context Provider Interface 
3
2 
2 
Aggregator C3:context
Inference
machine 
C4:context
C1:context C2:context
 Context gatherer 
 
Figure 4.4 – Example configuration of the Context Interpreter 
 
4.2.2. Registries 
 
The registries are the components that store and maintain the information necessary 
for the dynamic deployment of applications in the platform. There are seven 
registries: 
 
Entity Type Registry 
 
The Entity Type Registry is the repository of entity types and their attributes and 
context types registered in the platform. Examples of entity types are user, food shop, 
park, etc. Examples of attributes are height, price, etc., and examples of context 
types are location, velocity, etc. Some context types can be applied to some entity 
types but not to others. For example, velocity can be applied to a car but not to a 
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restaurant. The Entity Type Registry keeps track of all meaningful combinations of 
context types and entity types. 
 
The platform supplies an interface to programmatically add or modify entity types and 
context types, i.e., an API is available to allow the addition or modification of entity 
types and context types. 
 
Function Type Registry 
 
A Function is an operation that performs a computation with no side-effects, i.e. it 
does not change the status of the platform. The Function Type Registry is the registry 
for information about the types of Functions supported by the platform. 
 
An example of Function is the Match function, which checks if a certain entity 
matches a user’s personal profile. Match(user.user1, food.barbecue) returns true if 
user1 likes barbecue (barbecue is a kind of food) and false otherwise. 
 
The platform provides a set of embedded primitive functions and makes it possible to 
add new ones using a programmatically interface. The WASP project chose Web 
Services as the technology to implement the interactions of the platform with its 
environment. Therefore, functions are dynamically deployed as web service end-
points.  
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Action Type Registry 
 
The Action Type Registry contains information about types of actions. Although both 
actions and functions are implemented as web services, for the platform they are 
semantically different. While a Function performs a computation with no side-effects, 
an Action has side-effects either on the application, users or platform. Similarly to a 
Function, the characteristics of an Action are its number and types of parameters and 
its return value. 
 
An example is the action SendMessage which sends a message to the user 
whenever he or she is close to a specific point of interest like a restaurant or a 
touristic spot. This action affects directly the user via the underlying 3G Networks by 
sending him / her, a message. Other actions can affect the WASP applications or the 
platform itself. 
 
In some cases, actions are mutually exclusive, i.e., they cannot be performed at the 
same time. In these situations, the execution can generate conflicts, e.g., an action to 
send a message and another to disable the receiving of messages. 
 
Similarly to a Function, the signature of an Action can be also added or edited on 
demand via a programmatically interface. The actual execution of the action needs to 
be performed by a (remote) Web service. 
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Therefore, both the actions and the functions can be considered as instances of task 
ontology concepts, in the sense that they supply information about services’ 
capabilities. We will explore more about the use of task ontologies later in this work. 
 
Service Registry 
 
The Service Registry component is responsible for storing, matching and retrieving 
service profiles. Service providers publish their service profiles in this repository and 
make them available for the whole platform. The current version of the WASP 
platform leaves this registry as an open issue. This registry is the main focus of this 
thesis and is more deeply explored in chapter 6. 
 
Entity Registry 
 
The Entity Registry component is responsible for storing instances of entities that are 
neither service providers nor users. Examples of such entities are vehicles, buildings, 
restaurants, etc.  
 
User Profile Registry 
 
The User Profile Registry component is responsible for storing data about the user. 
Significant facts can be collected directly from user profiles like sex, date of birth, 
user preferences, etc. The profile contains preferences, that can be translated to 
constraints defined by the user. 
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ContextDB Registry 
 
This component is responsible for storing entities’ contextual information over time. It 
provides context history to the Context Interpreter. This context history is important to 
allow context inference based on past occurrences. 
 
4.2.3. Monitor 
 
The Monitor component is responsible for interpreting and managing the application 
subscriptions. Therefore it tackles the reactive behavior and the coordination among 
different applications. In order to accomplish these tasks, the Monitor uses 
information provided by the Context Interpreter and Repositories. 
 
The interactions between applications and the platform are dynamically configured 
through the addition of the application subscriptions. These subscriptions are 
expressed in such a way that provide (i) a way to specify reactions of the platform 
and (ii) a way to correlate events, that eventually trigger the specified reaction. 
Application subscriptions are written in a descriptive language, defined in the WASP 
project, called WASP Subscription Language (WSL). The subscriptions are divided in 
two clauses: action which specifies the reaction of the platform and guard which is a 
conditional statement that specifies an event or event correlation. 
 
For example, the following subscription written in WSL sends a message to the user 
if the user is in a 50 meters range from a bakery. 
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ACTION 
 sendMessage(entity:user:ID); 
GUARD 
 CloseBy(entity:user:ID:location, entity:bakery:all:location, 50) 
 
 
Figure 4.5 depicts the Monitor component and its subcomponents Parser, 
Subscription Manager and Coordinator. 
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Figure 4.5 – Monitor component 
 
Parser 
 
The Parser component is responsible for checking if the subscriptions are both 
syntactically and semantically correct having as reference the syntax of the WSL. 
When the application subscription is received by the Subscription Manager, it is 
forwarded to the Parser to be resolved. In order to check the semantics of the 
subscription, the Parser makes extensively use of the Entity Type, Function Type, 
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Action Type registries and the User Profile Registry, Entity Registry and Service 
Registry instances registries. 
 
Subscription Manager (SM) 
 
The SM component provides an API for the manipulation of the application 
subscriptions. This API allows applications to add, remove or update subscriptions. 
 
Once the application subscription is parsed and it turns to be syntactically and 
semantically correct, the SM verifies if the interaction is a request-response or an 
event-driven interaction. This is done by verifying the existence of the GUARD 
clause. If the GUARD does not exist, it is a request-response interaction; otherwise, it 
is an event-driven interaction. 
 
In this case of a request-response interaction, the SM has to immediately resolve the 
subscription and trigger the specified Action. In the case of an event-driven 
interaction, the SM needs to constantly check if the correlation of events defined in 
the GUARD clause is true. When the correlation of events turns true, the specified 
Action is triggered. 
 
Coordinator 
 
This component is responsible for coordinating the conflicting application 
subscriptions. A subscription is conflicting with another subscription when the actions 
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involved in these subscriptions are mutually exclusive, they affect the same entity 
user and the GUARD is identical for both subscriptions. 
 
4.3  Ontologies in WASP 
 
Ríos [22] proposes an alternative approach to the WASP platform focusing on 
modeling and manipulating contextual information using ontology-based techniques. 
Figure 4.6 depicts the WASP platform using ontologies. 
 
 
Figure 4.6 – WASP platform with ontologies 
 
In this ontology-based approach, the possible events to which the platform reacts, the 
types of context information the Context Interpreter considers and the types of 
entities, functions, actions and services described by Repositories are no longer hard 
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coded in the platform but, instead, described in terms of a common ontology. This 
common ontology is accessible for both WASP Applications and Context Providers. 
 
The potential benefits of using ontologies in WASP platform are: 
 
• For the Context Interpreter. Ontologies can contain the semantic information of 
all entities involved in the platform, formally and well-defined. This not only 
enables different agents or parties to cooperate without human interaction but 
improves the aggregation and inference power within the platform. 
• The Registries. Ontologies can capture: 
o The entity types, with their attributes, and their correspondent 
instances, currently registered in the Entity Type and Entity registries, 
respectively; 
o The function and action types, registered in the Function and Action 
registries respectively; 
o User data (e.g., name, sex, age, etc.), currently registered in the User 
Profile registry; 
o And past contextual information or context history, registered in the 
ContextDB registry. 
• For the Monitor. Ontologies can provide support for managing application 
subscriptions. These subscriptions can be defined in terms of existing 
ontologies, which would provide the information currently maintained by the 
Registries and the Context Interpreter. These subscriptions specify reactions 
of the platform, which must be triggered or not, depending on correlations of 
events. The evaluation of correlated events requires a certain degree of 
reasoning that also can also be supported by using ontologies. 
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4.4  Open issues in the WASP platform  
 
A central concern in the WASP platform is to support the interaction between client 
applications and services implemented as Web Services. Previous work in the WASP 
project concentrated on the overall architecture of the platform, the monitor 
component, the subscription language [12], and the use of ontologies to provide 
more flexibility, extensibility and semantic interoperability in the platform [22].  
 
Besides these abovementioned improvements, the platform still lacks proper   
service-enabling support. Although the platform aims at providing services-related 
capabilities, such as service description publication and search, and service selection 
composition and invocation, some essential service-enabling components have not 
been designed in detail. Finally, semantic support for services and their exchanged 
messages have not been worked out either.  
 
The next step for the improvement of the current WASP architecture is to introduce 
facilities for achieving semantic service support. The new architecture should be 
designed after capturing the essential requirements for semantic service-enabling 
components and determining how these services can be described, registered, 
searched, composed and executed by the platform. Therefore, the role played by the 
platform in relation to its interactions with client applications and providers should be 
discussed, in order to facilitate the gathering of the requirements for the semantic 
service-enabling components. 
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The next two chapters discuss the requirements for introducing Semantic Services 
support in the WASP and present a proposal for extending the current architecture in 
order to manage interactions with Semantic Web Services. 
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Chapter 5 
 
Requirements for Semantic Service-Enabling 
Components in Context-Aware Platforms 
 
In previous chapters, a number of issues concerning Web Services technologies and 
context-aware service platforms have been presented. They discuss the benefits of 
introducing semantic support in services platforms, particularly in the current WASP 
architecture. They point out the need for specific service-enabling components, which 
calls for a suitable requirement analysis. To ease the gathering of the basic 
requirements, this chapter makes use of a usage case scenario approach. Some 
fundamental concepts are also introduced in this chapter, which helps understanding 
the proposed architecture extension.  
 
This chapter is further structured as follows: Section 5.1 introduces the concept of 
Generic Services; Section 5.2 discusses the platform roles for service support; 
Section 5.3 presents the chosen usage case scenario in the healthcare domain; and 
Section 5.4 lists the derived requirements for designing the service-enabling 
architectural components. 
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5.1. Extended Concepts – Generic Services and Services 
 
5.1.1. Generic Services 
 
In this work we introduce two concepts: generic service (GS) and service. The first 
concept is related to generic specifications of capabilities provided by the platform to 
its client applications. A generic service is a conceptual description of a capability 
provided by the platform to its clients without binding to any actual Web Services 
implementation. An example of a GS is a service that, based on user’s location, 
informs whenever a friend is located close by him. In this situation, we assume that 
the user subscribes to the GS through his client application. To inform the platform 
and its participants (clients and providers) of GS capabilities, semantically annotated 
information units are used. A GS description defines the tasks involved in the 
accomplishment of the described capability, the involved terms and required 
parameters. In GS descriptions, the semantically annotated terms are, normally, 
expressed in the most generic classes possible to provide flexibility. For example, in 
the friend-finder GS the term location required for knowing where is the user and his 
friends can be sub-classed in XYCoordinate, Address or ZIPCode. Figure 5.1 shows 
a possible representation of the Location term and its sub-classes, XYCoordinate, 
Address and ZIPCode, from the friend finder example. Each of the subclasses of 
Location can be used to fulfill the example GS description requirement. 
 
 70
Location
XYCoordinate Address ZIPCode
 
Figure 5.1 – The Location term and its sub-classes 
 
Additionally, a GS description presents how a particular task is composed of 
subtasks and the relations between the subtasks. Figure 5.2 shows a graph of 
component subtasks of a GS description. The arrows show the invocation order 
among the component subtasks. In this example, subtask2 is invoked in a sequence 
after the subtask1 followed by the parallel invocation of subtask3 and subtask4. 
Finally, subtask5 is invoked. 
 
GS’ Component Subtasks
Subtask1 Subtask2
Subtask3
Subtask4
Subtask5
 
Figure 5.2 – Component subtasks of a GS 
 
Based on the classification of ontologies presented in Chapter 3, we conclude that 
the GS concept can be considered as an instance of a task ontology. Since the OWL-
S ServiceModel class can represent component subtasks and their execution order, 
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the approach we have defined to represent a GS description is to use the OWL-S 
ontology. The OWL-S ServiceGrounding class is not used because GSs do not bind 
to actual Web Services implementations and, therefore, they do not need information 
about invocation protocols, URI and the other data presented in the 
ServiceGrounding class. Figure 5.3 depicts the OWL-S classes used in the GS 
description. 
 
Resource
Service
ServiceProfile
ServiceModel
provides presents
described by
 
Figure 5.3 – OWL-S’ classes of a GS description 
 
5.1.2. Services 
 
The service concept introduced here is related to Semantic Web Services that 
actually perform the capabilities described by GSs. A possible service that 
accomplishes the example GS for locating of friend mentioned above, is a Semantic 
Web Service that receives geographic coordinates of two friends, the desired 
proximity and returns information on whether they are within the given distance.  
 
A service description is written using OWL-S ontologies and contains information 
about the required parameters, the output, internal process, pre-conditions and 
effects of a Semantic Web Service defined in the OWL-S specification. Since it uses 
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the full set of OWL-S ontologies, all OWL-S classes are required. Figure 5.4 shows 
the OWL-S classes of a service description. 
 
ServiceGrounding
Resource
Service
ServiceProfile
ServiceModel
provides
supports
presents
described by
 
Figure 5.4 – OWL-S classes of a service description 
 
 
5.2. Platform Roles for Services Support 
 
The proposed extension to the WASP platform intermediates the interactions 
between client applications and providers (context providers and services providers). 
Therefore, an investigation of the possible platform behaviors concerning those 
interactions is needed to supply guidelines for requirements gathering and 
architectural components design. In short, platform roles need to be identified. 
 
To facilitate the interaction between client applications and services, the platform can 
perform two alternative roles: 
 
• Trader. Client applications subscribe to previously registered GS. A required 
GS description is a specification of tasks that a user wants to be accomplished 
on his behalf. The tasks defined in a GS description are actually performed by 
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services made available by service providers. After selecting the available 
services to fulfill the client application’s requirements, the platform returns to 
the client application a list of services’ descriptions functionally compatible with 
its requirements. The client application, then, analyzes the services 
descriptions and selects suitable ones based on its non-functional 
requirements, such as price, QoS and trust relationship, among others. After 
that, the client application directly interacts with the services by invoking the 
services operations and receiving results; 
• Broker. In this role the platform offers not only GS subscription and service 
selection mechanism but also invokes the services on behalf of the client 
application, monitors the service execution and parses the results, translating 
the results to client’s required format. 
 
To act as semantic services broker, the platform must perform complex reasoning 
tasks [27], including: 
 
• Interpreting service provider capabilities (service descriptions) and client 
applications’ requirements; 
• Finding an adequate provider based on client’s context and data (e.g., the 
user’s profile, data supplied by sensors and/or client application, etc.); 
• Invoking the selected provider on client application’s behalf; 
• Interacting with the service provider as necessary to fulfill the subscription; 
• Returning results to the client application. 
 
Some additional benefits of designing the platform to act as a broker are: 
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• Fault tolerance and robustness: if a service becomes unavailable, the platform 
can try to find another suitable provider; 
• Privacy, security and billing: the trusting central point for clients, context 
providers and service providers is the platform. These participants agree to 
trust the platform. Therefore, clients do not have to directly interact with 
services providers and vice-versa and the platform provides anonymization for 
both parties. 
 
Nonetheless, being a centralized coordinator the platform can become a single point 
of failure. Techniques such as redundancy and clustering, among others, can be 
used to increase the platform’s availability [28]. Since the context interpretation is 
already performed in a centralized way by the platform, a solution to make this 
structure more robust and fault tolerant is also beneficial for the whole platform. 
These issues are not addressed in this thesis. Some of them (e.g., privacy) are 
currently under investigation in the Awareness project (follow-up of the WASP 
project), and others have been suggested for future research.  
 
In WASP, client applications do not deal with contextual information supplied by 
context providers. The platform receives the contextual information and (i) checks 
whether the contextual information matches the context defined in the subscription 
and (ii) forwards the contextual information to invoked services. Additionally, WASP 
requirements state that client applications may run in mobile devices with limited 
processing capacity. This limitation imposes a constraint to the complex reasoning 
and semantics inference tasks required to tackle semantically annotated service 
descriptions and message exchange. For this reason, and because the platform 
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already centralizes the access to contextual information, in our proposal we decided 
to make the platform play the broker role. 
 
In the broker role, the platform can interact with client applications in several ways, 
such as: (i) client applications may request immediate execution of a GS; (ii) client 
applications may subscribe to the platform and get notifications; and (iii) the platform 
may provide services to previously unknown users. In this thesis we focus on 
interaction types (i) and (ii). 
 
5.2.1. Role: Broker with immediate response 
 
Client applications can interact with the platform by requesting immediate execution 
of GSs. Figure 5.5 depicts the typical interactions in this scenario among services 
platform, context providers, service providers and client applications. 
WASP Platform
2 
- R
eq
ue
st
 a
va
ila
ble
 
ge
ne
ric
 s
er
vic
es
4 
- R
et
ur
n 
av
ai
la
bl
e
ge
ne
ric
 s
er
vic
es
Service 
Providers
Clients
1 - Publish service and
generic service descriptions
9 - Invocation
3 - Searches GSs
8 - Finds services
10 - Results
Context 
Providers
5 
- I
nv
ok
e
ge
ne
ric
 s
er
vic
e
7 -
 In
for
m 
us
er'
s
co
nte
xt
11
 - 
Se
nd
 re
su
lts
6 –
 Re
qu
es
t u
se
r’s
 
co
nte
xt
 
Figure 5.5 – Broker role with immediate response 
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In this case, service providers publish their service descriptions and/or GSs 
descriptions to the platform (interaction 1). A client application requests a list of 
available GSs from the platform (interaction 2). The platform then searches for the 
GS in its repository (interaction 3) and sends the list of available GSs to the client 
application (interaction 4). After choosing a GS, the client application requests to the 
platform the GS execution (interaction 5). The platform requests the user’s current 
context to context providers (interaction 6). Context providers supply timely 
contextual information of the client to the platform (interaction 7). The required 
contextual information is defined in the selected GS description. The platform 
searches for available service(s) to accomplish the required GS based on the task 
ontology defined in the selected GS description (interaction 8) and invokes the 
service(s) (interaction 9). The platform receives the response from the service(s) 
(interaction 10), parses the results and sends the final result to the client (interaction 
11). For clearness of the graph, the internal components that participate in the 
interactions 3 and 8 are not shown in the figure 5.5 and are explained in chapter 6.  
 
5.2.2. Role: Broker with previous subscription 
 
In this role, client applications subscribe to GSs and define conditions on when to 
trigger the execution of the service. Figure 5.6 depicts the interactions in this 
scenario. 
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Figure 5.6 – Broker role with previous subscription 
 
The service providers publish their service descriptions and/or GSs to the platform 
(interaction 1). A client application requests a list of available GSs from the platform 
(interaction 2). The platform then searches the GSs in its repository (interaction 3) 
and sends the list of available GSs to the client (interaction 4). After choosing a 
suitable GS, the client subscribes to it (interaction 5). The subscription also defines 
the contextual conditions to be fulfilled in order to trigger the execution of the GS. 
The previous subscription for the functionality described in a GS is the main 
difference between this role and the previous role described in section 5.2.1. Context 
providers supply contextual information (interaction 6) and, when the specified 
condition is detected by the platform, it triggers the execution of the GS. A check is 
performed by the platform in order to establish whether the services that should 
execute the GS are still available (interaction 7). An invocation of the service(s) is 
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performed by the platform (interaction 8). The platform receives the response from 
the service(s) (interaction 9), parses the results and sends to the client application 
(interaction 10). For clearness of the graph, the internal components that participate 
in the interactions 3 and 7 are not shown in the figure 5.5 and are explained in 
chapter 6. 
 
These steps give an initial idea of the required functionality to be provided by the 
platform. A usage scenario is presented in section 5.3 next to help deriving the 
requirements of the WASP’s architectural extension. 
 
5.3. Gathering the Requirements  
 
The approach used in this thesis is to define prototypical usage scenarios of the 
platform, in order to gather the architectural requirements [24] [26]. This usage 
scenario is presented as follows: 
 
“Through a client application, a client subscribes to a GS which triggers the request 
for emergency rescue or care depending on client’s health condition. The client’s 
health condition is supplied to the platform by context providers. This GS deals with 
situations in which the client has a stroke, heart attack or any other health event that 
requires immediate care. When the contextual information about the user’s health 
condition supplied to the platform matches a context of health emergency, the 
platform triggers the execution of the subscribed GS. The GS description defines 
that, in case of emergency, the closest health emergency facility should be sought 
and an immediate care or rescue should be requested. The health emergency facility 
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informs the estimated time of arrival (ETA) of the care (rescue). The platform, then, 
informs the ETA to the client application.” 
 
The steps for execution of this medical emergency assistant GS are: 
 
• A service provider publishes the description of the 
MedicalEmergencyAssistant GS, which states that emergency rescue to the 
closest emergency treatment unit should be requested based on the context of 
a user’s critical health condition and the ETA should be informed to the client 
application. The GS description defines that the functionality is accomplished 
by a sequence of subtasks: (i) finds the nearest emergency treatment unit, (ii) 
notifies to the emergency treatment unit the emergency event, (iii) requests 
the ETA of the rescue, and (iv) receives the ETA from the emergency 
treatment unit and sends to the client application; 
• Service providers publish descriptions of services that either perform the 
functionality described in the MedicalEmergencyAssistant description or 
perform individual component tasks of the GS; 
• Through its client application, the user queries the platform for the list of 
available GSs, and selects and subscribes to the MedicalEmergencyAssistant 
GS. The client application supplies conditions that should be fulfilled to trigger 
the execution of the GS. The client application can also request an immediate 
execution of the GS, in which case a subscription and the definition of 
triggering conditions are not required; 
• After the client application submits the subscription, the platform discovers and 
selects the service(s) to perform the subscribed GS. If there is no single 
 80
service that fully accomplishes the MedicalEmergencyAssistant GS, the 
platform searches for services to accomplish the subtasks defined in the 
MedicalEmergencyAssistant description; 
• When the conditions defined by the user in the subscription are met, the 
platform checks if the previously assigned services are still able to accomplish 
the task and invokes them. If these previously assigned services are no longer 
available, the platform repeats the discovery, selection and composition steps. 
If the user had requested immediate execution of the 
MedicalEmergencyAssistant, the platform discovers, selects and invokes 
services to perform the subscription; 
• The platform parses the results returned by the services that accomplish the 
subtasks and, if necessary, adjusts the terms to semantically equivalent terms 
to match the client application’s required return. An ontology that defines the 
terms and their relations is required to perform this adjustment. 
 
5.4. Derived Requirements 
 
Based on the list of steps for publication, subscription and execution of the GS 
example above, it is possible to derive requirements to be fulfilled by the platform’s 
internal services management architectural components. These requirements are 
summarized below: 
 
• GS descriptions publishing. The platform should provide a mechanism for 
publishing GS descriptions that are subscribed or have the immediate 
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execution requested by client applications. The GS descriptions are written 
using the OWL-S service ontologies ServiceProfile and ServiceModel. 
• Web Services descriptions publishing. The platform should provide ways 
for service providers to publish descriptions of the services they offer. These 
descriptions are written using the full set of OWL-S ontologies namely, 
ServiceProfile, ServiceModel and ServiceGrounding. 
• Service discovery and selection. After a client application subscribes to or 
selects a GS, the platform should discover services to perform the tasks 
described in the GS description. After the discovery phase, the platform should 
select the most appropriate services based on non-functional requirements 
explicitly defined in the subscription by the client application such as quality of 
service, cost and trust relationships, amongst others, or contextual information 
acquired by the platform such as location of the user (in a case that the 
service could only be accessed by clients in a given area) and previously 
defined trust relationships, amongst others. 
• Service Composition. In some cases the platform cannot find a single 
service to fully perform the task defined in the GS description. Then, the 
platform should discover and select a set of services that, combined together, 
can perform the task. After selecting the component services involved in a 
composition, an organization of their interactions has to be defined. The 
definition of the GS states that its component subtasks should be organized in 
a specific execution order such as in a sequence, in parallel, with required 
precedence among services, amongst others. The composite service is then 
published as a new service. Therefore, the next time the GS execution is 
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triggered, the platform discovers this new composite service instead of having 
to determine the composition again. 
• Service Execution. After the service selection or, when a composition is 
required, the platform should invoke the involved services. The invocation 
consists of binding to the Web Service, supplying its necessary input 
parameters and receiving its output results. The service execution should also 
monitor the execution of the services and, in the case of failures, request 
another selected service to replace it. 
• Semantic support. The platform requires that the terms used in message 
exchanges, descriptions (GS and services) and stored data (contextual 
information and user profiles) have semantics annotation to allow reasoning 
and inference. This semantics annotation can be provided by ontologies that 
also provide a conceptual model of how a task is performed, its subtasks and 
their relations. 
 
The next chapter presents our proposal for introducing service-enabling components 
in the WASP platform, based on the functional requirements defined above. 
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Chapter 6 
 
A Semantic Service-Enabling Proposal for the 
WASP Architecture 
 
This chapter presents the proposed semantic service-enabling architecture for 
extending the current WASP platform architecture. The proposed architecture 
extends current WASP capabilities by providing components that enable and 
manage platform interactions with service providers offering semantic Web Services. 
 
This chapter is further structured as follows: Section 6.1 presents the new service-
enabling components we proposed as extensions to the WASP architecture; Section 
6.2 details the design of the Service Manager component and its sub-components; 
Section 6.3 shows the design of the Registry Manager component; Section 6.4 
details the Semantic Service Description Registry; Section 6.5 presents the User 
Registries; and Section 6.6 elaborates on the Ontology Registries. 
 
6.1. Service-enabling components 
 
Based on the requirements for service-management components for context-aware 
platforms presented in section 4.4, we propose two additional architectural 
components for the WASP architecture: 
(i) Service Manager; and  
(ii) Registry Manager. 
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These two components supply the platform with service management capabilities 
allowing interactions with services and service providers. The Registry Manager also 
acts as an auxiliary component, providing transparency with respect to the specific 
protocols necessary for accessing registries by the WASP’s Service Manager and 
Monitor components. Figure 6.1 shows how these two components can be 
embedded in the WASP architecture, as well as their interactions with other internal 
platform components, service providers and registries. 
 
 
Figure 5.1 – WASP architecture with service-enabling components 
 
The operation of the proposed components as well as the purpose of the registries 
are explained in the sequel. 
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6.2. Service Manager 
 
The Service Manager provides a number of service supporting functions to the 
platform, e.g., service description publishing, service discovery and selection, service 
composition and service execution. Therefore, these functions have been assigned 
to five sub-components, namely, Service Coordinator, Finder, Composer, Executor 
and Publisher.  
 
Figure 6.2 shows a detailed view of the Service Manager component, its sub-
components and the interactions with service providers and the Registry Manager. 
 
 Service Manager
Service 
Coordinator Publisher
Composer
Finder
11 - Monitor Interface
Registry Manager
Semantic Service 
Description 
Registry
Service 
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Registry
Service 
Providers
SP
SP
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publish
publish
Executor invocation /results
 
Figure 6.2 – A detail of the Service Manager component 
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6.2.1. Service Coordinator 
 
The Service Coordinator sub-component is responsible for coordinating the 
operations among the other sub-components of the Service Manager component. Its 
external interface is accessed by service providers, the Registry Manager and the 
WASP Monitor component. Service Coordinator acts as a router by receiving the 
messages from Monitor or Service Providers and routing them to the appropriate 
Service Manager sub-component or to the Registry Manager. Although not tackled in 
this work, functionality for issues such as privacy, security and accounting can be 
incorporated in this module. For example, when a Service Provider has to publish a 
GS description to the platform, he accesses the Service Coordinator’s publishing 
interface requesting the publication. The Service Coordinator, then, forward the 
request to the Publisher component which proceeds with the validation and 
publication of the GS description as described in section 6.2.3. 
 
6.2.2. Finder 
 
The Finder sub-component is responsible for querying the Registry Manager for 
semantic service descriptions available in the repositories. Finder receives services 
discovery inquiries from the Service Coordinator and Composer sub-components. 
Services discovery inquiries consist of descriptions of the functionality to be 
performed by services. 
 
Contextual information is supplied to the Finder sub-component by the Context 
Interpreter (fig. 6.1), to improve the search. For example, considering a medical 
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emergency usage case scenario, location is a type of contextual information that 
helps Finder to narrow the search by selecting services that provide location of 
emergency facilities in the vicinity of the client’s present location. Another example of 
contextual information in this usage case scenario is the client’s health insurance. If 
the health insurance plan that the client has contracted is considered relevant 
information for the GS, the search for a suitable service can be even more specific. 
Since, in this case, the services discovered by the Finder must not only provide 
emergency facilities nearby the client but also emergency facilities that accept the 
client’s health insurance. 
 
In order to select the candidate services to accomplish GS descriptions, the Finder 
compares the ServiceModel definition of the GS description with the ServiceModels 
definitions of the discovered service descriptions returned by the Semantic Services 
Description Registry through Registry Manager. In [46] an approach to match 
semantically annotated Web Services capabilities compares the inputs and outputs of 
the desired functionality (a GS description in this work) with the Web Services’ 
capabilities. This approach can be integrated with this proposal for achieving the 
services matching goal. However, this service matching approach should be 
extended to consider the contextual information as part of the non-functional 
requirements aiming at narrowing the search. 
 
6.2.3. Publisher 
 
The Publisher sub-component is responsible for publishing both semantic service 
descriptions and GS descriptions. Publisher receives requests for description 
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publishing from the Service Coordinator. The Publisher validates each request and 
sends the description to the Registry Manager for publication. 
 
The publishing request can be performed either on behalf of a Service Provider or on 
behalf of the platform itself. In the first case, a Service Provider requests the 
publication of the semantic description of a service it is offering or the GS description. 
In the second case, after a service composition is obtained, the platform requests the 
publishing of the service description for this composition. Therefore, when the 
functionality of this service composition is requested again, the platform is able to 
discover its service description and execute it without having to repeat the service 
composition process. This approach frees the platform from the burden of repeating 
the service composition process for the same functionality. 
 
6.2.4. Composer 
 
The Composer sub-component is responsible for the semantic service composition 
process. The Composer receives from the Service Coordinator a request to find a 
possible composition of Semantic Web Services that accomplishes the given GS. 
The Service Coordinator only requests a composition to the Composer if the Finder 
does not find any service that, alone, could accomplish the GS. 
 
The Composer sub-component receives a GS description from the Service 
Coordinator. The GS description describes the task and its component sub-tasks , 
through the OWL-S ServiceModel class. The ServiceModel class can contain a 
number of hierarchical levels of tasks and sub-tasks.  
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Figure 6.3 shows an example task that consists of three subtasks, namely, subtask1, 
subtask2 and subtask3. Each subtask consists of two subtasks. 
 
Task
Subtask 
1
Subtask
2
Subtask
3
Subtask
1.1
Subtask
1.2
Subtask
2.1
Subtask
2.2
Subtask
3.1
Subtask
3.2
Granularity level 1
Granularity level 2
 
Figure 6.3 – An example task and its component subtasks 
 
After receiving a GS description in terms of a task with subtasks, the Composer 
decomposes the task, by selecting each of its subtasks according to the GS 
description, and requests the Finder to discover services to accomplish each 
subtask. If the Finder does not find services to accomplish any of the subtasks, the 
Composer uses the component (sub)subtasks of that subtask and requests the 
Finder to discover services to accomplish the subtasks of this level. After receiving 
the list of discovered services, the Composer selects the most adequate composition 
based on the non-functional requirements [44] supplied by the Monitor. 
 
Once a set of component services is selected, the Composer proceeds to the 
choreography phase. In this phase, the order of services execution and the 
exchanged messages are determined, and an execution plan is generated. The 
execution plan is concerned with the definition of interactions between the 
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component services, the sequence of operations, states, conditions and messages 
exchanged among them. 
 
6.2.5. Executor 
 
The Executor sub-component is responsible for service invocation and execution 
monitoring. The Service Coordinator sends the execution plan created by the 
Composer component to the Executor. The Executor runs the execution plan, by 
invoking the services in the defined order, and coordinates the message exchange 
among the services. In case a single service (a service without component services) 
is executed, no execution plan is required and the Executor directly invokes the 
service and receives its results. 
 
6.3. Registry Manager 
 
The Registry Manager component provides to the Service Manager components an 
homogeneous interface to the registries used by the platform, e.g., the service 
description registry, user registries, the task ontology registry and the domain 
ontologies registry. The Registry Manager concentrates the access to the registries 
on a single point, i.e., if a platform component needs information available in a 
registry, it accesses the registry through the Registry Manager. The access is done 
by querying the Registry Manager and informing what information is needed. The 
Registry Manager analyzes the type of information needed and decides which 
registry to inquire. After that, the Registry Manager accesses registry’s query API and 
sends back the received results to the solicitant component. 
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The Registry Manager component receives data requests from the Monitor, Finder, 
Service Coordinator and Publisher components. 
 
6.4. Semantic Services Description Registry 
 
The Semantic Services Description Registry is the architectural component 
responsible for storing semantic service descriptions published by service providers 
and the context-aware platform. This component provides an API to allow the 
addition, update and deletion of semantic service descriptions. 
 
Semantic services descriptions are OWL-S documents that describe the functionality 
offered by the service (OWL-S ServiceProfile), its internal process (OWL-S 
ServiceModel) and details of how to access and invoke the service (OWL-S 
ServiceGrounding). 
 
Service Providers publish their semantic service descriptions, which then become 
available to the context-aware platform. The platform can also publish semantic 
service descriptions generated in the service composition process. The Semantic 
Service Description Registry interfaces either with the platform through the Registry 
Manager component or directly with service providers. 
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6.5. Users Registries 
 
The Users Registries consist of the Client Profile Registry and the ContextDB 
Registry and supply information related to each platform’s client. These two registries 
have been defined is the current WASP platform, and here have been grouped in 
Users Registries. Client profile data and the contextual information history are stored 
in the Client Profile Registry and the ContextDB Registry, respectively, through their 
APIs. 
 
6.6. Ontology Registries 
 
The goals of using ontologies in this work are twofold: 
 
• Term annotation. Ontologies provide semantics annotation of terms used 
within service descriptions, message exchanges, contextual information and 
application subscriptions. 
• Task description. An ontology describes a conceptual model of the functional 
units of a service. 
 
6.6.1. Domain Ontologies 
 
Domain Ontologies provide semantics annotations for the terms used in semantic 
service descriptions, GS descriptions, application subscriptions, contextual 
information and message exchanges among platform’s participants and platform’s 
components. The Domain Ontologies also describe relations between terms like 
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hierarchy, similarity and type, amongst others. This makes it possible for the service-
enabling components to perform the reasoning tasks for the broker role described in 
of the previous chapter. Given the medical example of section 5.5, a possible medical 
ontology depicted in figure 6.4. The large named boxes represent the ontology’s 
classes (concepts). The small boxes with the symbol “¬” represent a disjoint. Lines 
with open arrows represent relations and lines with closed arrows represent 
inheritance relation. 
 
 
Figure 6.4 – Ontology concepts’ hierarchy representation of the medical example 
 
The diagram in figure 5.4 shows the part of the medical example ontology that 
defines a concept Place with two specializations: Medical_Facility and 
Medical_Department. The ontology defines that the Medical_Facility concept has a 
relation named hasDepartment with the Medical_Department concept. An inverse 
relation named isDepartmentOf of the hasDepartment relation is also defined 
between Medical_Department concept and the Medical_Facility concept. The 
Medical_Facility concept has a specialization named Hospital and the 
Medical_Department concept has a specialization named Emergency_Room. A 
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Person can be taken care by Medical_Facility or by Emergency_Room. The 
isTakenCareOf relation defines this relationship. 
 
The following segment of OWL-DL code describes the Place, Medical_Facility and 
Medical_Department concepts of the medical ontology represented in figure 5.4. The 
complete medical ontology description can be found in Appendix A. 
 
  <owl:Class rdf:ID="Place"> 
    <owl:disjointWith rdf:resource="#Person"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Medical_Facility"> 
    <rdfs:subClassOf rdf:resource="#Place"/> 
    <rdfs:subClassOf> 
      <owl:Restriction> 
        <owl:someValuesFrom> 
          <owl:Class rdf:about="#Medical_Department"/> 
        </owl:someValuesFrom> 
        <owl:onProperty> 
          <owl:ObjectProperty rdf:about="#hasDepartment"/> 
        </owl:onProperty> 
      </owl:Restriction> 
    </rdfs:subClassOf> 
    <owl:disjointWith> 
      <owl:Class rdf:about="#Medical_Department"/> 
    </owl:disjointWith> 
  </owl:Class> 
  <owl:Class rdf:ID="Medical_Department"> 
    <rdfs:subClassOf rdf:resource="#Place"/> 
    <owl:disjointWith rdf:resource="#Medical_Facility"/> 
  </owl:Class> 
 
The above medical ontology provides semantic vocabulary to GS descriptions and 
service descriptions which define the functions to be performed using this vocabulary. 
Based on the example two possible situations can be supported by using this 
ontology: 
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1. The platform finds a service (Service 1) that returns a list of hospitals located 
in the given coordinates and distance range; 
2. The platforms finds a service (Service 2) that returns a list of emergency 
rooms located in the given coordinates and distance range. 
 
This medical ontology defines that both hospitals and emergency rooms can take 
care of persons. The MedicalEmergencyAssistant GS defined in section 5.3 has a 
subtask that searches for emergency treatment units. When this subtask is executed, 
it can either select Service 1, Service 2 or both. This selection is possible because 
the reasoning process can show that both services provide a list of medical units that 
takes care of people. 
 
6.6.2. Task Ontologies 
 
A GS description defines the subtasks involved in the accomplishment of the 
described task. The GS is specified as a number of subtasks and its relations. For 
example, a given generic service S may present a number of alternative methods 
that can be used to solve S. Each of these possible methods has a set of subtasks to 
be performed in order to achieve the method’s goals. Figure 6.5 shows a graphical 
representation of a task with two alternative methods, each of them having subtasks 
that on their turn have alternative methods. 
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Generic Service
Alternative methods
Subtasks
Alternative methods
 
Figure 6.5 – A representation of a task and its alternative methods. 
 
A GS description is considered here as Task Ontology. Task Ontologies play an 
important role in the proposed extension to the WASP platform by providing a model 
of the involved tasks and their relations to perform a given functionality. The Service 
Manager component uses this model to search for a service that completely supports 
the GS or to infer possible compositions of services that correspond to the 
functionality described by the GS description. 
 
The approach adopted in this work to describe the GS is to use the ServiceProfile 
and ServiceModel classes of the OWL-S service ontology. The ServiceProfile class is 
used to describe the GS capability, i.e., what the generic service does. The 
ServiceModel class describes how the GS works, i.e., the involved subtasks and their 
relations. Since the GS does not bind to any actual Web Service, the OWL-S 
ServiceGrounding class that specifies the details of how to access a service 
(communication protocol, message format, URI, among other details) is not 
necessary. 
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Figure 6.6 shows the relations among the composite MedicalEmergencyAssistant 
task and its component subtasks. 
FindEmergencyTreatmentUnits
<<AtomicProcess>>
MedicalEmergencyAssistant
<<CompositeProcess>>
SendMessage
<<AtomicProcess>>
GetETA
<<AtomicProcess>>
NotifyEvent
<<CompositeProcess>>
  
Figure 6.6 – Relations between the task and its subtasks 
 
The following OWL-S code segment shows the component subtasks of the 
MedicalEmergencyAssistant task ontology of the medical ontology example. This 
task ontology consists of the findEmergencyTreatmentUnits, notifyEvent and 
sendMessage subtasks. The notifyEvent subtask is also a composite task consisting 
of the sendMessage and getETA subtasks. 
 
<!--Process Model Description --> 
<process:CompositeProcess rdf:ID=”MedicalEmergencyAssistant”> 
  <process:composedOf> 
    <process:Sequence> 
      <process:components rdf:parseType=”Collection”> 
        <process:AtomicProcess 
rdf:about=”#findEmergencyTreatmentUnits”/> 
        <process:CompositeProcess rdf:about=”#notifyEvent”/> 
        <process:AtomicProcess rdf:about=”#sendMessage”/> 
      </process:components> 
    </process:Sequence> 
  </process:composefOf> 
</process:CompositeProcess> 
  
<process:CompositeProcess rdf:ID=”notifyEvent”/> 
  <process:composedOf> 
    <process:Sequence> 
      <process:components rdf:parseType=”Collection”> 
        <process:AtomicProcess rdf:about=”#sendMessage”/> 
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        <process:AtomicProcess rdf:about=”#getETA”/> 
      </process:components> 
    </process:Sequence> 
  </process:composedOf> 
</process:CompositeProcess> 
 
 
 
The next chapter presents the implementation of a prototype, that illustrates the 
operational behavior and the interactions of some of the service-enabling 
components introduced in this chapter. 
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Chapter 7 
 
Prototype Implementation 
 
This chapter reports on the implementation of the prototype that was developed to 
demonstrate and (informally) validate some of the concepts and components 
introduced during the design of our extension to the WASP architecture. Due to the 
scope of this thesis, we have chosen to implement only some specific parts of the 
architecture. 
 
The chapter is further structured as follows: Section 7.1 briefly describes the 
approach we have taken to implement the prototype; Section 7.2 reports on the 
Service Provider-platform interactions we have implemented; and Section 7.3 
presents some concluding remarks. 
 
7.1. Approach 
 
We have chosen to implement the following parts of the architecture: 
 
• The platform interfaces to allow publication of GS description and Semantic 
Service description; 
• The platform interfaces to allow Semantic Service composition; 
• The platform interfaces to allow Semantic Service discovery; 
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• The Publisher component, which is responsible for GS descriptions and 
service descriptions publication-related operations (addition, update and 
deletion); 
• The Executor component, which is responsible for invoking the Semantic Web 
Services; 
• The parts of Registry Manager component that deal with publication-related 
operations requests; 
• The parts of Service Coordinator components that deal with publication-related 
and invocation-related operations. 
 
Figure 7.1 depicts the proposed service-enabling components highlighting the 
components we have implemented. 
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Executor invocation /results
 
Figure 7.1 – Highlighted implemented components 
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We have used Web Services technologies and Java for implementing the prototype. 
To deal with OWL-S, we have used the OWL-S API from Mindscap, version 1.0.1 
[45].  
 
7.2. Service Provider-Platform Interactions 
 
The platform interacts with Service Providers in two situations: 
 
i. Service Providers publish their GS descriptions or service descriptions to the 
platform; 
ii. The platform invokes Semantic Web Services made available by Service 
Providers. 
 
7.2.1. Description publication 
 
We have implemented the platform interface that allows GS description and service 
descriptions publication operations (insertion, deletion and update of the 
descriptions) by Service Providers. The platform can also request the publication of a 
composed service, through the Composer component. 
 
Figure 7.2 shows the sequence diagram of a GS description publication. The 
sequence for publishing a service description is similar to this one. The only 
difference is that after the RegistryManager checks whether the description concerns 
a GS or a service, it forwards the request to the GS Description Registry or the 
Semantic Services Description Registry, respectively. This check consists of verifying 
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whether the received description has the OWL-S Grounding class. If Grounding is 
present, the description concerns a service; otherwise, the description concerns a 
GS. 
 
 : 
ServiceProvider
 : ServiceCoordinator  : Publisher  : RegistryManager  : GSDescriptionRegistry
1: addDescription(URI)
2: addDescription(URI)
3: validateDescription(URI)
4: addDescription(Service) 5: addDescription(GSDescription)
6: descriptionID
7: descriptionID
8: descriptionID
9: descriptionID
 
Figure 7.2 – GS description publication sequence diagram. 
 
The publication interface, written in Java, is presented below. 
 
public interface PublicationInterface { 
 
  /** 
   * Adds a description of a GS or a service 
   * by Service Provider given the URI of the description. 
   * @param descriptionURI URI - The URI of the service 
   *        or GS description. 
   * @return String - The unique id of the description. 
   */ 
  public String addDescription(URI descriptionURI); 
 
 
  /** 
   * Adds a description of a GS or a service. 
   * @param service Service - The service or GS to 
   *        have the description added. 
   * @return String - The unique id of the description. 
   */ 
  public String addDescription(Service service); 
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  /** 
   * Removes the description of a GS or a service. 
   * @param descId String - The id of the description 
   *        received on publication. 
   * @return boolean - The confirmation of the deletion. 
   */ 
  public boolean removeDescription(String descId); 
 
  /** 
   * Updates a description of a GS or a service. 
   * @param descriptionURI URI - The URI of 
   *        the updated description. 
   * @param descId String - The id of the  
   *        description received on publication. 
   * @return boolean - The confirmation of the update. 
   */ 
  public boolean updateDescription(URI descriptionURI, String 
                                   descId); 
 
 
} 
 
The method addDescription(URI descriptionURI) is used by the Service 
Providers to add its GS descriptions or service descriptions to the Publisher, by  
informing the URI of the description. The method addDescription(Service 
service) is used by the Composer component to add a newly composed service 
description, passing as a parameter a Service that instantiates the OWL-S Service 
class. Both methods return a String representing the identification of the 
description. For the methods removeDescription and updateDescription, 
the description identification needs to be provided and a boolean is returned 
indicating whether the method has been successful. 
 
The following code shows the implementation of the RegistryManager’s 
addDescription method, which adds a description to the appropriate registry. The 
complete code is presented in Appendix B. 
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public class RegistryManager { 
 
  /** 
   * Requests the addition of a description 
   * in either <i>GSDescriptionRegistry</i> 
   * or <i>SemanticServiceDescriptionRegistry</i>. 
   * @param service Service 
   * @return String 
   */ 
 
  public String addDescription(Service service){ 
 
    //Instantiates the OWL-S writer object. 
    OWLSWriter writer = OWLSFactory.createOWLSWriter(); 
 
    // Checks whether the description is of a GS or a service. 
    Grounding grounding = service.getGrounding(); 
 
 
    if (grounding == null){ //The description is of a GS 
 
      //Creates an output stream writer to communicate with 
      //the GS Description registry. 
      OutputStreamWriter out = new 
                               OutputStreamWriter(System.out); 
 
This code should 
be replaced by 
the calling of the 
GS Registry. 
      try{ 
        writer.write(service, out); 
      }catch (Exception e){} 
 
      //Receives the description ID from the registry 
 // and returns it. 
      return "GS_id"; // If fixed for the prototype purpose. 
    }else{ 
 
 
      //The description is of a service. 
      //Creates an output stream writer to communicate with 
      //the Semantic Service Description registry. 
      OutputStreamWriter out = new 
                               OutputStreamWriter(System.out); 
 
 
      try{ 
        writer.write(service, out); 
      }catch (Exception e){} 
 
      //Receives the description ID from the registry and 
returns it. 
This code should 
be replaced by 
the calling of the 
SWDescription 
Registry. 
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      return "Service_id"; 
    } 
  } 
} 
 
7.2.2. Service invocation 
 
The second possible interaction between the platform and Service Providers is when 
the platform invokes the Semantic Web Services made available by the Service 
Providers. This interaction is triggered when the Monitor component detects the 
occurrence of the expected context defined in GS subscriptions or when the client 
application requests the immediate execution of a GS. Figure 7.3 shows the 
sequence diagram for service invocation. 
 
 : Monitor  : ServiceCoordinator  : SemanticService : Executor  : 
ClientApplication
1: invokeService(Service, Map)
2: runService(Service, Map)
3: execute()
4: results
5: results
6: adjustResults(results)
7: adjustedResults
8: adjustedResults
 
Figure 7.3 – Service invocation sequence diagram 
 
The following code shows the implementation of the Executor component which is 
responsible for invoking the Semantic Web Services. The complete code is 
presented in Appendix C. 
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public class Executor { 
  /** 
   * 
   * @param service Service - Service to be invoked. 
   * @param inputParams ValueMap - Input parameters. 
   * @return ValueMap - Returned output parameters. 
   */ 
  public Map runService(Service service, Map inputParams){ 
 
    // creates an execution engine 
    ProcessExecutionEngine exec = 
                       OWLSFactory.createExecutionEngine(); 
 
    // gets service process 
    Process process = service.getProcess(); 
 
    // creates an empty value map for outputing parameters 
    ValueMap outputParams = OWLSFactory.createValueMap(); 
 
    // executes the process with the given 
    // input parameter (inputParams). 
    try{ 
      outputParams = 
                exec.execute(process, (ValueMap)inputParams); 
    }catch (java.lang.Exception e){ 
      System.out.println("Error executing process"); 
    } 
 
    // returns the output parameters 
    return (Map)outputParams; 
  } 
} 
 
In order to tackle the publication operations defined in the publication interface, the 
Publisher component implements the PublicationInterface. The following code 
shows the implementation of the addDescription and validateDescription 
methods. Its complete code is presented in Appendix E. 
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public class Publisher implements PublicationInterface{ 
 
  /** 
   * Calls the RegistryManager to add a description in the 
appropriate registry. 
   * @param descriptionURI URI - Description URI. 
   * @return String - Description ID. 
   */ 
  public String addDescription(URI descriptionURI){ 
    Service service = null; 
    String descId; 
 
    // Validates the received description URI for errors. 
    boolean validService = 
validateDescription(descriptionURI); 
 
    //Instantiates a service object with the given 
description. 
    OWLSReader reader = OWLSFactory.createOWLSReader(); 
 
    try{ 
      service = reader.read(descriptionURI); 
    }catch (java.lang.Exception e){} 
 
    if (!validService) 
      /** 
       * The validation has not been succesfull and the 
description id is blank. 
       */ 
      descId = ""; 
    else{ 
      /** 
       * The description validation has been successfull and 
the RegistryManager 
       * is called to add the description in the appropriate 
registry. 
       */ 
      RegistryManager registryManager = new RegistryManager(); 
      descId = registryManager.addDescription(service); 
    } 
 
    return descId; 
  } 
 
  /** 
   * Validates the description for errors. 
   * @param descriptionURI URI - Description URI. 
   * @return boolean - True if the description is valid; 
otherwise, false. 
   */ 
  public boolean validateDescription(URI descriptionURI){ 
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    OWLSValidator validator = new OWLSValidator(); 
    try{ 
      return validator.validate(descriptionURI.toString()); 
    }catch (Exception e){ 
      return false; 
    } 
  } 
 
As depicted in figure 7.1, the ServiceCoordinator component centralizes the 
interactions between the ServiceManager component, ServiceProviders and the 
Monitor component. The following code shows the addDescription and 
invokeService methods that are used by Service Providers and the Monitor 
component, respectively. The complete code of the ServiceCoordinator component is 
presented in Appendix D. 
 
public class ServiceCoordinator { 
 
  /** 
   * Allows service providers to publish GS or 
   * service descriptions. 
   * @param descriptionURI URI - URI of the description 
   *                             to publish. 
   * @return String - The id of the published description. 
   */ 
  public String addDescription(java.net.URI descriptionURI){ 
    //Instatiates the Publisher class. 
    Publisher publisher = new Publisher(); 
 
    return publisher.addDescription(descriptionURI); 
  } 
 
 
  /** 
   * Allows the invocation of a service supplying its 
   * input parameters. 
   * @param service Service 
   * @param inputParams Map 
   * @return Map 
   */ 
  public Map invokeService(Service service, Map inputParams){ 
    //Instatiates the Executor class. 
    Executor executor = new Executor(); 
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    //Invokes the service and returns its results. 
    return executor.runService(service,inputParams); 
  } 
} 
 
7.3. Composition interface 
 
We have implemented the platform interface that allows semantic service 
composition. The platform requests a service composition when it cannot find a 
single service to accomplish the GS description. 
 
Figure 7.4 shows the sequence diagram of a semantic service composition. The 
composition process starts when the Finder component fails finding a single service 
that fully accomplishes a GS description. The Finder sends the GS description to the 
Composer component that decomposes the required task using the component 
subtasks defined in the OWL ServiceModel class of the GS description. Once a list of 
component subtasks has been extracted from the GS description, the Composer 
sends the subtasks to the Finder as different services to be discovered. After the 
Finder discovers all the requested services, the list is sent back to the Composer that 
choreographs the component services following the definition present in the GS 
description. A request is sent to Service Coordinator to publish the description of the 
new composed service. Also, the composed service is returned to the Finder.  
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 : Finder  : Composer  : ServiceCoordinator
1: composeService(GSDescription)
2: decomposeTask(GSDescription)
3: findService(GSDescription, Requirements)
4: foundedServices
5: choreographServices( )
6: addDescription(Service)
7: composedService
 
Figure 7.4 – Service composition sequence diagram 
 
The composition interface, written in Java, is presented below. 
 
public interface CompositionInterface { 
   
  /** 
   * Composes a service based on a GS description. 
   * @param gs GSDescription - The description of the GS that 
   *                        should have services composed for. 
   * @return ServiceDescription - The description of the 
   *                        resulting service composition. 
   */ 
  public ServiceDescription composeService(GSDescription gs); 
 
 
  /** 
   * Decomposes a task ontology (GS) into a list of 
   * component subtasks. 
   * @param gs GSDescription - The description of the GS 
   * to have subtasks extracted from. 
   * @return Vector - A vector with the extracted subtasks. 
   */ 
  public Vector decomposeTask(GSDescription gs); 
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  /** 
   * Choreographs the component services in an execution 
   * order based on the GS description. 
   * @param foundedServices Vector - A vector with 
   *                               the services discovered by 
   *                               the Finder. 
   * @return ServiceDescription - The service description of 
   *                               the new composed service. 
   */ 
  public ServiceDescription choreographServices(Vector 
foundedServices); 
} 
 
7.4. Discovery interface 
 
We have implemented the platform interface that allows semantic service discovery. 
The service discovery is performed (i) when a subscription is requested by a client 
application, (ii) when a previously selected service is no longer available or, (iii) when 
the client application requests an immediate execution of a selected GS. 
 
Figure 7.5 shows the sequence diagram of a semantic service discovery. The 
Service Coordinator component receives the request to discover a service to 
accomplish a selected GS. The Service Coordinator forwards the request to the 
Finder component passing as parameters the selected GS description and the non-
functional requirements present in the subscription or in the execution request. The 
GS description and the non-functional requirements provide the conditions to be 
fulfilled by the discovered service. The Finder parses the received parameters and 
requests to the Registry Manager a list of available services matching these 
conditions. The Registry Manager accesses the Semantic Service Description 
Registry querying for the service list. 
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 : ServiceCoordinator  : Finder  : RegistryManager  : SemanticServiceDescriptionRegistry
1: findService(GSDescription, Requirements) 2: findService(MatchingCondition)
3: getServicesList(MatchingCondition)
4: foundedServices
5: foundedServices
6: selectService(ServiceList)7: selectedService
 
Figure 7.5 – Service discovery sequence diagram 
 
The discovery interface, written in Java, is presented below. 
 
public interface DiscoveryInterface { 
 
  /** 
   * Discovers the service(s) that accomplishes the 
   * GS description and requirements. 
   * @param gs GSDescription - The GS description. 
   * @param requirements Vector - The non-functional 
   *                              requirements. 
   * @return Vector - A vector with the discovered services. 
   */ 
  public Vector findService(GSDescription gs, Vector 
requirements); 
   
  /** 
   * Selects a service among a list of candidate 
   * services founded. 
   * @param serviceList Vector - A vector with the 
   *                             available services. 
   * @return ServiceDescription - The description of 
   *                              the selected service. 
   */ 
  public ServiceDescription selectService(Vector serviceList); 
}   
 
7.5. Concluding Remarks 
 
The implemented prototype was able to demonstrate some of the concepts defined in 
the design of the WASP architecture extension. In particular, we have demonstrated 
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the feasibility of Web Services execution from a semantic service description allowing 
interactions between the platform and Service Providers. 
 
Further improvements and extensions of this prototype should address the remaining 
proposed components. Moreover, the registries should be implemented to allow the 
complete implementation of the interactions described in the sequence diagrams. 
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Chapter 8 
 
Conclusions 
 
This chapter presents general conclusions and points out the main contributions of 
this thesis. It draws attention to some relevant results and identifies points where 
further investigation is necessary. The chapter is further structured as follows: 
Section 8.1 presents the final considerations and summarizes the main contributions 
of this work; and Section 8.2 identifies research topics for future work. 
 
8.1. General Conclusions 
 
In this thesis, we have proposed a design extension to the WASP architecture to 
support Semantic Web Services. The efforts towards this architecture extension 
included: 
 
• The study of the WASP project goals and requirements; 
• A literature survey in context-awareness and service-oriented computing; 
• The investigation of ontologies and Semantic Web markup languages, 
concentrating on their possible use in the modeling of distributed context-
aware mobile systems; 
• The identification of the challenges of building service-enabling components 
for context-aware platforms and their requirements; 
• The design of an extension to the WASP architecture with service-enabling 
components; and 
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• The implementation of a prototype as a proof of concept. 
 
Most of the approaches for building context-aware services platforms we have 
investigated do not explore the support for semantic services and the use of the 
contextual information as basis for service discovery and selection. For this reason, 
we have explored these issues in our proposed architecture. 
 
Our approach provides means to support the use of semantic web services in the 
WASP platform, allowing dynamic service discovery, selection, composition and 
invocation. The proposed components can be fully integrated in the current WASP 
architecture and probably in most other context-aware services platforms.   
 
In order to allow semantics annotation to terms used in service descriptions, 
message exchanges and contextual information, the proposed architecture makes 
use of ontologies and, more specifically, a ontology-based markup language created 
by W3C for web use, namely OWL. This language proved to be expressive enough 
for semantic annotations. Its derived service ontology, namely OWL-S, allowed the 
description of services and GSs. However, OWL-S does not provide a complete set 
of process modeling capability, such as, e.g., temporal constraints which limits its 
expressive power.  
 
We have proposed the use of task ontologies to represent how tasks are 
accomplished and their component subtasks allowing dynamic service discovery, 
selection and composition. This is another distinctive characteristic of our architecture 
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and constitutes an important contribution of this thesis since task ontologies can 
facilitate the dynamic service composition process. 
 
 
8.2. Future work 
 
The current extended WASP architecture does not cope with all the challenges we 
have identified. The following list presents examples of the topics which are indicated 
for further investigation: 
 
• Full implementation of the proposed components to evaluate the architecture 
potentiality. In particular, the Finder and Composer components could 
demonstrate the feasibility of the defined approaches to service matching and 
composition, respectively; 
• Implementation of the registries, allowing a full test operation of the platform; 
• Introduction of security and privacy mechanisms which could be placed in the 
Finder component adding security and privacy capabilities to the service 
matching process. In a parallel work being develop at our lab (LPRM/UFES) 
jointly with Arch Group/UT, an approach to add privacy concerns in the service 
matching activity can be placed in the Finder component. In this approach, a 
privacy ontology is defined and the user’s privacy policies in compared with 
service’s privacy policies to find compatible 2-tuples. 
• Addressing scalability and performance requirements. 
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Appendix A – Medical Emergency Ontology 
 
This appendix depicts the Medical Emergency ontology written in OWL. 
  <owl:Class rdf:ID="People"> 
    <owl:disjointWith> 
      <owl:Class rdf:about="#Places"/> 
    </owl:disjointWith> 
  </owl:Class> 
  <owl:Class rdf:ID="Places"> 
    <owl:disjointWith rdf:resource="#People"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Medical_Facilities"> 
    <rdfs:subClassOf rdf:resource="#Places"/> 
    <rdfs:subClassOf> 
      <owl:Restriction> 
        <owl:someValuesFrom> 
          <owl:Class rdf:about="#Medical_Departments"/> 
        </owl:someValuesFrom> 
        <owl:onProperty> 
          <owl:ObjectProperty rdf:about="#hasDepartment"/> 
        </owl:onProperty> 
      </owl:Restriction> 
    </rdfs:subClassOf> 
    <owl:disjointWith> 
      <owl:Class rdf:about="#Medical_Departments"/> 
    </owl:disjointWith> 
  </owl:Class> 
  <owl:Class rdf:ID="Medical_Departments"> 
    <rdfs:subClassOf rdf:resource="#Places"/> 
    <owl:disjointWith rdf:resource="#Medical_Facilities"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Emergency_Room"> 
    <rdfs:subClassOf rdf:resource="#Medical_Departments"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Hospital"> 
    <rdfs:subClassOf rdf:resource="#Medical_Facilities"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Clinic"> 
    <rdfs:subClassOf rdf:resource="#Medical_Facilities"/> 
  </owl:Class> 
  <owl:ObjectProperty rdf:ID="hasDepartment"> 
    <rdfs:domain rdf:resource="#Medical_Facilities"/> 
    <owl:inverseOf> 
      <owl:ObjectProperty rdf:about="#isDepartmentOf"/> 
    </owl:inverseOf> 
    <rdfs:range rdf:resource="#Medical_Departments"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:ID="takesCareOf"> 
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    <owl:inverseOf> 
      <owl:ObjectProperty rdf:about="#isTakenCareBy"/> 
    </owl:inverseOf> 
    <rdfs:domain> 
      <owl:Class> 
        <owl:unionOf rdf:parseType="Collection"> 
          <owl:Class rdf:about="#Medical_Facilities"/> 
          <owl:Class rdf:about="#Emergency_Room"/> 
        </owl:unionOf> 
      </owl:Class> 
    </rdfs:domain> 
    <rdfs:range rdf:resource="#People"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:ID="isDepartmentOf"> 
    <rdfs:range rdf:resource="#Medical_Facilities"/> 
    <owl:inverseOf rdf:resource="#hasDepartment"/> 
    <rdfs:domain rdf:resource="#Medical_Departments"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:ID="isTakenCareBy"> 
    <rdfs:domain rdf:resource="#People"/> 
    <owl:inverseOf rdf:resource="#takesCareOf"/> 
    <rdfs:range> 
      <owl:Class> 
        <owl:unionOf rdf:parseType="Collection"> 
          <owl:Class rdf:about="#Medical_Facilities"/> 
          <owl:Class rdf:about="#Emergency_Room"/> 
        </owl:unionOf> 
      </owl:Class> 
    </rdfs:range> 
  </owl:ObjectProperty> 
 
 123
Appendix B – The Registry Manager 
component 
 
This appendix presents the code of the RegistryManager 
(registrymanager.java) component implemented with capabilities to publish GS 
descriptions and service descriptions. 
 
package swasp.sscomponents.registrymanager; 
 
import java.io.OutputStreamWriter; 
import org.mindswap.owls.OWLSFactory; 
import org.mindswap.owls.io.OWLSWriter; 
import org.mindswap.owls.service.Service; 
import org.mindswap.owls.grounding.Grounding; 
 
/** 
 * Class that receives requests for the platform and interacts 
with the 
 * registries. 
 * <p>Title: Semantic Services WASP</p> 
 * <p>Description: A Semantic Service-Enabling WASP</p> 
 * <p>Copyright: Copyright (c) 2004</p> 
 * <p>Company: UFES / University of Twente</p> 
 * @author Luiz Olavo Bonino 
 * @version 1.0 
 */ 
public class RegistryManager { 
 
  /** 
   * Requests the addition of a description in either 
<i>GSDescriptionRegistry</i> 
   * or <i>SemanticServiceDescriptionRegistry</i>. 
   * @param service Service 
   * @return String 
   */ 
  public String addDescription(Service service){ 
    //Instantiates the OWL-S writer object. 
    OWLSWriter writer = OWLSFactory.createOWLSWriter(); 
 
    // Gets the Grounding object from the received Service 
object. 
    Grounding grounding = service.getGrounding(); 
 
    if (grounding == null){ //The description is of a GS 
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      //Creates an output stream writer to communicate with 
the GS Description registry. 
      OutputStreamWriter out = new 
OutputStreamWriter(System.out); 
 
      try{ 
        writer.write(service, out); 
      }catch (Exception e){} 
 
      //Receives the description ID from the registry and 
returns it. 
      return "GS_id"; 
    }else{ 
      //The description is of a service 
      //Creates an output stream writer to communicate with 
the Semantic Service Description registry. 
      OutputStreamWriter out = new 
OutputStreamWriter(System.out); 
 
      try{ 
        writer.write(service, out); 
      }catch (Exception e){} 
 
      //Receives the description ID from the registry and 
returns it. 
      return "Service_id"; 
    } 
  } 
   
  /** 
   * Removes the description identified by its ID. 
   * @param descId String - Description ID. 
   * @return boolean - True if the remotion occured; 
otherwise, false. 
   */ 
  public boolean removeDescription(String descId){ 
    //Checks whether the descID is of a GS description or 
    //of a service description. 
     
    //Calls the appropriate registry to remove the 
description. 
     
    //If the remotion has been successful, return true. 
    return true; 
     
    //If the remotion has not been successful, return false. 
    //return false; 
  } 
   
  public boolean updateDescription(Service service){ 
    boolean updateStatus; 
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    //Instantiates the OWL-S writer object. 
    OWLSWriter writer = OWLSFactory.createOWLSWriter(); 
 
    // Gets the Grounding object from the received Service 
object. 
    Grounding grounding = service.getGrounding(); 
 
    if (grounding == null){ //The description is of a GS 
      //Creates an output stream writer to communicate with 
the GS Description registry. 
      OutputStreamWriter out = new 
OutputStreamWriter(System.out); 
 
      try{ 
        writer.write(service, out); 
        updateStatus = true; 
      }catch (Exception e){ 
        updateStatus = false; 
      } 
 
    }else{ 
      //The description is of a service 
      //Creates an output stream writer to communicate with 
the Semantic Service Description registry. 
      OutputStreamWriter out = new 
OutputStreamWriter(System.out); 
 
      try{ 
        writer.write(service, out); 
        updateStatus = true; 
      }catch (Exception e){ 
        updateStatus = false; 
      } 
    } 
    return updateStatus; 
  } 
} 
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Appendix C – The Executor component 
 
This appendix presents the code of the Executor (executor.java) component 
implemented with capability to invoke Semantic Web Services. 
package swasp.sscomponents.servicemanager; 
 
import java.util.Map; 
import org.mindswap.owls.OWLSFactory; 
import org.mindswap.owls.service.Service; 
import org.mindswap.owls.process.Process; 
import org.mindswap.owls.process.ValueMap; 
 
import 
org.mindswap.owls.process.execution.ProcessExecutionEngine; 
 
/** 
 * Class that invokes a service and returns its results. 
 * <p>Title: Semantic Services WASP</p> 
 * <p>Description: A Semantic Service-Enabling WASP</p> 
 * <p>Copyright: Copyright (c) 2004</p> 
 * <p>Company: UFES / University of Twente</p> 
 * @author Luiz Olavo Bonino 
 * @version 1.0 
 */ 
public class Executor { 
  /** 
   * 
   * @param service Service - Service to be invoked. 
   * @param inputParams ValueMap - Input parameters. 
   * @return ValueMap - Returned output parameters. 
   */ 
  public Map runService(Service service, Map inputParams){ 
    // creates an execution engine 
    ProcessExecutionEngine exec = 
OWLSFactory.createExecutionEngine(); 
 
    // gets service process 
    Process process = service.getProcess(); 
 
    // creates an empty value map for outputing parameters 
    ValueMap outputParams = OWLSFactory.createValueMap(); 
 
    // executes the process with the given input parameter 
(inputParams). 
    try{ 
      outputParams = exec.execute(process, 
(ValueMap)inputParams); 
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    }catch (java.lang.Exception e){ 
      System.out.println("Error executing process"); 
    } 
 
    // returns the output parameters 
    return (Map)outputParams; 
  } 
} 
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Appendix D – The Service Coordinator 
component 
 
This appendix presents the code of the ServiceCoordinator 
(servicecoordinator.java) component implemented with capabilities to 
manage description publication and invoke Semantic Web Services. 
 
package swasp.sscomponents.servicemanager; 
 
import java.util.Map; 
import org.mindswap.owls.service.Service; 
/** 
 * The Service Coordinator component. 
 * <p>Title: Semantic Services WASP</p> 
 * <p>Description: A Semantic Service-Enabling WASP</p> 
 * <p>Copyright: Copyright (c) 2004</p> 
 * <p>Company: UFES / University of Twente</p> 
 * @author Luiz Olavo Bonino 
 * @version 1.0 
 */ 
public class ServiceCoordinator { 
 
  /** 
   * Allows service providers to publish GS or service 
descriptions. 
   * @param descriptionURI URI - URI of the description to 
publish. 
   * @return String - The id of the published description. 
   */ 
  public String addDescription(java.net.URI descriptionURI){ 
    //Instatiates the Publisher class. 
    Publisher publisher = new Publisher(); 
 
    return publisher.addDescription(descriptionURI); 
  } 
 
  /** 
   * Allows the Composer component to publish service 
descriptions. 
   * @param service Service - Service to have the description 
published. 
   * @return String - The id of the published description. 
   */ 
  public String addDescription(Service service){ 
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    //Instatiates the Publisher class. 
    Publisher publisher = new Publisher(); 
 
    return publisher.addDescription(service); 
  } 
 
  /** 
   * Allows the remotion of a stored description. 
   * @param desc_id String - ID of the stored description. 
   * @return boolean - Confirmation of the remotion. 
   */ 
  public boolean removeDescription(String descId){ 
    Publisher publisher = new Publisher(); 
             
    return publisher.removeDescription(descId); 
  } 
 
  /** 
   * Allows the update of a stored description. 
   * @param descriptionURI URI - URI of the description to 
update. 
   * @param desc_id String - ID of the stored description. 
   * @return boolean - Confirmation of the update. 
   */ 
  public boolean updateDescription(java.net.URI 
descriptionURI, String descId){ 
    Publisher publisher = new Publisher(); 
     
    return publisher.updateDescription(descriptionURI,descId); 
  } 
 
  /** 
   * Allows the invocation of a service supplying its input 
parameters. 
   * @param service Service 
   * @param inputParams Map 
   * @return Map 
   */ 
  public Map invokeService(Service service, Map inputParams){ 
    //Instatiates the Executor class. 
    Executor executor = new Executor(); 
 
    //Invokes the service and returns its results. 
    return executor.runService(service,inputParams); 
  } 
} 
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Appendix E– The Publisher component 
 
This appendix presents the code of the Publisher (publisher.java) component 
which implements the PublicationInterface interface and interacts with the 
RegistryManager to tackle the publication operations. 
 
package swasp.sscomponents.servicemanager; 
 
import java.net.URI; 
import swasp.util.OWLSValidator; 
import org.mindswap.owls.OWLSFactory; 
import org.mindswap.owls.io.OWLSReader; 
import org.mindswap.owls.service.Service; 
import swasp.sscomponents.registrymanager.RegistryManager; 
 
/** 
 * Class that manages description publication. 
 * <p>Title: Semantic Services WASP</p> 
 * <p>Description: A Semantic Service-Enabling WASP</p> 
 * <p>Copyright: Copyright (c) 2004</p> 
 * <p>Company: UFES / University of Twente</p> 
 * @author Luiz Olavo Bonino 
 * @version 1.0 
 */ 
public class Publisher implements PublicationInterface{ 
 
  /** 
   * Calls the RegistryManager to add a description in the 
appropriate registry. 
   * @param descriptionURI URI - Description URI. 
   * @return String - Description ID. 
   */ 
  public String addDescription(URI descriptionURI){ 
    Service service = null; 
    String descId; 
 
    // Validates the received description URI for errors. 
    boolean validService = 
validateDescription(descriptionURI); 
 
    //Instantiates a service object with the given 
description. 
    OWLSReader reader = OWLSFactory.createOWLSReader(); 
 
    try{ 
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      service = reader.read(descriptionURI); 
    }catch (java.lang.Exception e){} 
 
    if (!validService) 
      /** 
       * The validation has not been succesfull and the 
description id is blank. 
       */ 
      descId = ""; 
    else{ 
      /** 
       * The description validation has been successfull and 
the RegistryManager 
       * is called to add the description in the appropriate 
registry. 
       */ 
      RegistryManager registryManager = new RegistryManager(); 
      descId = registryManager.addDescription(service); 
    } 
 
    return descId; 
  } 
 
  /** 
   * Validates the description for errors. 
   * @param descriptionURI URI - Description URI. 
   * @return boolean - True if the description is valid; 
otherwise, false. 
   */ 
  public boolean validateDescription(URI descriptionURI){ 
    OWLSValidator validator = new OWLSValidator(); 
    try{ 
      return validator.validate(descriptionURI.toString()); 
    }catch (Exception e){ 
      return false; 
    } 
 
  } 
 
  /** 
   * Calls the RegistryManager to add a description in the 
appropriate registry. 
   * @param service Service - Service to have the description 
published. 
   * @return String - Description ID. 
   */ 
  public String addDescription(Service service){ 
    String descId; 
 
    RegistryManager registryManager = new RegistryManager(); 
    descId = registryManager.addDescription(service); 
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    return descId; 
  } 
   
  /** 
   * Calls the RegistryManager to remove a description based 
on its ID. 
   * @param descId String - Description ID. 
   * @return boolean - True is the remotion has been 
successful or false 
   * otherwise. 
   */ 
  public boolean removeDescription(String descId){ 
    RegistryManager registryManager = new RegistryManager(); 
 
    return registryManager.removeDescription(descId);     
  } 
   
  /** 
   * Calls the RegistryManager to update a description 
   * in its appropriate registry. 
   * @param descriptionURI URI - The URI of the new 
description. 
   * @param descId String - The ID of the description to be 
updated. 
   * @return boolean - True if the update has been successful; 
false, otherwise. 
   */ 
  public boolean updateDescription(URI descriptionURI, String 
descId){ 
    Service service = null; 
    boolean updateStatus; 
 
    // Validates the received description URI for errors. 
    boolean validService = 
validateDescription(descriptionURI); 
 
    //Instantiates a service object with the given 
description. 
    OWLSReader reader = OWLSFactory.createOWLSReader(); 
 
    try{ 
      service = reader.read(descriptionURI); 
    }catch (java.lang.Exception e){} 
 
    if (!validService) 
      /** 
       * The validation has not been succesfull and the 
description id is blank. 
       */ 
      updateStatus = false; 
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    else{ 
      /** 
       * The description validation has been successfull and 
the RegistryManager 
       * is called to add the description in the appropriate 
registry. 
       */ 
      RegistryManager registryManager = new RegistryManager(); 
      updateStatus = 
registryManager.updateDescription(service); 
    } 
 
    return updateStatus; 
     
  } 
 
} 
 
 
