The aim of this paper is the development of equilibrium and non-equilibrium extensions of the quasicontinuum (QC) method. We first use variational mean-field theory and the maximum-entropy (max-ent) formalism for deriving approximate probability distribution and partition functions for the system. The resulting probability distribution depends locally on atomic temperatures defined for every atom and the corresponding thermodynamic potentials are explicit and local in nature. The method requires an interatomic potential as the sole empirical input. Numerical validation is performed by simulating thermal equilibrium properties of selected materials using the Lennard-Jones (LJ) pair potential and the embedded-atom method (EAM) potential and comparing with molecular dynamics results as well as experimental data. The max-ent variational approach is then taken as a basis for developing a three-dimensional non-equilibrium finitetemperature extension of the QC method. This extension is accomplished by coupling the local temperature-dependent free energy furnished by the max-ent approximation scheme to the heat equation in a joint thermo-mechanical variational setting. Results for finite-temperature nanoindentation tests demonstrate the ability of the method to capture nonequilibrium transport properties and differentiate between slow and fast indentation. r
Introduction
The aim of this paper is the development of equilibrium and non-equilibrium extensions of the quasicontinuum (QC) method of Tadmor et al. (1996) to finite temperature. A number of finite-temperature extensions of QC have been proposed in the past within the framework of equilibrium statistical mechanics and thermodynamics (cf., e.g., Dupuy et al., 2005; Shenoy et al., 1999; Tang et al., 2006; Wu et al., 2003) . Whereas these extensions are powerful and effective for application to equilibrium problems, e.g., systems at uniform temperature, they cannot be applied to systems away from equilibrium such as involving heat conduction, mass transport, and other non-equilibrium phenomena.
deformations such as uniform thermal expansion is also presented. In Section 7, we review the variational formulation for coupled thermo-mechanical problems which is then used in Section 8 to develop a nonequilibrium finite-temperature formulation of the QC method. Finally, in Section 9, results for some nanoindentation tests are discussed, which demonstrate the ability of the method to capture non-equilibrium transport properties and simulate slow and fast microstructural evolution.
General framework
Let us consider a system of N atoms in configuration space X. Let q 2 X R 3N represent the array of atomic positions and p 2 Y R 3N be the array of corresponding momenta. Let q a 2 R 3 and p a 2 R 3 denote the position and the momentum of atom a. For simplicity of subsequent calculations, let q and p be defined as mass-reduced coordinates. Then, the Hamiltonian of the system is Hðq; pÞ ¼ where V ðqÞ is the potential energy of the system expressed through the use of appropriate interatomic potentials. Thus, ðq; pÞ denotes a point in the phase space X Â Y . Any function f ðq; pÞ whose instantaneous value can be completely determined by the microstate, i.e., the instantaneous positions and momenta of the atoms, is referred to as a phase function. According to a fundamental premise of statistical mechanics (Chandler, 1987; Landau and Lifshitz, 1980; Weiner, 2002) , there exists a function, pðq; pÞX0, known as the probability distribution function and interpreted as the probability that the system be at point ðq; pÞ in the phase space. Then, when the system attains equilibrium, any macroscopic quantity can be computed as a phase average of an appropriate phase function, f ðq; pÞ, where the phase average is defined with respect to pðq; pÞ as
pf dq dp, (2.2)
where we have used the following to simplify the notation:
dq dp
dq ai dp ai .
G denotes the phase space and h is the Planck's constant. The factor ðN!h 3N Þ À1 arises from taking the classical limit of the analog of the phase averaging operation in quantum mechanics. It is also essential for the entropy to be extensive in classical statistical thermodynamics (Chandler, 1987; Landau and Lifshitz, 1980) . Thus, in order to develop an averaging scheme for the atomistic system at finite temperature, the first step is to construct an appropriate probability distribution function. Moreover, we wish to achieve this locally in order to obtain local forms for all the thermodynamic quantities to facilitate the extension of the averaging scheme to non-equilibrium thermodynamic systems. To this end, we invoke the local-equilibrium hypothesis (Jou et al., 1996; Zubarev, 1974; deGroot and Mazur, 1962) which forms a basis of all our later work. It postulates that if a system can be hypothetically split into subsystems, each very close to thermal equilibrium, then the thermodynamic relations hold within each cell. Thus, it assumes the existence of two relaxation times-the relaxation time for the establishment of statistical equilibrium in the whole system and another, much shorter, for establishing equilibrium within a small cell. This enables a rigorous definition of thermodynamic state variables such as temperature and entropy locally. Hence, the local-equilibrium hypothesis forms a fundamental premise of classical irreversible thermodynamics. Likewise, in our approach, it enables us to define phase averages locally and also introduce atomic notions of entropy and temperature.
The derivation of appropriate probability distribution functions is accomplished by way of a mean-field approximation as described in the next section. Mean-field theory was developed essentially as an approximation tool for facilitating a theoretical treatment of critical phenomena such as phase transitions (Chaikin and Lubensky, 1995; Chandler, 1987; Landau and Lifshitz, 1980) . The basic idea is to study one particle in the system and treat its interactions with the neighboring particles as an average molecular field exerted by the atom's environment. This significantly reduces the degrees of freedom in the problem. The variational framework for deriving generalized mean-field theories is implemented as follows: First a simplified functional form with free unspecified parameters is chosen as the trial probability distribution function. We denote it by p. We also let the approximate free energy obtained using this trial function be F p . Since the effect of the ambience of a particle is approximated as a ''mean field'', the particles are treated as being statistically independent and hence the trial probability distribution is obtained as a product of local probability distribution functions:
3)
As will be described in the next section, the trial functional form for pðq; pÞ may be derived using the principle of maximum entropy. Then, the trial probability distribution function that best approximates the actual probability distribution function is determined by minimizing F p with respect to the unspecified parameters in p. This claim is based on a result known as the Bogoliubov's inequality, which states that the approximate free energy based on any probability distribution provides an upper bound for the exact free energy of the system (Chaikin and Lubensky, 1995) . That is,
for any p satisfying the basic properties of a probability distribution. The exact free energy of the system, F, is defined by the relation (Landau and Lifshitz, 1980) 
where
while F p is obtained as a Legendre transformation of the internal energy as
where we have made use of the statistical definitions of the internal energy and entropy of the system. The temperature and entropy are related by the equilibrium relation
For details of the proof of the inequality, we refer the readers to Chaikin and Lubensky (1995) .
Local max-ent distribution
We now wish to determine a trial probability distribution function for the system under consideration based on the principle of maximum entropy (Jaynes, 1957; Jou et al., 1996; Zubarev, 1974; deGroot and Mazur, 1962) . To this end, we define the global entropy of the system as postulated by Boltzmann:
where k B is the Boltzmann constant introduced as a proportionality constant. The principle of maximum entropy is very well established in the field of statistical mechanics and has its origin in the informationtheoretical point of view of the notion of entropy. Information theory was first introduced in statistical mechanics by Jaynes (1957) . From this perspective, entropy is defined as a measure of the uncertainty in the information about a system of particles. For instance, let us consider a thought experiment of observing a given system at an arbitrary instant of time. Any point ðq; pÞ in the phase space accessible to the system constitutes an outcome. Then, the entropy defined by Eq. (3.1) is the uncertainty associated with the experiment. The principle of maximum entropy then states that the least biased probability distribution function
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maximizes the entropy of the system subject to all the imposed constraints or the information about the system which is already known. Thus, our objective is to find the probability distribution that maximizes the entropy of the system subject to certain constraints. First, the probability distribution should satisfy the normalization condition
Suppose in addition that we have additional knowledge of the configuration of the ensemble. In particular, suppose that we know that atom a moves in the vicinity of pointq a with standard deviation ffiffi ffi 3 p t a and has momentum in the vicinity ofp a with standard deviation ffiffi ffi 3 p s a . Thus,q a andp a are the mean position and the mean momentum of atom a defined as the first moment of q a and p a , respectively, hq a i ¼q a ; hp a i ¼p a 8a ¼ 1; . . . ; N.
(3.3)
Physically,q a andp a may be interpreted as variables on the continuum scale following the dynamics of the system on the macroscopic time scale. For instance, for a quasistatic process,p ¼ 0 andq represents an equilibrium configuration of the system. Taking second moments of q a and p a introduces the following local constraints:
hjq a Àq a j 2 i ¼ 3t
hjp a Àp a j 2 i ¼ 3s
The factor of 3 is included merely to keep the subsequent expressions simple and to motivate the physical interpretation of these parameters. In order to simplify the interpretation further, we replace the parameter t a by o a defined as 5) and having the unit of frequency. Since s a and o a are defined as phase averages, they are also macroscopic variables. We also note that the local-equilibrium hypothesis is implicit in the above constraints as it allows us to relate statistical averages to macroscopic variables. In fact, as we shall see in Section 4.5, they establish a link between the energetics of the microscopic scale and thermodynamic quantities. Using the expression for o a in Eq. (3.4a) and adding the resulting equation to Eq. (3.4b), we have (3.6) Introducing the N þ 1 constraints given by Eqs. (3.2) and (3.6) as Lagrange multipliers (Lanczos, 1986) , the extremum problem may be stated as
a jq a Àq a j 2 dq dp, (3.7)
where l corresponds to Eq. (3.2) and the N Lagrange multipliers b a correspond to Eq. (3.6) . Taking the variation of Eq. (3.7) with respect to p and enforcing stationarity yield the desired probability distribution function
where Z ¼ exp½1 þ l is known as the partition function of the system. For economy of notation, we have also introduced z ðq; pÞ to denote the microstate andz; fsg and fog to represent the corresponding arrays of macroscopic variables. Thus,z ðq;pÞ and fsg; fog 2 R N . ''j'' is used to separate the microscopic and the macroscopic variables. Z may be evaluated analytically by substituting Eq. (3.8) in Eq. (3.2).
The integration yields
By substituting Eq. (3.8) in either Eq. (3.6) or (3.4b) and using Eq. (3.9) we obtain the Lagrange multipliers as
The final expressions for the max-ent probability distribution and partition function are
It may be striking to note that p and Z do not depend on the interaction potential of the system. However, the dependence is implicit in the fog which are unspecified so far. We also observe that owing to the local constraints, the global partition function and probability distribution are derived naturally as products of terms associated with each atom. This enables us to write Eqs. (3.11a) and (3.11b) as
The local constraints, Eqs. (3.4a) and (3.4b), distinguish the max-ent distribution from the canonical distribution of Gibbs in that the latter is derived by imposing a constraint on the global energy of the system. For a system in thermal equilibrium, this may be stated as
where H is the Hamiltonian, and E the total internal energy of the system. The resulting probability distribution function has the form
This form may also be used to derive local thermodynamic quantities by assuming local thermal equilibrium (Jou et al., 1996) . However, due to the difficulty of integrating this function in the case of anharmonic interaction potentials, the partition function and the thermodynamic potentials may be obtained analytically only for the harmonic approximation. In contrast, the probability distribution function given by Eq. (3.11a) involves Gaussian functions. Consequently, the phase averages may be computed analytically for many functions, or at least numerically by Gauss quadrature while retaining the anharmonic effect of the interatomic potentials in the macroscopic thermodynamic properties. We also note that in this process of determining a simplified solution for the probability distribution by imposing additional constraints, we have introduced into the problem 2N additional unknowns, fsg and fog, referred to as the mean-field parameters. Based on the variational theory of mean-field approximation outlined earlier, these parameters are determined by minimizing the free energy of the system.
Thermodynamic potentials
Having constructed a suitable probability distribution, we can obtain the local forms of the desired thermodynamic potentials, namely, the entropy, the internal energy, and the free energy as described below.
Entropy
Substituting Eqs. (3.11a) and (3.11b) in expression (3.1), the integral for the global entropy evaluates to
For a system with a very large number of particles, we use Sterling's formula (Chandler, 1987) log
to reduce Eq. (4.1) to
Since entropy is an extensive property of the system,
can be interpreted as the contribution of atom a to the total entropy. Relation (4.5) can be inverted to yield
This is an explicit expression for s a , and we use it henceforth to replace s a by a function of S a and o a .
Internal energy
In order to derive the internal energy of the system, we suppose that the atoms move according to a Hamiltonian HðzÞ. Then, the internal energy is defined as the phase average of the Hamiltonian of the system (Weiner, 2002) . Suppose that the Hamiltonian has an additive structure
and let H a ðzÞ be of the form
Then, the expression for the internal energy becomes
pðzjz; fSg; fogÞ dq dp. (4.9)
The phase average of the kinetic energy can be computed analytically atom by atom and reduces to
(4.10) Unlike kinetic energy, the integration of V a ðqÞ involves all the neighbors of atom a and, in most cases, cannot be computed analytically. Traditionally, the harmonic approximation is used in order to facilitate analytical calculations. However, in the max-ent approach, we suppose that each function V a ðqÞ involves a small number of neighboring atoms. Then, the integrals in hV a ðqÞi are likewise of small dimensionality and can effectively be computed by means of Gaussian quadrature, owing to the Gaussian form of the max-ent probability densities. Thus, for a system undergoing a quasistatic process, the internal energy has the form Eðq; fSg; fogÞ ¼ 3 2
where we have made use of Eq. (4.6) to replace s 2 a . In our calculations, we use quadrature rules for multiple integrals developed by Stroud (1967 Stroud ( , 1971 . A limiting factor in the choice of quadrature formulae is the dimension of the domain of integration which is the configurational phase space of the interacting atoms. Thus, for a pair potential, we may use 3rd and 5th degree quadrature rules whereas for many-body potentials, we are restricted to 3rd degree quadrature. An overview of the quadrature rules is presented in Appendix A. In Appendix B, we present the calculations for the phase averages for two interatomic potentials, namely, the LJ pair potential and the embedded atom method involving many-body interactions as examples to illustrate the generality of applying the max-ent distribution to any empirical interatomic potential and crystal structure.
Thus, the max-ent distribution provides a way to compute an approximate internal energy of the system, which should be exact for up to 3rd or 5th order Taylor expansion of the potential energy about an equilibrium configuration. An important implication of this higher order approximation is the ability to account for the anharmonicity of the interaction potential in studying the thermodynamic behavior of materials. As the numerical results in Section 5 demonstrate, this provides a significant improvement over the local quasiharmonic approximation in predicting thermal properties.
Equipartition of energy
The equipartition of energy is a fundamental result of statistical mechanics which states that for a system in thermal equilibrium, each quadratic term in the Hamiltonian contributes k B T=2 to the mean Hamiltonian or the internal energy of the system, where the phase average is taken with respect to the canonical distribution (Weiner, 2002) . In the max-ent method, we enforce the equipartition of energy through the local kinetic energy as
Comparing this relation with Eq. (4.10) for a quasistatic process yields a direct interpretation of s a in terms of the local temperature:
Using this definition of s a in Eq. (4.5) gives an equilibrium relation between the local entropy and the local temperature:
(4.14)
As we shall see later, although the above expression is local, it is not independent of the atom's surrounding since o a contains the effect of the interactions of the atom with its neighbors.
Helmholtz free energy
The Helmholtz free energy is defined as a Legendre transformation of the internal energy with respect to the entropy: Other thermodynamic potentials such as the Gibbs free energy and the enthalpy of the system may similarly be derived by appropriate Legendre transformations (Chandler, 1987; Lanczos, 1986) . We also recall that the optimal value of the mean-field parameters that we introduced can now be determined by minimizing the free energy. Thus, the complete problem of ascertaining the equilibrium configurations of a system undergoing a quasistatic process at finite temperature may be enunciated as
where F is the Helmholtz free energy of the system evaluated above.
As a concluding remark, we note that for a dynamic process, i.e., withpa0, the minimization problem may be replaced by the canonical equations derived from the macroscopic Hamiltonian:
whereH ¼ hHi. However, we shall not pursue this direction in our current work and shall restrict ourselves to quasistatic processes.
Interpretation of the mean-field parameters
In this section we investigate the connection between our approach and statistical mechanics in order to obtain an interpretation of the mean-field parameters. To this end, we consider a quasiharmonic approximation for the potential energy of the system about an equilibrium configuration. By further assuming weak interactions between the atoms, the potential energy may be reduced as
where K a is the 3 Â 3 local dynamical matrix associated with each atom and defined as
This is known as the local quasiharmonic approximation. It assumes the system to be in weak interaction so that each atom is regarded as a harmonic oscillator with its neighbors fixed at their current mean positions. This approximation is found to be adequate for temperatures up to half the melting point of the material (LeSar et al., 1989) . We note that the coupling of an atom with its neighborhood is retained through the dependence of the local dynamical matrix on the macroscopic variablesq. Then, the phase average of the potential energy may be computed analytically as
where Tr denotes the trace of the matrix. On substituting the above in Eq. (4.11) the internal energy of the system becomes
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The equilibrium relation (4.16) yields
We invert the above relation to obtain S a in terms of T a . Substituting it in Eq. (4.22) gives the internal energy as a function of the local temperatures:
which is a well-known result from statistical mechanics in agreement with the equipartition of energy. By substituting these expressions for the internal energy and the entropy as functions of the temperature in Eq. (4.15), the free energy becomes
ð4:25Þ
Minimizing F with respect to o a gives 26) whereō ia denotes the three frequencies associated with the atom a. This implies that for a quasiharmonic approximation, o 2 a equals the arithmetic mean of the squares of the quasiharmonic frequencies associated with that atom. Furthermore, substituting this in Eq. (4.23) verifies that at equilibrium 27) as derived in Section 4. Thus, for a system with a general anharmonic potential energy, o a provides an approximate average of the local frequencies of the atom a. This is an important result since it reveals the physical nature of the parameters o a and confirms that the arrays fog and fsg establish a link between the energetics of the microscopic dynamics and the effective macroscopic energy of the system. As a closing remark, we would like to mention that for a perfect, infinite, isotropic crystal with a local quasiharmonic approximation which is subjected to uniform temperature, the max-ent probability distribution and the thermodynamic potentials are identical to those furnished by the Gibbs canonical distribution (Kulkarni, 2006) .
Numerical validation
For the purpose of numerical validation, we present our calculations of the specific heat and the coefficient of thermal expansion for solid argon and copper. Solid argon is modeled using the LJ pair potential, whereas two different potentials are used for copper, namely, the EAM potential proposed by Johnson (1988) and another proposed by Sutton and Chen (1990) , both of which are based on the embedded-atom method (Daw and Baskes, 1984) .
The sample used for these tests is a cube of an fcc crystal consisting of 108 atoms with periodic boundary conditions. The crystal is assumed to be perfect and isotropic. Only the first nearest-neighbor interactions are considered. Since the crystal, subjected to a uniform temperature, undergoes a uniform thermal expansion, we use the change in lattice parameter as the only mechanical degree of freedom for the whole system.
Specific heat
The specific heat of a system in thermal equilibrium at constant volume is defined as (Weiner, 2002) 
where N is the number of atoms in the crystal. C v is evaluated as the instantaneous slope of the internal energy versus temperature curve which is obtained by fixing the configuration at the initial state and equilibrating the system at the prescribed temperature T. The minimization problem becomes min o2R F ða 0 ; T; oÞ. 
Thermal expansion
The thermal expansion test is performed by prescribing a uniform temperature T and equilibrating the sample under isothermal conditions. The minimization problem becomes
where a is the lattice parameter at temperature T. The minimization is performed using the non-linear version of the conjugate gradient method. The coefficient of linear thermal expansion is then given by the instantaneous slope of the thermal expansion versus temperature curve:
where a 0 is typically taken as the lattice parameter at T ¼ 0 K. Fig. 3 shows the thermal expansion of solid argon based on the max-ent approach using 3rd degree quadrature and compared with MD simulations (Wu, 1990) and experimental data (Peterson et al., 1966) . Since the max-ent method and molecular dynamics are both based on classical theory, they cannot capture the low-temperature behavior, as observed in the experiments, which is dominated by quantum effects. The results clearly indicate that the max-ent approach provides a significant improvement over the Gibbs canonical ensemble approach using the quasiharmonic approximation, both in terms of accuracy as well as the range of temperature.
Figs. 4 and 5 show the thermal expansion of Cu with temperature based on the Sutton-Chen potential and the EAM-Johnson potential, respectively, using 3rd degree quadrature. The choice of the former was dictated Max-ent MD Quasi-harmonic Experiment Fig. 3 . Thermal expansion of a perfect infinite Lennard-Jones crystal based on the max-ent method using 3rd degree quadrature rule. The material used is solid Ar.
by the availability of molecular dynamics results in the work of C -ag˘in et al. (1999) . The experimental data for thermal expansion are shown only for T4300 where linear dependence on temperature is observed.
The max-ent curve in Fig. 4 shows a considerable improvement over the prediction of the local quasiharmonic approximation at high temperatures and a good agreement with the MD results. However, since the results for the max-ent approach and molecular dynamics simulations are not in close agreement with experimental data, it is indicative of a limitation of the Sutton-Chen potential to model thermal properties. This is in agreement with the observation made by C -ag˘in et al. (1999) . On the contrary, Fig. 5 shows an excellent agreement of the max-ent results with experimental observations for the range of temperatures for which classical theory is valid (Nix and MacNair, 1941) . This suggests that the EAM potential proposed by Johnson is suitable for predicting thermal properties.
This completes the overview of the max-ent approximation scheme. Although the method eliminates the dependence of the energy, Eðq; fSg; fogÞ, on the microstate, the problem of determining the equilibrium configurations of the system still involves minimization over all atomistic degrees of freedom,q 2 R 3N , fSg 2 R N , and fog 2 R N . We now seek to alleviate this task by coarse graining the atomistic description in space using the framework of the QC approach which we describe subsequently. 
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QC method at constant temperature
As a precursor to the development of the full non-equilibrium finite-temperature QC method, we present here the framework for modeling equilibrium thermodynamic processes. Examples of systems in thermal equilibrium include systems undergoing thermal expansion at uniform temperature or subjected to quasistatic processes, such as nanoindentation or void growth under isothermal conditions. One of the merits of our approach is that the finite-temperature formulation for equilibrium problems possesses the same structure as the zero temperature QC method, with the distinction that the energy functional to be minimized is not the potential energy but a temperature-dependent energy furnished by the max-ent method.
We consider a crystal with N atoms in reference configuration occupying a subset L of a simple ddimensional Bravais lattice. Denoting the basis vectors by fa i ; i ¼ 1; . . . ; dg, the reference coordinates of the atoms are
where l are the lattice coordinates associated with individual atoms, Z is the set of integers, and d is the dimension of space. We define q 2 X R Nd as the array of atomic positions in the deformed configuration, where X denotes the configuration space of the crystal. We shall also use qðlÞ, l 2 L to denote the coordinates of an individual atom. Then, the task of determining the metastable configurations of the crystal when it is in thermal equilibrium at a uniform temperature T under applied loads and boundary conditions may be enunciated as F being the max-ent Helmholtz free energy of the crystal derived earlier. In the case of applied loads, we assume them to be conservative and to derive from an external potential F ext ðqÞ. For systems with a very large number of atoms, this minimization problem presents a significant computational burden. The essence of the theory of the QC lies in replacing Eq. (6.2) by an approximate minimization problem having the flexibility of preserving atomistic resolution in the regions of interest and treating atoms collectively where deformations are slow varying on the scale of the lattice.
In the spirit of the QC theory, Eq. (6.2) is first replaced by a constrained minimization of Fðq; T; fogÞ over a suitably chosen subspace X h of X. X h is constructed by selecting a reduced set L h & L of N h oN representative atoms or nodes based on the local variation in the deformation field. Introducing a triangulation T h over L h , the positions, temperature, and the approximate frequencies (mean-field parameters) of the remaining atoms are determined by piecewise linear interpolation of the nodal coordinates
where jðljl h Þ is the continuous and piecewise linear shape function associated with the representative atom, l h 2 L h , evaluated at point XðlÞ. Its domain is restricted to the simplices K 2 T h incident on l h , and it satisfies
5b)
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where d is the Dirac delta function. Eq. (6.5b) ensures that a constant field is interpolated exactly by the basis functions. The corresponding reduced equilibrium equations, obtained by taking variations of the energy functional with respect to the nodal unknowns and enforcing stationarity, involve full lattice sums which is an expensive computation for large crystal sizes. This difficulty is circumvented by sampling the behavior of the crystal over clusters of atoms around the representative atoms, as shown in Fig. 6 and using appropriate cluster summation rules. Thus, the equilibrium equations are further reduced to the form
where Cðl h Þ represents a cluster of lattice sites within a sphere of radius rðl h Þ centered at the node l h . The cluster weights n h ðl h Þ associated with the nodes, l h 2 L h , are computed by requiring that the cluster summation rule be exact for all basis functions (Knap and Ortiz, 2001 ). The flexibility of the QC method is further enhanced by the use of mesh adaption in order to tailor the computational mesh to the structure of the deformation field. Due to the lack of a rigorous theory relating the mesh size to suitable bounds on the energy for discrete systems, empirical adaption indicators based on the displacement field of the crystal are currently used. Specifically, in order to eliminate or reduce refinement due to thermal expansion, the adaption indicator eðKÞ for simplex K is measured as
where II E d ðKÞ is the second invariant of the deviatoric part of the Lagrangian strain tensor. The crystal is first allowed to expand freely at the prescribed temperature prior to indentation. The deformed configuration is then used as a reference configuration for computing II E d ðKÞ during the subsequent load increments. The element K is deemed acceptable if for some prescribed tolerance TOLo1 and is targeted for refinement otherwise. b denotes the magnitude of the smallest Burgers vector of the crystal. Evidently, the value of TOL involves a compromise between conflicting demands on accuracy and computational efficiency.
Convergence analysis
In this section, we seek to understand the effect of coarsening on the energetics of the system by computing the error introduced by the QC approximation. To this end, we consider a perfect crystal with periodic boundary conditions subjected to uniform temperature. We show that for a homogeneous deformation, the QC approach gives the exact energy of the crystal irrespective of the degree of coarse graining.
Theorem 6.1. Consider a perfect crystal with N atoms and periodic boundary conditions occupying a subset L of a simple d-dimensional Bravais lattice. Let L h & L be a collection of N h oN representative atoms of the crystal. Then, for a homogeneous deformation under uniform temperature, the QC energy is equal to the exact energy of the atomistic system. That is,
EðlÞ.
(6.9)
Proof. When an infinite perfect crystal or a perfect crystal with periodic boundary conditions is subjected to uniform temperature or, more generally, a homogeneous deformation, every atom sees exactly the same environment and, consequently, has the same energy:
Thus, the total internal energy of the system furnished by the max-ent approach becomes
The QC approximation of the total energy is obtained by using the cluster summation rule:
where Nðl h Þ is the number of atoms in the cluster around node l h . We recall that the weights used in the cluster summation rules are determined such that the shape functions associated with all the nodes are summed exactly. That is,
Summing both sides over l h 2 L h , rearranging the sums, and using the property X
Eq. (6.12) reduces to
(6.14)
Multiplying Eq. (6.14) by E 1 and comparing the expressions with Eqs. (6.10) and (6.11b), we conclude that (6.15) and that this equality of energies is independent of the degree of coarsening. &
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As a concluding remark, we note that this result is valid for infinite crystals and that for finite crystals, the surface effects should introduce some error. Nevertheless, the result demonstrates that in the regions within the bulk of the crystal and away from defects, the atoms experience similar environments and deformations and, consequently, the QC energy should be a very good approximation.
Variational formulation for thermo-mechanical coupled problems
We now present a review of a variational formulation for coupled thermo-mechanical boundary-value problems for general dissipative solids proposed by Yang et al., and which we shall use to model heat conduction using finite-temperature QC method.
The aim of this work is to characterize variationally the solutions of equilibrium problems for an inelastic deformable solid capable of conducting heat. Specifically, the work shows the existence of a joint potential function whose Euler-Lagrange equations yield the equilibrium equations, the kinetic relations, and the conservation of energy. A general dissipative solid may be understood as a deformable solid, undergoing large deformations, possessing viscosity and internal processes, and conducting heat. However, in the context of the current work, we shall restrict this review to conducting thermoelastic solids. The only kinetic relation that we introduce a priori is the Fourier's law of heat conduction.
We consider a body occupying a region B & R 3 in reference configuration and undergoing a thermodynamic process. The motion of the body is described by a time-dependent deformation mapping j: B Â ½a; b ! R 3 , where ½a; b is the time interval of the motion. The body may be subjected to essential boundary conditions for the displacement and temperature over parts of its boundary. LetH be the prescribed outward heat flux on the Neumann boundary q N B, and letT be the applied traction on the traction boundary q T B. We assume that there exists an internal energy density expressed as a function of the local state,
where F ¼ Grad j is the deformation gradient, and S is the local entropy density per unit undeformed volume. Then, the equilibrium stress is given by P e q F EðF; SÞ, (7.2) and the local-equilibrium temperature is given by the relation
For the variational formulation, it is necessary to differentiate between the equilibrium temperature Y and an external temperature field T. Although they are equal everywhere at equilibrium, the condition is not imposed a priori. We also assume that a Fourier potential wðGÞ exists such that
where H is the heat flux, and G ¼ ÀT À1 Grad T. w is assumed to be quadratic and strictly convex in G, which guarantees a unique minimum.
Variational formulation
A rate problem is understood as a problem of finding the rate of change of the state of the body given its current state and appropriate forcing and boundary conditions. For a thermoelastic problem, this means the problem of determining ðT; _ SÞ given the current local state ðF; SÞ. To this end, we construct a joint potential function of the following form:
where Q is the distributed heat source per unit mass, and T 0 is a reference temperature. Then, according to (Yang et al., 2006) , the problem of determining solutions for the thermoelastic rate problem may be stated as a two-field variational problem:
Taking variations of this potential with respect to the fields ðT; _ SÞ and enforcing stationarity yield the thermoelastic rate problem in strong form:
ð7:7bÞ T ¼T on qBnq N B, ð7:7cÞ
ð7:7dÞ
Thus, the general rate problem for thermoelastic conducting solids is equivalent to the stationarity principle:
Incremental formulation
We now present a time-discretized version of the variational problem as established in (Yang et al., 2006) . The purpose of time-discretization is to reduce the modeling of time-dependent phenomena to a sequence of incremental problems, each characterized by a variational principle. For a rigorous derivation of the variational updates, we refer the reader to (Yang et al., 2006) . Below, we give an outline of the incremental extremum problem formulated by identifying a convenient joint potential which is consistent with the field equations. To this end, we consider a sequence of times t 0 ; . . . ; t n . . . and seek to characterize the state ðj; T; SÞ of the solid at those times. Specifically, we wish to determine approximately the state ðj nþ1 ; T nþ1 ; S nþ1 Þ at t nþ1 assuming that the state ðj n ; T n ; S n Þ is known. We construct a family of incremental potentials based on the backward Euler finite difference scheme:
with
Then the incremental variational problem becomes
F n ½j nþ1 ; T nþ1 ; S nþ1 . (7.11)
Taking variations and enforcing stationarity as before yield the equilibrium equation, the heat equation, and the natural boundary conditions:
12aÞ
ð7:12eÞ
All field equations are recovered as Dt ! 0. Thus, the time-discretized variational formulation for dissipative solids provides a means of reducing the rate problem to an incremental problem with a variational structure. Moreover, the incremental potential F n reflects both the energetics as well as the kinetics of the material. This time discretization of the rate problem provides a way of incorporating the heat equation into the finitetemperature QC framework that was presented in Section 6.
QC method and heat transport
In this section, we develop a full three-dimensional non-equilibrium finite-temperature version of the QC theory based on the max-ent approximation scheme. Following the review in the previous section, we construct an incremental potential based on the backward Euler finite difference scheme as
where Dt is the time step,
, and E nþ1 is the global internal energy of the crystal at t ¼ ðn þ 1ÞDt, furnished by the max-ent scheme. B & R 3 denotes the region occupied by the crystal in the reference configuration.H denotes the outward heat flux prescribed on the Neumann boundary q N B. Q nþ1 is the local heat generated at time t nþ1 . In the current work, we neglect any heat sources and hence assume Q nþ1 ¼ 0. For general dissipative solids, D may be a kinetic potential which gives the viscosity law, rate sensitivity, and heat conduction. In the context of this work,
where w is a Fourier potential. As before, w is assumed to be strictly convex and quadratic in G. We also assume the Fourier law of heat conduction, which furnishes a linear dependence of the heat flux on the temperature gradient at that point:
We wish to note that the Fourier law is a phenomenological relation and, therefore, introduces the heat conductivity, k, as an empirical parameter into the model in addition to the empirical interatomic potential. The incremental variational problem may be enunciated as
The temperature field and fog can take only positive values. Therefore, for the purpose of numerical implementation, we recast the problem in terms of new fields defined as
and which can take values on the entire real line R. We follow the same procedure as presented in Section 6 to constrain the extremum problem over representative atoms. As before, we introduce interpolations over nodal variables. Eq. (6.4a) remains the same while Eqs. (6.4c) and (6.4b) are replaced by
Finally, we take variations of the incremental energy functional, F n , with respect to the nodal unknowns. Enforcing stationarity of the incremental potential yields the following equilibrium equations:
and the energy-balance equation:
If external loads are applied, we assume them to be conservative as before, and the energy functional E in Eq. (8.6a) is replaced by Eðq nþ1 ; fS nþ1 g; fo nþ1 gÞ þ F ext ðqÞ. (8.8)
We recall from Section 4 that enforcing the equipartition of energy and using the relation s 2 ðlÞ ¼ k B TðlÞ yields a local-equilibrium relation between entropy and temperature:
and we use it to substitute for S nþ1 ðlÞ in the equations above. Consequently, we do not have to solve Eq. (8.6b). Nevertheless, we do evaluate the left-hand side of Eq. (8.6b) in all our numerical tests and confirm that Eq. (8.6b) is satisfied automatically. We also observe from Eq. (8.7) that the rate term of the heat equation is computed using the cluster summation rule of the QC method, whereas the diffusion term in the heat equation is an integral and is evaluated using Gauss quadrature as in a finite element analysis (Hughes, 2000) . Before concluding this section, we wish to emphasize that the backward Euler finite difference scheme used in Eq. (8.1) is unconditionally stable and hence does not impose any limitation on the time step, Dt. Nevertheless, an estimate of the critical time step can be obtained as (8.10) where D is the diffusion constant for the material, h the element size and, in the regions with atomistic resolution, is equal to the lattice spacing. This implies that for a coarse-grained system with a smooth temperature gradient, the critical time step would increase as the square of the element size. Consequently, larger time steps may be used allowing the simulation of slow processes as well. This is unlike molecular dynamics which is limited to a time step of about 10 À14 s, which is of the order of the time period of the thermal oscillations of the atoms.
Numerical tests and discussion
In this section, we summarize and discuss our results for numerical tests that demonstrate the applicability of the non-equilibrium finite-temperature QC method to modeling thermodynamic phenomena. We take nanoindentation as a convenient test problem as it is a conventional experimental tool for studying complex material behavior such as microstructure evolution via defect nucleation and propagation. Here we present the results for finite-temperature nanoindentation tests performed with a rectangular punch for three different indenter velocities. This problem has been studied as a plane strain problem using static QC by Shenoy et al. (2000) . The purpose of the tests is two-fold. First, they serve to illustrate the ability of our method to simulate processes ranging from isothermal or very slow to adiabatic or very fast (although slow enough for inertial effects to be negligible). Second, they also enable us to understand the effect of the indentation velocity on the evolution of the temperature distribution.
Test problem definition
The test sample is an fcc nearest-neighbor LJ crystal with 32 Â 32 Â 32 unit cells, or a total of 137,313 atoms. Solid argon is used as a test material since it can be modeled using the LJ pair potential. The surfaces of the sample are aligned with the cube directions (Fig. 7) . The indenter is a rigid rectangular indenter and is applied along one of the diagonals of the top surface of the cube, as shown in [010]
[100] the preferred slip planes for an fcc crystal. ABCD corresponds to the (1 1 0) plane. The initial mesh comprises atomistic region only in the vicinity of the indenter and has 3506 representative atoms. Fig. 9 shows the crosssection ABCD with the initial triangulation. The boundary conditions are imposed as follows. In order to allow free thermal expansion, only the z-displacement of the nodes on the bottom surface is constrained. Using the symmetry of the problem, the node at the center of the bottom surface is fixed completely in order to avoid rigid motion. No constraint is applied on the lateral surfaces. The indenter is applied as a displacement boundary condition on a band of atoms on the top surface corresponding to the width of the punch. In our calculations, we used the following values for the width of the punch, W, and the incremental indentation depth, d:
where s is the nearest-neighbor distance for an fcc crystal (s ¼ 0:34 nm for Ar). The length of the face diagonal is 64½s. Before indentation, the cube is allowed to equilibrate isothermally at a uniform temperature of T ¼ 0:5T m , T m being the melting temperature (T m ¼ 83 K for solid Ar).
The first test is performed under adiabatic conditions by imposing Dt ¼ 0. Simply put, it means that the indentation occurs so fast that there is no time for the generated heat to dissipate. We wish to remark here that ARTICLE IN PRESS this is a qualitative result since the inertial effects should also be taken into account for very fast processes. The second test is performed with Dt ¼ 50½ks=k B , which is equivalent to a time step of 17:4 ps. The indenter velocity may be calculated as
The third test is performed with Dt ¼ 5½ks=k B which corresponds to an indentation velocity of 19:5 m=s. 
ARTICLE IN PRESS
Results and discussion
Figs. 11 and 12 show the snapshots of the temperature profile under the indenter for the adiabatic test.
Figs. 13 and 14 present images of the temperature profile for the second and third tests. Fig. 10 presents a comparison of the force versus indenter depth curves for the two cases with very fast and very slow indentation velocities.
Based on Figs. 11 and 12, we observe the evolution of temperature as the indentation proceeds in the adiabatic case. In the last image in Fig. 12 , when the indenter depth is À1:2½s, the temperature under the edges ARTICLE IN PRESS of the punch is 0:6T m , which is a 20% rise from the prescribed temperature. The heating under the edges of the indenter is expected due to high stresses. In addition, we note that this hot region spreads out along the (1 1 1) plane as the dislocation propagates. However, the significant temperature difference at the dislocation core needs further investigation. It is probable that the temperature difference is mediated by the deformation field above and below the slip plane. Furthermore, since the test is adiabatic, the system is unable to dissipate the heat generated. Fig. 10 indicates a negligible variation in the force indenter curve for the adiabatic and isothermal cases. We also note that the dislocation nucleation occurs at the same indenter depth for both speeds. Furthermore, the drop in the force is much more pronounced due to higher stress concentration caused by the sharp edges. Fig. 13 shows the temperature profile under the indenter for the second test with heat conduction. The negligible change in temperature implies that the indentation speed is slow enough to allow dissipation of the heat generated locally. In other words, the time step used in the test is such that the indenter velocity is less ARTICLE IN PRESS than the critical velocity for the material, thereby making the process isothermal. We use the diffusivity, D, and the lattice constant of solid Ar to evaluate the critical velocity as 2) which confirms that the indentation velocity, V oV c . We wish to emphasize that the time step of 17:4 ps is about 1800 times larger than a typical time step that used molecular dynamics simulations. This demonstrates that the proposed method for modeling non-equilibrium phenomena using the QC framework does not impose any limitations on the time step. Thereby, it facilitates the simulation of very slow thermodynamic processes which are not accessible to atomistic models. In both these tests, which use a mesh refinement tolerance TOL ¼ 0:008, it is observed that the stacking fault ends where the coarse-grained region begins, which may be a potential source of numerical error. This limitation may be rectified by lowering the refinement tolerance TOL and by allowing the system to relax and remesh at the same load.
ARTICLE IN PRESS
The third test is performed with a stricter tolerance for mesh refinement (TOL ¼ 0:004). Consequently, we observe heavier remeshing and almost full atomistic resolution is achieved by the time a dislocation nucleates. We would like to emphasize here that since all the representative atoms are inserted in the vicinity of the indenter, the ratio of nodes to the total number of atoms can be made arbitrarily small by considering larger samples.
It is also observed in this test that the nucleation occurs at d ¼ À1:2½s which is delayed compared to the previous tests wherein the nucleation occurs at d ¼ À1:0½s. Clearly, this indicates that there should be an optimal value of TOL that would strike a balance between accuracy and performance demands. Finally, the small variation in the temperature distribution in the sample is in agreement with the previous tests and is expected since the indentation velocity lies very close to the critical velocity (Fig. 14) . Fig. 15 shows the dislocation structure under a rectangular indenter extracted using the centerosymmetry parameter (Kelchner et al., 1998) . As expected, we observe that the first partial dislocation is emitted along the (1 1 1) plane followed by a stacking fault ribbon (Fig. 16) . Since the nearest-neighbor LJ potential has zero stacking fault energy, we do not observe a second partial dislocation and the stacking fault continues to grow in size as the indentation proceeds.
Concluding remarks
In this paper, we have developed a variational approach to coarse graining of equilibrium and nonequilibrium atomistic description at finite temperature. This is accomplished by way of a variational meanfield approximation for systematically averaging the dynamics of the atomistic system and by appending the resulting free-energy minimization problem to an energy-balance equation including an empirical heat conduction term. The main advantage of the method is that the max-ent probability distribution and the thermodynamic potentials are explicit and local in nature, which enables the modeling of non-equilibrium thermodynamic phenomena. Numerical validation tests reveal that the max-ent distribution, which can account for the anharmonic effects of the interaction potential, leads to a significant improvement in the predictions of the specific heat and the coefficient of thermal expansion over methods based on a quasiharmonic approximation. The method is also capable of modeling behavior at high temperatures where the quasiharmonic approximation fails.
The max-ent approximation scheme has been taken as a basis for developing a non-equilibrium finitetemperature extension of the QC method. The resulting scheme provides a means of seamlessly bridging the atomistic and continuum realms at finite temperature, including heat conduction. In the spirit of the QC theory a full description of the behavior of the system is achieved once the interatomic potential and the heat conductivity are provided. A key property of the method is its ability to capture microstructural evolution and the associated thermo-mechanically coupled behavior. In particular, the coupling of the free energy of the lattice to heat conduction has the effect of introducing an intrinsic time scale into the system. This intrinsic time scale in turn differentiates between slow and fast processes, with the response to former being predominantly isothermal and the response to the latter predominantly adiabatic. The nanoindentation tests presented in the foregoing exemplify this behavior. Thus, well below a well-defined characteristic indentation velocity dislocations are punched and move into the crystal in an ostensibly uniform temperature field, whereas well above the characteristic indentation velocity the dislocation cores carry along an autonomous temperature field resulting from local adiabatic heating. At intermediate indentation velocities a smooth transition is observed between these two extreme behaviors.
We close by pointing out possible directions for further extension of the approach. By allowing for arbitrary mean atomic momenta, the max-ent approach results in a temperature-dependent Hamiltonian governing the propagation of lattice phonons at finite temperature. However, there still remains a numerical issue of eliminating the spurious reflection of high frequency waves at the fine-coarse interface as they radiate into the coarse region and the consequent non-physical heating of the atomistic region. Finally, we note that other transport phenomena, such as mass transport, should be amenable to a treatment similar to heat conduction. This extension would require the introduction of additional concentration and mass flux fields, the use of the maximum entropy formalism to determine concentration-dependent free energies and effective interatomic potentials, and the coupling of the resulting free-energy minimization problem to a mass conservation equation including empirical diffusivity parameters. where Eq. (B.11) gives the contribution of the kinetic energy.
B.2. EAM potential
The potential energy based on the EAM (Daw and Baskes, 1984; Johnson, 1988 ) is of the form
(B.12)
In addition to a pair potential, we now have a term F ðr a Þ for each atom, which is known as the embedding function and which depends on the electron density at site a due to all its neighbors. Here, we present the expressions only for the embedding term. Let us define
F ðr a Þ. (B.13) Then,
F ðr a ðx k ÞÞW k , (B.14)
where n includes the atom a and its contributing neighbors. For an fcc crystal with nearest-neighbor interactions, n ¼ 13 for an atom having all its neighbors. In Eqs. (B.15) and (B.16), n a is the total number of atoms in the neighborhood of atom a, and M a is the number of quadrature points used to compute the phase average hF ðr a Þi. Using the 3rd degree quadrature formula for an atom in an fcc crystal with all its nearest neighbors present requires 78 quadrature points. It bears emphasis that although o is introduced as a local parameter associated with each atom, Eqs. (B.10b) and (B.16) show that the minimization of the free energy with respect to o a cannot be achieved atom by atom indicating that o are related to that atomic interactions.
