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Tato práce voln¥ navazuje na moji bakalá°skou práci, která byla v¥nována syntaktické
analýze s pouºítím hlubokých zásobníkových. V teoretické £ásti je této práce je deﬁno-
váno v²e pot°ebné a základní pro tuto problematiku, jako nap°íklad hlubokému syntaxí
°ízenému p°ekladu, zásobníkovým automat·m, hlubokým zásobníkovým automat·m, ko-
ne£ným p°evodník·m a hlubokým zásobníkovým p°evodník·m.
Ve druhé £ásti se v¥nuji programu, který je sou£ástí této práce, kdy se jedná o program,
který je ur£ený pro p°edm¥t IFJ. V této £ásti je rozebrán návrh programu, struktura a
jednotlivé £ásti programu jak z teoretické, tak i z praktické stránky.
Abstract
This thesis is a continuation of my bachelor thesis, which is dedicated to syntax analysis
based on deep pushdown automata. In theorical part of this thesis is deﬁned everything
fundamental for this work, for example deep syntax-directed translation, pushdown au-
tomata, deep pushdown automata, ﬁnite transducer and deep pushdown transducer.
The second part of this thesis is dedicated to the educational program for students of
IFJ. In this part is deﬁned strucure of this program and its parts. All part of program
are analyzed from a theoretical and practical point of view.
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Tato práce je v¥nována hlubokému syntaxí °ízenýmu p°ekladu, hlubokým zásobníkovým
automat·m a hlubokým zásobníkovým p°evodník·m. V této diplomové práci p°ímo na-
vazuji na svoji bakalá°skou práci [11] a práci vedoucího mé bakalá°ské práce Ing. Petera
Solára [10].
Ve druhé kapitole [Kap 2] zavádím základní pojmy, které jsou pot°ebné pro dal²í de-
ﬁnice, nezbytné pro dal²í pochopení textu a základní uvedení do problematiky.
Následující kapitola [Kap 3] pojednává o jazycích. Jazyky jsou zde deﬁnovány a po-
psány. Jde zde také zmín¥na Chomského hierarchie s jejím popisem a rozd¥lením jednotli-
vých gramatik, které budou následn¥ deﬁnovány a °ádn¥ zavedeny v následující kapitole.
Jak bylo zmín¥no vý²e, dal²í kapitola [Kap 4] je v¥nována gramatikám, jejich popisu,
deﬁnici a také jejich rozd¥lení.
Dal²í, tedy 5. kapitola [Kap 5] je v¥nována jiº automat·m. A to dv¥ma typ·m, kone£-
ným a zásobníkovým. Kaºdý automat je zde popsán, deﬁnován jak automat tak i jeho
konﬁgurace a graﬁcky zobrazen. Pro kaºdý automat je zde také uveden p°íklad toho, jak
funguje a pracuje.
Následující kapitola [Kap 6], která p°imo navazuje na automaty se zaobírá hlubokým
zásobníkovým automatem, který je roz²í°ením klasického zásobníkového automatu. Hlu-
boký zásobníkový automat je zde op¥t deﬁnován, stejn¥ jako jeho konﬁgurace. Je zde
zmín¥no téma determinismu hlubokých zásobníkových automat· a samoz°ejm¥ je i zde
uveden p°íklad fungování tohoto hlubokého zásobníkového automatu.
Sedmá kapitola [Kap 7] je v¥nována p°ekladu, rozd¥lení na jeho jednotlivé £ásti, po-
pisu vstup· a výstup· a samoz°ejm¥ i popisu fungování t¥chto £ásti. Kapitola je uzav°ena
deﬁnicí formálního p°ekladu a syntaxí °ízeného p°ekladového schématu.
V osmé kapitole [Kap 8] je neformáln¥ popsán kone£ný p°evodník, následn¥ formáln¥
deﬁnován jak kone£ný p°evodník, tak i jeho konﬁgurace a p°echod kone£ného p°evodníku.
Na ²estou [Kap 6] a osmou [Kap 8] kapitolu navazuje kapitola devátá [Kap 9], která
jej jiº v¥nována hlubokému zásobníkovýmu p°evodníku. Je op¥t neformáln¥ popsán, ná-
sledn¥ formáln¥ deﬁnován a stejn¥ jako on je formáln¥ deﬁnována jeho konﬁgurace.
Desátou kapitolou [Kap 10] za£íná druhá £ást této práce, kdy tato kapitola je v¥nována
jiº samotnému programu. Je zde popsáno vyuºití a pouºítí programu tohoto výukového
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programu.
V kapitole s £íslem 11 [Kap 11] je deﬁnován jazyk, který bude vyuºit ve výukovém
programu. Následující kapitola [Kap 12] obsahuje seznam v²ech pravidel dané gramatiky
a také preceden£ní tabulku dané gramatiky pro vyhodnocování výraz·.
Dal²í kapitola [Kap 13] je v¥nována návrhu a implementaci v²ech t°í £ástí p°eklada£e -
lexikální, syntaktické i preceden£ní analýzy. Jsou zde popsány v²echny datové struktury,
t°ídy a také podstatné a d·leºíté metody.
trnáctá kapitola [Kap 14] je jiº v¥nována uºivatelskému rozhraní. Je rozd¥lena do
t°í základních £astí - se zam¥°ením na lexikální analýzu, se zam¥°ením na syntaktickou
analýzu a také se zam¥°ením na preceden£ní analýzu.





Deﬁnice pojm· 2.1 a 2.9 jsou p°evzaty z následujících zdroj· [9] a [7]. U dal²ích
deﬁnicí jsem vycházel z [9], [7] a [4].
2.1 Abecedy a symboly
Abeceda je kone£ná, neprázdná mnoºina element·, kde tyto elementy jsou nazývány sym-
boly dané abecedy.
2.2 et¥zec
Nech´ Σ je abeceda.
1. ε je °et¥zec nad abecedou Σ.
2. Pokud x je °et¥zec nad Σ a a ∈ Σ, potom xa je °et¥zec nad abecedou Σ.
2.3 Délka °et¥zce
Nech´ x je °et¥zec nad abecedou Σ. Délka °et¥zce x, |x|, je deﬁnována jako:
1. Pokud x = ε, pak |x| = 0.
2. Pokud x = a1 . . . an, pak |x| = n
pro n ≥ 1 a ai ∈ Σ pro v²echna i = 1, . . . , n.
2.4 Konkatenace °et¥zc·
Nech´ x a y jsou dva °et¥zce nad abecedou Σ. Konkatenace x a y je °et¥zec xy.
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2.5 Mocnina °et¥zce
Nech´ x je °et¥zec nad abecedou Σ. Pro i ≥ 0, kde i-tá mocnina °et¥zce x, xi, je deﬁnována
jako:
1. x0 = ε
2. Pro i ≥ 1: xi = xxi−1, kde tedy vyuºíváme operace konkatenace, která byla deﬁ-
nována vý²e v této kapitole.
2.6 Preﬁx °et¥zce
Nech´ x a y jsou dva °et¥zce nad abecedou Σ. x je preﬁxem y, pokud platí, ºe existuje
takový °et¥zec z nad abecedou Σ, pro který platí xz = y. Zde je op¥t vyuºito operace
konkatenace, která byla deﬁnována vý²e v této kapitole.
2.7 Suﬁx °et¥zce
Nech´ x a y jsou dva °et¥zce nad abecedou Σ. x je suﬁxem y, pokud platí, ºe existuje
takový °et¥zec z nad abecedou Σ, pro který platí zx = y. Zde je opýt vyuºito operace
konkatenace, která byla deﬁnována vý²e v této kapitole.
2.8 Pod°et¥zec
Nech´ x a y jsou dva °et¥zce nad abecedou Σ. x je pod°et¥zec y, pokud existují °et¥zce
z,z' nad abecedou Σ, p°i£emº platí zxz'=y.
2.9 Card(Q)
card(Q) je operace nazýváná kardinalita mnoºiny. Kardinalita mnoºiny udává po£et
prvk· dané mnoºiny.
2.10 alph(w)
alph(w) udává mnoºinu v²ech symbol·, které se vyskytují v daném vstupním °et¥zci w.
2.11 occur(x,y)
occur(x, y) je metoda, která udává po£et výskyt· v²ech symbol·, které se nacházejí ve
vstupní mnoºin¥ y pro daný vstupní °et¥zec x.
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2.12 Terminální symboly
Jedná se o elementární symboly jazyka (viz kapitola 3), které jiº nelze nahradit za jiné
symboly, nebo °et¥zce symbol· na základ¥ jakéhokoliv dostupného pravidla.
2.13 Neterminální symboly
Neterminální symboly jsou takové symboly, které lze dále nahrazovat. A´ uº jednotlivými
dal²ími symboly, £i °et¥zci. Tyto °et¥zce se mohou skládat z terminálních symbol· daného




Jazyk je v podstat¥ podmnoºinu mnoºiny v²ech moºných °et¥zc· nad danou abecedou.
Kaºdý jazyk m·ºe být popsán dv¥ma ruznými zp·soby - lze jej popsat bu¤to auto-
maty nebo gramatikami. I p°esto, ºe oba popisují stejný jazyk, slouºí k dv¥ma r·zným
ú£el·m. Zatímco automaty slouºí pro zji²t¥ní, zda daný °et¥zec na základ¥ daných pra-
videl pat°í do ur£itého jazyka, který je tímto automatem popsán, tak na druhou stranu
gramatiky jsou schopny na základ¥ daných pravidel generovat °et¥zce toho ur£itého ja-
zyka.
3.1 Deﬁnice
Nech´ Σ∗ zna£í mnoºinu v²ech °et¥zc· nad Σ, v£etn¥ p°ázdného °et¥zce. Kaºdá podmno-
ºina L ⊆ Σ je jazyk nad Σ.
3.2 Chomského hierarchie
Jedná se o hierarchii t°íd formálních gramatik, zavedenou Noamem Chomskym roku
1956. Tyto formální gramatiky jsou hierarchicky rozd¥leny do následujících 4 skupin,
kdy kaºdá gramatika generuje formální jazyk.
 Frázové gramatiky - gramatika typu 0
 Kontextové gramatiky - gramatika typu 1
 Bezkontextové gramatiky - gramatika typu 2
 Regulární gramatiky - gramatika typu 3
P°i£emº zárove¬ platí, ºe v²echny gramatiky, které se nacházejí hierarchicky níºe jsou
podmnoºinami dané gramatiky, jak lze vid¥t na obrázku 3.1.
Hierarchi£nost gramatik spo£ívá v tom, ºe kaºdá regulární gramatika je bezkontex-
tová, kaºdá bezkontextová gramatika je poté kontextová a kaºdá kontextová gramatika
je gramatikou typu 0, také ozna£ovanou jako frázová gramatika.
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Obrázek 3.1: Hierarchie gramatik
3.3 Regulární jazyky
Kaºdý takovýto jazyk lze vºdy popsat regulárním výrazem a je vytvo°en ze základních
symbol· abecedy. P°i vytvá°ení regulárního jazyka se vyuºívá pouze základních operací
sjednocení, z°et¥zení a iterace a takový to jazyk je rozpoznatelný kone£ným automatem.
3.3.1 Deﬁnice
Nech´ L je jazyk. L je regulární jazyk práv¥ tehdy, pokud existuje regulární výraz, který
tento jazyk zna£í.
3.4 Bezkontextové jazyky
Jedná se o formální jazyky akceptovatelné zásobníkovým automatem a mohou být ge-
nerovány bezkontextovými gramatikami. Pro kaºdý regulární jazyk platí, ºe je zárove¬ i
bezkontextový, av²ak kaºdý bezkontextový jazyk není jazykem regulárním.
3.4.1 Deﬁnice
Nech´ L je jazyk. L je bezkontextový jazyk práv¥ tehdy, pokud existuje bezkontextová




Formální gramatiky ozna£ují strukturu, která popisuje formální jazyk.
Jedná se o model, který je schopný popsat r·zné jazyky. Gramatika je tvo°ena mno-
ºinou gramatických pravidel, na základ¥ kterých dochází k vytvo°ení ur£itého °et¥zce
daného jazyka z po£áte£ního symbolu. Samotné generování následn¥ probíhá tak, ºe
aplikujeme postupn¥ ruzná pravidla dané gramatiky na po£áte£ní symbol a dostáváme
tak ruzné °et¥zce daného jazyka.
4.1 Jednozna£nost a nejednozna£nost(vícezna£nost) grama-
tiky
Pokud je pro kaºdé slovo gramatiky moºný pouze jeden zp·sob vygenerování, pak tako-
vou gramatiku nazýváme jednozna£nou. V opa£ném p°ípad¥ tedy dostáváme gramatiky
nejednozna£né, tedy takové gramatiky, jejichº °et¥zce lze vygenerovat dv¥ma £í více r·z-
nými zp·soby.
4.2 Regulární gramatiky
Regulární gramatiky, tedy gramatiky typu 3 jsou v Chomského hierarchii na nejniº²í
úrovni a z £ehoº tedy plyne, ºe kaºdá regulární gramatika je i bezkontextová, kontextová
a frázová. S regulárními gramatikami jsou úzce spjaty kone£né automaty, které budou
deﬁnovány v následující kapitole [Kap 5]. Dále umoº¬ují generovat regulární jazyky.
4.2.1 Deﬁnice
Regulární gramatika G je £tve°ice G = (N,T, P, S), kde
 N je neprázdná kone£ná abeceda neterminál·, tedy neterminálních symbol·
 T je kone£ná abeceda terminál·, p°i£emº platí N ∩ T = ∅
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 P je kone£ná mnoºina pravidel tvaru: A→ xB, nebo A→ x, kde A,B ∈ N, x ∈ T ∗,
pop°ípadn¥ speciální pravidlo S → , pokud se S nevyskytuje na pravé stran¥
ºádného pravidla.
 S ∈ N je po£áte£ní neterminál, neboli ko°en gramatiky
4.3 Bezkontextové gramatiky
Bezkontextové gramatiky, tedy gramatiky typu 2 - pomocí t¥chto gramatik bývají deﬁ-
novány syntaxe programovacích jazyk· a jsou spjaty se zásobníkovými automaty a jejich
roz²í°eními, s tím, ºe tyto automaty budou deﬁnovány v následující kapitole [Kap 5].
Dále umoº¬ují generovat bezkontextové jazyky.
4.3.1 Deﬁnice
Bezkontextová gramatika G je £tve°ice G = (N,T, P, S), kde
 N je neprázdná kone£ná abeceda neterminál·, tedy neterminálních symbol·
 T je kone£ná abeceda terminál·, p°i£emº platí N ∩ T = ∅
 P je kone£ná mnoºina pravidel tvaru: A→ x, kde A ∈ N, x ∈ (N ∪ T )∗
 S ∈ N je po£áte£ní neterminál, neboli ko°en gramatiky
4.4 Kontextové gramatiky
Kontextové gramatiky, tedy gramatiky typu 1 jsou p°ijmány lineárn¥ omezenými auto-
maty. Lineárn¥ omezené automaty jsou v podstat¥ nedeterministické turingovy stroje
[viz [3]], které nikdy neopustí tu £ást pásky, na které je zapsaný jeho vstup.
4.4.1 Deﬁnice
Kontextová gramatika G je £tve°ice G = (N,T, P, S), kde
 N je neprázdná kone£ná abeceda neterminál·, tedy neterminálních symbol·
 T je kone£ná abeceda terminál·, p°i£emº platí N ∩ T = ∅
 P je kone£ná mnoºina pravidel tvaru: αAβ → αγβ, kde A ∈ N,α, β ∈ (N∪T )∗, γ ∈
(N ∪ T )+, pop°ípadn¥ speciální pravidlo S → , pokud se S nevyskytuje na pravé
stran¥ ºádného pravidla.
 S ∈ N je po£áte£ní neterminál, neboli ko°en gramatiky
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4.5 Stavové gramatiky
Stavové gramatiky jsou siln¥j²í, neº vy²e zmín¥né, bezkontextové. Oproti bezkontextovým
gramatikám obsahují navíc stavy, kdy je moºnost, ºe ne vºdy lze najít pravidlo p°episující
nejlev¥j²í neterminální symbol, av²ak m·ºe dojít k p°epsání neterminálního symbolu
nacházejícího se hloub¥ji ve v¥tné form¥. P°i deﬁních jsem vycházel ze dvou £lánk· a to
z [8] a [2], s tím, ºe tato deﬁnici je p°evzatá z mé bakalá°ské práce [11], kde jsem tyto
stavové gramatiky deﬁnoval.
4.5.1 Deﬁnice
Stavová gramatika G je p¥tic¥ G = (V,W, T, P, S), kde
 V je úplná abeceda
 W je kone£ná mnoºina stav·
 T ⊆ V je abeceda terminál·, p°i£emº platí N ∩ T = ∅
 S ∈ (V − T ) je po£áte£ní symbol
 P ⊆ (W × (V − T )) × (W × V +) je kone£ná relace. Místo zapisování pravidel ve
tvaru (q, A, p, v) ∈ P je zapisujeme (q,A)→ (p, v) ∈ P .
Pro kaºdý °et¥zec z ∈ V ∗ ustanovme Gstates(z) = q|(q,B)→ (p, v) ∈ P , kde B ∈ (V −
T )∩alph(z), v ∈ V +, q, p ∈W . Za p°edpokladu, ºe existuje pravidlo (q, A)→ (p, v) ∈ P
a máme °et¥zce x, y ∈ V ∗, mnoºinu Gstatex(x) ∩ q = , pak gramatika G ud¥lá deriva£ní
krok z (q, xAy) do (p, xvy), symbolicky zapsáno jako (q, xAy)⇒ (p, xvy)[(q, A)→ (p, v)].
V p°ípad¥, ºe p°idáme kladné, celé £íslo n spl¬ující occur(xA, V − T ) ≤ n, °íkáme,
ºe (q, xAy) ⇒ (p, xvy)[(q, A) → (p, v)] je n-omezené, symbolicky zapsáno (q, xAy)n ⇒
(p, xvy)
[(q, A)→ (p, v)].
V p°ípad¥, ºe nehrozí zám¥ny, zjednodu²en¥ zapí²eme (q, xAy) ⇒ (p, xvy)[(q, A) ⇒
(p, v)] a (q, xAy)n ⇒ (p, xvy)[(q, A) → (p, v)] na (q, xAy) ⇒ (p, xvy) a (q, xAy)n ⇒
(p, xvy).
Také lze roz²í°it deriva£ní krok⇒ na⇒m, kde m ≥ 0. Po té na základ¥⇒m m·ºeme
deﬁnovat ⇒+, zna£ící provedení alespo¬ jednoho deriva£ního kroku a ⇒∗, zna£ící moº-
nost neprovedení ani jednoho deriva£ního kroku.
Nech´ n ∈ I a v,$ ∈ (W × V +). K vyjád°ení, ºe kaºdý deriva£ní krok ⇒m, ⇒+ a
⇒m je n-omezený, zapisujeme n ⇒m, n ⇒+, n ⇒∗. Pomocí string(vn ⇒∗ $) zna£íme
mnoºinu v²ech °et¥zc· vyskytujících se v derivaci vn ⇒∗ $.
Jazyk L(G) je deﬁnován jako L(G) = w ∈ T ∗|(q, S)⇒∗ (p, w), q, p ∈W . Mimoto de-
ﬁnujeme pro kaºdé n ≥ 1, L(G,n) = w ∈ T ∗|(q, S)n ⇒∗ (p, w), q, p ∈W . Derivace tvaru
(q, S)n ⇒∗ (p, w), kde q, p ∈ W a w ∈ T ∗, reprezentuje úsp¥²né n-omezené generování




Tato kapitola je v¥nována dv¥ma základním automat·m - kone£nému automatu a auto-
matu zásobníkovému. Oba tyto automaty slouºí k rozhodování, zda daný vstupní °et¥zec
je, £i není °et¥zcem daného jazyka.
U deﬁnice kone£ného automatu jsem vycházel z [5] a p°i deﬁnici zásobnikového auto-
matu jsem vyuºil zdroje [6].
Jak je zmín¥no v kapitole [Kap 4], kone£né automaty jsou spojeny s regulárními ja-
zyky, zatímco zásobníkové automaty jsou spojeny s bezkontextovými jazyky.
Oba typy automat· jsou základem pro dal²í podobné typy automat·, které zlep²ují
n¥které vlastnosti, £i roz²i°ují moºnost.
5.1 Kone£né automaty
Prvním automatem, který bych rád zmínil je automat kone£ný. Jedná se o teoretický vý-
po£etní model pouºíváný nejen pro studium formálních jazyk·. Popisuje jednoduchý po-
£íta£, který se m·ºe nacházet v jednom stavu z jeho mnoºiny stav·. P°echody mezi t¥mito
stavy jsou provád¥ny na základ¥ symbol·, na£tených se vstupní pásky. Rozhodování pro-
bíhá na základ¥ aktuálního stavu
a aktuáln¥ na£teného vstupního symbolu.
Jak jsem jiº n¥kolikrát zmínil, tyto automaty jsou schopny rozeznávat pouze regulární
jazyky.
5.1.1 Deﬁnice
Kone£ný automat je p¥tice M = (Q,Σ, R, s, F ), kde
 Q je kone£ná mnoºina stav·
 Σ je vstupní abeceda
 R je kone£ná mnoºina pravidel tvaru: pa→ q, kde p, q ∈ Q, a ∈ Σ ∪ {ε}
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 s ∈ Q je po£áte£ní stav
 F ⊆ Q je mnoºina koncových stav·
5.1.2 Konﬁgurace
Nech´ M = (Q,Σ, R, s, F ) je kone£ný automat.
Konﬁgurace kone£ného automatu M je °et¥zec χ ∈ QΣ∗.
Obrázek 5.1: Konﬁgurace kone£ného automatu 1
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5.1.3 P°íklad
Uvaºujme M = (Q,Σ, R, s, F ), kde:
 Q = {s,m, n, f}
 Σ = {a, b}
 R = {sa→ s, sb→ m,ma→ f,mb→ n, nb→ f}
 F = {f}
P°i vstupním °et¥zci abbb bude automat M postupovat takto:
(s, abbb) ⇒ (s, bbb) [sa→ s]
(s, bbb) ⇒ (m, bb) [sb→ m]
(m, bb) ⇒ (n, b) [mb→ n]
(n, b) ⇒ (f, ) [nb→ f ]
5.1.4 Typy kone£ných automat·
Jak jsem jiº zmínil, klasický kone£ný automat má n¥kolik typ·, kdy jich alespo¬ pár
zmíním.
 Kone£ný automat bez  p°echod·
 Deterministický kone£ný automat
 Úplný kone£ný automat
 Dob°e speciﬁkovaný kone£ný automat
 Minimální kone£ný automat
5.2 Zásobníkové automaty
Druhým typem automat·, který v této kapitole zmíním a podrobn¥ rozeberu bude auto-
mat zásobníkový. Tento automat je v podstat¥ roz²í°ením kone£ného automatu. Jedná se
o teoretický výpo£etní model pouºíváný nejen pro studium formálních jazyk·. Popisuje
jednoduchý po£íta£, který jiº na rozdíl od kone£ného automatu vyuºívá jednoduchou
pam¥t - zásobník.
Na rozdíl od kone£ných automat·, které pracují pouze s aktuálním stavem a aktuáln¥
na£teným symbolem, zásobníkové automaty vyuºívají navíc je²t¥ symbolu umíst¥ného
na vrcholu tohoto zásobníku. Díky tomuto roz²í°ení o zásobník jsou tyto automaty jiº
1Meduna, A., Luká², R.:Formální jazyky a p°eklada£e, Kapitola III. Modely pro regulární jazyky,
Brno, FIT VUT v Brn¥.
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schopny rozpoznávat i bezkontextové jazyky.
S tímto zásobníkem mohou být provád¥ny dv¥ operace - vyjmutí a expanze. Operaci
vyjmutí lze provést práv¥ tehdy, kdyº je na vrcholu zásobníku stejný symbol jako symbol
aktuáln¥ na£tený ze vstupní pásky. P°i tomto kroku dojde k odebrání symbolu na vrcholu
zásobníku a zárove¬ dojde k posunu £tecí hlavy na vstupní pásce sm¥rem doprava. P°i
operaci expanze dojde k nahrazení nevstupního symbolu na vrcholu tohoto zásobníku
daným °et¥zcem symbol· na základ¥ daného pravidla p°echodu tohoto automatu.
5.2.1 Deﬁnice
Zásobníkový automat je sedmice M = (Q,Σ,Γ, R, s, S, F ), kde
 Q je kone£ná mnoºina stav·
 Σ je vstupní abeceda
 Γ je zásobníková abeceda
 R je kone£ná mnoºina pravidel tvaru: Apa → wq, kde A ∈ Γ, p, q ∈ Q, a ∈ Σ ∪
{ε}, w ∈ Γ∗
 s ∈ Q je po£áte£ní stav
 S ∈ Γ je po£áte£ní symbol na zásobníku
 F ⊆ Q je mnoºina koncových stav·
5.2.2 P°ijmaný jazyk
P°i p°ijmání °et¥zce m·ºe zásobnikový automat p°ijmout daný °et¥zec t°emi r·znými
zp·soby.
 Pokud zásobníkový automat M p°ijmá daný jazyk p°echodem do koncového stavu,
pak takto p°ijmaný jazyk je deﬁnovaný jako L(M) = {w : w ∈ Σ∗, Ssw ⇒∗ zf, z ∈
Γ∗, f ∈ F}
 Druhou moºností je, ºe automat M p°ijmá daný jazyk vyprázdn¥ním svého zásob-
níku a tudíº nezáleºí, zda se nachází v koncovém stavu. Takto p°ijmaný jazyk je
pak deﬁnován následovn¥ L(M) = {w : w ∈ Σ∗, Ssw ⇒∗ zf, z = ε, f ∈ Q}
 T°etí a poslední moºností je kombinace dvou jiº zmín¥ných p°ístup·. Tedy, ºe
automat M p°ijmá daný jazyk p°echodem do koncového stavu a vyprázdn¥ním
svého zásobníku. Takto p°ijmaný jazyk je pak deﬁnován následovn¥ L(M) = {w :
w ∈ Σ∗, Ssw ⇒∗ zf, z = ε, f ∈ F}
18
Obrázek 5.2: Konﬁgurace zásobníkového automatu 2
5.2.3 Konﬁgurace
Nech´ M = (Q,Σ,Γ, R, s, S, F ) je zásobníkový automat.
Konﬁgurace takového zásobníkového automatu M je °et¥zec χ ∈ Γ∗QΣ∗.
2Meduna, A., Luká², R.:Formální jazyky a p°eklada£e, Kapitola VI. Modely pro bezkontextové jazyky,
Brno, FIT VUT v Brn¥.
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5.2.4 P°íklad
Uvaºujme M = (Q,Σ,Γ, R, s, S, F ), kde:
 Q = {s,m, n, f}
 Σ = {a, b}
 Γ = {a, S}
 R = {Ssa→ Sap, apa→ aap, apb→ q, aqb→ q, Sq → f}
 F = {f}
P°i vstupním °et¥zci aabb bude automat M postupovat takto:
(s, aabb, S) ⇒ (p, abb, Sa) [Ssa→ Sap]
(p, abb, Sa) ⇒ (p, bb, Saa) [apa→ aap]
(p, bb, Saa) ⇒ (q, b, Sa) [apb→ q]
(q, b, Sa) ⇒ (q, , S) [aqb→ q]
(q, , S) ⇒ (f, , ) [Sq → f ]
5.2.5 Typy zásobníkových automat·
Jak jsem jiº zmínil, klasický zásobníkový automat má n¥kolik typ·, kdy jich op¥t alespo¬
pár zmíním.
 Deterministický zásobníkový automat
 Roz²í°ený zásobníkový automat
 Hluboký zásobníkový automat [Kap 6]
 Bezestavový hluboký zásobníkový automat
 Paralelní hluboký zásobníkový automat




Jak jsem jiº zmínil v p°edchozí kapitole, hluboký zásobníkový automat je mírn¥ roz²í°ený
zásobníkový automat a tedy vyuºívá zásobník pro svou práci. Stejn¥ tak i operace, které
m·ºe automat provád¥t nad jiº zmín¥ným zásobníkem jsou v podstat¥ stejné, jako u
klasického zásobnikového automatu.
Hlavním a tím podstatným rozdílem je fakt, ºe tento automat m·ºe pracovat i se
symboly, které se nenechází p°ímo na vrcholu zásobníku, ale i s t¥mi, které se nacházejí
hloub¥ji v zásobníku. Jak moc hluboko do zásobníku m·ºeme zasahovat je deﬁnováno ty-
pem daného hlubokého zásobníkového automatu. Díky tomuto odstran¥ní omezení moº-
nosti pracovat pouze se symbolem nacházejícím se na vrcholu zásobníku je dosaºeno v¥t²í
generativní síly a dokonce i moºnosti tímto hlubokým zásobníkovým automatem genero-
vat n¥které kontextové jazyky.
Následná deﬁnice tohoto hlubokého zásobníkového automatu pochází ze £lánku pro-
fesora Meduny Deep pushdown automata [8], který tento typ automat· zavedl.
6.1 Deﬁnice
Hluboký zásobníkový automat je sedmice nM = (Q,Σ,Γ, R, s, S, F ), kde
 n ∈ I je maximální hloubka, v niº m·ºe dojít k nahrazení,
 Q je kone£ná mnoºina stav·
 Σ je vstupní abeceda
 Γ je zásobníková abeceda
 R je kone£ná mnoºina pravidel tvaru: mqA → pv, kde A ∈ Γ, p, q ∈ Q, a ∈ Σ ∪
{ε}, w ∈ Γ∗
 s ∈ Q je po£áte£ní stav
 S ∈ Γ je po£áte£ní symbol na zásobníku
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 F ⊆ Q je mnoºina koncových stav·
6.2 Konﬁgurace
Konﬁgurace hlubokého zásobníkového automatu je trojice údaj· pot°ebných pro uloºení
aktualního stavu automatu. T¥mito údaji jsou aktuální stav, nezpracovaná £ást vstupního
°et¥zce a stav zásobníku.
6.2.1 Deﬁnice
Konﬁgurace hlubokého zásobníkového automatu nM je trojice Q×Σ∗× (Γ−{#})∗{#}.
6.3 Determinismus
Determinismus je vlastnost algoritmu, v tomto p°ípad¥ hlubokého zásobníkového auto-
matu, kdy vºdy za stejných výchozích, tedy vstupních, podmínek získáme stejný výstup.
Z £ehoº tedy plyne, ºe tím je tento automat p°edvídatelný.
Aº do te¤ jsme brali v potaz pouze nedeterministickou verzi hlubokého zásobnikového
automatu, av²ak p°ípad¥ hlubokého zásobníkového autmatu exitují 2 typy determinismu.
6.3.1 Striktní determinismus
V prvím, tedy tomto, p°ípad¥ platí, ºe hluboký zásobníkový automat m·ºe pro kaºdý
stav pouºít vºdy pouze jedno pravidlo ve v²ech dostupných hloubkách.
nM = (Q,Σ,Γ, R, s, S, F ) je striktn¥ deterministický práv¥ tehdy, kdyº platí mqA →
pv ∈ R, card({mqA→ ow|mqA→ ow ∈ R, o ∈ Q,w ∈ Γ+} − {mqA→ pv}) = 0.
6.3.2 Determinismus s ohledem na hloubku
Determinismus s ohledem na hloubku je jiº slab²í formou determinismu narozdíl od strikt-
ního determinismu. I v tomto p°ípad¥ lze pouºít pro kaºdý stav pouze jedno pravidlo,
av²ak s tím rozdílem, ºe u determinismu s ohledem na hloubku lze toto pravidlo pouºít
pro kaºdou moºnou hloubku.
Pro kaºdé q ∈ Q, card({m|mqA→ pv ∈ R,A ∈ Γ, p ∈ Q, v ∈ Γ+}) ≤ 1
6.4 P°íklad
P°íklad byl p°evzat z mé bakalá°ské práce [11].
Uvaºujme hluboký zásobníkový automat 3M = ({s,m, n, o, f}, {a, b, c, d}, {S,A,B,C,D,#},
R, s, S, {f}), který má v R tato následující pravidla:
 1sS → mABCD
 3mC → nc
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 3nD → odd
 1oA → paa
 1pB → fbb
P°i vstupním °et¥zci aabbcdd bude automat M postupovat takto:
(s, aabbcdd, S#) e ⇒ (m, aabbcdd,ABCD#) [1sS → mABCD]
(m, aabbcdd,ABCD#) e ⇒ (n, aabbcdd,ABcD#) [3mC → nc]
(n, aabbcdd,ABcD#) e ⇒ (o, aabbcdd,ABcdd#) [3nD → odd]
(o, aabbcdd,ABcdd#) e ⇒ (p, aabbcdd, aaBcdd#) [1oA→ paa]
(p, aabbcdd, aaBcdd#) v ⇒ (p, abbcdd, aBcdd#)
(p, abbcdd, aBcdd#) v ⇒ (p, bbcdd,Bcdd#)
(p, bbcdd,Bcdd#) e ⇒ (f, bbcdd, bbcdd#) [1pB → fbb]
(f, bbcdd, bbcdd#) v ⇒ (f, bcdd, bcdd#)
(f, bcdd, bcdd#) v ⇒ (f, cdd, cdd#)
(f, cdd, cdd#) v ⇒ (dd, dd#)
(f, dd, dd#) v ⇒ (f, d, d#)





P°eklada£ je program, který na zpracovává vstupní zdrojový program, který je napsán
v n¥jakém zdrojovém jazyce a na výstup produkuje cílový program, uvedené v cílovém
jazyce.




 Generování vnit°ního kódu
 Optimalizace vygenerovaného vnit°ního kódu
 Generování cílového programu v cílovém jazyze
7.1 Lexikální analýza
 Vstup: Zdrojový program
 Výstup: Posloupnost token·
Lexikální analýza je uvodní £ástí celého p°ekladu. V¥t²inou se v²ak nevyskytuje jako
samostatná £ást, ale v¥t²inou jako procedura, £i funkce synktaktické analýzy, která je
volána, kdyº syntaktická analýza pot°ebuje nový token. A práv¥ tokeny jsou výstupem
lexikální analýzy, kdy vºdy po zavolání tato analýza p°e£te první, je²t¥ nep°e£tený lexi-
kální symbol, nastaví mu pot°ebné parametry a takto zpracovaný token vrací syntaktické
analýze.
Dal²ím úkolem lexikální analýzy je také nap°iklad p°eskakování komentá°·, které
nejsou pro samotný p°eklad podstatné a tudíº je ani neposílá syntaktické analýze.
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7.2 Syntaktická analýza
 Vstup: Posloupnost token·
 Výstup: Deriva£ní strom
Jak jiº bylo zmín¥no, syntaktická analýza v podstat¥ ovládá lexikální analýzu a na základ¥
dostaných token· od lexikální analýzy kontroluje, zda je syntaktická stránka vstupního
programu v po°ádku - tedy zda po°adí, £i posloupnost lexikálních token· na sebe navazují
v po°ádku, dle pravidel daného jazyka. Pokud je tedy nalezený deriva£ní strom, tak je
program po syntaktické stránce správný.
V p°ípad¥ syntaktické analýzy máme dva p°ístupy - Shora dol· a druhý p°ístup Zdola
nahoru.
7.2.1 Shora dol·
V tomto p°ípad¥ vytvá°íme deriva£ní strom od jeho ko°ene sm¥rem dol·, aº ke koncovým
list·m.
7.2.2 Shora dol·
Druhým p°ístupem je tedy, jak jiº název vypovídá, postup kdy za£ínáme vytvá°et strom
od koncových list· nahoru, aº ke ko°eni tohoto deriva£ního stromu.
7.3 Sémantická analýza
 Vstup: Deriva£ní strom
 Výstup: Abstraktní syntaktický strom
Jak jiº název vypovídá, tato analýza kontroluje sémantickou správnost zdrojového pro-
gramu. Kontroluje tedy typy, tedy zda do prom¥nné jednoho typu nep°i°azujeme pro-
m¥nnou jiného typu a dále také nap°íklad kontroluje deklaraci v²ech prom¥nných.
7.4 Generování vnit°ního kódu
 Vstup: Abstraktní syntaktický strom
 Výstup: Vnit°ní kód
Tato £ást generuje n¥jaký vnit°ní kód, kdy £asto se pouºívá 3-adresný kód
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7.5 Optimalizace vygenerovaného vnit°ního kódu
 Vstup: Vnit°ní kód
 Výstup: Optimalizovaný vnit°ní kód
Pomocí optimalizace vnit°ního kódu se m·ºeme zbavit nap°íklad zbyte£ných, £i mrtvých
£ástí kódu. Díky tomuto se zbavíme zbyte£ných instrukcí a kód zefektivníme.
7.6 Generování cílového programu
 Vstup: Optimalizovaný vnit°ní kód
 Výstup: Cílový program
V této £ásti jiº pouze strojov¥ p°eloºíme vnit°ní optimalizovaný kód do cílového pro-
gramu. Kód jsme jiº optimalizovali v p°edchozí £ásti, takºe zde jiº nemusíme nic kontro-
lovat a pouze p°eloºit.
7.7 Formální p°eklad
U formálního p°ekladu a hned po tomto následujícím, syntaxí °ízeném p°ekladovém sché-
matu jsem vycházel z [1].
P°edpokládejme, ºe Σ je vstupní abeceda a Γ je výstupní abeceda. Po té deﬁnujeme
p°eklad z jazyka L1 ⊆ Σ∗ do jazyka L2 ⊆ Γ∗ jako relaci T z Σ∗ do Γ∗. Jestliºe tedy
existuje (x, y) ∈ T , pak je v¥ta y nazývána výstupem, £i p°ekladem pro x.
U takového p°ekladu je v²ak moºnost, ºe pro jeden vstup lze dostat více r·zných
výstup·, coº ne vºdy je ºádoucí jev.
7.8 Syntaxí °ízené p°ekladové schéma
A práv¥ pro speciﬁkaci nekone£né mnoºiny zmín¥né u formálního p°ekladu jsou zavedeny
syntaxí °ízené p°edkladové schémata.
7.8.1 Deﬁnice
Syntaxí °ízené p°ekladové schéma je p¥tice T = (N,Σ,Γ, R, S), kde
 N je kone£ná mnoºina neterminálních symbol·
 Σ je kone£ná vstupní abeceda
 Γ je kone£ná výstupní abeceda
 R je kone£ná mnoºina pravidel ve tvaru A→ α, β, kde platí, ºe α ∈ (N ∪Σ)∗, β ∈
(N ∪ Γ)∗ a neterminaly v β jsou permutací neterminál· v α.
 S ∈ N je po£áte£ní neterminál
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7.8.2 P°ekladová forma
P°ekladová forma T je deﬁnována následovn¥:
 (1) (S, S) je p°ekladová forma, kde S jsou p°idruºeny
 (2) Pokud je (αAβ, α1Aβ1) p°ekladová forma, ve které jsou výskyty neterminálu
A p°idruºeny a pokud existuje pravidlo A → δ, δ1 v R, pak (αδβ, α1δ1β1) je p°e-
kladová forma. Neterminální symboly z δ, δ1 jsou p°idruºeny v p°ekladové form¥
stejn¥ jako jsou p°idruºeny v pravidle. Neterminální symboly z α, β jsou p°idruºeny
s t¥mi z α1, β1 v nové p°ekladové form¥ naprosto stejn¥ jako v p·vodní p°ekladové
form¥.
Pak °íkáme, ºe p°ekladová forma (αAβ, α1Aβ1) derivuje p°ekladovou formu (αδβ, α1δ1β1),
zapsáno (αAβ, α1Aβ1)⇒ (αδβ, α1δ1β1), kde ⇒ je p°ekladová derivace.
P°eklad deﬁnovaný pomocí T je ozna£en jako P (T )




Kone£ný p°evodník je ve své podstat¥ roz²í°ený kone£ný automat. Takový automat roz²í-
°íme o výstupní abecedu a tudíº v podstat¥ o moºnost generovat n¥jaké výstupní °et¥zce.
Tyto °et¥zce jsou generovány op¥t na základ¥ pravidel. Z tohoto tedy plyne, ºe krom¥
p°ídání výstupní abecedy musíme je²t¥ upravit i pravidla p°echodu takového kone£ného
automatu.
8.0.3 Deﬁnice
Kone£ný p°evodník je tedy deﬁnován jako ²estice M = (Q,Σ,Γ, δ, q0, F ), kde
 Q je kone£ná mnoºina stav·
 Σ je kone£ná vstupní abeceda
 Γ je kone£ná výstupní abeceda
 δ je zobrazení z Q× (Σ ∪ ε) do mnoºiny kone£ných podmoºin Q× Γ∗
 q0 ∈ Q je po£áte£ní stav
 F ⊆ Q je kone£ná mnoºina koncových stav·
8.0.4 Konﬁgurace
Konﬁgurace kone£néhé p°evodníku je op¥t podobná konﬁguraci kone£ného automatu,
pouze dopln¥ná o °er¥zec symbol·, které byly vypsány.
Z toho tedy plyne, ºe konﬁgurace je trojice (q, x, y), kde
 q ∈ Q je aktuální stav kone£ného p°evodníku
 x ∈ Σ∗ je °et¥zec, který je²t¥ nebyl na£tený kone£ným p°evodníkem a tedy zbývá
je²t¥ k na£tení
 y ∈ Γ∗ je °et¥zec, který byl pro zatím vygenerovaný kone£ným p°evodníkem
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8.0.5 P°echod
M¥jme 2 konﬁgurace kone£ného p°evodníku. (q, ax, y) a (r, x, zy), kde q, r ∈ Q, x ∈
Σ∗, y, z ∈ Γ∗, a ∈ (Σ ∪ ε). Následn¥ m·ºeme °íci, ºe z konﬁgurace (q, ax, y) p°ejdeme do
(r, x, zy), pouze pokud existuje δ(q, a) obsahující (r, z).
Dále konﬁguraci (q, x, y) ozna£íme jako po£áte£ní konﬁguraci pokud q = q0, x ∈ Σ∗ a
y = ε.





Podobn¥ jako kone£ný p°evodník, tak i hluboký zásobníkový p°evodník je ve své podstat¥
pouze roz²í°ením hlubokého zásobníkového automatu o výstupní abecedu a tedy i jako
kone£ný p°evodník o moºnost generování výstupních °et¥zc· na základ¥ pravidel.
9.0.6 Deﬁnice
Hluboký zásobníkový p°evodník je tedy deﬁnován jako osmice iM = (Q,Σ,Γ,∆, δ, q0, Z0, F ),
kde
 Q je kone£ná mnoºina stav·
 Σ je kone£ná vstupní abeceda
 Γ je kone£ná zásobníková abeceda, Σ ⊂ Γ,# ∈ (Γ−Σ) a ∆ ⊂ Γ,# ∈ (Γ−∆), kde
# je speciální symbol zna£ící dno zásobníku
 ∆ je kone£ná výstupní abeceda
 δ je zobrazení z I ×Q× (Σ∪ ε)×Γ do mnoºiny kone£ných podmoºin Q×Γ∗×∆∗
 q0 ∈ Q je po£áte£ní stav
 Z0 ∈ Z je po£áte£ní symbol na zásobníku
 F ⊆ Q je kone£ná mnoºina koncových stav·
 i ∈ I je maximální hloubka, ve které m·ºe dojít k operaci
9.0.7 Konﬁgurace
Konﬁgurace zásobníku p°evodníku je op¥t podobná konﬁguraci hlubokého zásobníkového
automatu, pouze dopln¥ná o °er¥zec symbol·, které byly vypsány.
Z toho tedy plyne, ºe konﬁgurace je £tve°ice (q, x, y, z), kde
 q ∈ Q je aktuální stav zásobníkového p°evodníku
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 x ∈ Σ∗ je °et¥zec, který je²t¥ nebyl na£tený zásobníkovým p°evodníkem a tedy
zbývá je²t¥ k na£tení
 y ∈ (Γ∗ − {#}){#} je aktuální stav zásobníku




Jak jiº bylo zmín¥no v úvodu celé této práce, jedná se o výukový program se zam¥°ením
na zobrazení pr·ncip· fungování lexíkální a syntaktické analýzy, kdy sou£ástí syntaktické
analýzy je i preceden£ní analýza. Program by tedy m¥l být k dispozici student·m IFJ a
pomoci jim p°i studiu p°eklada£·. Program je navrºen tak, aby zobrazil kaºdý jednotlivý
krok lexikální, syntaktické a preceden£ní analýzy v£etn¥ jejich po°adí.
Program zpracovává uºivatelem zadaný vstupní soubor, kdy podporovanými formáty
jsou .txt a .c. Uºivateli jsou zobrazeny ve²keré pot°ebné informace, jako nap°íklad
stav zásobníku pro syntaktickou, £i preceden£ní analýzu, vstupní soubor, aktuální pozice
programu v tomto souboru a mnoho dal²ích informací, které jsou zmín¥ny v kapitole
v¥nované uºivatelskému rozhraní [Kap 14] a m¥li by uºivateli usnadnit pochopení celého
procesu t¥chto analýz.
Po spu²t¥ní programu je uºivali nabídnuto vybrat si ze dvou zp·sob·, jakými lze pro-
vád¥t analýzu. První moºností uºivatele je manuální kontrola a druhou kontrola £asová.
Dále si uºivatel musí vybrat, jaký typ analýzy by m¥l program provád¥t. Vybírat
si m·ºe ze samotné lexikální analýzy, syntaktické analýzy s preceden£ní anebo si sa-
moz°ejm¥ m·ºe nechat zobrazovat v²echny t°i analýzy - tedy lexikální, syntaktickou a
preceden£ní.
10.0.8 Manuální kontrola
P°i tomto typu kontroly je zcela na uºivateli, kdy bude proveden dal²í krok programu.
Jedná se o krokování, kdy uºivatel kontroluje provád¥ní jednotlivých krok· a pomocí
tla£ítka pro dal²í krok m·ºe dal²í krok provést.
10.0.9 asová kontrola
Zde si uºivatel je²t¥ na úvodní obrazovce zvolí £asový interval, po kterém dojde k prove-
dení dal²í kroku. V p°ípad¥, ºe by p°i b¥hu programu pot°eboval více £asu na pochopení
daného kroku, je mu v uºivatelském rozhrání místo tla£ítka pro dal²í krok nabídnuto
tla£ítko pro prodlouºení £asového intervalu pro daný krok. Tento £asový interval si uºitel




P°i návrhu tohoto jazyka jsem se snaºil vycházet z jazyka ur£eného pro IFJ projekt a
také z jazyka C, se kterým by v²ichni studenti m¥li být obeznámeni.
Výsledný jazyk, pouºitý v této práci, je tedy kombinací vý²e zmín¥ných dvou jazyk·.
Jazyk je case-sensitive, kdy tedy p°i porovnávání rezervovaných slov, £i identiﬁkátor·
zaléºí na velikosti jednotlivých písmen.
Vzhledem k tomu, ºe tento program zpracovává pouze lexikální a syntaktickou ana-
lýzu, bude jazyk popisován bez semantických vlastností nebo vlasností, které by mohli
být vyuºity pro interpretovatelnost, protoºe na tuto práci a program nemají ºádný vliv.
11.0.10 Identiﬁkátor
Deﬁnovaný jako neprázdná posloupnost velkých a malých písmen, £íslic a podtrºítka, kdy
prvním znakem musí být písmeno. Dále také jazyk obsahuje mnoºinu rezervovaných slov.
11.0.11 Rezervovaná slova
and, bool, break, do, else, end, false, loop, fun, ﬁndstr, for, function, if, in, int, local,
main, nil, not, or, read, return, string, double, substr, then, true, typeof, until, while,
write
11.0.12 Datové typy
Tento jazyk podporuje 4 r·zné datové typy.
 int - celá £ísla (tedy i záporná)
 double - desetinná £ísla (i záporná)
 bool - logický typ, který nabývá hodnot true a false
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 string - °et¥zcový typ, kdy prom¥nná tohoto typu obsahuje hodnotu ohrani£enou
z obou stran znaky , s tím, ºe takto ohrani£ený °et¥zec m·ºe obsahovat escape
sekvence \n \t \\ \
11.0.13 Struktura jazyku
Vstupním bodem zde je hlavní funkce programu - funkce main. Tato funkce je povinná
a musí být v kaºdém programu. Kaºdý program se skládá tedy z neprázdné mnoºiny
funkcí, s tím, ºe na pozici funkce main v kód¥ nezáleºí.
Kaºdý p°íkaz musí být ukon£en znakem  ;.
11.0.14 Struktura funkce
Kaºdá funkce musí být ve tvaru :
Algorithm 1 struktura funkce




Seznam parametr· je posloupnost identiﬁkátor·, které jsou odd¥leny od sebe £árkou,
s tím, ºe za posledním parametrem se £árka neuvádí.
T¥lo funkce se tedy skládá ze dvou £ástí - ze seznamu deklarací prom¥nných a se-
znamu p°íkaz·.
Seznam deklarací prom¥nných se tedy skládá z mnoºiny p°íkaz· ve tvaru datový_typ
identiﬁkátor; nebo datový_typ identiﬁkátor = prirazeni_hodnoty;. Po deﬁnici v²ech pro-
m¥nných se dostáváme do druhé £ásti, tedy do seznamu p°íkaz·, kde se jiº nesmí vysky-
tovat ºádná deklarace prom¥nné, ale mohou se zde vyskytovat následující p°íkazy:
 id = prirazeni; U tohoto p°íkazu m·ºe být na pravé stran¥ oby£ejná hodnota,
výraz nebo volání funkce, která vrací hodnotu.
 write(posloupnost_retezcu); Funkce write vypisuje na standartní výstup °e-
t¥zce, prom¥nné £i hodnoty, které jsou uvedeny v posloupnost_retezcu.
 if(vyraz) {seznam prikazu}else{seznam prikazu} U tohoto podmín¥ného p°í-




 return vyraz; P°íkaz pro návrat z dané funkce. M·ºe vracet hodnotu, nebo být
pouze ve tvaru return;.
 fun id(params); Provedení funkce id, kde jsem kv·li p°ehlednosti p°i provád¥ní
syntaktické analýzy p°idal rezervované slovo fun.
11.0.15 Výrazy
Výrazy mohou být tvo°eny prom¥nnými, literály, operacemi deﬁnovanými v následující
podkapitole nebo samoz°ejm¥ i závorkami. V²echny výrazy jsou v programu zpracovávany
preceden£ní analýzou.
11.0.16 Rela£ní a aritmetické operátory















Pro názorn¥j²í a realisti£t¥j²í ukázku jazyka je deﬁnováno i n¥kolik vestav¥ných funkcí :
 typeof(promenna)




Gramatická pravidla a preceden£ní
tabulka
Tato kapitola obsahuje v²echna gramtická pravidla, které jsou rozd¥lena do dvou tabulek
kv·li lep²í p°ehlednosti a dále obsahuje také preceden£ní tabulku se v²emi pravidly.
P°i rozli²ování terminálních a neterminálních symbol· v tabulkách gramatických pra-
videl budeme vyuºívat standartizovaného pravidla, kdy terminální a neterminální sym-
boly jsou rozli²eny na základ¥ velikosti písmen. Terminální symboly se skládají pouze z
malých písmen a neterminální symboly se skládají pouze z velkých písmen.
12.1 Gramatická Pravidla
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Tabulka 12.1: První £ást pravidel
0 START function idf ( PARAMS ) STATEMENT START
1 ε
2 PARAMS id PARAMS_NEXT
3 ε
4 PARAMS_NEXT ,id PARAMS_NEXT
5 ε
6 WRITE string WRITE_NEXT
7 VYRAZEPS
8 WRITE_NEXT , WRITE
9 ε
10 SEKVENCE_PROM int id DEFINICE ; SEKVENCE_PROM
11 double id DEFINICE ; SEKVENCE_PROM
12 string id DEFINICE ; SEKVENCE_PROM
13 bool id DEFINICE ; SEKVENCE_PROM
14 ε
15 SEKVENCE_PRIK ε
16 id = PRIRAZENI ; SEKVENCE_PRIK
17 write ( WRITE ) ; SEKVENCE_PRIK
18 if (VYRAZ) SEKVENCE_PRIK JINAK SEKVENCE_PRIK
19 while (VYRAZ) SEKVENCE_PRIK SEKVENCE_PRIK
20 return VYRAZeps ; SEKVENCE_PRIK
21 do SEKVENCE_PRIK while ( VYRAZ ) SEKVENCE_PRIK
22 fun idf ( PARAMS ) ; SEKVENCE_PRIK
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Tabulka 12.2: Druhá £ást pravidel
23 DEFINICE = PRIRAZENI
24 ε




29 fun idf( PARAMS )
30 Typeof( id )
31 substr( PARAMS )
32 ﬁndstr( PARAMS )




































Tabulka obsahuje £ty°i r·zné znaky, které ur£ují následující krok. Samotné implementaci
i podrobn¥j²ímu rozebrání významu znák· z tabulky je v¥nován v¥t²í prostor v následu-
jící kapitole.
Tabulka 12.3: Preceden£ní tabulka
num id + - * / % == != < > <= >= ( ) and or bool str $
num - - > > > > > > > > > > > - > - - - - >
id - - > > > > > > > > > > > - > - - - - >
+ < < > > < < < > > > > > > < > - - - - >
- < < > > < < < > > > > > > < > - - - - >
* < < > > > > > > > > > > > < > - - - - >
/ < < > > > > > > > > > > > < > - - - - >
% < < > > > > > > > > > > > < > - - - - >
== < < < < < < < > > < < < < < > - - < < >
!= < < < < < < < > > < < < < < > - - < < >
< < < < < < < < > > > > > > < > - - - < >
> < < < < < < < > > > > > > < > - - - < >
<= < < < < < < < > > > > > > < > - - - < >
>= < < < < < < < > > > > > > < > - - - < >
( < < < < < < < < < < < < < < = - - < - -
) - - > > > > > > > > > > > - > - - - - >
and < < - - - - - - - - - - - - - - - < - >
or < < - - - - - - - - - - - - - - - < - >
bool - - - - - - - - - - - - - - - > > - - -
str - - - - - - - - - - - - - - - - - - - >




Tato kapitola je v¥nována teoretickému návrhu a samotné implementaci jednotlivých
£ástí. Pro kaºdou £ást zde budou zmín¥ny datové struktury, £í t°ídy a jejich metody,
kterých je vyuºito p°i implementaci dané £ásti.
Program, v£etn¥ uºivatelského rozhraní byl implementován v programu QT Creator
5.3.2 na opera£ním systému Windows 7 64 bit.
13.1 Lexikální analýza
Lexíkální analýza je zaloºena na kone£ném automatu o 26ti stavech, který je uveden v
[Obr 13.1]. Tento kone£ný automat ignoruje bíle znaky, tedy mezery, tabulátory £i jiné
obdobné znaky, které p°eskakuje. Podobn¥ je tomu i u komentá°·, kdy komentá°e sice
neignoruje a daný komentá° na£t¥, av²ak jej nepovaºuje za token a tudíº jej nevrací
syntaktické £i preceden£ní analýze.
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Obrázek 13.1: Graﬁcké znázorn¥ní kone£ného automatu lexikální analýzy
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13.2 T°ídy lexikální analýzy
Lexikální analýza je implementována pomocí dvou t°íd, kdy první t°ídou je samotný ko-
ne£ný automat Lex a druhou t°ídou je t°ída samotného tokenu Token. Kone£ný automat
po na£t¥ní uloºí data to objektu Token, který následn¥ p°edá syntaktické, £i preceden£ní
analýze.
13.2.1 T°ída Token
Jak jiº bylo °e£eno, tato t°ída [13.1]slouºí pro uloºení tokenu na£teného lexikální analýzou,
díky £emuº t°ída krom¥ metod typu Get a Set neobsahuje ºádné dal²í metody a skládá




Token ( ) ;








Listing 13.1: T°ída Token
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13.2.2 T°ída Lex
Jak jiº název vypovídá, tak se jedná o t°ídu [13.2] reprezentující lexikální analýzu. Tato




Lex ( QString ) ;
Token *GetNextToken ( ) ;
void SetActRow( int v ) ;
int GetActRow ( ) ;
void IncActRow ( ) ;
void DecActRow ( ) ;
private :
QString CheckReservedWord ( QString ) ;
int s t a t e ;
QFile SourceF i l e ;
int ActRow ;
} ;
Listing 13.2: T°ída Lex
První metodou je GetNextToken, která implementuje jiº znázorn¥ný kone£ný au-
tomat o 26ti stavech. Vrací objekt typu Token, který obsahuje uloºené ve²keré po-
t°ebné informace. Následující 4 metody SetActRow(), GetActRow(), IncActRow(),
DecActRow() slouºí pro zm¥ny hodnoty aktuálního °ádku ve zdrojovém souboru. Poslední
metodou této t°ídy je metoda CheckReservedWord, která slouºí pouze pro interní ú£ely
lexikální analýzy. Má jediný parametr, ve kterém dostává aktuáln¥ na£tené slovo a vrací
lexikální analýze informaci o tom, zda je dané slovo rezervované, nebo zda se jedná o
identiﬁkátor (a´ uº prom¥nné £i funkce).
Krom¥ t¥chto metod t°ída Lex obsahuje také t°i prom¥nné, kdy prom¥nná state
slouºí pro uchovávání posledního stavu, SourceFile obsahuje ukazatel na soubor, ze
kterého probíhá £tení token·. A poslední prom¥nou je ActRow, která obsahuje £íslo ak-
tuálního °ádku ve zdrojovém souboru.
13.3 Syntaktická analýza
Pro implementaci této analýzy jsem vyuºil zásobníku, který je reprezentovaný datovou
strukturou QList, a oproti implementacím v p°edm¥tech IFJ a VYPe, kde jsme im-
plementovali tuto analýzu pomocí struktury r·zných p°íkazu typu switch, if, jsem se
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rozhodl tuto analýzu implementovat efektivn¥ji, kdy jsem v²echna pravidla jsem uloºil do
datové struktury a tudíº s nevelkou zm¥nou kodu by bylo moºné tuto práci upravit tak,
aby fungovala pro r·zné mnoºiny gramatických pravidel. Zvaºoval jsem i moºnost tyto
pravidla do pam¥ti nena£ítat a nechat si je uloºená v externím souboru, ale do²el jsem
k záv¥ru, ºe výukový program by m¥l být co nejp°enositeln¥j²í a nezávislý na externích
souborech.
13.4 Datové struktury syntaktické analýzy
13.4.1 Datová struktura Terms
Tato struktura [13.3] slouºí pro uloºení informací o jednom symbolu pravidla, kdy jedno
pravidlo je tvo°eno seznamem t¥chto symbol·.
Hodnota Type udává, zda se jedná o symbol terminální, £i neterminální.RulNumber je
mnoºina pravidel, které mohou být provedeny v p°ípad¥, ºe daný symbol je neterminální
a zárove¬ je na vrcholu zásobníku syntaktické analýzy. TerminalString m·ºe nabývat
dvou hodnot v závislosti na typu symbolu. Pro neterminální symbol je zde uloºen ná-
zev neterminálního symbolu (nap°íklad SEKVENCE_PROM) a pro terminální symboly
je zde uvedena hodnota vracená lexikální analýzou. Poslední prom¥nná Rulz obsahuje
v²echny moºná pravidla, která mohou byt provedena v p°ípad¥, ºe daný symbol je ne-
terminální a na vrcholu zásobníku syntaktické analýzy. Je tedy v podstat¥ duplicitní k
RulNumber, av²ak s tím rozdílem, ºe zde jsou tato pravidla uloºena ve form¥ jednoho





QString TerminalStr ing ;
QString Rulz ;
}Terms ;
Listing 13.3: Struktura Terms
13.4.2 Datová struktura Idf
Tato struktura [13.4] je pouºívaná pouze pro ukládání na£tených prom¥nných, £i funkcí,
které jsou následn¥ uºivateli zobrazovány. V této struktu°e prom¥nné od funkcí neodli²uji,
rozli²eny jsou aº tím, ve kterém seznamu jsou, kdy mám dva seznamy typu Idf.
Def udává, zda daná funkce, £i prom¥nná byla deﬁnována a Init zda daná funkce byla
deklarována, respektive zda daná prom¥nný byla inicializovaná. A jak jiº udává samotné




bool Def , I n i t ;
QString Name ;
} Id f ;
Listing 13.4: Struktura Idf
13.5 T°ídy syntaktické analýzy
U syntaktické analýzy jsem vyuºil pouze jedné t°ídy, kdy tato t°ída implementuje syn-
takticou analýzu, v£etn¥ analýzy preceden£ní, kdy preceden£ní analýza je v podstat¥
implementována pouze jako jedna funkce.
13.5.1 T°ída SecondWindow
Jak lze vid¥t, tak tato t°ída [13.5] je oproti p°ede²lým jiº obsáhlej²í. Metoda NextStepLexOrSyn
slouºí k provedení samostatné lexikální nebo syntaktické analýzy, v zavislosti na tom, co
si uºivatel vybral. V p°ípad¥ lexikální analýzy je zavolána metoda GetNextToken a po na-
£tení tokenu dojde ke kontrole, zda nedo²lo k lexikální chyb¥ a aktualizaci uºivatelského
rozhraní. Dal²í metodou je NextStepBoth, která je volána v p°ípad¥, ºe si uºivatel p°eje
zobrazování obou analýz. Pro na£t¥ní tokenu se pouºívá i tato metoda GetNextToken
a pro syntaktickou analýzu je volána metoda DoSynStep [13.6]. Tato klí£ová metoda je
popsána v Metoda SetRulz, slouºí k po£áte£nímu nastavení syntaktického zásobníku a
LoadAllRulz na£ítá v²echna gramatická pravidla do ArrRulz. Poslední inicializa£ní meto-
dou je SetPrecTable, která do PrecTable na£te celou preceden£ní tabulku. Jak jiº název
vypovídá, tak metoda IsPossibleEnd je volána p°i na£t¥ní konce souboru ke zji²t¥ní,
zda je ukon£ení souboru syntakticky korektní (nap°íklad zda je zásobník prázdný nebo
jestli jiº byla deﬁnována hlavní funkce main). Dal²í metodou, která tvo°í mezikrok mezi
syntaktickou a preceden£ní analýzou, je IsVyraz, která kontroluje, zda nebude zpraco-
váván výraz. Poslední dv¥ metody se jiº váºí k preceden£ní analýze výrazu, kde metoda
MyTop vrací terminální symbol nejblíºe vrcholu preceden£ního zásobníku a GetPrecRulz
vrací na základ¥ vstupních parametr· symbol z preceden£ní tabulky.
ActRulz obsahuje aktuální pravidlo a ArrRulz je posloupnost v²ech gramatických pra-
videl. ArrRulz je syntaktický zásobník pouºívaný k p°ekladu. Vars je posloupost v²ech
na£tených prom¥nných, v£etn¥ informace o tom, zda prom¥nná byla deﬁnována, pop°í-
padn¥ inicializována. Funs je posloupnost v²ech funkcí a op¥t v£etn¥ informací o jejich
deﬁnici £i deklaraci. Poslední t°i prom¥nné jsou jiº ur£eny op¥t pro preceden£ní analýzu,
kde Precedenc je zásobník obsahující aktuální konﬁguraci, PrecTable je preceden£ní
tabulka, jak jiº bylo zmín¥no, a PrecedenRulz jsou preceden£ní pravidla.
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class SecondWindow : public QMainWindow{
private :
void NextStepLexOrSyn ( ) ;
void NextStepBoth ( ) ;
void SetRulz ( ) ;
void LoadAllRulz ( ) ;
void SetPrecTable ( ) ;
bool I sPoss ib l eEnd ( ) ;
bool IsVyraz ( int ) ;
QString GetPrecRulz ( QString , QString ) ;
QString DoSynStep (Token * ) ;
int MyTop ( ) ;








QMap<QString , QString> PrecTable ;
QList<QString> PrecedenRulz ;
}
Listing 13.5: T°ída SecondWindow
13.6 Funkce DoSynStep syntaktické analýzy
13.6.1 Popis funkce
V p°ípad¥, ºe na vrcholu syntaktického zásobníku je terminální symbol, dojde k porov-
nání tohoto symbolu a na£teného tokenu. Pokud práv¥ na£tený token odpovídá symbolu
na vrcholu zásobníku, je symbol z vrcholu odstran¥n. Pokud je daný token jméno funkce
£i prom¥nné, tak je p°idán do seznamu funkcí, resp prom¥nných. Pokud práv¥ na£tený
token neodpovídá symbolu na vrcholu, dojde k syntaktické chyb¥. V p°ípad¥, ºe je na
vrcholu neterminální symbol, projdou se v²echna moºná následující pravidla s daným ne-
terminálem na levé stran¥ a jejich první symbol na pravé stran¥. Pokud je tento symbol
terminální,tak se porovná s práv¥ na£teným symbolem. V p°ípad¥, ºe prvním symbolem
na pravé stran¥ daného pravidla je neterminální symbol, dojde k rozgenerování tohoto
neterminálního symbolu na v²echna moºná dal²í pravidla a tyto symboly se op¥t porov-
nají s práv¥ na£teným symbolem.
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V p°ípad¥, ºe nedojde k nalezení vhodného pravidla, syntaktická analýza kon£í s chy-





i f (MainAt . Vrchol == Terminal ){
i f (MainAt . Vrchol == Token .GetName)&&(IsFunct ion ) {
AddFunction (Token . GetSValue ) ;
MainAt . pop_back ( ) ;
Actua l i zeUI ( ) ;
} else
i f (MainAt . Vrchol == Token .GetName)&&( I s I d e n t i f i e r ) {
AddIdent i f i erToken . GetSValue ) ;
MainAt . pop_back ( ) ;
Actua l i zeUI ( ) ;
} else
i f (MainAt . Vrchol == Token .GetName) {
MainAt . pop_back ( ) ;
Actua l i zeUI ( ) ;
} else "SYN_ERROR"
} else {
// Na vrcho lu netermina l
Pro jd i v²echna prav id l a :
pro kaºdé prav id l o vyber první symbol :
pokud j e to te rminá l a j e s te jný , jako práv¥ na£tený ,
tak vyber toho prav id l o
pokud se jedná o neterminál , tak op¥t p r o j d i v²echny
moºná n á s l e d u j í c í p rav id l a





Preceden£ní analýza je sou£ástí t°ídy syntaktické analýzy, kde je implementována pouze
jako n¥kolik funkcí. Zde budou zmín¥ny dv¥ základní metody této analýzy.
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13.8 Funkce preceden£ní analýzy
13.8.1 MyTop
Tato metoda vrací pozici terminálního symbolu, který se nachází nejblíºe vrcholu prece-
den£ního zásobníku.
13.8.2 PrecStep
PrecStep je hlavní metodou preceden£ní analýzy, kdy tato metoda p°ebírá parametrem
na£tený lexikální token a na základ¥ dvojice [Precedenc[MyTop()], Nacteny Token] je
získaný symbol z PrecTable. V závislosti na symbolu mohou být provedeny 4 r·zné akce.
 = push_back(Nacteny Token)
 < P°ed terminál nejblíºe vrcholu preceden£ního zásobníku se vloºí znak '<' a
push_back(Nacteny Token)
 > V preceden£ních pravidlech najdi na pravé stran¥ <X a nahra¤ <X v preceden£-




13.9 Tabulka preceden£ních pravidel




3 E E + E
4 E E - E
5 E E * E
6 E E / E
7 E E % E
8 E E == E
9 E E != E
10 E E > E
11 E E < E
12 E E >= E
13 E E <=E
14 E E and E





Vzhledem k fatku, ºe se jedná o výukový program, je graﬁcké uºivatelské rozhraní nedíl-
nou sou£ástí tohoto projektu, jehoº hlavním cílem je vizualizace za ú£elem vysv¥tlení a
pochopení princip· lexikální, syntaktické a preceden£ní analýzy.
14.1 Úvodní obrazovka
Po spu²t¥ní programu je uºivateli zobrazena úvodní obrazovka [Obr 14.1], kde si uºivatel
m·ºe na£íst soubor se zdrojovým kódem, m·ºe si vybrat jaký typ analýzy bude zobrazen
a také jaký typ kontroly chce uºivatel pouºít. V p°ípad¥, ºe si uºivatel vybere typ kontroly
£asový, je mu umoºn¥no ur£it si i £asový limit pro jeden krok analýzy, jak lze vid¥t na
[Obr 14.2].
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Obrázek 14.1: Úvodní obrazovka uºivatelského rozhraní
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Obrázek 14.2: Úvodní obrazovka uºivatelského rozhraní s £asovým typem kontroly
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14.2 Obrazovka analýzy
Tato obrazovka je jiº samotným srdcem celého programu, díky které by studenti m¥li
pochopit samotné principy lexikální, syntaktické a preceden£ní analýzy.
Jak je vid¥t na [Obr 14.2], v levé horní £ásti obrazovky je uºivateli zobrazen zdrojový
kód, který byl na£ten z uºivatelem zadaného souboru, a dále je také zvýrazn¥n i aktu-
ální °ádek v souboru, ze kterého probíhá na£ítání token·. Pod zobrazením zdrojového
souboru je vºdy zobrazen poslední na£tený token. V levé dolní £ástí obrazovky jsou uºi-
vateli zobrazeny v²echna syntaktická pravidla a v p°ípad¥, ºe je jako typ analýzy vybraná
syntaktická, nebo syntaktická a lexikální, je uºivateli op¥t zvýrazn¥no poslední pouºité
pravidlo.
Prost°ední £ásti obrazovky dominuje zobrazení syntaktického zásobníku, kde je uºi-
vateli zobrazen vºdy jak zásobník p°ed vykonáním aktuálního kroku, tak i po vykonání
daného kroku. Jsou zde zobrazeny ve²keré pot°ebné informace, jako jiº zmín¥ný obsah
zásobníku, informace o tom, zda se jedná o terminální, £i neterminální symboly, a také
pro kaºdý neterminální symbol jsou zobrazena v²echná moºná pravidla pro rozgenerování
daného neterminálního symbolu.
V p°ípad¥, ºe se program dostal k výrazu a probíhá preceden£ní analýza, je uºivateli
zobrazen je²t¥ stav preceden£ního zásobníku, jak lze vid¥t na [Obr 14.2]. Op¥t je zobra-
zen jak stav preceden£ního zásobníku p°ed provedením daného kroku, tak i po provedení
daného kroku.
V pravém horním rohu obrazovky je uºivateli vºdy zobrazena aktuální analýza a pod
ní i krok, který byl práv¥ v rámci dané analýzy proveden. Dále je v této £ásti obrazovky
také seznam v²ech prom¥nných i s informacemi o jejich deﬁnici a inicializaci a samo-
z°ejm¥ i seznam v²ech funkcí, kdy ani zde op¥t nechybí informace o deﬁnici a deklaraci
daných funkcí. Pod tímto seznam funkcí se nachází je²t¥ místo [Obr 14.2], kde je uºivatel
informován o p°ípadné chyb¥, která vznikla p°i analýze.
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Obrázek 14.3: Obrazovka analýzy se syntaktickou analýzou
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Obrázek 14.4: Obrazovka analýzy s preceden£ní analýzou analýzou a £asovým typem
kontroly
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Tato diplomová práce se zabývala hlubokým, syntaxí °ízeným p°ekladem a prost°edy po-
t°ebnými pro n¥j. Na za£átku práce byly deﬁnovány ve²keré pot°ebné teoretické pojmy,
kdy jsem £erpal zejména z následujících zdroj· [9],[7] a [4]. Dále na za£átku této práce
byly také deﬁnovány r·zné typy jazyk·, gramatik a chomského hierarchie.
Po teoretickém úvodu byly zavedeny r·zné typy automat·, od kone£ných aº po hlu-
boké zásobníkové automaty, p°i kterých jsem vycházel ze své bakalá°ské práce. Dále jsem
také deﬁnoval p°eklad, v²echny £ásti p°ekladu a pro tuhle práci d·leºité p°evodníky - jak
kone£né, tak i zásobníkové. Po zavedení pojm· p°evodník· jsem s vyuºítím hlubokých
zasobníkových automat· zavedl hluboké zásobníkové p°evodníky.
Poslední £ást práce byla v¥nována implementaci samotného vyukového programu. V
této £ásti jsem deﬁnoval jazyk, který je pouºíván pro analýzu, deﬁnoval jsem v²echny
d·leºité datové struktury, t°ídy a funkce. U t¥ch nejd·leºit¥j²ích funkcí jsem se v¥noval i
jejich implementaci. Poslední kapitola této práce jiº byla v¥nována graﬁckému uºivatel-
skému rozhraní, vysv¥tlení jeho rozvrºení a toho co m·ºe uºivateli poskytnout.
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