ABSTRACT Electromagnetic inversion systems require that the experimental data be calibrated to the computational inversion model being used. In addition, accurate prior information provided to the inversion algorithm leads to higher-quality images. For some applications of inversion, such as stored grain imaging or geophysical inversion, known (calibration) targets cannot be easily introduced into the imaging region and the ability to determine prior information can be limited. In an attempt to solve the problem of calibrating data from such field-inversion systems, we introduce a work flow where: (1) a simple parametric physical model of the scattering background is obtained via a phaseless (magnitude only data) inversion algorithm that works on phase-corrupted, uncalibrated total-field measurements, and (2) we then use this simple physical model to generate calibration and prior information for subsequent full-data (magnitude and phase) inversion. Using an example of in-bin stored grain imaging, the inverted parameters are the grain angle of repose, grain height, and the average bulk permittivity of the grain. Using uncalibrated total-field data, we show that the proposed work flow obtains the overall structure of the grain in a bin despite the use of this raw data. We then show that the simple physical model can be used as both a calibration data set as well as the prior information about the grain target in a full-data (magnitude and phase) inversion. The use of this phaseless algorithm means we are able to remotely calibrate imaging systems, and obtain critical prior information about the imaging region without introducing a calibration target or physically measuring the imaging region in other ways.
I. INTRODUCTION
Imaging the interior of otherwise inaccessible objects with electromagnetic waves is a powerful ability. Focusing on non-linear inversion, where quantitative images of the material parameters are sought, example applications include finding and monitoring oil and gas [1] , [2] , detecting underground mineral deposits [3] , detecting and helping treat cancer and strokes [4] - [7] , determining the contents of hidden industrial processes [8] , and (considered herein) preventing the loss of crops after harvest [9] - [12] .
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In this work, we focus on experimental multi-static inversion systems such as [13] - [17] , where many antennas are either simultaneously present, or a few antennas are physically scanned to interrogate the target. Imaging algorithms for such systems almost always work on scattered field, i.e., the difference between the total field (measurements taken when the target is present) and the incident field (what is or would be measured in a known reference background). In addition to requiring these two sets of measurements, these multi-static systems also need to be calibrated as the mathematical model used in the imaging algorithm inevitably cannot account for all aspects of the physical measurement, thus creating mismatch between the inversion model and the actual system (known as modelling error). Measurements of magnitude VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and phase of the frequency-domain fields are typically taken with a Vector Network Analyzer (or similar), and these measurements are corrupted by many undesired signals such as cable losses/phase shifts, switch path losses, antennas that are difficult to model, the presence of multiple antennas in the imaging region, and thermal noise of the receiver. The typical way to calibrate out these errors is to measure a calibration target and use an analytic or numerical model of what the known fields should be to calculate a set of calibration factors [18] - [20] . These correction factors attempt to compensate for systematic measurement errors (including cable losses/phase shifts, and other modelling errors (1) where t x , r x are the indices for the transmit and receive pair of probes, u sct are the calibrated field estimates sent to the inversion code, u cal are fields of a known target produced by a numerical model, S cal are the experimental measurements for the known target, S unknown are the experimental S-parameter measurements for the calibration target, and u inc are the numerical estimates for the incident field (which can be an incident field in free space, or may be an incident field for a inhomogeneous background). C t x ,r x are the calibration coefficients, which modify the measured data to be useful within the inversion algorithm. The calibration field and measurement (u cal and S cal ) can be those due to any known target including a measurement of the empty imaging system [18] . In Eq. 1, we have assumed a scalar model, but the principle of calibration coefficients generated from a known measurement remains the same for vector field models as well.
For the purposes of this paper, we define prior information to be any information we can obtain about the target before imaging and place into the background. This implies that u inc is the field with respect to that known inhomogenous background. It has been shown that incorporating this type of prior information greatly improves the imaging algorithm's ability to detect small inclusions and other variations in the target (e.g. tumors) [21] - [23] ). One way of framing this improvement in imaging performance is that as more of the contrast is moved into the background, the non-linearity of contrast multiplied by total fields is reduced, and such low contrasts are more accurately imaged via non-linear inversion algorithms. The exact method of incorporating prior information in the background of the model depends on the type of solver being used (e.g. differential equation formulations, numerical Green's functions, or analytic Green's functions for special cases [24] ).
That prior information helps is well known in geophysical inversion, where supplying an accurate multi-layered media model greatly enhances the inversion e.g. [3] , [25] . In our specific example considered herein of stored grain imaging, effective imaging (e.g. detecting regions of spoiling grain) requires providing the grain surface location and bulk permittivity of the grain [11] , [12] .
The method of calibration outlined in Eq. 1 calibrates unknown target measurements, S unknown , using the measurements, S cal , and modelled field, u cal , of a calibration target. This is easily done in imaging applications where simple calibration targets can be easily moved in and out of the imaging region at will. For example, in 2D imaging systems used to image human forearms, it was shown that simple metallic cylinders could be used a calibration objects, e.g. [26] , [27] . There are, however, many imaging scenarios where the calibration object cannot cannot be easily introduced into the imaging region including geophysical inversion problems or imaging stored grain. A major issue with such imaging applications is that one must make informed guesses about the prior and calibration information: i.e. we do not have the ability to readily generate S cal or u inc in Eq. 1.
In this work, we outline a way of using uncalibrated total-field S-parameter measurements to generate both the calibration model and the prior (background) model for imaging applications with imaging regions that are not easily manipulated. That is, we introduce a way to use uncalibrated S-parameter measurements to generate both calibration and prior information. This is made difficult especially because the phase information in uncalibrated S-parameter measurements is corrupted by the switching matrix and long, varying-length cables attached to each antenna (in the bins in this paper, differential cable lengths can be greater than 5 wavelengths). Thus we can only use the magnitude (phaseless) data as input, and it is known that the phaseless non-linear inversion problem is generally harder to solve than its full-data counterpart [28] . Therefore as a first step, we use knowledge of the classes of possible physical distributions of the imaging region to severely constrain a simple inversion process to a small set of parameters that describe the region. These constraints on the search space make it feasible to invert uncalibrated phaseless data with a derivate-free optimization algorithm.
Once we have the physical distribution of the imaging region, we then incorporate that information as both calibration and prior information for a full-data (magnitude and phase) pixel-based inversion. The two step process allows for the calibration of imaging systems in applications where it is not feasible to provide calibration targets or measure the background in other ways. We exemplify this via the stored grain imaging applications.
A. CONTRIBUTIONS
The main contribution of this work is an answer to the question: how can one remotely calibrate data from a multi-static inversion system where one cannot characterize every antenna off-line, introduce a calibration target, or perform open-short-load calibration methods? Our contribution is to answer that such systems can be calibrated through the use of a phaseless parametric inversion algorithm, using only uncalibrated S-parameter measurements. The work flow proposed herein also has the advantage of providing prior information about the target that improves the final image quality. We show the successful use of this work flow in experimental stored-grain imaging systems that provide full 3D reconstructions using non-linear inversion techniques. Additional contributions are: (1) to the best of our knowledge, these are the first results shown for 3D (as opposed to 2D) phaseless inversion, and (2) our use of a scaling parameter to deal with the difference between the synthetic and experimental data sets that is required to work with uncalibrated data. While other parametric phaseless 2D inversion approaches exist, e.g. [29] , our contribution differs through is the use of such an approach for calibration (e.g. [29] assumes that calibration coefficients are known, and works within a bi-static, lab-based system where such characterization is easier). Similar parametric-to-full inversion work flows also exist [30] (where a full-information parametric inversion is completed as a first step to establish prior information about anomalous targets in the background), however, our approach again differs from [30] as (a) we start with uncalibrated phaseless data, (b) we use these data to generate both the calibration model as well as the background model, and (c) our parametric inversion is designed to generate the background information (not anomalous target information). While parametric inversion algorithms have existed for many decades, to the best of our knowledge the use of phaseless parametric inversion for calibration and prior information is novel.
B. ORGANIZATION
The paper is organized as follows: in Sec. II we outline the related stored grain imaging and phaseless inversion algorithms. In Sec III we explicitly outline the proposed parametric phaseless inversion algorithm, in Sec. IV we outline a set of synthetic results that provide estimates of the accuracy of the inversion algorithm in a near-ideal case, and in Sec. V we outline experimental results from two industrial grain storage bins. Sec. VI contains our conclusions.
II. RELATED WORKS A. STORED GRAIN IMAGING
We have previously introduced the concept and use of electromagnetic inversion inside of grain bins [9] - [12] . Conceptually this is shown in Fig. 1 . In order to remain safely in storage, grain must be kept at low moisture and/or temperatures, and there exist decades of work relating the electrical parameters of complex permittivity to moisture and temperature (see, e.g., [31] , [32] and the references therein). If safe storage conditions are not maintained, the grain will spoil. Since electromagnetic inversion creates maps of the complex permittivity, it offers a way to monitor grain. For a more detailed justification of why electromagnetic inversion is capable of monitoring stored grain, and why these storage conditions are important to the economic and food value of the grain, we refer readers to the references above. Previously, to obtain the calibration and prior information, we have relied on climbing into the bin and measuring grain levels. Average permittivities were estimated by sampling the grain and measuring the permittivity of the sample with a custom device [9] , [11] , [12] . Once the grain surface location and average grain permittivity are approximately determined, we could take an S-parameter measurement and use this as our calibration data set in Eq. 1. While this approach previously proved the concept of imaging stored grain in bins, it is not practical for industrial installations: having a person climb into a bin to measure the surface for every grain bin on a regular basis is not feasible. It is possible to use sonar, high-frequency radar, or lidar to obtain the grain surface estimates, but these all add cost and complexity to the imaging system.
B. PHASELESS INVERSION ALGORITHMS
Our approach relies on a parametric inversion of phaseless uncalibrated data. We require phaseless inversion as uncalibrated data are phase shifted by cables of widely differing length. While we have approached the problem as a way of working with uncalibrated data, most of phaseless inversion problems are approached as a way of reducing hardware cost and complexity as phase is more difficult to measure [24] , [33] , [34] . The difficulty in measuring phase is even more applicable at optical frequencies, where the phase often cannot be measured at all, and as such optical-frequency phaseless problems have received significant attention, e.g. [35] . The phaseless inversion problem is widely recognized as being more difficult to solve than its full-data counterpart. One analysis states 'the phaseless reconstruction is highly nonlinear and much more severely ill-posed' than full-data reconstructions [28] . To illustrate the difficulty, we can consider the problem of localizing a point target under plane-wave incidence. Phaseless scattered field data do not contain any information on the location of the target: target translation (shifts in space) leads only to changes in the phase of the scattered fields; even the use of multi-frequency information is not enough to localize the target in this scenario [36] . 1 Given the fact that cost functionals based on phaseless data are more severely ill-posed and highly non-linear, a practical takeaway is that phaseless data inversion is more sensitive to the initial guess. This has been noted by researchers who have come up with successful implementations of phaseless versions of common inversion algorithms, e.g. [38] , [39] . Further, our scatterers are high-contrast and multiple wavelengths in size, which precludes the use of phaseless inversion algorithms designed for point-like scatterers, e.g. [40] - [42] .
General approaches to phaseless inversion for large scatterers can be broken into two different types: one is phase retrieval [43] followed by a standard full-data inversion [44] , the second is direct inversion without phase retrieval [29] , [45] - [47] . We have chosen the former, as phase retrieval usually requires measuring the fields at multiple planes or surfaces [44] . Since we are considering imaging applications where the target region and data colleciton system cannot be easily manipulated, we have we have chosen to not reconstruct the phase. Another complicating factor when imaging stored grain is that we are unavoidably operating within the near field region of the antennas, we are in a highly resonant structure, and thus we cannot make any 2D approximations about the fields or physical structure of the bin. Thus, we only consider full 3D solutions.
III. PARAMETRIC PHASELESS INVERSION ALGORITHM
Given that phaseless inversion performs worse than full-information inversion we restrict the number of inversion parameters. In particular, when considering our chosen example of stored grain imaging, we are fortunate that grain geometries are very restricted in practice. Generally grain is either in a positive-cone or negative-cone shape with the center of the cone in the middle of the storage bin. An example image of this is shown in Fig. 2 . Grain bins are filled from the center of the roof, and the grain naturally piles into a cone where the angle of repose (i.e. cone angle) is a function of the grain type and moisture content [48] . For common crops, these angles can vary from ≈ ±33 • . Further, grain is generally emptied from near the center of the bin, creating the negative-cone shape when the bin is emptied. We have thus restricted the parametric description of the grain surface to be the height and angle of repose. In larger bins (e.g. 3000 m 3 or more), it is possible that there are other grain drawing locations (such as the side-wall of the bin). For bins such as these, the algorithm can be modified to include further parameters such as a tilt angle of the grain surface.
Given (a) the prior knowledge of possible grain surface distributions; (b) our goal to determine the appropriate calibration/prior model for inversion; (c) the fact that the phase of the raw total-field data is unreliable; and (d) other researchers previous work with phaseless inversion, we have taken the approach of optimizing the data error directly (similar to [29] , [46] ). Our optimization problem uses a modified form of the data equation:
where t x , r x are the transmit and receive indices respectively, x = (Re( ), Im( ), h, φ) is the optimization variable consisting of the bulk complex permittivity for the entire grain mass:
, where 0 is the permittivity of free space, h is the height of the grain at the bin wall, and φ is the angle of repose of the grain surface. The uncalibrated total field measurements are given by S t x ,r x , and the numerical model's projected field measurements at the field probes are given by u tot tx,rx . An illustration of these parameters are shown in Fig. 2 . The data scaling parameter, α t x is given by the ratio of the average values of the measurements and simulated fields for each transmitter:
and is used to balance the magnitudes of the measured Sparameters with the numerical fields. We have chosen the L 2 norm for the objective function due to its wide use in the inversion community. 2 
B. OPTIMIZATION ALGORITHM
Due to the small number of optimization variables and to avoid calculating the derivatives of the cost functional in Eq. 2, we have selected a local, derivative-free optimization algorithm: the Nelder-Mead method [49] . We use a local method as global optimization methods simply require too many objective function evaluations for a full 3D problem. 3 The Nelder-Mead optimization method creates a simplex of n+1 points (where n is the number of optimization variables), and moves the points of the simplex downhill in order to minimize the objective function. As each optimization variable in x represent physical parameters with hard limits, and each variable is restricted to an acceptable region. For the grain imaging problem we select 3 < r < 6, −1.5 < i < 0, 0 < h < H (where H is the physical bin wall height), and −33 • < φ < 33 • . We have selected these limits on permittivity and grain repose angle based on known maximums and minimums of these parameters for a wide variety of grains [32] .
These maximums and minimums are enforced with soft external penalty functions: i.e. a steep cost-functional penalty is added for any solution that exceeds these limits, and the value of the penalty increases for solutions farther from the limits. To avoid the long convergence issues associated with the highly varying scales of the variables, each optimization variable (Re( ), Im( ), h, φ) is scaled between 0 and 1, with the extremes scaled to the acceptable regions above. The Nelder-Mead algorithm is stopped with the log 1 0 of the standard deviations of the cost-function values of the points of the simplex is less than -6, or if it reaches a maximum number of iterations of 75.
C. FORWARD SOLVER AND COST-FUNCTIONAL EVALUATION
To compute estimates of the total field, u tot tx,rx in Eq. 2, we use a full-3D Finite-Element Method based forward direct solver previously reported in [50] . In this solver, the bin is divided into tetrahedral cells with the characteristic length of the tetrahedral equal to a minimum of 1/10th of the wavelength in grain. The solver uses the MPI librar, with sparse matrix and vector products completed using PETSc. Evaluating the cost-functional at each node of the Nelder-Mead simplex requires calling the forward solver for each transmitter location (e.g. 24 times in our examples). The FEM forward solver uses edge basis functions on each tetrahedral, which means more FEM-unknowns than tetrahedrals. For example, in the hopper bin in this paper the mesh has 241,652 elements, resulting in 296,794 edge unknowns. A call to the forward solver for 24 transmitters takes approximately 25 seconds on 16 cores of an Intel Xeon 6130 CPU (2.1 GHz) processor. As the contribution of this paper is not in the forward solver (any solver that can determine the fields in a reasonable time would work), we leave discussion of the computational efficiency to [50] .
D. OPTIMIZATION ALGORITHM INITIALIZATION
Due to the highly non-linear and ill-posed nature of the phaseless inversion example, the starting point of the optimization algorithm is critical to obtaining the correct optimization solution (see Section IV). Through our analysis, we have determined that the grain starting height plays the most important role in ensuring the objective function reaches the global minimum. Thus, we begin the optimization process by (1) setting the relative permittivity to a common value for grain: rel = 4 − j0.5 [32] , (2) setting the angle of repose to φ = 0, and (3) evaluating 15 different heights between the minimum (0) and maximum height (H ) of the grain at the bin wall. We then build our initial simplex for the Nelder-Mead algorithm around the minimum point found during the height scan. As each forward solver takes approx 25 seconds, this initial search over 15 heights takes about 6.5 minutes of processing time.
IV. SYNTHETIC RESULTS
To show the proof of concept of the algorithm, we first generate results from a synthetic (simulated) bin hopper-style bin that matches an experimental bin, ≈90 m 3 (≈2500 bushels) in volume. We synthetically fill this bin with a mixture of 'wet' (approximately 18% moisture content) and 'dry' (approximately 13%) moisture content hard-red spring wheat, 4 with the permittivities generated from published models [32] . Fig. 3 shows this bin model. As a key question about our inversion algorithm is how it will perform under various mixtures of grain as in the real world, grain will not be perfectly homogenous within the bin. For our synthetic examples, we have varied the grain mixture in the bin to be 0-100% wet (vs dry) wheat. In all of these tests, the grain height and angle of repose are held constant, but the proportion of wet to dry grain is varied.
For each model of grain, we used the forward solver to generate simulated data. A new mesh was generated for the phaseless parametric inversion algorithm, and the algorithm was run on the data. As the goal of this test is to get the best-case scenario of algorithm performance, no noise was added for these tests (other than mesh regeneration). The results of these synthetic tests are summarized in Table 1 . In the table, we present percent errors on real/imaginary permittivity (with the correct answer assumed to be the volume-weighted average of the two regions).
The percent errors in obtaining the volume-weighted average real permittivity of the grain are less than 3%. The percent errors in imaginary permittivity are higher (up to 12%), but these are not as important given the smaller values of the imaginary permittivity, and the fact that the grain industry uses the real permittivity to measure moisture content [32] . 5 Overall, these synthetic results, generated without cable losses, no modelling errors, and no measurement noise (other than changing forward and inversion meshes), give an approximate floor for what we can expect from experimental results. For example, we get an error in real permittivity of 2.4% for the 100% wet grain test. Therefore permittivities within 2.4% in an experimental test would be a good result. 
A. OBJECTIVE FUNCTION ANALYSIS ON FLAT-BOTTOMED BIN
As we have only 4 optimization parameters, it is possible to perform some visualizations of the objective function space. For these synthetic results, we simulated a a flat-bottomedbin with a 770 m 3 capacity that matches our experimental bin shown in Fig. 5(a) . We then performed two analyses: (1) we simulated the bin filled with grain at a permittivity of rel = 4 − j0.5, with varying heights and angles of repose of grain, and (2) we simulated a bin with a grain height, h = 5 m and a grain angle of repose angle of φ = 10 • , while varying both the real and imaginary permittivity. For each test, we performed 80 × 80 simulations varying two of the optimization parameters (either height/angle, or real/imaginary permittivity). Assuming the true solution of our problem was rel = 4.0 − j0.50, h = 5.0, and φ = 10 • , we then generated plots of the objective function for (1) and (2) above. These plots are shown in Fig. 4 .
Overall, these results highlight that there exist many local minima in the objective function that can present a serious problem for a local minimization algorithm. However, closer analysis shows that these local minima (at least in this example) are only a problem if the starting height of the initial point is too far away from the global minima. For example, if we start with a height within ±1m, then there are no local minima in the permittivity estimates (Fig. 4(b) ), or in the search space for the angle of repose, φ. These objective function plots justify our use of a direct search through the height variable plot with contour lines when we assumed we have the correct height and angle, but where we varied the complex permittivity. In (a) the presence of fully-closed loops in the contour lines shows that local minima exist. In both sets of plots, the global minimum is at the true location, but we have found, through these and significant numbers of simulations, that it is critical to start the algorithm with a height that is close to the true height.
h for the starting position of the local optimization algorithm. While not shown, we have simulated significantly more cases than these, including larger, smaller, and hopper-style bins. The results of these other simulations also support our use of a direct search over the height parameter.
V. EXPERIMENTAL RESULTS
Foe experimental results, we consider data from two bins: one a flat-bottomed operational farm bin, the other a hopper-bottom bin at the University of Manitoba's Grain Storage Research Facility.
A. FLAT BOTTOM BIN EXPERIMENTAL RESULTS
A 24-antenna imaging system was installed in an operational farm bin that is approximately 770 m 3 (≈22,000 bushels) in size. The bin diameter is 10.1 meters and the bin wall height is 8.63 m. The antennas were installed in 6 'staircases' of 4 antennas each, as shown in Fig.5(b) . Each staircase covers 60 • of circumference of the bin, and this pattern was chosen to maximize the antenna coverage of the height and circumference of the outer bin wall (while being able to install the antennas without hitting external bolts holding the bin together). This bin was filled with hard-red spring wheat in the fall, and was imaged with the physical parameter algorithm in March 2019. At this time, the farmer reported that the grain height was right at the top of the bin wall (8.63 m), and the cone angle was ≈22.5 • . The data from the bin was reconstructed at 50 MHz. At this frequency, the bin diameter is ≈3.37 wavelengths, and the height is ≈3.8 wavelengths, where the wavelength is measured in the grain. The raw total field data were taken and the parametric phaseless optimization algorithm was run. 6 A 2D slice of the 3D results is shown in Fig. 5 . The inversion algorithm result was a height of 8.53 m with a cone angle of 23.6 • , very close to the values provided by the farmer and within the range of the synthetic results above given that the average tetrahedral edge length is 22.5 cm. The inversion algorithm estimated a permittivity of rel = 4.07 − j0. 48 . We do not have measurements of the exact permittivity for this case, but this permittivity would suggest a moisture content of approximately 13.5% [32] , which is within the range expected (the farmer had measured grain samples between 13 and 14% moisture content).
B. HOPPER BIN
We next consider hard-red spring wheat stored in a ≈90 m 3 (≈2500 bushel) hopper-style bin instrumented with a 6 The numerical mesh for this flat-bottomed bin consisted of 201,199 tetrahedral elements with an average edge length of 22.5 cm. Each run of the algorithm took less than 30 minutes on 8 cores of a 2.3 GHz Intel Xeon-E5, using up to 24 GB of RAM. 24-antenna imaging system, where the antennas have been installed in 4 'staircases' of 6 antennas each, as shown in Fig. 3(a) . This installation pattern was chosen in an attempt to maximize the coverage of the antennas on the bin wall both vertically and circumferentially. This system was previously reported in [11] , [12] . As this bin is located in a research facility, we are able to more readily fill and measure the grain in the bin. This bin was initially filled with 64,000 kg of wheat. To test the capability of the proposed method for various heights and shapes of grain, we collected 3 data sets: a filling state (positive cone), an emptying state (negative cone), and an 'M'-shape data set where the grain has partially been emptied and thus represents the rare case where the grain does not fit our assumed physical grain model. For the filling and emptying states we were able to accurately measure the grain height and cone angle by climbing into the bin. Photos of the bin and the three filling conditions are shown in Fig. 6 . Data were collected at 89.6 MHz, which means the approximate size of the bin is a diameter of 2.8λ with a height of 4.4λ (where the wavelength is assumed to be in grain).
These data were processed with the phaseless inversion algorithm, and the results are shown in Fig. 7 . 7 The positive and negative cones are very clearly shown in the resultant • and a permittivity of rel = 3.92 − j0.67. For the M-shape result, we were unable to measure the true cone angle as the shape did not fit our physical model. However, we do know what the average angle should be less than the positive cone, but greater than 0 • , and we measured the height to be 1.52 m. The result from the phaseless algorithm was a height/angle of 1.55 m/5.2 • , with a permittivity of rel = 3.87 − j0. 51 .
These results show that the algorithm can, within the accuracy of our mesh (aveage tetrahedral edge length is 10.4 cm), estimate the height of the grain at the bin wall. Where we are able to measure the actual grain angle, the accuracy is within 5 • for the worst case scenario. Importantly, even when our physical parameters cannot accurately model the state of the grain in the bin, we obtain a reasonable result with the grain angle showing an in-between state (although we cannot state how accurate that state is). For the permittivity, the maximum variance seen here is about 0.15,-0.17 in real/imaginary parts, which is a maximum deviation from of 3.9/30.3% for the average of the three real/imaginary results). The variation of the real part of the permittivity is about twice as much the errors in the synthetic example of Section IV, where the average error (without adding noise) was 1.7%. Having background/prior estimates of permittivities within these ranges is sufficient to provide accurate imaging results (as can be seen in the results of the next section).
C. EXPERIMENTAL WET GRAIN TARGET DETECTION
The ultimate goal of the restricted parameters phaseless algorithm is to generate calibration data and prior information to be used in a full pixel-(or voxel-) based inversion process (e.g. 100's of thousands of permittivity values within the bin). For our pixel-based inversion algorithm, we use the Finite Element Method-Contrast Source Inversion Method (FEM-CSI) [50] , which is a differential-based operator (FEM) version of CSI. The use of a differential operator allows us to readily include the prior information as an inhomogenous background as part of the main operator (that takes in contrast sources and returns the electromagnetic fields throughout the bin). Further, the incident fields in Eq.1 are the incident fields with respect to the prior (background) information generated by the phaseless algorithm. For a detailed explanation of the full-information version procedure, see [11] .
To show the use of the phaseless algorithm output as calibration and prior information in a full inversion process, we consider experimental data taken from the hopper bin presented above. Two data sets were taken: (1) the bin was partially filled with hard red spring wheat (at approximately at 12.5% moisture content) and the top of the grain surface was flattened. Data at 89.6 MHz were then measured. (2) We next created an approximately 100 L bag of wet grain by mixing water into the grain in order to raise the moisture content of the grain to 29%. If this water was fully absorbed, the grain permittivity would be rel ≈ 6.7 − j1.37 [32] . The largest dimension of the target is 45 cm, approximately 0.27 wavelengths in size (wavelengths again measured in grain). In terms of weight, the target is 65 kg of wet grain in approximately 48,000 kg of dry grain (about 0.14% of the total grain). This target was then buried in the bin, approximately 70 cm below the surface of the grain. We then ran the proposed algorithm on data set (1), and used the resultant grain surface estimate to provide the calibration and background/prior data sets for a full inversion 8 as per Eq. 1 above.
The output of the phaseless inversion algorithm provided an estimated permittivity of rel = 4.22 − j0.48, cone angle of -1.9 • (essentially flat), and a height of 0.50 m. Within the mesh tolerances (about 10 cm edge lengths), the physical measurements we took (height of 0.5 m, 0 • angle of repose) matched the algorithm output. Interestingly, this permittivity would be associated with approximately 15% moisture content wheat (not 12.5% wheat as we had measured). As these data were collected in 2017, we are unable to otherwise confirm the permittivity accuracy. A 2D cutplane of the algorithm output is shown in Fig. 8(a) .
Using these data as calibration/background model, the output of the full inversion of the target data is shown in Fig. 8(b) . The presence, location, and approximate size of the wet grain is clearly visible, although the peak real permittivity (4.6) is well below the expected values (which is common for small high-permittivity targets in 3D non-linear inversion). The quality of these results are of similar quality to the results we have presented previously with other wet-grain targets in the same bin [12] . Critically, however, the results presented herein were generated without prior knowledge of the grain permittivity and surface distribution: the background model and calibration parameters were extracted from the raw data through our proposed algorithm, thus showing the applicability of the proposed phaseless inversion method.
VI. CONCLUSION
For practical non-linear inversion systems, we have proposed a parametric phaseless inversion method that searches over a set of restricted physical parameters in order to extract the calibration and prior models needed to make practical non-linear inversion successful. This method is primarily designed for imaging applications with imaging regions that are not easily manipulated and it is difficult to introduce known targets for calibration. Application of the algorithm to imaging stored grain has shown that it works on a wide range of experimental bins with differing measurement and model errors, including experimental results from two different grain bins and cases where the grain surface distribution and permittivites do not match our physical assumptions (such as a homogeneous permittivity) in the algorithm.
Our future research into this work flow will include investigation of data weighting for the objective function, the introduction of further parameters to model other possible target configurations (e.g., allowing the peak location to move from the center of the bin), and the use of alternative optimization algorithms that may reduce the computation time. It is also reasonable to consider this type of parametric inversion on uncalibrated data for other imaging applications, such as biomedical imaging. 
