Abstract. We discuss various forms of definitions in mathematics and describe rules governing them.
Introduction
Mathematics is a large building of accumulated thought. Every brick is a simple argument following strict rules of reasoning. This rigor has allowed generations of mathematicians to build on each others work. In view of the magnitude of this building, mathematicians need to compress larger and larger portions of mathematical thought into maneuverable packages. This is accomplished by definitions, where letters or words become placeholders for such packages. One might argue that compression is one of the central activities within mathematics. There are different types of definitions, as the following examples show:
• Let x denote a natural number. This introduces x as placeholder for an object.
• All natural numbers ξ have a successor.
Here ξ is some placeholder for various objects, that may occur with additional specifications in other parts of the argument.
• For a natural number ξ, let f (ξ) denote its successor.
This introduces a function f so that f (ξ) is another object that is fully determined only after the object ξ is specified.
• Call a natural number ξ positive if it is not zero.
This introduces an adjective as an abbreviation for a property that an object may have. In practice, the subject of a definition may be a word, a letter, or some typographic features such as connecting symbols or super and subscripts. Here we simplify the discussion by the abstraction that the subject of each definition is a letter. Moreover, we assume that there is an unlimited reservoir of letters. In practice, this is hardly true, so one resorts to recycling letters in different contexts of an argument. Definitions come with a timeline, and the above examples show that subtle interaction between definitions can only be understood in this timeline. While the timeline of a spoken language is by necessity linearly ordered, in mathematics the natural timeline is more effectively described by a tree structure. This is due to the modus of case distinctions. Each node of the tree corresponds to a basic step of mathematical resoning such as a definition or a simple conclusion of the definitions. We introduce an abstract notation for these steps. The abstract notation allows to formulate the rules in purely mechanical fashion. The author acknowledges the contibution of many colleagues and students in the development of this article. The author acknowledges the support from the University of California at Los Angeles and the University of Bonn, as well as the Hausdorff Center for Mathematics.
Trees and equality.
Each node of the tree is depicted as a box with a string of symbols recording the step of the argument. Edges describe interrelation and the time ordering of the nodes. A sample tree is the following:
Typically, the complete tree describing the present state of a discussion is large, so we shall almost always only draw the part the of a tree below some node. Any two nodes of the tree are connected by at most one line. No line is horizontal, hence each line connects a higher node with a lower node called parent and child of each other. At the top of the complete tree is a node called the root. Each node other than the root has exactly one parent. Each node has zero, one, two, or three children. A node with no children is called leaf. If a node has an odd number of children, precisely one child is the successor of the parent. The successor is drawn directly underneath the parent and connected by a vertical line. Children that are not successors then necessarily come in pairs, one is drawn to the left and one is drawn to the right underneath the parent. If a node has precisely two children, none of them is a successor. An ancestor of a node is either the node itself or it can be reached from the node by a path with each step passing from a node to its parent. A node is called descendant of each of its ancestors. An unconditional descendant of a node can be reached from the node by going along a path with each step passing from a node to its successor.
The string inside a node contains letters as well as syntactical symbols taken from the following list: property symbol, equality sign, inequality sign, opening existential bracket, closing existential bracket, opening universal bracket, closing universal bracket, opening functional bracket, and closing functional bracket. In this order, we depict the symbols as At each node, the letters come in different flavors, depending on their placements in the ancestry of the node. We say a letter is contained in a node if the associated string contains the letter. We call a letter active if the letter is contained in an ancestor of the node, and we call it inactive otherwise. We call a letter an adjective, if it is the first letter of a property contained in an ancestor of the node. We call a letter definite if it is not adjective and it is contained in an ancestor of the node with an unquantified statement. We call a letter indefinite if it is neither an adjective nor definite. Rules will be such that once a letter appears in the ancestry of a node, it will keep its flavor in all descendants of the node. For simplicity, we may therefore use capitalized latin letters for adjectives, lower case latin letters for definite letters, and lower case greek letters for indefinite letters.
In the rest of this section, we describe rules about statements that do not specifically address quantified or functional statements or statements containing adjectives. At first reading the reader may envision these rules as merely applying to elementary statements. However, they will generalize to the more general statements developed in later sections.
Syntax 1 (Elementary statement).
An elementary statement is a string of three symbols, the first and the third symbol are letters and the second symbol is a relational sign. An elementary statement is admissible at a node, if it only contains definite letters relative to the node.
We imagine a universe of objects and interpret each letter as referring to one of these objects. An elementary equality means that both letters refer to the same object, while an elementary inequality means that the letters refer to different objects.
Rule 1 (Elementary additions). Consider a leaf. We may add a successor to the leaf with an elementary statement which contains precisely one definite and one inactive letter relative to the leaf. Alternatively, we may add a successor with a reflexive equality with a definite or an inactive letter. The root contains a reflexive equality.
Examples of the first part of this rule appear in the successor of the root of the sample tree, activating the letter b, and in the node activating the letter c. The second part is used in the root as well as in the second successor of the root stating the refleve equality of the letter b.
Note that the inactive letter relative to the leaf in this rule becomes a definite letter at the successor. If a node contains an unquantified statement containing a unique letter which is inactive at any prior ancestor of the node, we read the node as defining the object behind the letter. The object need not be uniquely determined by the definition, the letter refers to 'some' rather than 'the' object with the property stated in the node. For example, the root has quite minimal information about the object it defines and can be interpreted as merely demanding that there is at least one object in the universe. The successor of the root in the sample tree can be interpreted as demanding that there is at least one further object in the universe. The following rule is at the heart of the concepts of equality and definition. Once we define a letter for an object, we may use this letter whenever we need to refer to the object.
Rule 2 (Elementary substitution)
. Consider a leaf and two different letters that are contained in the same ancestor of the leaf as part of an elementary equality. We may add a successor to the leaf containing a modified copy of the string of some ancestor of the leave, where modification means that we have replaced the first considered letter by the second considered letter in all positions where the first letter occurs.
The substitution rule has been applied in the second node of the right most branch of the sample tree in the introduction, using the statements a = b and b ≠ a appearing in the ancestry of this node. Note that a definite letter relative to the leaf has been replaced by another definite letter, guaranteeing that the modified statement is again admissible at the successor.
Syntax 2 (Dual relations).
Two relations are called dual, if the two statements coincide in all positions except for the unique relational sign, where they differ.
Since there are two relational signs, the unquantified statements come in pairs of dual statements. For example, x = x is dual to x ≠ x and x ≠ y is dual to x = y.
Rule 3 (Dual statements and branching of the tree). Consider a leaf. We may add two children to this leaf with mutually dual statements that are admissible at the leaf. Now consider a node which has precisely two children. Consider a statement that is admissible at the node. If each of the two children has an unconditional descendant with this statement, we may add a successor to the considered node with this statement. Finally, consider two ancestors of a leaf with mutually dual statements. Then we may add a successor to the leaf with any statement that is admissible at the leaf.
The first part of this rule splits the timeline into two branches, each working under one of two mutually dual assumptions. If a statement can be established in both timelines, the second part allows to unconditionally add a node in the main timeline. This reflects the interpretation that at least one of the dual statements needs to be true and is called the principle of the excluded third. The third part of this rule is typically applied in one of the two branches of a case distinction. It is the principle of explosion. One assumes that one of the dual statements is false, and from a false statement any desired statement may be deduced. The first part of this rule has been applied twice in the sample tree.
In one instance it is later followed by the second part of the rule. The third part of the rule has been applied in the last node of the right-most branch of the tree. If two ancestors of a node contain mutually dual statements, we say that the node is in the state of contradiction. All descendants of this node are also in the state of contradiction. A deduction of a statement from a leaf is a sequence of applications of rules, at the end of which the original leaf has an unconditional descendant with this statement.
In this case we say we may deduce the statement from the leaf. We say we may deduce a contradiction from a leaf, if deduction from the leaf leads to a node in the state of contradiction.
Concatenation and quantification.
Quantification means that we form statements concerning potential definitions. This will require the concept of concatenation of statements as well as the second flavor of letters.
Syntax 3 (Quantified statements).
Given two statements, the string concatenating first an opening quantifier bracket, then the first statement, then the closing quantifier bracket matching in universal or existential type the initial opening bracket, and then the second statement, is a statement.
Note that we may in particular feed the elementary statements of the previous section into the process of concatenation. Examples of quantified statements are
Depending on the initial opening bracket, a quantified statement is called existential statement or universal statement.
The number of opening quantifier brackets in a quantified statement is called the complexity of the statement. We often discuss quantified statements in order of increasing complexity. Each statement has the same number of opening quantifier brackets as closing quantifier brackets. This is true for elementary statements, and when this is true for the constituent statements of a new quantified statement, then it is also true for the new quantified statement. Similarly one argues that each closing quantifier bracket in a statement is preceded by more opening quantifier brackets than closing quantifier brackets. Applying this observation to the first constituent statement of a quantified statement, we see that the closing quantifier bracket that is explicitly part of the concatenation of a new quantified statement is the first closing quantifier bracket in the statement with the property that there are equally many opening and closing brackets between the initial opening and this closing bracket. This allows to reconstruct the constituent statements from the new quantified statement. The first constituent statement is called the hypothesis and the second constituent statement is called the conclusion of the quantified statement. These designations will match our interpretation for universal statements. For simplicity, we use the same designations also for existential statements, even though the designations will not match colloquial conventions in this case.
Syntax 4 (Admissible quantified statement). We call a quantified statement admissible relative to a node in each of the following two cases. In the first case both hypothesis and conclusion are admissible relative to the node. In the second case, the hypothesis is unquantified and contains precisely one indefinite letter, possibly at several positions, and a modified copy of the conclusion is admissible relative to the node. Here modification means that the said indefinite letter of the hypothesis is replaced by a definite letter at all positions where it occurs.
The following rules are formulated so that they apply as well to the more general statements introduced in the following section.
Rule 4 (Definition). Consider an inactive letter at a leaf and an ancestor of the leaf with an existential statement. If the hypothesis of the considered statement is admissible relative to the leaf, we may add a successor to the leaf with the hypothesis of the considered statement. Then we may add a successor to this successor with the conclusion of the considered statement. If the hypothesis of considered statement is not admissible relative to the leaf, we may add successors analogously as above, however with the modification that all occurences of the unique indefinite letter contained in the hypothesis of the considered statement are replaced by the considered inactive letter in the added statements.
Note that in the second case the inactive letter becomes definite relative to the added successors, because the hypothesis of the existential statement is unquantified. Thus the first successor can be viewed as defining an object behind this letter. All added statements are admissible relative to the respective nodes. If the hypothesis of an existential statement is admissible relative to the leaf, it is interpreted as the conjunction of the hypothesis and conclusion. The rule allows us to deduce both statements. If the hypothesis of the existential statement is not admissible relative to the leaf, then it is interpreted as guaranteeing existence of an object satisfying both hypothesis and conclusion when put in place of the indefinite letter of the hypothesis. We may therefore define a new letter addressing this object, and state both properties for this object.
Rule 5 (Deduction). Consider a definite letter at a leaf and an ancestor of the leaf with a universal statement. If the hypothesis of the considered statement is admissible relative to the leafand is at the same time the statement of another ancestor of the leaf, then we may add a successor to the leaf with the conclusion of the considered statement. If the hypothesis of the considered statement is not admissible relative to the leaf, we assume instead that the statement of another ancestor of the leaf is the modified copy of the hypothesis of the considered statement, and we may add a successor to the leaf with the modified copy of the conclusion of the considered statement. By modification we mean that the unique indefinite letter contained in the hypothesis of the considered statement is replaced by the considered definite letter in all positions where it occurs.
A universal statement with admissible hypothesis relative to the leaf is interpreted as a conditional statement. If the hypothesis has been established, then we may deduce the conclusion. A universal statement whose hypothesis is not admissible relative to the leaf is interpreted as guaranteeing that all objects which satisfy the hypothesis if interpreted in place of the indefinite letter also satisfy the conclusion. Again, the statement of the added node is admissible. Note as mnemonic the similarity of the bracket ⟨ with a rotated letter A as in 'for all' and the similarity of the bracket [ with a letter E as in 'there exists'. Note that the above rules add successors with statements with complexity lower than the complexity of one of the statements in the ancestry. In order to develop increased complexity throughout the discourse, one may use Rule 3 of the previous section. To give content to this rule, we need to describe duality for quantified statements.
Syntax 5 (Dual quantified statements). Two quantified statements are dual if one is existential and the other universal, if they have the same hypothesis, and if the conclusions are dual to each other.
Examples of dual quantified statements appear in the case distinctions of the diagram proving the following theorem, which complements Rule 1.
Theorem 3.1. We may deduce from any leaf relative to which ξ and η are indefinite each of the following two statements
We deduce these statements from the root in the following diagram. Similarly we may deduce them from any leaf, if we assume x and y are inactive letters at the leaf.
Functions and properties
If the conclusion of a quantified statement is itself quantified, we call its first and second component sub-hypothesis and sub-conclusion of the original statement. In this context one may consider mutually commuted statements such as for example the following.
The first statement was proven in Theorem 3.1, while the second leads to a contradiction as in the following argument, where we assume y to be an inactive letter at the top of the diagram.
The essence of this example is the order in which one is lead to specify objects. In the first statement, one first is given a ξ and then has to find a suitable η. In the second example, one is supposed to first find the suitable η before being given ξ. It is impossible to find such a uniform η. To address issues of timing, we strengthen the language so as to be able to express the dependence of an object η from another object ξ that may be specified later. This will be done via the functional term η(ξ). The present section discusses the basic setup of functional terms and statements, while the essential rule necessitating these statements will be introduced in the following section.
Syntax 6 (Functional terms and statements). Each letter is a functional term.
Given two functional terms, we may form a new functional term by concatenating the first functional term, followed by an opening functional bracket, followed by the second functional term, followed by the closing functional bracket. Given two functional terms, we may form a functional relation by concatenating the first functional term, followed by a relational sign, followed by the second functional term. A functional relation is admissible relative to a node if it only contains definite letters relative to the node. Functional relations may be used as constituents of concatenated statements, and syntax and rules concerning concatenation continue to apply as stated in the last section.
The following are examples of functional terms.
Note that functional terms are concatenated in similar but morrored fashion as quantified statements, leading to a similar reasoning by order of complexity. For example, one may recover the two functional terms in the construction of the concatenated functional term. We call the first functional term in the construction the function and the second functional term in the construction the argument of the functional term. Two Rules of Section 2 require generalized versions for functional terms.
Modified Rule 1 (Definition for functional terms).
Consider an inactive letter at a leaf and a functional term containing only definite letters. We may add a successor with a relation between the inactive letter and the functional term.
Modified Rule 2 (Substitution for functional terms).
Consider a definite letter at a leaf and a functional term and assume an ancestor of the leaf has the equality between the two. Consider an admissible statement relative to the leaf. Assume an ancestor of the leaf contains a modified copy of this statement, where modification means that we have replaced the considered definite letter by the considered functional term in all positions of the statement where the definite letter occurs. We may add a successor to the leaf containing the considered statement.
A functional term of definite letters denotes an object of the universe, and the first modified rule gives that object a new name. The object depends both on the function and on the argument of the functional term. More generally, the object referred to by a functional term depends on all objects represented by individual letters in the term. Using Syntax 3 we can introduce quantified statements with functional terms, and using Syntax 4 and Syntax 5 we have general notions of admissible and dual statements. This gives sense to Rule 3 in the setting of functional statements. We come to a further extension of the language, which allows to compress long statements into short abbreviations. In part the extension is motivated as a means to overcome the requirement that the hypothesis of a concatenated statement may only contain one indefinite letter, and if it does, it has to be unquantified. Abbreviations do not contain quantifer brackets explicitly and are thus regarded as unquantified for the purpose of concatenation.
Syntax 7.
A letter is an abbreviation. Given an abbreviation and a functional term, we can form a new abbreviation by concatenating the two, first the abbreviation and then the functional term. An abbreviation is admissible at a node if the first letter is an adjective, and all other letters occurring in the abbreviation are definite. Abbreviations are statements and may be used as constituents of concatenation of statements. Syntax and rules apply as in the last section.
Examples of abbreviations are

A Bξη(ξ)
We note that an abbreviation is concatenated precisely if it contains more than one symbol. One can recover the two components of the concatenation as follows. If the last symbol of the abbreviation is a letter, then this letter is the functional term of the concatenation. If the last symbol is a functional bracket, the functional term of the concatenation begins with the last letter in the abbreviation which is succeeded by as many opening as closing functional brackets.
Syntax 8. A property is a string concatenated as follows: first an abbreviation, then the property symbol, then a statement.
An examples of a property is
It is interpreted as a property that the letters ξ and η may have. A property contains exactly one property symbol, hence it is easy to recover the components of the concatenation of a property. We call the part before the property symbol the abbreviation of the property, and the statement after the property symbol the defining statement.
Syntax 9. For a property to be admissible at a node, a first requirement is that the first letter appears only at this position and is inactive or adjective. If the first letter is inactive, we require that the abbreviation does not contain any functional brackets or definite letters, all letters of the abbreviation other than the first appear in at most one position in the abbreviation and in at least one further position in the defining statement. Moreover, we require that the defining statement becomes admissible if all these letters are replaced by a definite letter in all positions where they occur. If the first letter is adjective, we require that the property is a modified copy of a property in the ancestry of the node. Here modification means that one indefinite letter of the abbreviation is replaced by one and the same functional term in all positions of the property where it occurs.
Rule 6. Given a leaf, we may add a successor with a property admissible at the leaf.
Rule 7. Consider a leaf and two ancestors, one containing a statement and one containing a property. Assume the statement contains as a substring the defining statement of the property. We may add a child to the leaf containing a modified copy of the statement of the ancestor, where the substring is replaced by the abbreviation of the property.
Note that since the abbreviation has no quantifier brackets and fewer indefinite letters than the dfining statement, the added successor has an admissible statement.
Syntax 10. Two abbreviations are dual to each other, if each of them appears as abbreviation in a property of an ancestor of the leaf, and the respective defining statements are dual to each other.
Choice, function identity, and restriction
As motivated in the last section, it might be tempting to consider a rule that would allow to deduce from a nested statement
The following theorem shows that such a naive rule would lead to an unconditional contradiction in the case
A form of this observation was published by Russell [2] , thereby revealing a fault in Frege's [1] more naive approach.
Theorem 5.1 (Russell's paradox). Let ξ and η denote inactive letters at a leaf. We may deduce from the leaf the statement
We may deduce a contradiction from the leaf if its ancestry has the statement.
The following diagrams deduce contradictions in all branches beginning respectively with the dual of the first and with the second statement. We assume x and y are inactive letters at the top of each diagram. A universal nested statement as in Theorem 5.1 guarantees a property for every object interpreted in place of ξ. The suggested naive rule would create a new object interpreted in place of η, which is somewhat self referential to the original statement. It is impossible to universally require this new object to satisfy its own creating statement. This is a self referential problem akin to the sentence "This sentence is a lie". Below, we formulate as rule a more sophisticated variant of the above naive rule, following closely the solution by Zermelo [3] to Russel's paradox. We call a statement membership of a letter at a second letter, if the statement is an inequality between the second letter and the functional term whose function is the second letter and whose argument is the first letter. We call the dual statement non-membership of the first letter at the second letter. For example, membership of x at f is f (x) ≠ f while non-membership of x at f is f (x) = f . It is customary to consider functions as having a domain. Only objects of the domain may be valid arguments of the function. We write f (x) = f as code for x not being in the domain of f . Pictorially one may view the symbol f on the right hand side as having refused to accept the argument; it arises from the left hand side by erasing the string (x).
Rule 8 (Choice). Consider two different indefinite letters, five not necessarily pairwise different definite letters, and an inactive letter at a leaf. Assume an ancestor of the leaf has a universal nested statement with existential conclusion. Assume the hypothesis and sub-hypothesis are reflexive equalities respectively of a first and second indefinite letter. We may add six consecutive successors with the following statements:
• Membership of the first definite letter at the inactive letter.
• The universal statement such that the membership of the first indefinite letter at the second definite letter is the hypothesis and the membership of the first indefinite letter at the inactive letter is the conclusion.
• The universal statement with with universal conclusion such that the hypothesis is the membership of the first indefinite letter at the third definite letter, the sub-hypothesis is the membership of the second indefinite letter at the first indefinite letter, and the sub-conclusion is the membership of the second indefinite letter at the inactive letter.
• A universal statement such that the membership of the first indefinite letter at the inactive letter is the hypothesis. The conclusion of the statement is the membership at the inactive letter of the functional term whose function is the inactive letter and whose argument is the first indefinite letter.
• The universal statement with existantial conclusion, such that the hypothesis is the non-membership of the first indefinite letter at the inactive letter and the sub-hypothesis is the membership of the second indefinite letter at the first indefinite letter. The sub-conclusion is itself a universal statement such that the hypothesis is the membership of the second indefinite letter at the fourth definite letter and the conclusion is the membership at the fifth definite letter of a functional term with function the first indefinite letter and argument the second indefinite letter.
• The universal statement such that the hypothesis the membership of the first indefinite letter at the inactive letter and the conclusion is the modified copy of the sub-conclusion of the considered ancestor. Here modification means all occurrences of the second indefinite letter have been replaced by the functional term whose function is the inactive letter and whose argument is the first indefinite letter.
We present the rule schematically: Assume the ancestor of the leaf contains the statement
Assume the inactive letter is f . For simplicity let g be the first to fourth definite letter and let h be the fifth definite letter. We may then add successors as follows
Note that thanks to the first added successor, the inactive letter becomes definite, and hence all other successors have admissible statements. Just as in the previous motivation, Rule 8 provides a function f , which chooses the desired object for each given ξ. This is stated in the last statement added. However, the desired property of f (ξ) holds only if ξ is in the domain of f . The other five statemens make sure that the domain of f is large. The function f itself, which causes the problem in Russell's paradox, need not be in its own domain. The following rule is crucial to be able to identify functions originating from different parts of an argument. It states that two functions are equal if they have the same domain and their values agree on all arguments of the domain.
Rule 9 (Function identity). Consider two definite and an indefinite letter at a leaf. Assume an ancestor of the leaf has a a universal statement with existential conclusion. Assume the hypothesis is an inequality between two functional terms, each term with the indefinite letter as argument and respectively the first and second definite letter as function. Assume that sub-hypothesis and subconclusion are membership of the indefinite letter respectively at the first and second definite letter. We may add a successor to this leaf with an elementary equality between the two definite letters.
For example, assume the ancestor of the leaf has the statement ⟨f (ξ) ≠ g(ξ)⟩ [f (ξ) = f ] g(ξ) = g with indefinite ξ, then we may add a successor with the statement f = g
To apply the previous rule, one needs some control over the domain of a function. The following provides this control, it allows to restrict a function to a smaller domain determined by a property.
Rule 10 (Function restriction). Consider a definite, an inactive , and an indefinite letter at a leaf. Consider a property in the ancestry of the leaf a nd assume its abbreviation consists of two letters, the second being the considered indefinite letter. We may add four consecutive successors to the leaf. The first contains the reflexive equality of the inactive letter. The second contains a universal statement. Its hypothesis is membership of the indefinite letter at the inactive letter, and its conclusion is equality between the two functional terms that have the indefinite letter as argument and respectively the definite and inactive letter as functions.
The third contains a universal statement with universal conclusion, hypothesis is membership of the indefinite letter at the definite letter, the sub-hypothesis is the abbreviation, and the sub-conclusion is the membership of the indefinite letter at the inactive letter. The fourth contains a universal statement with existential conclusion, the hypothesis is the membership of the indefinite letter at the inactive letter, the sub-hypothesis is the membership of the indefinite letter at the definite letter, and the sub-conclusion is the abbreviation.
For an illustration of this rule, assume g, f , ξ are respectively the definite, inactive, and indefinite letter. Assume Aξ is the abbreviation. The successors then take the form
