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Abstract
In the previous part we formulate our two main results, but we prove only one of two implications of the second
theorem. Here we prove the inverse implication, and also the /rst theorem.
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1. Introduction
In the /rst part [2] we formulate our two main results. The /rst of them describes digraphs of in/nite type  being
uniquely determined by their (undirected) graphs in the class D() of all digraphs of type . The second describes
analogous digraphs for /nite types. Recall, in [2] we have proved only one of two implications of the second theorem.
Now we show the inverse implication, and on that occasion, also the /rst fact. These proofs will be divided onto several
steps.
Here we use the notation and facts from [2]. Additionally, + denotes the addition of arbitrary (i.e. also in/nite) cardinal
numbers.
For any /nite path (or chain) p = (f1; : : : ; fm) of a digraph D, by u1; : : : ; um; um+1 or sometimes more formally by
up1; : : : ; u
p
m; u
p
m+1, we denote the vertices of p, i.e. ui=I
D
1 (fi) for i=1; : : : ; m and um+1=I
D
2 (fm). Recall V
p={u1; : : : ; um; um+1}
and Ep = {f1; : : : ; fm}. Moreover, a cycle (f1; : : : ; fm) is simple iA u1; : : : ; um are pairwise distinct.
Lemma 1. Let D∈D(), where  is a cardinal number, and directed triples B=〈1; 2; 3〉 and B=〈1; 2; 3〉 of cardinal
numbers satisfy the following conditions:
(∗) 1 ¡ℵ0, 1 + 2 + 16 , 1 = 1 + 1, 2 = 2, 3 + 1 = 3.
(∗∗) There is a )nite path (e1; : : : ; em) such that
tD(um+1) = B and t
D(u1) 	= B:
(∗ ∗ ∗) If p = (f1; : : : ; fk) and q = (g1; : : : ; gl) are )nite paths such that:
upk+1 	= uql+1; tD(upk+1) = tD(uql+1) = B and tD(upi ) = tD(uqj ) = B for any 26 i6 k, 26 j6 l,
then p and q are disjoint.
Then D 	∈ UDD().
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Note that in (∗) we write 3 + 1= 3, because 3 and 3 are cardinal numbers, and, of course, if 3 is a /nite number,
this denotes 3 = 3 − 1, but if 3 is an in/nite number, then 3 = 3.
Proof. Obviously by (∗∗), there is a /nite path (e1; : : : ; em) such that
tD(um+1) = B; t
D(u1) 	= B and tD(ui) = B for i = 2; : : : ; m:
Let A be the set of /nal vertices of all such /nite paths. (Note A 	= ∅.) Then for any v∈A (using the axiom of choice,
if necessary) we can choose one /nite path ending in v and satisfying the above conditions. Let P be the family of all
these paths. By (∗ ∗ ∗), arbitrary two diAerent /nite paths in P are disjoint, because their /nal vertices are distinct.
Now take the digraph H =DP . Then /rstly,
ssH(v) = ssD(v) for each v∈VD\VP: (1)
Secondly, by (∗),
ssH(v) = ssD(v) + 1 = 1 + 2 + 16  and t
H(v) = B 	= B for each v∈A: (2)
Thirdly, for each (e1; : : : ; em)∈P we have the following facts:
srH(u1) + 1 = sr
D(u1); sl
H(u1) = sl
D(u1); er
H(u1) = er
D(u1) + 1; (3)
in particular, ssH(u1) + 1 = ssD(u1)6 , and moreover, tH(u1) 	= B, by (∗).
tH(ui) = t
D(ui) = B 	= B for 26 i6m: (4)
By all the above facts, H is a digraph of type . Thus, because H∗ =D∗, it is remained to show H 	 D.
Let B be the set of all vertices w of H such that tH(w)= B and there is a /nite path (g1; : : : ; gl) in H ending in w and
such that tH(u1) 	= B and tH(ui) = B for i = 2; : : : ; l.
Then by (2)–(4)
B ∩ VP = ∅: (5)
In particular, B ∩ A= ∅, because A ⊆ VP .
Now take w∈B and some /nite path p = (g1; : : : ; gl) of H ending in w.
Assume that p and P are not disjoint, and let 16 k6 l+1 be the greatest number such that uk ∈VP . Then {uk+1; : : : ; ul+1}
∩VP = ∅. In particular, q=(gk ; : : : ; gl) is a /nite path in D, because by (5), ul+1 =w 	∈ VP , i.e. k6 l. Hence and by (1),
tD(ul+1) = t
H(ul+1) = B and t
D(ui) = t
H(ui) = B for i = k + 1; : : : ; l:
On the other hand, since uk ∈VP , there is r∈P such that uk ∈V r. Thus q and r are /nite paths in D which satisfy
conditions from (∗ ∗ ∗), but they are not disjoint. This contradiction shows that p is disjoint with VP . Hence and by (1),
p is also a /nite path in D such that
tD(ul+1) = B and t
D(u1) 	= B and tD(ui) = B for i = 2; : : : ; l:
But then w∈A, which is impossible. Thus B = ∅. Hence H 	 D, because A 	= ∅ and, of course, any isomorphism of D
preserves this set.
Let D be a digraph and p=(e1; e2; : : :) an in/nite sequence of edges. p is said to be an (in/nite) ↓–chain iA ID2 (ei+1)=
ID1 (ei) for i = 1; 2; 3; : : : . An in/nite ↓–chain p is an (in/nite) ↓–path iA p does not encounter the same vertex twice.
u1; u2; u3; : : :, or more formally u
p
1; u
p
2; u
p
3; : : :, denote vertices of p, i.e. ui = I
D
2 ei) for i = 1; 2; 3; : : :. As previous, V
p =
{u1; u2; u3; : : :} and Ep = {e1; e2; : : :}.
Lemma 2. Let D∈D(), where  is a cardinal number, and triples B= 〈1; 2; 3〉, B= 〈1; 2; 3〉 of cardinal numbers
satisfy the following conditions:
(∗) 1 ¡ℵ0, 1 + 2 + 16 , 1 = 1 + 1, 2 = 2, 3 + 1 = 3.
(∗∗) There is an in)nite ↓–path (e1; e2; : : :) such that
tD(u1) = B and t
D(ui) = B for i¿ 2:
(∗ ∗ ∗) If p = (f1; : : : ; fk) and q = (g1; : : : ; gl) are )nite paths such that
upk+1 	= uql+1, tD(upk+1) = tD(uql+1) = B and tD(upi ) = tD(uqj ) = B for any 26 i6 k, 26 j6 l,
then p and q are disjoint.
Then D 	∈ UDD().
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Proof. Firstly, (∗∗∗) implies that for any two in/nite ↓–paths p and q such that tD(up1)=tD(uq1)= B and tD(upi )=tD(uqi )= B
for i = 1; 2; 3; : : :, if their /nal vertices up1 and u
q
1 are diAerent, then they are disjoint.
Let A be the set of /nal vertices of all in/nite ↓–paths r such that
tD(u1) = B and t
D(ui) = B for i = 2; 3; : : : :
A 	= ∅ (by (∗∗)), so we can choose for any v∈A, one in/nite ↓–path ending in v and satisfying the above conditions.
Let P be the family of all these in/nite ↓–paths. Observe that any two diAerent in/nite ↓–paths in P are disjoint.
Now take DP . In the same way as in the previous lemma (it is enough to replace /nite paths by in/nite ↓–paths) we
show that DP is a digraph of type  and DP 	 D, and, of course, D∗P =D∗.
Let D be a digraph. Then /rst, for any v∈VD we de/ne the sets of vertices
VDsr (v) = {ID2 (f) : f∈EDsr (v)} and VDer (v) = {ID1 (f) : f∈EDer (v)}:
Secondly, a pair P = 〈v; P〉, where v is a vertex, and P is a family of /nite paths in D, is a star iA |P|¿ 2, and each
/nite path in P starts from v, and for any two diAerent /nite paths p = (e1; : : : ; em) and q = (f1; : : : ; fl) in P, v is their
exactly one common vertex, i.e. {up2; : : : ; upm+1}∩{uq2 ; : : : ; uql+1}=∅. V Pend denotes the set of )nal vertices of all )nite paths
in P.
Let additionally N ∈N be a non-negative integer, and B= 〈1; 2; 3〉 and B= 〈1; 2; 3〉 be triples of cardinal numbers
such that 1 = 1 + 1, 2 = 2, 3 + 1 = 3. Then
A star P = 〈v; P〉 is a B–star iA for each (e1; : : : ; em)∈P, tD(um+1) = B and tD(ui) = B for i = 2; : : : ; m.
A B–star P = 〈v; P〉 is a 〈 B; N 〉–star iA length of each (e1; : : : ; em)∈P is equal to N , i.e. m= N .
A 〈 B; N 〉–star P is full iA for each 〈 B; N 〉–star Q= 〈w;Q〉, P ⊆ Q implies P = Q.
Note the following simple characterization of full 〈 B; 1〉–stars:
A〈 B; 1〉–star P = 〈v; P〉 of a digraph D is full i6 for each w∈VDsr (v)\V Pend, tD(w) 	= B.
Hence,
For any full 〈 B; 1〉–star P = 〈v; P〉 and a 〈 B; 1〉–star Q= 〈w;Q〉, w = v implies VQend ⊆ V Pend.
In particular, if Q is also full, then V Pend = V
Q
end.
This characterization implies also
Any 〈 B; 1〉–star P = 〈v; P〉 is contained in a full 〈 B; 1〉–star Q= 〈w;Q〉, i.e. w = v and P ⊆ Q.
Lemma 3. Let D∈D(), where  is a cardinal number, and a triple of cardinal numbers B = 〈1; 2; 3〉 satisfy the
following three conditions:
(∗) 1 ¡ℵ0 and 1 + 2 + 16 .
(∗∗) D contains B–stars.
(∗ ∗ ∗) For each 〈 B; 1〉–star P = 〈v; P〉, |EDsr (v)\EP|¿ 1.
Then D 	∈ UDD().
Proof. Assume /rst that D does not contain 〈 B; 1〉–stars. Of course, (∗ ∗ ∗) holds for any such digraph.
By (∗∗), there is a B–star P = 〈v; P〉. Let P1 be the family of all /nite paths in P having length 1. Then P\P1 	= ∅,
because P must not be 〈 B; 1〉–star.
For any /nite path (f1; : : : ; fm)∈P\P1, take the /nite path (f2; : : : ; fm), and let Q be the family of all these /nite paths.
Moreover, for any /nite path (f1; : : : ; fm)∈P, take the one-element path (f1), and let R be the family of all these /nite
paths.
Now take DQ. Then /rstly, D∗Q  D∗. Secondly,
tDQ (v) = tD(v) and ssDQ (v) = ssD(v)6  for each v∈VD\VQ:
Thirdly, it is easy to see that for each (e1; : : : ; em)∈P\P1,
ssDQ (ui) = ss
D(ui) = 1 + 2 = 1 + 2 + 16  for i = 3; : : : ; m;
and
srDQ (u2) + 1 = sr
D(u2) = 1; sl
DQ (u2) = sl
D(u2) = 2; er
DQ (u2) = er
D(u2) + 1 = 3 + 1;
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so
tDQ (u2) = B;
in particular, ssDQ (u2) = 1 + 26 . Recall, 1; 2; 3 are cardinal numbers such that 1 = 1 + 1, 2 = 2, 3 + 1 = 3.
Thus DQ ∈D(). These equalities imply also that 〈v; R〉 is a 〈 B; 1〉–star in DQ. Hence, DQ 	 D.
Now we can assume that D contains 〈 B; 1〉–stars. Then D contains also full 〈 B; 1〉–stars. Let BA be the family of all full
〈 B; 1〉–stars.
Take an equivalence relation ∼ on BA such that for each P = 〈v; P〉;Q= 〈w;Q〉 ∈ BA,
P ∼ Q iA v = w:
Recall that if v = w, then also V Pend = V
Q
end.
Let A be a set of all representatives of equivalence classes of ∼. Moreover, take
VAend =
⋃
P∈A
V Pend and V
A =
⋃
〈v;P〉∈A
{v}:
Take a 〈 B; 1〉–star P = 〈v; P〉 of D. Then /rstly, there is a full 〈 B; 1〉–star Q = 〈w;Q〉 containing P. Secondly, there is
R = 〈u; R〉 ∈A such that R ∼ Q. Hence,
V Pend ⊆ VQend = VRend ⊆ VAend and v = w = u∈VA: (6)
Note also
tD(v) = B for all v∈VAend and srD(w)¿ 1 + 2; tD(w) 	= B for all w∈VA: (7)
These facts imply, in particular, VAend ∩ VA = ∅.
The /rst equality is obvious. Moreover, for any 〈 B; 1〉–star P=〈w; P〉, |EP|¿ 2 and EP ⊆ EDsr (w). Hence and by (∗∗∗),
since 1 ¡ℵ0, we obtain srD(w)¿ 1 + 2 	= 1. In particular, tD(w) 	= B.
Let ≈ be an equivalence relation on A such that for any P;Q∈A, P ≈ Q iA there is a sequence (Pi)i=Ni=0 of elements
of A connecting P and Q, i.e. P0; : : : ;PN ∈A and P0 = P and PN =Q and V Piend ∩ V Pi+1end 	= ∅ for each 06 i6N − 1.
Let B be the set of all equivalence classes of ≈, and for any B∈B, take
VBend =
⋃
P∈B
V Pend and V
B = {v : 〈v; P〉 ∈B}:
Let C = {PB : B∈B} ⊆ A be a family of all representatives of equivalence classes of ≈, i.e.
C ∩ B = {PB} for each B∈B:
Assume that there is v∈VD such that v∈VB1end ∩ VB2end for some B1; B2 ∈B. Then there are P1 ∈B1 and P2 ∈B2 such that
v∈V P1end and v∈V P2end . Hence, P1 ≈ P2. Since the equivalence classes [P1]≈ and [P2]≈ are equal to B1 and B2, respectively,
we obtain B1 = B2. Thus
VB1end ∩ VB2end = ∅ for each B1; B2 ∈B; B1 	= B2: (8)
Let B∈B and PB ∈C ∩ B. Take one vertex vBend from V P
B
end and let
V˜ Aend = {vBend : B∈B}:
Of course, by (8), vB1end 	= vB2end for B1 	= B2, since V P
B
end ⊆ VBend. Moreover, by (8) we obtain
VBend ∩ V˜ Aend = V P
B
end ∩ V˜ Aend = {vBend} for each B∈B: (9)
Take an arbitrary 〈 B; 1〉–star P in D. Then by (6), there is Q∈A such that V Pend ⊆ VQend. Hence and by (9), since VQend ⊆ VBend,
where B = [Q]≈, we obtain
|V Pend ∩ V˜ Aend|6 |VQend ∩ V˜ Aend|6 |VBend ∩ V˜ Aend|= 1: (10)
Take B∈B and
DB0 = {PB};
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and for each n∈N\{0}, let DBn be the set of all P∈A such that
P 	∈
⋃
m6n−1
DBm and V
P
end ∩ VQend 	= ∅ for some Q∈DBn−1:
Moreover, let
DB =
⋃
n∈N
DBn and D =
⋃
B∈B
DB:
By a simple induction on n we obtain
For each P∈DBn ; there is a sequence (Pi)i=ni=0 of length n+ 1 which connects PB and P: (11)
Observe also
B = DB for each B∈B: (12)
Hence, in particular, A=
⋃
B∈B B =
⋃
B∈B D
B = D.
The inclusion DB ⊆ B follows from (11), because B = [PB]≈. On the other hand, let P∈B. Then PB ≈ P, so we can
take a sequence (Pi)i=ki=0 with minimal length k + 1 connecting P
B and P. Obviously it is suNcient to show Pi ∈DBi for
i=0; : : : ; k. If i=0, then P0 =PB ∈DB0 . Take i¿ 1. Then V Pi−1end ∩V Piend 	= ∅ and by the induction hypothesis, Pi−1 ∈DBi−1.
Assume Pi 	∈ DBi . Then we infer Pi ∈DBl , where 06 l6 i − 1. Hence and by (11), there is (P′j)j=lj=0 which connects PB
and Pi. Now the sequence (P′0; : : : ;P
′
l;Pi+1; : : : ;Pk) connects P
B and P and its length is not greater than k. But this is
impossible, so Pi ∈DBi . This completes the proof of induction step.
For each P∈A; there is an exactly one pair 〈B; n〉 ∈B×N such that P∈DBn : (13)
The existence follows from (12). On the other hand, take 〈B1; n1〉; 〈B2; n2〉 such that P∈DB1n1 ∩DB2n2 . Then by (12), DB1n1 ⊆ B1
and DB2n2 ⊆ B2; so P∈B1 ∩ B2: Hence, B1 = B2, so also n1 = n2, because DB10 ; DB11 ; DB12 ; : : : are pairwise disjoint.
By virtue of Zermelo theorem, for each B∈B and n∈N, there is a well-order 6Bn on DBn . Now we can de/ne the
following families of vertex and edge sets of D (the correctness of these de/nitions follow straightforward from (13)):
For any P∈DBn , if n= 0 (i.e. P = PB), then
UP = V
P
end\{vBend}= V Pend\V˜ Aend :
if n¿ 1, then
UP = V
P
end
∖ ⋃
Q∈DBn ;Q =P;Q6BnP
VQend ∪
⋃
Q∈DBn−1
VQend
 :
For each P∈A, let
FP = {f∈EP : ID2 (f)∈UP}:
And let
F =
⋃
P∈A
FP:
Now we prove several facts for these sets,
UP1 ∩ UP2 = ∅ for each P1;P2 ∈A; P1 	= P2: (14)
Firstly, UP1 ⊆ V P1end and UP2 ⊆ V P2end . Secondly, by (13), there are 〈B1; n1〉; 〈B2; n2〉 ∈B×N such that P1 ∈DB1n1 and P2 ∈DB2n2 .
If B1 	= B2, then by (8), UP1 ∩ UP2 = ∅, since V P1end ⊆ VB1end and V P2end ⊆ VB2end.
If B1 = B2 and n16 n2 − 2, then P2 	∈ ⋃k6n2−1 DB1k , so in particular, P2 	∈ DB1n1+1 and P2 	∈ ⋃k6n1 DB1k . Hence,
V P2end ∩ V P1end = ∅, because P1 ∈DBn1 . Thus UP1 ∩ UP2 = ∅.
If B1 = B2 and n26 n1 − 2, then the proof is analogous.
If B1 = B2 and n1 = n2 − 1, then UP1 ⊆
⋃
Q∈DB1n1
VQend ⊆ VD\UP2 , because P1 ∈DB1n1 .
If B1 = B2 and n2 = n1 − 1, then the proof is analogous.
If B1 = B2 and n1 = n2 = 0, then P1 = PB1 = P2.
If B1 = B2 and n1 = n2¿ 1, then P16
B1
n1 P2 or P26
B1
n1 P1. Since P1 	= P2, we have in the /rst case (the second is
analogous) that UP1 ⊆
⋃
Q∈DB1n1 ;Q =P2 ;Q6
B1
n1 P2
VQend ⊆ VD\UP2 .
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The above cases complete the proof of (14).
VBend\V˜ Aend =
⋃
P∈DB
UP for each B∈B: (15)
Take P∈B. Then UP ⊆ V Pend ⊆ VBend and vBend 	∈ UP. Hence and by (9),
UP ⊆ VBend\{vBend}= VBend\V˜ Aend :
Thus
⋃
R∈DB UR ⊆ VBend\V˜ Aend.
Now take v∈VBend\V˜ Aend and let B(v) = {P∈B : v∈V Pend}. Since B(v) 	= ∅ and B(v) ⊆ DB (by (12)), we can de/ne
n=min{k ∈N : B(v) ∩ DBk 	= ∅} and R =min6Bn {P∈D
B
n : P∈B(v)}:
Then
v 	∈
⋃
P∈DBn ;P =R;P6BnR
V Pend :
And if n¿ 1, then
v 	∈
⋃
P∈DBn−1
V Pend :
Moreover, we have
v∈VRend and R∈DBn :
These three facts imply that if n¿ 1, then v∈UR.
Take now n=0. Then R=PB, so UR=UPB =V
PB
end \{vBend}. Hence, since vBend ∈ V˜ Aend and v 	∈ V˜ Aend, we obtain also v∈UR.
Thus VBend\V˜ Aend ⊆
⋃
P∈DB UP, because v was arbitrarily chosen.
Since VAend =
⋃
B∈B V
B
end, it is easily shown V
A
end\V˜ Aend =
⋃
B∈B
(VBend\V˜ Aend). Hence and by (15), because D =
⋃
B∈B D
B,
VAend\V˜ Aend =
⋃
B∈B
⋃
P∈DB
UP =
⋃
P∈D
UP: (16)
Since ID2 (FP) = Up and I
D
1 (FP) ⊆ {v} for any full 〈 B; 1〉–star P = 〈v; P〉 ∈A, we have by (16),
ID2 (F) = V
A
end\V˜ Aend and ID1 (F) ⊆ VA: (17)
Take v∈VAend\V˜ Aend. Then by (17), there is f∈F such that ID2 (f) = v. Assume that there is also another g∈F such that
ID2 (g) = v. Then there are P1;P2 ∈A such that f∈FP1 ⊆ EP1 and g∈FP2 ⊆ EP2 . Hence, v∈UP1 ∩ UP2 . Thus by (14),
P1 = P2; so g= f by the de/nition of stars. This implies
For any v∈VAend\V˜ Aend ; there is an exactly one f∈F such that ID2 (f) = v: (18)
Now take H =DF . Of course, it is suNcient to show H∗  D∗ and H∈D() and H 	 D, because then D 	∈ UDD().
The /rst fact is obvious.
By (17), ID1 (F) ∪ ID2 (F) ⊆ (VAend\V˜ Aend) ∪ VA, so
tH(v) = tD(v) and ssH(v) = ssD(v) for any v∈VD\((VAend\V˜ Aend) ∪ VA): (19)
Now we prove
srH(v) = 1 + 1; t
H(v) 	= B; ssH(v) = 1 + 2 + 16  for each v∈VAend\V˜ Aend : (20)
Take v∈VAend\V˜ Aend. Then by (18), |EDer (v) ∩ F | = 1. Since v 	∈ VA (see (7)), we obtain by (17), EDsr (v) ∩ F = ∅. Hence
and by (7) we get srH(v) = |EDsr (v)|+ 1 = srD(v) + 1 = 1 + 1. Thus, in particular, tH(v) 	= B, because 1 ¡ℵ0 (see (∗)).
Moreover, by (∗), ssH(v) = srH(v) + slH(v) = srD(v) + 1 + slD(v) = 1 + 2 + 16 .
srD(v)¿ srH(v)¿ 1 + 1 for every v∈VA: (21)
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Take P = 〈w1; P〉 ∈A such that v = w1. Since v 	∈ VAend (see (7)), we obtain by (17),
EDer (v) ∩ F = ∅:
Now take f∈EDsr (v) ∩ F . Then there is Q = 〈w2; Q〉 ∈A such that f∈FQ. Hence, w2 = ID1 (f) = v, so by the de/nition
of A, P =Q, in particular f∈FP. Since f was arbitrary chosen, we obtain
EDsr (v) ∩ F = FP;
because the inclusion ⊇ is obvious.
By the above two equalities,
srH(v) = |EDsr (v)\(EDsr (v) ∩ F)|+ |EDer (v) ∩ F |= |EDsr (v)\FP|: (E)
Of course, this implies srH(v)6 srD(v).
Now we want to prove the second inequality. By (13), there is a pair 〈B; n〉 ∈B×N such that P∈DBn .
If n = 0, then P = PB. Thus vBend ∈V Pend\UP. Then there is f∈EP such that ID2 (f) = vBend. By the de/nition of FP we
get f 	∈ FP.
If n¿ 1, then by the de/nition of DBn , there is Q∈DBn−1 such that VQend ∩ V Pend 	= ∅. Hence, there is f∈EP such that
ID2 (f)∈VQend ∩ V Pend. Then by the de/nition of UP, ID2 (f) 	∈ UP. Thus f 	∈ FP.
The above two cases imply
|EP\FP|¿ 1:
Moreover, we have
EP ⊆ EDsr (v):
It follows from these two facts
|EDsr (v)\FP|¿ |EDsr (v)\EP|+ 1:
Hence and by (∗ ∗ ∗), |EDsr (v)\FP|¿ 1 + 1, so by (E) we obtain srH(v)¿ 1 + 1.
Applying (21) and (∗) we get
tH(v) 	= B and ssH(v)6 ssD(v) for each v∈VA: (22)
By (19), (20) and (22) we have, in particular, H∈D(), i.e. H is a digraph of type .
Now assume that H contains a 〈 B; 1〉–star P = 〈u; BP〉. Then tH(v) = B for v∈V Pend, so (20) and (22) imply
V Pend ∩ [(VAend\V˜ Aend) ∪ VA] = ∅:
It easily follows by this fact and (17), (19) that P= 〈u; BP〉 is a 〈 B; 1〉–star in D. Hence and by (6) we obtain V Pend ⊆ VAend.
Moreover, by (10) we have |V Pend ∩ V˜ Aend|6 1. These three facts imply V Pend ∩ (VAend\V˜ Aend) 	= ∅, because |V Pend|¿ 2. But this
is impossible, so H does not contain 〈 B; 1〉–stars. Hence and by our assumption we deduce H 	 D.
Now we can prove the /rst condition (b.1) of Theorem 8 from the previous part [2].
Theorem 4. Let D∈UDD(n), where n∈N. Then for each v∈VD,
erD(v)¿ 2 implies ssD(v)¿ n− 1:
Proof. Assume that there is a vertex v such that erD(v)¿ 2 and ssD(v)6 n − 2. Let A be the set of all such vertices.
Since srD(v)6 ssD(v)6 n for any v∈VD, there is u∈A such that
srD(u) = min{srD(v) : v∈A}:
Take B= 〈1; 2; 3〉= tD(u), i.e. 1 = srD(u), 2 = slD(u), 3 = erD(u). Then, of course, 1 ¡ℵ0, 3¿ 2, 1 + 26 n− 2
and for each v∈VD,
if erD(v)¿ 2 and ssD(v)6 n− 2; then srD(v)¿ 1:
Now to end this proof it is suNcient to show the following lemma. It is formulated for digraphs of arbitrary, also in/nite,
types, because we will also need this fact in the proof of the next result.
Recall that for any v∈VD, VDsr (v) = {ID2 (f) : f∈EDsr (v)} and VDer (v) = {ID1 (f) : f∈EDer (v)}.
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Lemma 5. Let D∈UDD(), where  is an arbitrary cardinal number, and a triple of cardinal numbers B= 〈1; 2; 3〉
satisfy the following conditions:
(∗) 1 ¡ℵ0, 3¿ 2, 1 + 2 + 26 .
(∗∗) For any w∈VD, if erD(w)¿ 2 and ssD(w) + 26 , then srD(w)¿ 1.
Then there is no vertex v∈VD such that tD(v) = B.
Proof. Assume that A= {v∈VD : tD(v) = B} is non-empty, and take the triple of cardinal numbers B = 〈1; 2; 3〉 such
that 1 = 1 + 1, 2 = 2, 3 + 1 = 3.
We /rst show
(1) Let p = (e1; : : : ; em) be a /nite path such that tD(u1) = B. Then
tD(um+1) 	= B and tD(um+1) 	= B:
Assume tD(um+1) = B or tD(um+1) = B and take H =Dp.
Then the following facts are easy to see:
ssH(w) = ssD(w)6  for any w∈VD\V p;
ssH(u1) + 1 = ss
D(u1)6 ;
ssH(ui) = ss
D(ui)6  for i = 2; : : : ; m;
ssH(um+1) = ss
D(um+1) + 1:
By the last equality and (∗),
ssH(um+1) = 1 + 2 + 16  or ss
H(um+1) = 1 + 1 + 2 + 1 = 1 + 2 + 26 :
Thus H is a digraph of type .
Further, observe
ssH(u1) + 2 = ss
D(u1) + 1 = 1 + 2 + 16 ; er
H(u1) = er
D(u1) + 1 = 3 + 1¿ 3;
and
srH(u1) = sr
D(u1)− 1 = 1 − 1¡1:
These facts and (∗∗) imply H 	 D, which is impossible, because H∗ =D∗.
The following three facts are immediate consequences of (1):
(2) For each w∈VD and v∈VDer (w), tD(w) = B implies tD(v) 	= B.
(3) For each simple cycle p = (e1; : : : ; em) and i = 2; : : : ; m, tD(u1) = B implies tD(ui) 	= B.
(4) For each /nite path p = (e1; : : : ; em), tD(um+1) = B implies tD(u1) 	= B.
Now we prove
(5) Let p = (e1; : : : ; em) be a /nite path such that tD(um+1) = B and tD(ui) = B for i = 1; : : : ; m. Then
VDer (u1) ∩ V p = ∅:
Obviously u1 	∈ VDer (u1), and also by (2), um+1 	∈ VDer (u1).
Assume ul ∈VDer (u1) for some l= 2; : : : ; m. Let e be a regular edge from ul to u1. Take the /nite path q = (el; : : : ; em)
and the simple cycle r = (e; e1; : : : ; el−1) and H = Dq. First, by simple veri/cation (as for (1)) we obtain that H is a
digraph of type , because ssH(um+1) = ssD(um+1) + 1 = 1 + 2 + 16 , by (∗). Secondly, r is also a simple cycle in
H. Thirdly, tH(ul) = B (because tD(ul) = B) and tH(ui) = tD(ui) = B for i = 1; : : : ; l− 1. Thus by (3), H 	 D, which is
impossible, because H∗ =D∗.
(6) |EDsr (v)\EP|¿ 1 for any 〈 B; 1〉–star P = 〈v; P〉:
Of course, we can assume 1¿ 1. Assume also |EDsr (v)\EP|6 1 − 1.
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Let H =DP . Then ssH(w) = ssD(w) for any w 	∈ V Pend ∪ {v}. Moreover, we get
srH(v) = |EDsr (v)\EP|6 1 − 1; slH(v) = slD(v);
erH(v) = |EDer (v) ∪ EP|¿ |EP|¿ 2
and
ssH(w) = ssD(w) + 1 = 1 + 2 + 16  for each w∈V Pend :
Hence /rst, H∈D(). Secondly, by these facts and (∗∗) we have H 	 D, which is impossible.
Now we show
(7) At least one from the following two conditions hold:
(a) There is a /nite path (e1; : : : ; em) such that tD(um+1) = B and tD(u1) 	= B and tD(ui) = B for i = 2; : : : ; m
or
(b) There is an in/nite ↓–path (e1; e2; : : :) such that tD(u1) = B and tD(ui) = B for i = 2; 3; : : : .
Assume that the /rst condition is not satis/ed.
By induction on k we construct an in/nite ↓–path (ek)k=∞k=1 satisfying the second condition. Firstly, take an arbitrary
vertex u1 ∈A. Then erD(u1) = 3¿ 2 (by (∗)), so there is a regular edge e1 ending in u1. Of course, tD(ID1 (e1)) = B,
because otherwise (a) would hold.
Now assume that (ek ; ek−1; : : : ; e1), where k¿ 1, is a /nite path ending in u1 and such that tD(ui) = B for i = k +
1; k; : : : ; 2, where ui+1 = ID1 (ei). Then by (∗), erD(uk+1) = 3¿ 1. Take a regular edge ek+1 ending in uk+1. By (5),
VDer (uk+1) ∩ {uk+1; : : : ; u1} = ∅, so uk+2 = ID1 (ek+1) 	∈ {uk+1; : : : ; u1}. Thus (ek+1; ek ; : : : ; e1) is a /nite path ending in u1.
Moreover, tD(uk+1) = B, because otherwise (a) would hold. Hence and by Induction Theorem we obtain (b).
Now we prove
(8) If /nite paths p = (e1; : : : ; em) and q = (f1; : : : ; fk) satisfy the following: conditions:
(i) tD(upm+1) = t
D(uqk+1) = B,
(ii) upm+1 	= uqk+1,
(iii) tD(upi ) = t
D(uqj ) = B for each i = 2; : : : ; m and j = 2; : : : ; k,
then p and q are disjoint.
Assume that p and q are not disjoint. Let l=max{i∈N : upi ∈V q} and let uqj = upl for some 16 j6 k + 1. (4) and (i)
imply tD(up1) 	= B and tD(uq1) 	= B, so by (ii) and (iii) we have upm+1 	∈ V q and uqk+1 	∈ V p. Hence, l6m and j6 k. Thus
p= (el; : : : ; em) and q= (fj; : : : ; fk) are /nite paths in D. Obviously 〈upl ; {p; q}〉 is an B–star in D. Hence and by (6) and
Lemma 3, D 	∈ UDD(). This contradiction implies (8).
Now since A 	= ∅, we obtain by (7), (8) and Lemmas 1, 2 that D 	∈ UDD(). But this is impossible, so A must be
empty. The proof of Lemma 5 is /nished.
Of course, this lemma completes the proof of Theorem 4.
We also use Lemma 5 to prove Theorem 7 from the /rst part [2]. Recall
Theorem 6. Let D be a digraph of in)nite type  (i.e. ¿ℵ0) and let {Di}i∈I be the family of all connected components
of D. Then the following conditions are equivalent:
(a) D∈UDD().
(b) For each i∈ I , Di consists of exactly one vertex and some loops or Di has exactly two vertices v and w and exactly
one regular edge between them and slD(v) = slD(w).
Proof. The implication (b)⇒ (a) is trivial.
(a)⇒ (b). First, by Proposition 2 from [2] we can consider only connected digraphs. Secondly, it is suNcient to show,
of course, that if a connected digraph D of in/nite type  belongs to UDD(), then D has at most one regular edge, i.e.
|EDreg|6 1.
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Assume otherwise that D∈UDD() is a connected digraph such that
|EDreg|¿ 2: (A.1)
Assume also
srD(v)¿ 1 for each v∈VD: (A.2)
Take some vertex u∈VD and F = EDsr (u) (of course, VD 	= ∅, since EDreg 	= ∅) and H =DF . Then
ssH(v) = ssD(v) for any v∈VD\(VDsr (u) ∪ {u}):
Moreover, srH(u) = |EDsr (u)\EDsr (u)|+ |EDsr (u) ∩ EDer (u)|, so
srH(u) = 0;
because EDsr (u) ∩ EDer (u) = ∅. In particular, ssH(u)6 ssD(u)6 .
Take v∈VDsr (u). Then
slD(v) = slD(v)
and
srH(v) = |EDsr (v)\EDsr (u)|+ |EDer (v) ∩ EDsr (u)|6 |EDsr (v)|+ |EDsr (u)|= srD(v) + srD(u):
Thus, since D∈UDD() and ¿ℵ0,
ssH(v) = srH(v) + slD(v)6 srD(v) + slD(v) + srD(u) = ssD(v) + srD(u)6 + = :
By the above facts we have that H is a digraph of type . Moreover, it follows from our assumption (A.2) that H 	 D.
Summarizing we have shown D 	∈ UDD(), because H∗ =D∗.
Thus now we can assume
srD(u) = 0 for some u∈VD: (A.3)
If erD(u)¿ 2, then B = tD(u) satis/es (∗) and (∗∗) of Lemma 5. Hence, D 	∈ UDD(). This contradiction and (A.1),
since D is connected, implies
erD(u) = 1:
Take B= 〈1; 2; 3〉= 〈0; slD(u); 1〉 and A= {v∈VD : tD(v) = B} and F =⋃{EDer (v) : v∈A} and B= ID1 (F) and H=DF .
Then
tH(v) = tD(v) 	= B and ssH(v) = ssD(v) for any v∈VD\(A ∪ B): (23)
Take v∈A. Then EDsr (v) = 0 and |EDer (v)|= 1 and EDer (v) ⊆ F . Hence,
srH(v) = |EDsr (v)\F |+ |EDer (v) ∩ F |= 1 	= 1;
and also,
ssH(v) = srH(v) + slH(v) = 1 + slD(v) = 1 + ssD(v)6 ;
because ¿ℵ0.
Thus
tH(v) 	= B and ssH(v)6  for any v∈A: (24)
Now we show
tH(v) 	= B and ssH(v)6 ssD(v) for any v∈B: (25)
Take v∈B. Then v 	∈ A, because srD(v)¿ 1. Thus EDer (v)∩F=∅. Hence, srH(v)= |EDsr (v)\F |6 srD(v), so ssH(v)6 ssD(v),
since slH(v) = slD(v).
Further, take f∈F starting from v. Then srD(ID2 (f)) = 0 and erD(ID2 (f)) = 1. This fact and our assumption (A.1),
since D is a connected digraph, implies srD(v)¿ 2 or erD(v)¿ 1. Hence,
srD(v) + erD(v)¿ 2:
It is easy to see that H preserves this sum, i.e.
srH(v) + erH(v) = srD(v) + erD(v)¿ 2:
Thus 〈srH(v); erH(v)〉 	= 〈0; 1〉. In particular, tH(v) 	= B.
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By (23)–(25) we have that H is a digraph of type , and {v∈VH : tH(v) = B} is empty. Hence, H 	 D, i.e.
D 	∈ UDD(). This contradiction implies that D has at most one regular edge.
Summarizing, we have proved Theorem 7 from the /rst part [2] for in/nite digraph types, and also the /rst condition
(b.1) of Theorem 8.
In the proof of the rest two conditions (b.2) and (b.3) we will yet need some technical de/nitions and lemmas.
Let D be a digraph and p = (f1; f2; : : :) an in/nite sequence of its edges. p is said to be an in/nite chain iA ID2 (fi) =
ID1 (fi+1) for i = 1; 2; 3; : : :. An in/nite chain p is an in/nite path iA p does not encounter the same vertex twice.
As previous, u1; u2; u3; : : :, or more formally u
p
1; u
p
2; u
p
3; : : :, denote vertices of p, i.e. ui=I
D
1 (fi) for i=1; 2; 3; : : : . Moreover,
V p = {u1; u2; u3; : : :} and Ep = {f1; f2; f3; : : :}.
It is trivial that for each digraph D, its weak subdigraph H6w D and v∈VH,
EHsr (v) ⊆ EDsr (v); EHsl (v) ⊆ EDsl (v); EHer (v) ⊆ EDer (v); EHss (v) ⊆ EDss (v);
in particular, srH(v)6 srD(v), slH(v)6 slD(v), erH(v)6 erD(v), ssH(v)6 ssD(v).
Hence, if D∈D(), then each of its weak subdigraphs is also of type .
Moreover, if H6s D is a strong subdigraph of D, then for each v∈VH
EHsr (v) = E
D
sr (v); E
H
sl (v) = E
D
sl (v); E
H
ss (v) = E
D
ss (v);
in particular, srH(v) = srD(v), slH(v) = slD(v), ssH(v) = ssD(v).
If H6d D is a dually strong subdigraph of D, then for each v∈VH,
EHsl (v) = E
D
sl (v); E
H
er (v) = E
D
er (v);
in particular, slH(v) = slD(v), erH(v) = erD(v).
By simple induction we obtain also that for a digraph D and its strong (dually strong) subdigraph H and its /nite
chain p= (e1; : : : ; em) and its in/nite chain (in/nite ↓–chain) q= (f1; f2; f3; : : :), if up1 ∈VH and uq1 ∈VH (upm+1 ∈VH and
uq1 ∈VH), then p and q are contained in H.
Recall also (see [2]) that for any digraph D and non-empty set of vertices W , 〈W 〉sD and 〈W 〉dD are the least strong
and dually strong subdigraphs of D, respectively, containing W . It is proved in [3] (see also [1]), in a similar way as for
algebras, that any vertex v is contained in 〈W 〉sD(〈W 〉dD) iA v∈W or there is a /nite path from W to v (from v to W ).
Let D be a digraph and F ⊆ EDreg its set of regular edges. Then the following facts are obvious
If H6w D and K6w DF are weak subdigraphs such that
VH = VK and EH = EK ;
then K =H(F∩EH). Moreover, H6r D iA K6r DF .
If H6r D and K6r DF are relative subdigraphs such that
VH = VK ;
then K =H(F∩EH).
If H6s D (H6d D) is a strong (dually strong) subdigraph such that
VH ∩ (ID1 (F) ∪ ID2 (F)) = ∅;
then H is also a strong (dually strong) subdigraph of DF .
Hence we obtain that for any set W ⊆ VD,
if V 〈W〉
s
D ∩ (ID1 (F) ∪ ID2 (F)) = ∅, then 〈W 〉sDF = 〈W 〉sD,
if V 〈W〉
d
D ∩ (ID1 (F) ∪ ID2 (F)) = ∅, then 〈W 〉dDF = 〈W 〉dD.
If H6s D (H6d D) is a strong (dually strong) subdigraph such that
{ID1 (f); ID2 (f)} ∩ VH = ∅ or {ID1 (f); ID2 (f)} ⊆ VH for each f∈F;
then HF∩EH is also a strong (dually strong) subdigraph of DF .
Lemma 7. Let D∈D(n), where n∈N, and a directed triple of cardinal numbers B = 〈1; 2; 3〉 and a non-negative
integer (∈N satisfy the following conditions:
(∗) 1 + 2 + 16 n.
(∗∗) For each v; w∈VD, if tD(v) = tD(w) = B and v 	= w, then 〈v〉dD and 〈w〉dD are disjoint.
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(∗ ∗ ∗) There is v∈VD such that
(1) tD(v) = B,
(2) sr〈v〉
d
D(v) = (,
(3) sr〈v〉
d
D(u) 	= (+ 1 for some u∈V 〈v〉dD\{v}.
Then D 	∈ UDD(n).
Proof. Let A be the set of all vertices v∈VD such that
tD(v) = B; sr〈v〉
d
D(v) = ( and sr〈v〉
d
D(u) 	= (+ 1 for some u∈V 〈v〉dD\{v}:
Take v∈A and let u be a vertex as above. Then there is a /nite path from u to v. Thus for each v∈A we can take one
such path, and let P be the family of all these /nite paths. P 	= ∅, because A 	= ∅, by (∗ ∗ ∗). Moreover, we have the
following three facts:
A is just the set of /nal vertices of all /nite paths in P,
for each (e1; : : : ; em)∈P,
tD(um+1) = B; sr
〈um+1〉dD(um+1) = ( and sr
〈um+1〉dD(u1) 	= (+ 1
for any two diAerent /nite paths in P, their /nal vertices are distinct.
These facts and (∗∗) imply, in particular, that any two diAerent /nite paths in P are disjoint.
Moreover, for each p = (e1; : : : ; em)∈P, since p is contained in 〈um+1〉dD, we deduce by (∗∗)
tD(ui) 	= B for i = 1; 2; : : : ; m: (26)
Now take H =DP . Obviously H∗ =D∗. Thus we must only show H∈D() and H 	 D. Firstly,
tH(v) = tD(v) and ssH(v) = ssD(v) for each v∈VD\VP: (27)
Since P is a family of pairwise disjoint /nite paths, it is easy to see that for p = (e1; : : : ; em)∈P,
ssH(u1) = ss
D(u1)− 1; srH(um+1) = srD(um+1) + 1 = 1 + 1; ssH(um+1) = ssD(um+1) + 1 = 1 + 2 + 1
and
tH(ui) = t
D(ui); ss
H(ui) = ss
D(ui) for i = 2; : : : ; m:
Hence and by (∗) and (26) we obtain that for each p = (e1; : : : ; em)∈P,
ssH(ui)6 n for i = 1; 2; : : : ; m+ 1: (28)
tH(ui) 	= B for i = 2; 3; : : : ; m+ 1: (29)
By (27) and (28) we have, in particular, that H is a digraph of type n.
Take an arbitrary v∈VD such that tD(v)= B and v 	∈ A. Since P is a family of pairwise disjoint /nite paths, it is easily
shown, using (∗∗), that
〈v〉dH = 〈v〉dD:
We have also
sr〈v〉
d
D(v) 	= ( or sr〈v〉dD(u) = (+ 1 for each u∈V 〈v〉dD\{v};
since v 	∈ A.
Hence, for each v such that v 	∈ A and tD(v) = B,
sr〈v〉
d
H (v) 	= ( or sr〈v〉dH (w) = (+ 1 for w∈V 〈v〉dH\{v}: (30)
Further, (∗∗) implies also, in a similar way, that for each p = (e1; : : : ; em)∈P,
〈u1〉dH = (〈um+1〉dD)p:
Hence we deduce
sr〈u1〉
d
H (u1) = sr
〈um+1〉dD(u1)− 1
We also know
sr〈um+1〉
d
D(u1) 	= (+ 1:
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Thus, since (∈N,
sr〈u1〉
d
H (u1) 	= ( for any (e1; : : : ; em)∈P: (31)
Let B be the set of all vertices v of H such that
tH(v) = B and sr〈v〉
d
H (v) = ( and sr〈v〉
d
H (u) 	= (+ 1 for some u∈V 〈v〉dH\{v}:
Then by (29)
B ∩ A= ∅:
Take w∈B. Then by (31), w is not the initial vertex of some /nite path in P. Thus by (29), w 	∈ VP . Hence and by
(27), tD(w) = B. This equality and (30), since w 	∈ A, imply
sr〈w〉
d
H (w) 	= ( or sr〈w〉dH (u) = (+ 1 for each u∈V 〈w〉dH\{w}:
By this contradiction we infer B= ∅. Hence, H 	 D, because A 	= ∅ and, of course, any isomorphism of D preserves this
set.
Now we prove two lemmas which are some generalizations of KPonig’s Lemma (on in/nite trees) onto arbitrary dually
strong subdigraphs generated by single vertices.
Lemma 8. Let a digraph D and u∈VD satisfy the following conditions:
(∗) srD(v)¡ℵ0 and erD(v)¿ℵ0 for each v∈V 〈u〉
d
D :
Then there is an in)nite ↓–path ending in u.
Proof. Take v∈V 〈u〉dD . Then /rst, EDer (v) ⊆
⋃{EDsr (w) : w∈VDer (v)}. Secondly, VDer (v) ⊆ V 〈u〉dD , so by (∗), EDsr (w) is a
/nite set for each w∈VDer (v). Hence, since EDer (v) is in/nite, we easily deduce that VDer (v) is also in/nite. Thus
|VDer (v)|¿ℵ0 for each v∈V 〈u〉
d
D : (32)
Now by induction on k we can construct our in/nite ↓–path (e1; e2; : : : ; ek ; : : :). More precisely, erD(u)¿ℵ0, so there is a
regular edge e1 ending in u. Next assume that pk = (ek ; : : : ; e1) is a /nite path of D ending in u and take its initial vertex
v, i.e. v= ID1 (ek). Thus by (32), V
D
er (v) is in/nite, so there is w∈VDer (v) such that w 	∈ V pk . In particular, there is an edge
ek+1 from w to v. Obviously (ek+1; ek ; : : : ; e1) is also a /nite path ending in u, which completes the induction step. Thus
Induction Theorem ends the proof.
Lemma 9. Let a digraph D and u∈VD satisfy the following conditions:
(∗) |V 〈u〉dD |¿ℵ0,
(∗∗) erD(v)¡ℵ0 for each v∈V 〈u〉dD .
Then there is an in)nite ↓–path ending in u.
Proof. Let A be the set of all /nite paths ending in u, and for each k ∈N\{0}. Let A(k) be the set of all /nite paths
having length k. Let B(k) be the set of all /nite paths having length not less than k.
Since for any vertices v from 〈u〉dD and v 	= u, there is a /nite path from v to u, we have that A is in/nite.
Take an arbitrary path (fk; : : : ; f1) ending in u. Observe that we can choose f1 on exactly erD(u)¡ℵ0 ways. Next,
f2 can be chosen on at most erD(ID1 (f1))¡ℵ0 ways (at most, because some edges ending in ID1 (f1) may start from
ID2 (f1)), and so on. Thus by (∗∗), there are only /nitely many ways to choose a /nite path of length k. Hence, for any
k ∈N\{0}, A(k) is a /nite set. In particular, B(k) is in/nite, because A= A(1) ∪ · · · ∪ A(k) ∪ B(k).
Let p=(em; : : : ; e1) be a /nite path ending in u and k¿m. Then B(p; k) is the set of all /nite paths (fl; : : : ; f1) ending
in u such that l¿ k and f1 = e1; f2 = e2; : : : ; fm = em. A(p; k) is the subset of B(p; k) consisting of all /nite paths which
have length k.
Obviously for each /nite path p = (em; : : : ; e1),
|A(p; m+ 1)|6 erD(up1)¡ℵ0:
Using the above facts and induction we construct our in/nite ↓–path. First, B(1) =⋃p∈A(1) B(p; 1). Hence we can take a
one-element path p1 such that B(p1; 1) is in/nite, because A(1) is /nite.
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Now assume that we have /nite paths p1; p2; : : : ; pk such that pi ∈A(pi−1; i) for i = 2; : : : ; k and B(pi ; i) is in/nite for
i = 1; 2; : : : ; k. Then B(pk ; k + 1) =
⋃
q∈A(pk ;k+1) B(q; k + 1). Hence, because the set from the left-hand side is in/nite, and
on the right-hand side, we only have the sum of /nitely many sets, there is pk+1 ∈A(pk ; k + 1) such that B(pk+1; k + 1)
is in/nite.
Thus by Induction Theorem, there is an in/nite sequence p1; p2; p3; : : : of /nite paths such that pi+1 ∈A(pi ; i + 1) for
i = 1; 2; : : : . Let pk = (fkk ; f
k
k−1; : : : ; f
k
1 ) for k = 1; 2; ; 3; : : :. Then the sequence (f
1
1 ; f
2
2 ; f
3
3 ; : : :) is the desired in/nite ↓–
path.
Let D be an arbitrary digraph and take H = DEDreg , i.e. we invert the orientation of all regular edges of D. Then it is
easy to see that a digraph K is a strong subdigraph of D iA K is a dually strong subdigraph of H. In particular, 〈W 〉sD
and 〈W 〉dH have the same vertex and edge sets. Moreover, for any v∈VD, srD(v) = erH(v) and erD(v) = srH(v). These
facts and Lemmas 8, 9 imply the following two facts for strong subdigraphs:
Lemma 10. Let D be a digraph and u∈VD.
(a) If srD(w)¿ℵ0 and erD(w)¡ℵ0 for each w∈V 〈u〉sD , then there is an in)nite path starting from u.
(b) If |V 〈u〉sD |¿ℵ0 and srD(w)¡ℵ0 for each w∈V 〈u〉sD , then there is an in)nite path starting from u.
Since V 〈W〉
s
D =
⋃
w∈W V
〈w〉sD and V 〈W〉
d
D =
⋃
w∈W V
〈w〉dD (see [2]), we obtain by Lemmas 9 and 10(b),
Remark 1. (a) Let D be a digraph such that srD(v)¡ℵ0 holds for all vertices v. Then
D is locally /nite iA D does not contain in/nite paths:
(b) Let D be a digraph such that erD(v)¡ℵ0 holds for all vertices v. Then
for any /nite W ⊆ VD; V 〈W〉dD is a /nite set iA D does not contain in/nite ↓ –paths:
Now we can prove the condition (b.2) of Theorem 8 from [2].
Theorem 11. Let D∈UDD(n), where n∈N. Then for each v∈VD,
|V 〈v〉dD |¿ 3 implies ssD(v) = n:
Proof. Assume that there is u∈VD such that
|V 〈u〉dD |¿ 3 and ssD(u)6 n− 1:
Take B = 〈1; 2; 3〉 = tD(u), i.e. 1 = srD(u), 2 = slD(u), 3 = erD(u). And let A be the set of all vertices v∈VD such
that tD(v) = B. Of course, u∈A and 1 + 2 + 16 n. Moreover, erD(u)¿ 1, because |V 〈u〉dD\{u}|¿ 2. Thus
3¿ 1: (33)
Now we show that for each /nite path p = (e1; : : : ; em),
tD(um+1) = B implies t
D(u1) 	= B: (34)
Assume tD(u1) = B and take H =Dp. Then /rstly, H∗ =D∗. Secondly, we have
tH(v) = tD(v) and ssH(v) = ssD(v) for each v∈VD\V p:
Thirdly, it is easy to see
ssH(ui) = ss
D(ui)6 n for i = 2; 3; : : : ; m
and
ssH(u1) = ss
D(u1)− 1; erH(u1) = erD(u1) + 1; ssH(um+1) = ssD(um+1) + 1:
Since tD(u1) = tD(um+1) = B, we obtain by these three equalities and (33),
ssH(um+1)6 n; ss
H(u1)6 n− 2 and erH(u1)¿ 2:
By the above facts we get, in particular, that H is a digraph of type n. Moreover, Theorem 4 implies H 	 D. Thus
D 	∈ UDD(n), which is impossible.
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Now we show
For each v1; v2 ∈A; v1 	= v2 implies that 〈v1〉dD and 〈v2〉dD are disjoint: (35)
Hence we obtain, in particular, since every /nite path ending in v is contained in 〈v〉dD, that for any /nite paths p and q,
if their /nal vertices w1; w2 are distinct and tD(w1) = tD(w2) = B, then p and q are disjoint.
Let v1; v2 ∈A and v1 	= v2. Then v1 	∈ V 〈v2〉dD and v2 	∈ V 〈v1〉dD , because if, for example, v1 ∈V 〈v2〉dD , then there is a /nite
path from v1 to v2. But this is in a contradiction with (34).
Assume that there is w∈V 〈v1〉dD ∩ V 〈v2〉dD . Then w 	= v1 and w 	= v2, so there are /nite paths p = (e1; : : : ; ej) and
q = (f1; : : : ; fk) going from w to v1 and from w to v2, respectively.
Let l=max{i∈N : upi ∈V q} and let uqm = upl for some 16m6 k + 1. Then 16 l6 j and 16m6 k, because p and
q are contained in 〈v1〉dD and 〈v2〉dD, respectively. Hence, p = (el; : : : ; ej) and q = (fm; : : : ; fk) are /nite paths of D such
that 〈upl ; {p; q}〉 is a star in D.
Now take H =D{p;q}. Then /rstly, H∗ =D∗. Secondly, (if l6 j − 1 and m6 k − 1)
ssH(upi ) = ss
D(upi )6 n for i = l+ 1; : : : ; j;
ssH(uqi ) = ss
D(uqi )6 n for i = m+ 1; : : : ; l;
ssH(upl ) = ss
D(upl )− 26 n− 2; erH(upl ) = erD(upl ) + 2¿ 2:
We obtain also
ssH(upj+1) = ss
D(upj+1) + 1; ss
H(uqk+1) = ss
D(uqk+1) + 1:
Hence, since tD(upj+1) = t
D(v1) = B and tD(u
q
k+1) = t
D(v2) = B, we have
ssH(upj+1)6 n and ss
H(uqk+1)6 n:
Thus, in particular, H is a digraph of type n. Moreover, Theorem 4 implies H 	 D. Hence, D 	∈ UDD(n), which is
impossible.
Now we show
tD(w) = B; for each v∈A and w∈V 〈v〉dD\{v}; (36)
where 1 = 1 + 1, 2 = 2, 3 + 1 = 3.
In particular, erD(w) + 1 = 3 + 1 = 3.
Assume that there is w∈V 〈v〉dD such that w 	= v and tD(w) 	= B. Then there is a /nite path from w to v. Thus by (35)
and Lemma 1 we get D 	∈ UDD(n), which is impossible.
Now we show
For each v∈A; 〈v〉dD is a /nite digraph; i:e: V 〈v〉
d
D is /nite: (37)
Let v∈A and w∈V 〈v〉dD . Then
sr〈v〉
d
D(w)6 srD(w)6 ssD(w)6 n:
Further, by (36) we obtain
3¿ℵ0 implies erD(w)¿ℵ0;
3 ¡ℵ0 implies erD(w)¡ℵ0:
Now assume |V 〈v〉dD |¿ℵ0. Then by Lemmas 8 and 9, there is an in/nite ↓–path p ending in v. By (36),
tD(upi ) = B for i = 2; 3; : : : ;
because p is contained in 〈v〉dD. These facts and Lemma 2 imply D 	∈ UDD(n), which is impossible.
Now we show
There is v∈V 〈u〉dD\{u} such that sr〈u〉dD(v) 	= sr〈u〉dD(u) + 1: (38)
Let H= 〈u〉dD. By (37), H is /nite, so H has also /nitely many edges. It follows from the equality EH =
⋃
w∈VH E
H
ss (w)
and the fact that H is a digraph of type n. Thus we have the following well-known equality (see e.g. [4])∑
v∈VH
srH(v) =
∑
v∈VH
erH(v): (E)
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Now assume
srH(w) = srH(u) + 1 and erH(w) = erH(u)− 1 for any w∈VH\{u}:
(Note that erH(u) is a natural number, because H is /nite.) Then by (E) we obtain
(|VH| − 1) · (srH(u) + 1) + srH(u) = (|VH| − 1) · (erH(u)− 1) + erH(u):
Thus
|VH| · (srH(u) + 1)− 1 = |VH| · (erH(u)− 1) + 1;
so
|VH| · (srH(u)− erH(u) + 2) = 2:
Hence, |VH|= 1 or |VH|= 2, but it is impossible, because H has at least three vertices (by our assumption).
This implies that there is v∈VH\{u} such that
srH(v) 	= srH(u) + 1 or erH(v) 	= erH(u)− 1:
On the other hand, we know
erH(v) = erD(v)
and by (36),
erD(v) = 3 = 3 − 1:
Thus erH(v) = 3 − 1 = erH(u)− 1, so srH(v) 	= srH(u) + 1.
Now by (35) and (38) we get that the assumptions of Lemma 7 are satis/ed for ( = sr〈u〉
d
D(u) and B = tD(u). Hence,
D 	∈ UDD(n). This contradiction completes the proof.
The last condition (b.3) of Theorem 8 from the /rst part [2] is a simple consequence of Theorem 11.
Corollary 12. Let D∈UDD(n), where n∈N. Then D is locally )nite.
Proof. Assume that for a /nite set ∅ 	= W ⊆ VD, 〈W 〉sD is in/nite. Then, since V 〈W〉
s
D =
⋃
w∈W V
〈w〉sD , there is v∈VD
such that 〈v〉sD is an in/nite digraph. Hence and by Lemma 10(b), since D is of /nite type n, there is an in/nite path
p = (f1; f2; f3; : : :) starting from v.
Take H =Dp. Then /rst H∗ =D∗. Secondly,
ssH(w) = ssD(w) for each w∈VD\V p:
Thirdly, it is easy to see
ssH(v) = ssD(v)− 16 n− 1
and
ssH(ui) = ss
D(ui) for i = 1; 2 : : : :
By these facts we have, in particular, that H is a digraph of type n. Observe also that p is an in/nite ↓–path in H ending
in v, so 〈v〉dH is an in/nite digraph. Hence, and by Theorem 11, H 	 D. This contradiction completes our proof.
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