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Statistical mechanics naturally lends itself to computational algorithms that use
random sampling to leverage the law of large numbers. Though these meth-
ods have proven invaluable, in many cases yielding solutions to otherwise in-
tractable problems, to an extent they also obscure the underlying physics. The
two numerical methods studied in this thesis do not fit this description. The
first, the conformal bootstrap, imposes symmetry constraints on the four-point
correlation functions of a conformal field theory to restrict the spectrum of al-
lowed scaling dimensions of a theory. A variation of the conformal bootstrap
is implemented to treat two important non-unitary CFTs, percolation and the
self-avoiding walk. The second involves a formalism which provides an inte-
gral equation with a kernel based on the two-body S-matrix. The solution of this
integral equation represents a single particle’s energy in the presence of interac-
tions with the rest of a cold atom gas. The formalism is applied to Berezinskii-
Kosterlitz-Thouless and upper branch phase transitions.
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CHAPTER 1
INTRODUCTION
Interest in phase transitions has driven progress in physics since its incep-
tion. Countless experiments, theories, and numerical methods alike have been
developed in order to better understand the way matter changes state. In this
thesis, two distinct approaches to treating phase transitions are presented. First,
the conformal bootstrap, a numerical method rooted in conformal field theory,
is reviewed and applied to two prominent problems in statistical mechanics:
percolation and the self avoiding walk. In the latter half, a theoretical frame-
work for interacting gases at finite temperature, based on the S-matrix, is used
to study exotic phase transitions in ultracold atomic gases.
Chapter 2 covers the conformal field theory preliminaries needed in subse-
quent chapters. CFT in arbitrary spatial dimensions is introduced before specif-
ically considering the two dimensional case, where simplifications arise due to
Virasoro symmetry. Theoretical challenges associated with logarithmic confor-
mal field theories are described.
Chapter 3 introduces the conformal bootstrap for both unitary and non-
unitary CFTs. Properties of conformal blocks and the advances in their rep-
resentation that led to the contemporary bootstrap are discussed.
Chapter 4 presents the application of the conformal bootstrap to percola-
tion and self-avoiding polymers, two logarithmic conformal field theories with
many similarities. Adapted from:
“Conformal bootstrap for percolation and polymers” by Andre´ LeClair and Joshua
Squires, published in J. Stat. Mech. 12, 123105 (2018).
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Chapter 5 covers the basics of scattering theory, Feshbach resonances, and
the S-matrix-based formalism used to treat phase transitions in interacting
gases.
Chapter 6 studies the application of the formalism to two-dimensional Bose
and Fermi gases. Approximate analytic expressions describing the Berezinskii-
Kosterlitz-Thouless transition are derived. Adapted from:
“Two-dimensional Bose and Fermi gases beyond weak coupling” by Guilherme
Franc¸a, Andre´ LeClair, and Joshua Squires, published in J. Stat. Mech. 7 073103
(2017).
Chapter 7 studies the upper branch, a phase defined by the absence of bound
states for a three-dimensional gas with repulsive interactions. Phase diagrams
for both Bose and Fermi gases are determined. Adapted from:
“ Metastability of Bose and Fermi gases on the upper branch” by Andre´ LeClair,
Itzhak Roditi, and Joshua Squires, published in Phys. Rev. A 94, 063608 (2016).
1.1 Publication List
1. “ Metastability of Bose and Fermi gases on the upper branch” by Andre´
LeClair, Itzhak Roditi, and Joshua Squires, published in Phys. Rev. A 94,
063608 (2016).
2. ‘Two-dimensional Bose and Fermi gases beyond weak coupling” by Guil-
herme Franc¸a, Andre´ LeClair, and Joshua Squires, published in J. Stat.
Mech. 7 073103 (2017).
3. “Conformal bootstrap for percolation and polymers” by Andre´ LeClair
and Joshua Squires, published in J. Stat. Mech. 12, 123105 (2018).
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CHAPTER 2
CONFORMAL FIELD THEORY
The emergence of fluctuations at all length scales at a critical point implies a
description in terms of a scale invariant quantum field theory. With rare ex-
ception such critical systems are also invariant under a larger class of transfor-
mations called conformal transformations, and therefore may be modeled by a
conformal field theory This connection to critical phenomena has made confor-
mal field theory (CFT) a pillar of contemporary theoretical physics.
In this chapter the basics of conformal symmetry in both d = 2 and d ≥ 3 are
reviewed. The conformal group in flat d−dimensional space is identified before
discussing its action on operators and subsequently correlation functions. The
radial quantization formalism is also introduced, primarily as a means of defin-
ing the operator product expansion. In higher dimensions, constraints from
CFT form the backbone of the conformal bootstrap, a non-perturbative numer-
ical technique for treating phase transitions. In two dimensions the infinite-
dimensionality of the conformal algebra by itself leads to sufficient restrictions
to exactly solve a wide array of models. Material for this chapter is largely based
on the CFT texts [1, 2] and the notes by Ginsparg [3] and Rychkov [4].
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2.1 CFT in any d
2.1.1 Conformal Group
Conformal transformations are transformations that preserve angles between
lines. For a flat d dimensional space with metric ηµν = diag(−1, · · ·+1, . . . ), under
a conformal transformation x→ x′ the metric is preserved up to a non-negative
scale factor Ω(x)
ηµν → ηµν(x′) = Ω(x)ηµν(x). (2.1)
Here the scale factor can be related to the Jacobian as Ω(x) =
∣∣∣∂x′
∂x
∣∣∣ −2d . In d ≥ 3, the
conformal group reduces to the Poincare´ group consisting solely of translations
and rotations, with the usual generators Pµ = −i∂µ and Mµν = i(xµ∂ν − xν∂µ),
when Ω(x) = 1. More generally the conformal group also contains dilations
xµ → x′µ = λxµ with generator D = −ixµ∂µ and special conformal transformations
xµ → x′µ = xµ−(x·x)bµ1−2(b·x)+(b·b)(x·x) with generator Kµ = −i(2xµxν∂ν − (x · x)∂µ) where bµ is a
constant vector.
2.1.2 Operators and Correlation Functions
In any d dimensional conformal field theory, a field φ j(x) with scaling dimension
∆ j is called quasi-primary if it transforms as
φ j(x)→
∣∣∣∣∣∣∂x′∂x
∣∣∣∣∣∣∆ j/d φ j(x′) (2.2)
4
under global conformal transformations. The above transformation implies N-
point correlation functions of quasi-primaries obey the relation
〈φ1(x1) . . . φn(xn)〉 =
∣∣∣∣∣∣∂x′∂x
∣∣∣∣∣∣∆1/d
x=x1
. . .
∣∣∣∣∣∣∂x′∂x
∣∣∣∣∣∣∆n/d
x=xn
〈φ1(x′1) . . . φn(x′n)〉. (2.3)
More specifically, the action of the conformal group constrains the 2-point cor-
relator to take the conventionally normalized form
〈φ1(x1)φ2(x2)〉 = 1|x12|∆1+∆2 =
1
|x1 − x2|2∆ . (2.4)
Here the dependence on xi j ≡ xi − x j is required by translational and rota-
tional symmetry, and invariance under special conformal transformations re-
stricts ∆1 = ∆2 in all non-vanishing 2-point correlation functions. Similarly 3-
point functions
〈φ1(x1)φ2(x2)φ3(x3)〉 = λ123|x12|∆1+∆2−∆3 |x23|∆2+∆3−∆1 |x13|∆3+∆1−∆2 , (2.5)
are fixed by conformal symmetry up to a constant λ123.
N-point correlators of quasi-primaries with N ≥ 4 have more freedom. Gen-
erally they are functions of conformally invariant cross ratios. For example, the
four point function of identical scalar fields ϕ is a function of the ratios u = x
2
12x
2
34
x213x
2
24
and v = x
2
14x
2
23
x213x
2
24
〈ϕ(x1)ϕ(x2)ϕ(x3)ϕ(x4)〉 = g(u, v)|x12|2∆ϕ |x34|2∆ϕ . (2.6)
2.1.3 Radial Quantization
Correlation functions of local operators can also be interpreted as the scalar
product of in states Ψin and out states Ψout created by operator insertions. In
typical QFT, spacetime in d dimensions is quantized by constructing d − 1 di-
mensional surfaces of equal time, each its own Hilbert space with states labeled
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by their momenta p = (E/c, p1, p2, . . . pd−1). Calculating a correlation function
between an out state on one surface and an in state on another, separated by ∆t,
requires the time evolution operator U = eiH∆t
〈Ψout|U |Ψin〉. (2.7)
In CFT, quantizing Euclidean spacetime with d − 1 dimensional spheres cen-
tered at the origin is more useful. In radial quantization the dilation operator D
acts as the Hamiltonian, and
U = eiD∆τ (2.8)
evolves a state from one (d − 1)−sphere to another. A state’s good quantum
numbers are then ∆ and l, its scaling dimension and SO(d) spin, respectively.
The scaling dimension is the eigenvalue of the dilation operator
D|∆〉 = i∆|∆〉 (2.9)
while the spin is relevant since Mµν is the only conformal algebra generator that
commutes with D.
The generators Kµ and Pµ meanwhile act as raising and lowering operators:
[D, Pµ] =iPµ (2.10)
[D,Kµ] = − iKµ. (2.11)
The allowed eigenvalues of the dilation operator are bounded from below, im-
plying the existence of a state with lowest dimension such that applying Kµ to
it yields the vacuum state |0〉. States with this property are called primary, and
repeated application of Pµ to a primary state generates its descendant states,
which correspond to the derivatives of a primary operator. This exemplifies the
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state-operator correspondence, which states the existence of an isomorphism
between states and local operators in a CFT. This isomorphism can be shown
through radial quantization by considering a state living on a spherical surface
centered at the origin. The state is created by the operators present inside the
sphere. Without loss of generality suppose there are only two such operators O1
and O2 inserted at x1 and the origin respectively.
|Ψ〉 = O1(x1)O2(0)|0〉. (2.12)
After replacing |Ψ〉 by these operators and applying scale invariance to shrink
the spherical surface to radius zero, it’s clear |Ψ〉 can be expressed in terms of a
basis of local operators at the origin.
2.1.4 Operator Product Expansion
Applying the state-operator correspondence argument above to two operators
inserted at x1 and x2, separated from any other local operators by a sphere cen-
tered at y, immediately gives the operator product expansion (OPE)
O1(x1)O2(x2) =
∑
O
CO(x, ∂y)O(y). (2.13)
Here the sum runs over all primary operators O. The operator product expan-
sion (OPE) states that the product of two local operators can be replaced by a
sum of operators at a nearby third position. In typical QFT the OPE is valid
only in the x1 → x2 → y limit. In CFT, the OPE converges at a finite separation
due to the state-operator correspondence [4]. Another significance of (2.13) is
that conformal symmetry relates the OPE coefficients to the coefficients of the
3-point function
CO(x, ∂y) = λ12OĈO(x, ∂y). (2.14)
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For this reason the coefficients of the 3-point function are often interchangeably
referred to as OPE coefficients, since ĈO(x, ∂y) is simply a fixed numerical factor.
2.2 CFT in 2d
In 2D the condition of invariance under the infinitesimal conformal transforma-
tion xµ → xµ + µ reduces to the Cauchy-Riemann equations
∂00 = ∂11 ∂01 = −∂10. (2.15)
Introducing the complex coordinates z, z = x0 ± ix1, conformal transformations
in two dimensions are simply analytic holomorphic and antiholomorphic map-
pings
z→ z′ = f (z) z→ z′ = f (z) (2.16)
where f (z) = z+ (z), f (z) = z+ (z). Since (anti)holomorphic, the transformations
can be Laurent expanded around z = 0
z′ = z +
∑
n∈Z
n(−zn+1)
z′ = z +
∑
n∈Z
n(−zn+1)
from which the infinite set of infinitesimal generators
ln = −zn+1∂z, ln = −zn+1∂z (2.17)
are obtained. The holomorphic generators obey a copy of the Witt algebra
[lm, ln] = (m − n)lm+n (2.18)
which commutes with a corresponding, antiholomorphic copy:
[lm, ln] = (m − n)lm+n (2.19)
[lm, ln] = 0. (2.20)
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There are a few notable characteristics of the Witt algebra. First, that two
independent copies of the algebra are present indicates z and z are distinct com-
plex variables rather than just complex conjugates [1]. Second, both copies con-
tain a finite subalgebra, generated by l−1, l0, and l1, describing the global confor-
mal group. l−1 = −∂z generates translations, l0 = −z∂z rotations and dilations,
and l1 = −z2∂z special conformal transformations. Finally, the Witt algebra per-
mits a central extension, the Virasoro algebra, defined by
[Lm, Ln] = (m − n)Lm+n + c12(m
3 − m)δm+n,0
[Lm, Ln] = (m − n)Lm+n + c12(m
3 − m)δm+n,0
[Lm, Ln] = 0.
2.2.1 Virasoro Representations
Consider the asymptotic state |h, h〉 = φ(0, 0)|0〉 created by acting on the vacuum
with a primary operator φ. Suppressing antiholomorphic components for con-
venience, it can be shown |h〉 is the highest-weight state of a representation, with
eigenvalue h,
L0|h〉 = h|h〉 (2.21)
as L0 plays the role of the Hamiltonian in the radial quantization formalism. The
generators Lm with (m > 0) behave as lowering operators, annihilating |h〉, while
L−m (m > 0) generate excited (descendant) states:
|h′〉 = Lr1−m1Lr2−m2 . . . Lr j−m j |h〉
h′ = h + (r1m1 + r2m2 + . . . r jm j) = h + N
where conventionally m1 > m2 > . . .m > k and N is the level of the descendant
state. |h〉 and its infinite set of descendants together form a conformal family
9
and a subspace of the full Hilbert space. This subset is closed under the Vira-
soro generators, constituting a representation, the Verma module, of the Vira-
soro algebra. Every CFT can be characterized by its central charge c and Verma
module V(c, h).
2.2.2 Null States and Kac Determinant
If a subset of states in a given Verma module is itself closed under the Virasoro
algebra the representation is reducible, and there exists a highest-weight state
|χ〉, which generates the closed submodule, such that Lm|χ〉 = 0 for m > 0. The
so-called null state |χ〉 is a vanishing linear combination of states of a given level
N, and, along with its descendants, is orthogonal to V(c, h). Null states must be
removed to form an irreducible representation M(c, h) of the Virasoro algebra,
and can be calculated with the roots of the Kac determinant
det MN(c, h) = αN
∏
rs≤N
r,s≥1
(h − hr,s(c))P(N−rs). (2.22)
Here
hr,s =
((p + 1)r − ps)2 − 1
4p(p + 1)
(2.23)
c =1 − 6
p(p + 1)
(2.24)
p = − 1
2
± 1
2
√
25 − c
1 − c (2.25)
and αN is a constant. The lowest level null state is given by rs since P(N − rs) = 0
when N−rs is negative. As an example which will prove useful in later chapters,
consider null states at level 2. States with N = 2 are L−2|h〉 and L2−1|h〉. If a
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vanishing linear combination exists, the determinant of〈h|L2L−2|h〉 〈h|L
2
1L−2|h〉
〈h|L2L2−1|h〉 〈h|L21L−1|h〉
 =
4h + c/2 6h6h 4h(1 + 2h)
 (2.26)
must be zero for some h, c pair. Taking the determinant gives the condition
2(16h2 − 10h + (2h + 1)c) = 0, or equivalently 32(h − h1,1(c))(h − h1,2(c))(h − h2,1(c)),
implying a level 2 null state occurs when
c = 2h(5 − 8h)/(2h + 1). (2.27)
2.2.3 Unitary Representations and Minimal Models
The Kac determinant can be used to determine whether a given representation
corresponds to a unitary CFT. It can be proven that unitary representations are
guaranteed for c ≥ 1, h ≥ 1. Similarly, representations with negative central
charge or negative conformal weight are assuredly nonunitary [2]. In between
with c < 1, h > 0 and with r, s integers, only for the discrete set p = 3, 4, . . .
constrained by 1 ≤ r ≤ p − 1, 1 ≤ s ≤ r do (2.25) and (2.24) describe unitary
representations of the Virasoro algebra. These are the minimal models of which
the Ising model with p = 3, c = 12 is the simplest. Since the highest weight hr,s
has an r → (p − r), s → (p + 1 − s) symmetry the range of allowed (r, s) can be
extended and graphically represented in a (m − 1) × m grid, the Kac table. The
Kac table for the p = 3 Ising model is shown in Table 2.1.
Continuing with the 2d Ising model for concreteness, each weight in the Kac
table corresponds to a primary field Φr,s with scaling dimension h+h = 2h (since
L0 + L is the generator of dilations). These primary fields can be identified by
their well-known relations to the critical exponents of the 2d Ising model. At the
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Table 2.1: 2d Ising Kac table. s runs vertically from 1 to p, and r horizon-
tally from 1 to p − 1.
1
2 0
1
16
1
16
0 12
critical point T → Tc, the spin and energy two-point functions,
〈σ(x)σ(0)〉 ∝ 1|x|d−2+η =
1
|x|2∆σ , (2.28)
〈(x)(0)〉 ∝ 1|x|2(d−1)/ν =
1
|x|2∆ (2.29)
diverge as power laws, with η = 1/4 and ν = 1. The exponent ν is of particular
importance, as it describes the divergence of the correlation length
ξ ∝ t−ν (2.30)
as t ≡ |T−Tc |Tc → 0. The correlation length critical exponent relates to the energy
operator scaling dimension as
ν =
1
d − ∆ . (2.31)
From (2.29) it’s clear ∆ = 1 and ∆σ = 1/8 suggesting the fields Φ2,1, Φ1,2 cor-
respond to the energy and spin operators respectively. The remaining field Φ1,1
can be identified with the identity operator, and exhausts the conformal families
present in the 2d Ising model.
2.2.4 Fusion Rules
Fusion rules dictate which conformal families are present in a given operator
product expansion. In the case of the unitary minimal models, the conformal
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families compose a closed algebra, the fusion algebra:
[
φr1,s1
]
×
[
φr2,s2
]
=
r1+r2−1∑
r3=|r1−r2 |+1
r1+r2+r3 odd
s1+s2−1∑
s3=|s1−s2 |+1
s1+s2+s3 odd
[
φr3,s3
]
. (2.32)
For the spin spin fusion rule of the Ising model (r1 = r2 = 1, s1 = s2 = 2), (2.32)
reduces to
[φ1,2] × [φ1,2] =
∑
s3=1,s3=3
[φ1,s3] = [φ1,1] + [φ1,3] (2.33)
which can be written as
=⇒ [σ] × [σ] = [1] + []. (2.34)
2.3 Logarithmic Conformal Field Theory
In a logarithmic conformal field theory (LCFT), the scaling dimensions of two
(or more) operators collide as some parameter n approaches a critical value nc,
resulting in logarithmic divergences in correlation functions. Consider the fields
φ, ψ with scaling dimensions ∆φ(n), ∆ψ(n). If ∆ψ(n)→ ∆φ(n) as n→ nc, acting with
the dilation operator on
A ≡ φ − ψ, (2.35)
B ≡ (∆φ(n) − ∆ψ(n))φ (2.36)
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results in
D|B〉 = ∆φ|B〉,
D|A〉 = ∆φ|φ〉 − ∆ψ|ψ〉
= ∆φ|φ〉 − ∆ψ|ψ〉 + (∆ψ|φ〉 − ∆ψ|φ〉)
= |B〉 − ∆ψ|ψ〉 + ∆ψ|φ〉
= |B〉 + ∆ψ|A〉
= |B〉 + ∆φ|A〉.
Rather than acting diagonally as in a usual CFT, the dilation operator takes the
form of a Jordan cell
D
AB
 =
∆φ 10 ∆φ

AB
 (2.37)
due to the degeneracy of ∆φ and ∆ψ as n→ nc [5, 6].
The non-diagonal action of D corresponds to the presence of an indecompos-
able representation of the conformal algebra, characteristic of LCFTs. The fields
A and B form a logarithmic pair, with 2-point correlation functions
〈A(x)A(0)〉 = − 2a1 log x + a0
x2∆φ
,
〈B(x)A(0)〉 = a1
x2∆φ
,
〈B(x)B(0)〉 =0.
Here a0 and a1 are constants. The former can be scaled away, while the latter is
an “indecompability parameter” characteristic of a given LCFT that behaves as
a central charge [5].
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2.3.1 Catastrophe at c = 0
Logarithms may also be present in higher order correlation functions if OPE co-
efficients diverge, as occurs for a large class of theories with c = 0. For example,
both the q = 1 limit of the q-state Pott’s model, describing percolation, and the
O(N) model as N → 0, which corresponds to polymers or the self-avoiding walk
(SAW), have logarithmic terms in their 4-point functions due to divergent OPE
coefficients as c→ 0.
Generically, the OPE for the product of primary fields φ reads
φ(x)φ(0) =
1
x2∆φ
(
1 + κ
∆φ
c
xdT (0) + . . .
)
(2.38)
where T (x) is the stress energy tensor, κ a constant, and the central charge c is
defined as the coefficient of the leading order term of 〈T (x)T (0)〉. Clearly there’s
a problem at c = 0, which suggests the possible existence of another field with
OPE contribution κ′ ∆φc x
d+δT ′(0) which cancels the divergence. Supposing κ′ → κ
and δ→ 0 as c→ 0 and defining the operator t(x) ≡ T ′ −T , the OPE at c = 0 then
states
φ(x)φ(0) =
1
x2∆φ
(
1 + κ
∆φ
b
xdt(0) + κ
∆φ
b
log(x)T (0) + . . .
)
(2.39)
with b ≡ − limc→0 cδ [6]. Thus fields T and T ′ collide in the limit, creating the
logarithmic partner of the stress tensor t(x) and averting the c = 0 catastrophe.
The parameter b is Gurarie’s indecomposability parameter a1:
〈t(x)t(0)〉 = − 2b log x + a0
x2∆φ
,
〈T (x)t(0)〉 = b
x2∆φ
,
〈T (x)T (0)〉 = 0.
Attempts to measure b through numerical simulation for percolation (b = 5/6)
and the self-avoiding walk (b = −5/8) have been carried out in [7, 8].
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CHAPTER 3
THE CONFORMAL BOOTSTRAP
The conformal bootstrap is the idea that a conformally invariant quantum field
theory is completely characterized by its spectrum of anomalous dimensions
and operator product expansion coefficients [9]. In d = 2 dimensions, imple-
mentation of the bootstrap is hardly necessary since the conformal symmetry
becomes the infinite dimensional Virasoro symmetry, which leads to powerful
methods such as Coulomb gas techniques, current algebra and their cosets, etc.
[1]. Recently, after crucial advances in the study of conformal blocks [10, 11],
it has been demonstrated that the conformal bootstrap can provide accurate re-
sults in higher dimensions [12]. The method has since been refined and applied
most notabably to the O(N) models [13–26], with particular success for the d = 3
Ising model, where the best results on anomalous dimensions is currently based
on the bootstrap [19]. In this chapter, an overview of the conformal bootstrap
and it’s application to scalar fields in unitary and non-unitary CFTs will be pro-
vided. The material condensed here is presented with more detail in the reviews
by Simmons-Duffin [27] and Rychkov [4].
3.1 Conformal Bootstrap
At the heart of the conformal bootstrap is the notion that constraints on the
four-point functions of a CFT, namely conformal invariance, crossing symmetry,
and unitarity, are sufficient to restrict, or even completely fix, the spectrum of
allowed scaling dimensions of a theory. Conformal invariance constrains the
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four-point function of a scalar field σ(x) in a CFT to take the form
〈σ(x1)σ(x2)σ(x3)σ(x4)〉 =
∑
∆,l p∆,lG∆,l(u, v)
|x12|2∆σ |x34|2∆σ , (3.1)
with xi j ≡ xi − x j and ∆σ the scaling dimension of σ. The coefficients p∆,l are the
square of theσ(xi)σ(x j)OPE coefficients λσσO, withO signifying a global primary
operator of dimension ∆ and conformal spin l. G∆,l(u, v) are global conformal
blocks, which are functions of the conformally invariant cross ratios u = x
2
12x
2
34
x213x
2
24
and v = x
2
14x
2
23
x213x
2
24
.
The correlation function (3.1) can be computed in multiple ways. For ex-
ample, the OPE can be applied to the pairs σ(x1)σ(x2) and σ(x3)σ(x4) reducing
the four-point function to a sum over two-point functions. Equivalently, the
operators can be grouped as σ(x3)σ(x2) and σ(x1)σ(x4) resulting in a different
series. Asserting the equivalence of both results gives a crossing relation. For-
mally, crossing symmetry is imposed on (3.1) by considering the transformation
of (3.1) under x1 ↔ x3. Defining
F∆σ,∆,l ≡ v∆σG∆,l(u, v) − u∆σG∆,l(v, u) (3.2)
crossing symmetry is respected if
∑
∆,l
p∆,lF∆σ,∆,l(u, v) = 0. (3.3)
This constraint, which should hold in any consistent CFT, depends solely on the
CFT data: the OPE coefficients λσσO and the spectrum, the scaling dimensions
and spins, of the operators appearing in the sum. Extracting the CFT data allows
the calculation of any local observable or correlation function, higher-order or
otherwise. Doing so, however, is non-trivial as (3.3) is formally an infinite set of
constraints depending on an infinite set of parameters.
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3.1.1 Bootstrapping Unitary Theories
The infinite set of constraints is handled by Taylor expanding around the sym-
metric point u = v = 14 to order Λ. Choosing this symmetric point is primarily
a convention, although it’s been argued [28] that picking u = v = 1/4 makes the
conformal block expansions present in the x1 ↔ x3 exchange converge quickest.
Under the change of variables
u =
a2 − b
4
, v =
4 − 4a + a2 − b
4
(3.4)
the Taylor expanded crossing relation takes the form∑
∆,l
p∆,lF
(m,n)
∆σ,∆,l
(a, b) = 0 (m, n ∈ N,m odd). (3.5)
with F(m,n) a vector with components
(
F(m,n)
∆σ,∆,l
(a, b)
)mn
= ∂ma ∂
n
bF∆σ,∆,l(a, b)|a=1,b=0 (3.6)
and m + n ≤ Λ. Note the exclusion of even m is owed to the two terms of (3.6)
contributing oppositely in such cases.
Restricting the infinite set of operators present in the crossing relation in part
requires an appeal to unitarity. In a unitary theory, allowed scaling dimensions
are bounded from below as a result of imposing that all of a primary operator’s
descendants have positive norm. The unitary bounds
∆ ≥ (d − 2)
2
l = 0 (3.7)
∆ ≥ l + d − 2 l ≥ 1 (3.8)
hold in arbitrary spatial dimension. Since no similar upper bound exists, an ar-
tificial cutoff N must be introduced to truncate the crossing relation. In practice
this is not problematic as the OPE is shown to converge exponentially fast; for
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computable constant a > 0, operators above a given cutoff scaling dimension ∆N
have maximal contribution exp (−a∆N) [28].
In unitary theories, the coefficients p∆,l are strictly positive due to reality of
λσσO. This is an essential ingredient in determining whether or not the crossing
relation has a consistent solution. With p∆,l ≥ 0, (3.5) can be viewed as a vector
sum which adds to zero. Since the coefficients of the sum are necessarily pos-
itive, if a separating plane through the origin can be found such that all of the
vectors point to one side of the plane, a solution that respects crossing symmetry
is impossible. Note the identity OPE coefficient is conventionally normalized to
unity, eliminating the trivial solution. Alternately, the problem can be viewed as
searching for a functional α =
∑
mn αmn∂
m
a ∂
n
b[·]|a=1,b=0 such that αF(m,n)∆σ,∆,l,≥ 0. In this
manner parameter space can be searched, regions where physical CFTs cannot
exist can be ruled out, and bounds can be placed on allowed scaling dimensions.
Numerically, this takes the form of a linear programming problem
∑
i
aivi = 0, ∀i,0ai ≥ 0 a0 = 1, (3.9)
which can be solved with standard algorithms, such as Dantzig’s simplex al-
gorithm as implemented in JuliBootS [29]. While simplex algorithms are suc-
cessful in handling four-point correlators of identical fields, in instances where
bootstrapping mixed correlators is important [20] the problem is no longer lin-
ear in the coefficients p∆,l. In such cases, semidefinite progrmaming approaches
are more appropriate, most notably implemented in Simmons-Duffin’s SDPB
solver [30].
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3.1.2 Non-Unitary Bootstrap
The power of the conformal bootstrap largely lies in its generality. The scal-
ing dimensions of low lying operators of a theory can be accurately bounded
without knowing anything about its description as a field theory; at no point is
information specific to a particular CFT entered into the bootstrap. But if this
generality isn’t desired, is the full machinery of the bootstrap required? Can any
of its main assumptions be relaxed? The answer to both questions is a resound-
ing yes, as demonstrated in [31, 32].
In the determinant or “Gliozzi” conformal bootstrap method, rather than
searching the space of all possible CFTs for bounds which are independent of
a specific theory, a particular CFT is chosen by explicitly specifying the dimen-
sions and spins of the first N operators that contribute to a given four-point func-
tion. Truncating the sum in (3.5) to the first N operators appearing in the OPE
and taking M ≥ N derivatives, where each M signifies a distinct (m, n) = ∂ma ∂nb
pair, gives a system of
MN
 equations which has a solution only if all minors of
order N vanish
detFi = 0, Fi ⊂ F =
[
F(m,n)
∆σ,∆,l
]
N×M . (3.10)
Bootstrapping with his method has two key advantages over the more gen-
eral approach outlined in the previous section. First, the convex optimization
problem has been recast as a straightforward, homogeneous system of equa-
tions. Second, and more importantly, the coefficients p∆,l need not be strictly
positive, opening the bootstrap to non-unitary theories which may have imagi-
nary OPE coefficients. As such, this method has been leveraged to study two im-
portant non-unitary theories: the Yang-Lee edge singularity [31–33] and poly-
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mers [34]. The increased applicability of the Gliozzi bootstrap also comes with
a cost. Truncating the crossing equation (3.3), which is only strictly satisfied
when the sum runs over an infinite number of operators, introduces an error
which has not yet been systematically analyzed, though a recent study [35] has
taken steps to formalize an error estimation procedure. In extreme cases, the
error may not converge at all as the number of retained operators is increased,
in which case the CFT is deemed not truncable and the Gliozzi method cannot
be applied.
Note this type of truncation is not the same as the truncation discussed in
the previous section for unitary theories. There, a large scaling dimension cut-
off is chosen, and all operators (potentially an infinite number, as the space of
operators itself is continuously infinite) below this value are “included”. Here,
for nonunitary theories particularly in d ≥ 3, typically N ≤ 10, either because
information on the desired CFT is limited, or because raising N limits the inter-
pretability of the solution. The latter arises because the uncontrolled truncation
error means any solution of (3.10) is approximate, and in general vanishing mi-
nors do not perfectly coincide and are instead clustered about a solution, requir-
ing visual interpretation. Potential subjectivity arising from interpreting plots
of vanishing minors can be avoided to an extent by using the equivalent condi-
tion [36] that the M × N matrix F, with elements F(m,n)
∆σ,∆,l
, must have at least one
vanishing singular value. With this condition, an approximate solution is repre-
sented by a singular value that tends to zero. Minimizing the smallest singular
value as a function of desired scaling dimensions is in some cases more precise
than interpreting non-coincident vanishing minors.
As more operators are kept in the truncation of (3.5), additional derivatives
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must be added. For smaller matrices the set of derivatives chosen can greatly in-
fluence the bootstrapped scaling dimensions, as explored in the appendix of the
next chapter. This appears to be an inherent ambiguity in the determinant con-
formal bootstrap method (hereafter referred to simply as the conformal boot-
strap), and a method of objectively choosing derivatives should be decided.
In the next chapter, only longitudinal derivatives (m, 0) are used, both for nu-
merical efficiency, since the ∂ma derivates are quicker to calculate, and because
doing so is more effective for the theories considered. Calculation of F(m,n)
∆σ,∆,l
is
performed with the numerical bootstrap package JuliBootS [29], which imple-
ments a partial fraction representation of conformal blocks [16] and recursively
calculates their derivatives [37].
3.2 Conformal Blocks
The component of four point correlation functions fixed by conformal symme-
try are called conformal blocks. A conformal block represents the contribution
of a particular primary operator and its descendants to the operator product
expansion. Advances in the efficient calculation of conformal blocks direclty
led to the resurgence in the conformal bootstrap over the last decade. In this
section a few of the advances made in the way scalar conformal blocks are rep-
resented and calculated, that are of particular use in our work, are presented.
An introduction of greater scope can be found in the review [38].
Historically, conformal blocks have been treated by power series expansion
since closed-form expressions were not known. In the early 2000’s, Dolan and
Osborn [39] found simple formulas for conformal blocks in even spatial dimen-
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sions in terms of hypergeometric functions. For example, in two and four di-
mensions, in terms of the variables u = zz, v = (1 − z)(1 − z):
G∆,l(u, v)d=2 =
1
2
[
k∆+l(z)k∆−l(z) − (z↔ z)] (3.11)
G∆,l(u, v)d=4 =
(−1)l
2l
zz
z − z
[
k∆+l(z)k∆−l−2(z) − (z↔ z)] (3.12)
kβ(x) =xβ/22F1(β/2, β/2, β; x) (3.13)
These results directly led to the modern conformal bootstrap [12], though anal-
ogous closed form results for general d remain elusive. Progress continued in
[15], where conformal blocks in arbitrary spatial dimension for the case of four
identical scalar fields are computed. Specifically, conformal blocks are com-
puted along the diagonal z = z using recursion relations that arise as a result of
the blocks being eigenfunctions of the quadratic Casimir operatorD:
DG∆,l(z, z) = 12C∆,lG∆,l(z, z). (3.14)
Here the eigenvalue C∆,l ≡ ∆(∆ − d) + l(l + d − 2) and the operator is
D ≡ (1 − z)z2∂2z −
(
z2 − (d − 2)zz(1 − z)
z − z
)
∂z + (z↔ z). (3.15)
The aforementioned recursion relation [15] reads
(l + d − 3)(2∆ + 2 − d)G∆,l(z) (3.16)
= (d − 2)(∆ + l − 1)G∆,l−2(z)
+
2 − z
2z
(2l + d − 4)(∆ − d + 2)G∆+1,l−1(z)
− ∆(2l + d − 4)(∆ + 2 − d)(∆ + 3 − d)(∆ − l − d + 4)
2G∆+2,l−2(z)
16(∆ + 1 − d/2)(∆ − d/2 + 2)(l − ∆ + d − 5)(l − ∆ + d + 4)
and allows computation of any conformal block on the diagonal in terms of spin
0 and spin 1 conformal blocks
G∆,0 =
 z21 − z
∆/2 3F2 ∆/2,∆/2,∆/2 − d/2 + 1; ∆ + 12 ,∆ − d/2 + 1; z24(z − 1)
 (3.17)
G∆,1 =
2 − z
2z
 z21 − z
(∆+1)/2 3F2 ∆ + 12 , ∆ + 12 , ∆ + 12 − d/2 + 1; ∆2 + 1,∆ − d/2 + 1; z24(z − 1)
 .
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In the conformal bootstrap, the crossing relation is Taylor expanded around
the point z = z = 12 , thus efficient calculation of the derivatives of the confor-
mal blocks, both along and transverse to the diagonal, is essential. Properties of
hypergeometric functions and the relation (3.17) can be used to recursively cal-
culate derivatives along the diagonal [40]. Working in the a, b basis and defining
hm,n = ∂ma ∂
n
b, applying the Frobenius method to the Casimir equation gives a re-
cursion relation [15] for transverse derivatives:
2(d+2n − 3)hm,n = (3.18)
+ 2m(d + 2n = 3)[−hm−1,n + (m + 1)hm−2,n + (m − 1)(m − 2)hm−3,n]
−hm+2,n−1 + (d − m + 4n + 4)hm+1,n−1
+[2C∆,l + 2d(m + n − 1) + m2 + 8mn − 9m + 4n2 − 6n + 2]hm,n−1
+m[d(m − 2n + 1) + m2 + 12mn − 15m + 12n2 − 30n + 20]hm−1,n−1
+(n − 1)[hm+2,n−2 − (d − 3m − 4n + 4)hm+1,n−2].
In principle, the above recursion relations for conformal blocks and their
derivatives are all that are needed to implement the bootstrap for the case of
identical external scalars fields. However, further improvements are possible.
It was argued in [28, 29, 40] that optimal convergence of the conformal block
expansions is achieved by working in the radial coordinates
ρ = reiθ =
z
(1 − √1 − z)2 , cos θ = η (3.19)
rather than z, z. Conformal blocks may be approximated in terms of rational
functions of ∆ [18] by expanding in terms of r about r = r∗ = 3−2
√
2 (z = z = 1/2)
and applying constraints from the Casimir equation, giving the partial fraction
representation [16]
∂mr ∂
n
ηG∆,l(r, η)|r=r∗,η=1 = r∆∗
pm,nl (∆) + ∑
i
am,nl,i
∆ − ∆i
 . (3.20)
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Here am,nl,i are coefficients, p
m,n
l polynomials in ∆, and ∆i poles of the conformal
blocks. The primary advantage of using the rational approximation is that the
poles, coefficients, and pm,nl can all be tabulated, allowing for rapid computation
of the blocks at various ∆ values. Current state of the art numerical bootstrap
packages utilize (3.20) to calculate conformal blocks and their derivatives along
the diagonal, before converting to z, z coordinates and applying (3.18) to obtain
transverse derivatives.
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CHAPTER 4
CONFORMAL BOOTSTRAP FOR PERCOLATION AND POLYMERS
This chapter was adapted from “Conformal bootstrap for percolation and polymers” by
Andre´ LeClair and Joshua Squires, published in J. Stat. Mech. 12, 123105 (2018).
4.1 Abstract
The conformal bootstrap is applied to percolation and dilute self-avoiding poly-
mers in arbitrary dimension d. In both cases we propose a spectrum of operators
motivated by Virasoro symmetry in d = 2 which is devoid of a stress energy
tensor as an approximate means of enforcing c = 0. Percolation is treated in
2 ≤ d ≤ 6 dimensions, and the self-avoiding walk in 2 ≤ d ≤ 4.
4.2 Introduction
The conformal bootstrap has proven wildly successful in treating the Ising
model. In this chapter, the power, or possible limitations, of the bootstrap is
explored for two conformal theories that are connected to and as important as
the Ising model, namely percolation and polymers. The latter is commonly re-
ferred to as the self-avoiding walk (SAW). These theories present several inter-
esting challenges in the context of the conformal bootstrap. First of all, they are
not unitary. Furthermore, they are very closely related in that they share some
anomalous dimensions, and in d = 2 they have the same Virasoro central charge
c = 0. It should be mentioned that some important problems in Anderson local-
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ization, such as the critical point in quantum Hall transitions for non-interacting
fermions, are also expected to be described by d = 2, c = 0 conformal field theo-
ries, many of whose description remains unknown. In contrast, the Ising model
is essentially a unique theory: in d = 2 it is the only unitary theory with central
charge c = 1/2, which makes it easier to locate.
Percolation and the SAW can be viewed as continuous limits of other models
that pass through the Ising model. The SAW is known to correspond to the O(N)
model as N → 0, where the Ising model is N = 1. Similarly percolation is the
q → 1 limit of the q-state Potts model, where q = 2 corresponds to the Ising
model. Due to these limits, both these theories have an energy operator and
spin field, and fusion rule
[σ] × [σ] = [1] + []. (4.1)
In two dimensions these theories have been extensively studied, for instance
in [41–46]. Extending (2.24) to allow half interger r, s, the spin field of both
percolation and the SAW corresponds to (r, s) = (3/2, 3/2) with ∆σ = 5/48. Thus,
percolation and the SAW must differ in the energy sector, particularly in which
descendants are included in the fusion rule. For the SAW, the energy operator
corresponds to (r, s) = (1, 3) with ∆ = 2/3, which gives ν = 3/4. On the other
hand, for percolation it is (r, s) = (2, 1) with dimension ∆ = 5/4 which leads to
ν = 4/3.
The above discussion leads to some interesting questions. First of all, both
percolation and the SAW have the same fusion rule (2.32) and same central
charge c = 0. Can the bootstrap distinguish between the two? How well does
the bootstrap work in higher dimensions, in the absence of the added Virasoro
symmetry? In attempting to answer these questions, some subtleties associated
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with logarithmic CFTs must be handled.
First, the OPE (2.39) proposed in the detailed study [5] by Gurarie and Lud-
wig
σ(x)σ(0) =
1
x2∆σ
(
1 + κ
∆φ
b
xdt(0) + κ
∆φ
b
log(x)T (0) + . . .
)
(4.2)
requires logarithmic conformal blocks, rather than the usual scalar blocks, to
account for the logarithmic divergence [47]. Second, for both theories in d = 2,
the identity decouples exactly when q = 1 or N = 0 [6, 46, 48], altering the fusion
rule (2.32) to
[σ] × [σ] = []. (4.3)
This is not surprising, since when q = 1 or N = 0, the spin field does not formally
exist, which is consistent with the fact that the fusion rule (4.3) implies that
the two point function of spin fields vanishes. Taking percolation for example,
this can be understood by noting that the probability P that two sites are both
contained in the same connected cluster is given by
P = lim
q→1
(q − 1)−1〈σ(z1)σ(z2)〉 (4.4)
[6, 48]. Since P must be finite the two-point function must be proportional to
(q − 1) and therefore go to zero at q = 1. Furthermore, the vanishing of the iden-
tity channel is demonstrated by the more sophisticated calculation of Dotsenko
[46], through a careful renormalization procedure within the Coulomb gas for-
malism. In particular, Dotsenko had to introduce a small parameter , where
c ∝ . Only after he renormalized the 4-point function in a particular manner
did the identity channel vanish as  → 0.
These two issues, the theoretical decoupling of the identity and the loga-
rithmic nature of the percolation and SAW OPE are treated in the same way.
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Rather than throwing out the identity, rigorously imposing c = 0, and including
logarithmic OPE terms by utilizing the more complicated logarithmic confor-
mal blocks in the bootstrap, one can instead simply retain the identity operator
and view it as a numerical tool rather than a physical operator. The added
free parameter approximately incorporates all of excluded logarithmic features.
The justification and consequences of this decision are explored in detail in Ap-
pendix A.
4.3 Percolation
Consider a rectangular lattice of sites between which nearest neighbor bonds
can be drawn with probability p, or left open with probability (1 − p) as shown
in Figure 4.1. Connected bonds form clusters which increase in size with p.
Given a particular value of p, percolation theory seeks to answer whether or
not the lattice can be traversed while moving only on closed, connected bonds.
In the thermodynamic limit (lattice dimensions tend to infinity), there exists a
critical probability pc such that for p > pc, an infinite cluster always exists, and
the lattice can always be crossed. For p < pc, an infinite spanning cluster never
exists. Analogously, the crossing probability
pi(p) =

1, p > pc
0, p < pc
(4.5)
is discontinuous at the critical probability. The order parameter of the transition
between states with or without an infinite spanning cluster is typically taken to
be the probability a given site is part of an infinite spanning cluster, P(p). Above
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pc, P(p) transitions from 0 to
P(p) ∝ |p − pc|β, (4.6)
with β the associated critical exponent. Another relevant exponent is the corre-
lation length critical exponent ν. The correlation length ξ measures the size of
the largest finite cluster. Near pc,
ξ ∼ |p − pc|−ν. (4.7)
4.3.1 Potts Model
Percolation as a CFT is often formulated as the q → 1 limit of the q−state Potts
model. The Potts model consists of nearest neighbor spins interacting on a lat-
tice. Each spin σi takes one of q possible values, with the energy of a given
configuration being
H = K
∑
(i, j)
δσi,σ j . (4.8)
Here δσi,σ j is the usual Kroenecker-delta symbol, signifying an interaction en-
ergy K only if there is a bond between adjacent, identical spins. The partition
function of the Potts model is given by tracing over the product of bonds [41]
Z =
∑
σ
∏
(i, j)
(1 + xδσ jσ j) (4.9)
with x = p/(1 − p). Specifically for percolation (4.9) can be rewritten
Z =
∑
R
pB(r)(1 − p)B−B(R) (4.10)
where B is the total possible number of bonds, B(R) the number of occupied
bonds, and R the set of occupied bonds [1]. Writing the partition function in this
manner makes it obvious that Z = 1, which implies percolation is a logarithmic
CFT with vanishing central charge [5, 6].
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4.3.2 Selection Rules
Low lying perators must be selected in order to treat percolation with the con-
formal bootstrap. It is not difficult to show that there is a null state at level 2 for
a primary field with conformal weights h, h if the following equation is satisfied
c =
2h(5 − 8h)
(2h + 1)
(4.11)
(See section 2.2.2). For c = 0, this null state occurs at h = 5/8 and h = 0. Since
h = 5/8 corresponds to the energy operator, this suggests we discard its level
2 descendant, [∆ + 2, 2]. Here we introduce the notation [∆, l] to represent an
operator with dimension ∆ = h+ h and conformal spin l = h− h. The c = 0 catas-
trophe discussed in relation to equation (2.38) also suggests we discard [D, 2]
and its descendants, based on the null state at h = 0. One can also interpret this
as effectively setting T = 0 in (2.38) to avoid the c = 0 catastrophe. This moti-
vates a fusion rule consisting of the identity operator and Virasoro descendants
of :
[∆σ, 0] × [∆σ, 0] = [0, 0] + [∆ , 0] + [∆ + 4, 4] + [∆ + 6, 6] + [∆ + 8, 8] + . . . (4.12)
Curiously, when constructing F with the above operators we observe a no-
ticeable increase in the accuracy of the bootstrapped 2d percolation scaling di-
mensions if the (m, n) = (1, 0) constraint is avoided. For consistency we also omit
the (1, 0) derivative constraint in higher dimensions, as well as in our treatment
of the self-avoiding walk. In all dimensions considered for percolation, the M
rows of F are labeled by the M lowest order longitudinal derivatives with m ≥ 3,
and the N columns are labeled by the first N operators present in the trial spec-
trum (4.12). A discussion of the decision to use only longitudinal derivatives
with m ≥ 3 is provided in Appendix B.
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4.3.3 Results
Bootstrapping in d = 2 dimensions with the above operators for fixed ∆σ = 5/48
gives a vanishing singular value at ∆ = 1.255, in agreement with the exact ∆ =
5/4. Varying the spin field scaling dimension and minimizing z, the smallest
singular value of F, as a function of both ∆ and ∆σ finds ∆σ = 0.101,∆ = 1.235,
as shown in Figure 4.2. In d = 4 the presence of the free field theory with scaling
dimensions ∆σ = 1 and ∆ = 2 makes it difficult to minimize in ∆σ, and the omis-
sion of the (1, 0) derivative constraint only compounds the problem. All higher
order derivatives of the convolved vacuum conformal block F∆σ,0,0 quickly tend
to zero as the free field ∆σ is reached, since F
(1,0)
∆σ,0,0
becomes linear as ∆σ → 1.
Thus with our approach a trivial vanishing singular value near ∆σ = 1 is un-
avoidable in four dimensions. Nevertheless, minimizing the smallest singular
value of F gives ∆σ = 0.997,∆ = 2.557. This solution is depicted in Figure 4.3,
where we actually work with the scaled matrix F/F(3,0)
∆σ,0,0
. This is purely for visual
convenience; it smooths the precipitous dip in z near ∆σ = 1 but has no bearing
on the bootstrapped scaling dimensions. Our bootstrapped ∆ corresponds to
a correlation length critical exponent ν = 0.693 which compares favorably with
ν = 0.6920, obtained by four-loop calculation [49].
Applying the bootstrap to percolation’s upper critical dimension d = 6 with
the same OPE truncation as in two and four dimensions is unsuccessful. No
vanishing singular values of F are found when M > N, which for our minimal
set of operators appears to be necessary in order to restrict both ∆σ and ∆ . In
some sense it’s surprising this problem does not arise in three or four dimen-
sions. Our postulated fusion rule, which is clearly reliant on Virasoro symme-
try, is likely not more than a very rough approximation to the true spectrum of
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low-lying percolation operators in d > 2. Even without finding a solution to
(3.5) in 6d, there’s still a signature of the free field result. In Figure 4.4, log(z)
curves flatten as ∆σ = 2,∆ = 4 is approached. The diminishing peaks can be
viewed as a lesser violation of crossing symmetry, with the smallest such viola-
tion (peak) occurring when ∆σ = 2.002 (red curve in Figure 4.4). A plot of z at
fixed ∆σ = 2.002 exhibits a slight but well-defined dip at ∆ = 4.003, as shown in
Figure 4.5.
Unlike in even spatial dimensions, in d = 3 and d = 5 the fusion rule (4.12) is
not adequate to distinguish both the spin and energy field scaling dimensions.
In 3d, for any given ∆σ a vanishing singular value is present, but no clear min-
imal z is found as a function of ∆σ and ∆ . This may be due to the similarity in
operator content and close proximity of percolation, SAW, and the Ising model,
as all three theories have spin field scaling dimensions clustered near ∆σ = 0.5 in
three dimensions. In 5d no vanishing singular values are present when M > N.
In both cases we can still bootstrap one of the scaling dimensions given the
other is held fixed. Taking ∆σ,3d = 0.4765 and ∆σ,5d = 1.4718 [49], ∆,3d = 1.615
and ∆,5d = 3.416 are obtained using N = 5,M = 6 and N = M = 7, respec-
tively. Compiled in Table 4.1 are all of our bootstrapped scaling dimensions for
percolation.
As a final note before moving on to the SAW, we mention the work of [50]
which argues many of the relevant observables of 2d percolation can be obtained
within a conformal field theory with c = −24. Without restating their argument,
they find all the weights in the Kac table shift by −1, implying
∆σ = 5/48 → −91/48
∆ = 5/4 → −3/4.
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Table 4.1: Percolation scaling dimensions. Bold values are calculated with
the bootstrap, and adjacent values in parenthesis are either exact
results (d = 2, d = 6) or calculated by Pade´ approximant at four
loops (d = 3, d = 4, d = 5) [49]. In odd spatial dimensions we’re
unable to determine both ∆σ and ∆ , and instead bootstrap with
the referenced value of ∆σ.
d ∆σ ∆
2 0.101 (5/48) 1.235 (5/4)
3 - (0.4765) 1.615 (1.8849)
4 0.997 (0.9523) 2.557 (2.5549)
5 - (1.4718) 3.416 (3.2597)
6 2.002 (2) 4.003 (4)
Bootstrapping with longitudinal derivatives and (4.12) with scaling dimensions
shifted accordingly, for fixed ∆σ = −91/48 we obtain a clear solution at ∆ =
−0.728 with N = M = 6. The general agreement with ∆ = −3/4 lends further
evidence that our fusion rule is not just coincidentally successful.
4.4 Polymers
Polymers are long, flexible chains of repeating subunits called monomers. Since
only a single monomer can occupy a given space, polymers in solution are mod-
eled well by self-avoiding walks. Formally an n−step SAW on a d-dimensional
lattice Zd is an ordered set
ω = (ω(0), ω(1), . . . , ω(n)), (4.13)
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Figure 4.1: 2d Percolation. Percolation on a square 15 by 15 site grid with
p = 0.51. For this random instance, no horizontal or vertical
crossing exists though both are assured in the thermodynamic
limit. Clusters are plotted in different colors for clarity.
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Figure 4.2: 2d Percolation. Logarithm of the smallest singular value z of
F with N = 5,M = 6 as a function of ∆σ and ∆ . Each curve
corresponds to a distinct value of ∆σ, linearly spaced from ∆σ =
4/48 (left-most dip) to ∆σ = 6/48 (right-most dip). The minimal
log(z) occurs at ∆σ = 0.101,∆ = 1.235.
with ω( j) ∈ Zd, |ω( j) − ω( j − 1)| = 1, and ω(i) , ω( j)∀i , j. Two questions of
primary interest regarding the SAW are: What’s the mean square displacement
〈R2n〉 of an n−step SAW, and what’s its asymptotic behavior as n → ∞? The
proposed answer to the latter [51, 52] is
〈R2n〉 ∝

Dn2ν, d , 4
Dn2ν(log n)1/4, d = 4
(4.14)
with D a positive constant depending on spatial dimension and ν the critical
exponent.
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Figure 4.3: 4d Percolation. Logarithm of the smallest singular value z of
the matrix F/F(3,0)
∆σ,0,0
with N = 5,M = 6 as a function of ∆σ and
∆ . Each curve corresponds to a distinct value of ∆σ, linearly
spaced from ∆σ = 0.98 (left-most dip) to ∆σ = 1.02 (right-most
dip). The minimal log(z) occurs at ∆σ = 0.997,∆ = 2.557.
4.4.1 O(N)Model
The SAW can be considered as the N → 0 limit of the O(N) vector model. The
O(N) model describes interacting, N−component spins on a lattice with Hamil-
tonian
H = −J
∑
(i, j)
sis j. (4.15)
In addition to the spin field σ and energy operator
 =
N∑
a=1
: σ2a :, (4.16)
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Figure 4.4: 6d Percolation. Logarithm of the smallest singular value z of
the matrix F/F(3,0)
∆σ,0,0
with N = 6,M = 8 as a function of ∆σ and
∆ . Each curve corresponds to a distinct value of ∆σ, linearly
spaced from ∆σ = 1.8 (left) to ∆σ = 2.2 (right). Near ∆ = 4 the
curves flatten. The red curve corresponding to ∆σ = 2.002 has
the smallest peak and a minimum at ∆ = 4.003. As in 4d, using
F/F(3,0)
∆σ,0,0
rather than F has no bearing on the determination of
the spin and energy operator scaling dimensions.
the O(N)−symmetric tensor
ϕab(x) =: σaσb : −(1/N)δab
N∑
c=1
: σ2c : (4.17)
is of critical importance. The scaling dimensions ∆ and ∆ϕ collide as N → 0,
leading to logarithmic behavior [6].
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Figure 4.5: 6d Percolation. Smallest singular value z of F at fixed ∆σ =
2.002 (red curve from Figure 4.4) achieves its minimal value at
∆ = 4.003.
4.4.2 Selection Rules
The energy operator for the 2d SAW corresponds to the primary field Φ1,3 with
h1,3 = 1/3, and it has a null state at level 3 rather than level 2 as in percola-
tion. Therefore one difference in operator content which may distinguish the
two c = 0 theories is the inclusion of the [∆ + 2, 2] descendant. Another is the
inclusion of the lowest lying O(N) symmetric tensor [∆ϕ, 2], whose dimension
∆ϕ → ∆ as N → 0 [14]. We find ϕ essential in applying the bootstrap to the
SAW. The primary purpose of this operator is to input O(N) symmetry. Secon-
darily it fulfills the role the identity operator did for percolation: it introduces
an OPE coefficient independent of the energy sector, which can roughly account
39
for the ignorance of logarithmic features. Retaining the identity operator in the
presence of ϕ is therefore redundant; we find 2d scaling dimensions change by
less than 5% if the identity operator is also included. As in percolation [D, 2] and
other descendants of the identity are discarded to avoid the c = 0 catastrophe.
For SAW in 2 ≤ d ≤ 4 we thus create F with the operators
[∆σ, 0]× [∆σ, 0] = [∆ , 0]+ [∆ϕ, 2]+ [∆ +2, 2]+ [∆ϕ+2, 4]+ [∆ +4, 4]+ [∆ +6, 6]+ . . .
(4.18)
and the M lowest order longitudinal derivatives of F∆σ,∆,l with m ≥ 3.
4.4.3 Results
Bootstrapping in 2d with the above spectrum we’re unable to distinguish a so-
lution with ∆ϕ,∆ , and ∆σ all left arbitrary. The SAW is more difficult to isolate
than percolation due to the collision of ∆ and ∆ϕ. Taking N = M = 6, fixing both
∆ϕ = 0.667 and ∆σ = 5/48 finds ∆ = 0.666. With just a single scaling dimension
fixed, the minimization procedure is not as reliable as in the percolation case, of-
ten getting caught in a local rather than a global minima. Fixing only ∆ϕ = 0.667
tentatively finds ∆ = 0.666, ∆σ = 0.101.
In three and four dimensions the free theory obscures the SAW solution,
due to the [∆ , 0] and [∆ϕ, 2] operators. F always has a vanishing singular value
as ∆ϕ → ∆ because G∆,2 ' G∆,0 near ∆ = d − 2 where the scalar and spin two
conformal blocks become degenerate. For the 3d SAW again there is difficulty in
determining all three scaling dimensions using our proposed fusion rule (4.18).
As we did for 3d percolation we fix ∆σ = 0.514 [14] and bootstrap the remaining
scaling dimensions using N = 5,M = 6, finding ∆ϕ = 1.326 and ∆ = 1.326
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Table 4.2: Polymer scaling dimensions. Bold values are calculated with
the bootstrap, and adjacent values in parenthesis are either exact
results (d = 2, d = 4), computed by -expansion (∆ in d = 3) [53],
or Borel summation (∆σ in d = 3) [54].
d ∆σ ∆ϕ ∆
2 0.101 (5/48) - (2/3) 0.666 (2/3)
3 - (0.514) 1.326 (1.336) 1.326 (1.336)
4 0.999 (1) 1.999 (2) 1.999 (2)
(Fig. 4.6). In 4d, with ∆ϕ,∆ ,∆σ all arbitrary two solutions are present. One
corresponds to ∆ = ∆ϕ and is independent of ∆σ. The second varies with ∆σ.
Minimizing the smallest singular value of F as a function of ∆ϕ,∆ , and ∆σ finds
∆ϕ = 1.999,∆ = 1.999,∆σ = 0.999 where the two solutions converge, as shown
in Figure 4.7. This is expected, since the upper critical dimension for the self-
avoiding walk is d = 4. All bootstrapped SAW scaling dimensions are collected
in Table 4.2.
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Figure 4.6: 3d SAW. Logarithm of the smallest singular value z of F with
N = 5,M = 6 as a function of ∆σ and ∆ for fixed ∆σ =
0.514. Each curve corresponds to a distinct value of ∆ϕ, lin-
early spaced from ∆ϕ = 1.28 (left) to ∆ϕ = 1.38 (right). log(z) has
a minimum at ∆ϕ = 1.326,∆ = 1.326.
4.5 Conlusion
The primary purpose of this work was to determine whether or not percola-
tion and the self-avoiding walk could be distinguished with the conformal boot-
strap. Though both theories share the same fusion algebra, central charge, and
spin field scaling dimension in d = 2, we’ve shown they can be isolated. Using
a simplistic spectrum of operators based on Virasoro symmetry, and excluding
descendants of the identity to indirectly specify c = 0, the identity operator and
a pair of spin 2 operators – a descendant of  at level 2 and an O(N) symmetric
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Figure 4.7: 4d SAW. Logarithm of the smallest singular value z of F with
N = 6,M = 8 as a function of ∆σ and ∆ at ∆ϕ = 1.999. Each
curve undergoes two dips in log(z), with one fixed at ∆ = ∆ϕ
and the second shifting with ∆σ, which varies linearly from
∆σ = 0.95 (left) to ∆σ = 1.05 (right). The two solutions coincide
and achieve a minimal log(z) at ∆ϕ = 1.999,∆ = 1.999,∆σ =
0.999.
tensor operator whose scaling dimension becomes degenerate with that of  as
N → 0 – can be used to discriminate between percolation and the SAW in any d.
For percolation in two and four spatial dimensions, our bootstrapped scal-
ing dimensions agree relatively well with established results. In particular in
4d our determination of the correlation length critical exponent ν, obtained with
only N = 5 operators, is within about 0.1% of the value obtained by an involved
four-loop calculation [49]. For the upper critical dimension in 6d, while no rig-
orous bootstrapped solution is found we do see evidence of the anticipated free
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field solution. Bootstrapping percolation in odd d is not as robust; to obtain
a solution with our particular set of selection rules ∆σ must be used as input.
We point out that while this is the first treatment of percolation in d > 2 with
the conformal bootstrap, a similar implementation has been used to extract the
structure constants of 2d percolation [55]. Applying the bootstrap to the SAW,
for the upper critical dimension 4d we easily recover the expected scaling di-
mensions of the free theory. However, in d = 2 and d = 3 additional input is
required to find solutions. Namely at least one of the three independent scal-
ing dimensions appearing in the truncated spectrum must be held fixed. To
conclude, while more accurate results are surely possible by using larger, more
complicated spectrums, percolation and the self-avoiding walk are clearly dis-
tinguishable with the conformal bootstrap.
Encouraged by these results, it would be interesting to use the conformal
bootstrap to explore the space of c = 0 theories in a systematic manner, since
many such theories are expected to have important physical applications. In
particular very interesting problems in Anderson localization, such as the elu-
sive critical point for transitions in the integer quantum Hall effect, are expected
to be described by a c = 0 CFT in 2d [56].
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4.6 Appendix
4.6.1 A. Percolation Fusion Rule
A potential criticism of our work is that to be in accordance with the exact fu-
sion rule [σ] × [σ] = [], the identity operator’s contribution should vanish at a
solution if that solution is to truly represent percolation. In practice we instead
find that the OPE coefficient of the identity, though minimized at a solution, is
larger than that of the energy operator. In this appendix we posit that, while
physically the identity operator should decouple, its inclusion is a) a numeri-
cal necessity in treating percolation with global conformal blocks in the Gliozzi
bootstrap, and b) does not alter the bootstrapped scaling dimensions.
To show this, we’ll consider 2d percolation. In 2d the four-point function can
be written in terms of the Virasoro conformal blocks
〈O(∞)O(1)O(z)O(0)〉 =
∑
p
ap|F (c, h, hp, z)|2. (4.19)
Here ap are the OPE coefficients squared (note in general ap , p∆,l [57]), F the
Virasoro conformal blocks, and the sum runs over Virasoro primaries. The util-
ity of the Virasoro blocks for our purposes is twofold. First, each block contains
all contributions to the four point function from a given conformal family, lead-
ing to simplification of the bootstrap equations for fusion rules containing just
one Virasoro primary. Second, they’re a function of c and thus c = 0 can be
implemented directly.
To bootstrap with the Virasoro blocks, the analogues of the formulas pro-
vided in section 3.1 are required. These are provided in [36], for example, and
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restated here. Crossing symmetry is respected if∑
p
a2p
[
F (c, h, hp, z)F (c, h, hp, z) − F (c, h, hp, 1 − z)F (c, h, hp, 1 − z)
]
= 0. (4.20)
Expanding around z = z = 1/2 generates the homogeneous system∑
p
a2p g
(m,n)
h,hp
= 0 (4.21)
with
g(m,n)h,hp = ∂
m
z ∂
n
z
[
F (c, h, hp, z)F (c, h, hp, z) − F (c, h, hp, 1 − z)F (c, h, hp, 1 − z)
]
|z=z=1/2.
(4.22)
Note m+n must be odd or else g(m,n)h,hp is trivially zero. For the fusion rule [σ]×[σ] =
[] the homogeneous system becomes
∂mz F (c, hσ, h , z)|z=1/2 = 0 or ∂nzF (c, hσ, h , z)|z=1/2 = 0. (4.23)
As argued in [36], since m+n is odd, either all even or all odd derivatives vanish
at a solution to the crossing equation.
The argument above implies a simple way to determine whether or not
it’s even possible to use the Gliozzi bootstrap to find a solution with the cor-
rect OPE coefficients for 2d percolation: since either all odd derivatives or
all even derivatives must vanish at a solution, if ∂1zF (c, hσ, h , z)|z=1/2 , 0 and
∂2zF (c, hσ, h , z)|z=1/2 , 0 as c→ 0 near (hσ = 5/96, h = 5/8), then percolation can’t
be correctly found by the conformal bootstrap without treating the logarithmic
CFT aspects more carefully.
The results (Fig 4.8) are unfortunately not so clear. With h = 5/8 fixed, for
c > 0, no solution is found regardless of how close c is to zero. For c < 0, both
even and odd derivatives vanish at two points equidistant from hσ = 5/96. The
two solutions converge as c → 0, as shown in Fig. 4.9 for ∂1zF (c, hσ, 5/8, z). This
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(b) c = −10−6
Figure 4.8: ∂mz F (c, hσ, 5/8, z)|z=1/2 for m = 1, 2, 3 (solid blue, green dash-dot,
dashed red)
structure is present only very near to h = 5/8. This is expected; away from q = 1
the fusion rule becomes [σ] × [σ] = [1] + [].
The minima (maxima) of the c > 0 (c < 0) curves in Fig. 4.8 all occur exactly
at hσ = 5/96, and clearly should correspond to ∂mz F (c, hσ, h , z)|z=1/2 = 0 since
percolation should be a solution. The shift above 0 (which does not change as
|c| → 0) might represent the error in ignoring logarithmic terms in the OPE,
which would be compounded in higher order derivatives. Including the iden-
tity operator in the fusion rule appears to correct the shift shown in Fig. 4.8 at
the cost of obtaining the correct OPE coefficients. In this case the sum in (4.21)
contains N = 2 terms: the  block and the identity block. The latter is given by
the Virasoro vacuum block, truncated to include only the lowest order contri-
bution
F (c, h, 0, z) = 1/z2h. (4.24)
Since now two blocks are included in the fusion rule, the bootstrap must be
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Figure 4.9: hσ vs ∂1zF (c, h, 5/8, z)|z=1/2. The two solutions converge towards
hσ = 5/96 as c → 0. c values:−10−5 (solid blue),−10−6 (dashed
green),−10−7(red circles),−10−8 (cyan dash-dot),−10−9 (magenta
dots).
performed with (4.22) rather than (4.23). With m + n necessarily odd, we take
M = 2 derivatives and
d23 =
g
(2,1)
h,0 g
(2,1)
h,5/8
g(3,0)h,0 g
(3,0)
h,5/8
 (4.25)
with c = −10−6 in order to make the closest possible comparison to the green and
red curves of Fig. 4.8b. The smallest vanishing singular value of d23 is found to
occur at hσ = 0.0519 ≈ 5/96. Thus the two solutions equidistant from hσ = 5/96
found with the exact fusion rule are replaced with a single solution at the proper
value solely by including the identity operator. The exact fusion rule is sufficient
to find percolation only if c → 0−, which is unenforceable when bootstrapping
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with global blocks as in the main text. Keeping the identity operator in our
fusion rule is essentially a numerical crutch; a method of correcting for using
scalar rather than logarithmic conformal blocks.
The drawback of retaining the identity operator in our fusion rule comes
in the form of inaccurate OPE coefficients. For a normalized to unity, insert-
ing our solution (hσ = 0.0519, h = 5/8) into the linear system associated with
d23 finds a1 = 0.453. As the magnitude of c is further decreased this OPE coeffi-
cient grows, becoming larger than a . For example generating d23 with c = −10−7
instead leads to an approximate solution at hσ = 0.0521 and a1 ≈ 4.3. It’s encour-
aging that even as a1 increases hσ remains relatively unperturbed. Including the
identity operator here, and in the main text, does not drive the solution away
from the percolation critical point. In this case its non-vanishing contribution,
and more specifically a1 > a , appears to be a signature of bootstrapping very
close to c = 0. This analysis suggests deviation from the known exact hσ, h val-
ues of 2d percolation has more to do with the truncation of the  block than the
presence of the identity operator. Also playing a role is the choice of deriva-
tive constraints used to construct the homogeneous system of equations in the
bootstrap, which is the subject of Appendix B.
4.6.2 B. Derivatives
If a theory is easily truncable, which Taylor expansion terms are chosen to create
F shouldn’t strongly influence the outcome of the bootstrap. With the small
number of operators kept in this work, a significant volatility in convergence
is observed as the chosen set of derivatives is changed. This also arises in [34]
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where for the 3d self-avoiding walk ∆ = 1.325 is found with just one of the four
3 × 3 minors considered.
To illustrate consider the spectrum
[∆σ, 0] × [∆σ, 0] = [0, 0] + [∆ , 0] + [∆ + 4, 4] + [∆ + 6, 6] + [∆ + 8, 8] + . . . (4.26)
in 2d. Aside from the identity these operators are all present in both the SAW
and percolation. With this fusion rule and fixed ∆σ = 5/48, we report in Table
4.3 the bootstrapped value of ∆ , located by minimizing the smallest singular
value of the crossing matrix as a function of ∆ for three different methods of
choosing derivative constraints. For the natural choice m ≥ n (i.e. the (m, n)
sequence (1, 0), (1, 1), (3, 0), (3, 1) . . . ) a solution which converges to the 2d self-
avoiding walk ∆ = 2/3 is found. On the other hand employing only longitudi-
nal derivatives and excluding M = (1, 0) (i.e. the sequence (3, 0), (5, 0), (7, 0) . . . )
finds a ∆ consistent with percolation, as shown in Figure 4.10.
Thus there is evidence polymers and percolation can be distinguished with-
out appealing to the O(N) symmetry of the self-avoiding walk as done in the
main text, but instead by being selective with the Taylor expansion terms used
to construct F. While this may appear to be just a trivial tuning of the system of
equations to achieve a known result, using the same set of operators (4.26) and
the derivatives from column 2 (column 3) of Table 4.3 also picks out percolation
(SAW) in 4d, as shown in Figure 4.3 (Figure 4.11).
The decision to exclude transverse derivatives in the main text was ini-
tially made out of convenience; evaluating longitudinal derivatives of confor-
mal blocks is less computationally intensive than evaluating their transverse
counterparts. However, it’s clear setting n = 0 and using only longitudinal
derivatives is more successful at bootstrapping 2d percolation. Presumably this
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Table 4.3: Comparison of possible truncations of the crossing equation
in two dimensions with fixed ∆σ = 5/48 and square matrices
(N = M). In each successive row of the table, the lowest dimen-
sion operator from (4.26) and lowest order derivative available
is added, and the bootstrapped ∆ is reported. Three possible
methods of choosing derivatives are considered.
m ≥ 1 m ≥ 3 m ≥ n
N (m, 0) (m, 0) (m, n)
2 1.221 1.321 -
3 1.216 1.250 0.705
4 1.216 1.260 0.681
5 1.216 1.255 0.672
6 1.215 1.255 0.667
variance in outcome, as shown in Table III, is evidence our spectrum of opera-
tors (4.12) is not comprehensive. With an exact, complete set of operators one
would anticipate the results of the bootstrap being more robust. Indeed, when
the fusion rule (4.26) is expanded to include all descendants of the energy oper-
ator, which are inherently present in the  Virasoro blocks making up d23 in the
previous appendix, utilizing the (m, n) = (2, 1) constraint is not a problem. Ap-
pendix A also sheds some light on why accuracy is improved if the (m, n) = (1, 0)
term is avoided. In Fig. 4.8b the curves corresponding to m = 2 and m = 3
have solutions which exactly coincide while those of m = 1 deviate further from
hσ = 5/96. This discrepancy is eliminated as c → 0−, but this isn’t enforceable
with global conformal blocks. In theory, implementing logarithmic conformal
blocks [47] along with increasing the number of retained operators should elim-
inate any need to worry about which derivative constraints are chosen.
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(a) m ≥ n derivative prescription finds a solu-
tion at ∆ = 0.667, consistent with 2d SAW.
(b) m ≥ 3 derivative prescription finds a solu-
tion at ∆ = 1.255, consistent with 2d percola-
tion.
Figure 4.10: Logarithm of the smallest singular value z of F for N = M = 6
and fixed ∆σ = 5/48.
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Figure 4.11: Logarithm of the smallest singular value z of F with N =
6,M = 7 as a function of ∆σ and ∆ , with the derivative pre-
scription for 2d SAW. Each curve corresponds to a distinct
value of ∆σ, linearly spaced from ∆σ = 0.9 (left) to ∆σ = 1.1
(right). Minimizing log(z) finds the solution ∆σ = 1.000,∆ =
2.000 as anticipated for the 4d SAW.
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CHAPTER 5
SCATTERING AND FORMALISM
Ultracold atoms are valuable in part because of their tunability, which leads
to a close correspondence between theory and experiment. Simple theoretical
frameworks can be constructed to model complex physical phenomena, such
as exotic phase transitions. Precise experiments, with controlled interatomic
interactions, may be devised to evaluate their validity.
In the following chapters, a formalism based on the zero temperature S-
matrix is used to study Berezinskii-Kosterlitz-Thouless and upper branch phase
transitions. The basics of this formalism and atomic scattering theory are pre-
sented below.
5.1 Scattering Theory and Feshbach Resonances
For an ultracold atomic gas, two-body interactions can be fully described by the
s-wave scattering length, as. This parameter can be tuned over many orders
of magnitude with a Feshbach resonance, a phenomenon in which open and
closed scattering channels are coupled when the total energy of the states in the
open channel is equal to the total energy of the bound state in the closed channel
[58, 59]. One can think of the process as the atoms occupying an open channel
briefly scattering into a state in a closed channel before returning to the open
channel.
Schematically, this is a second order process and therefore the scattering
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length should be proportional to the energy difference between channels
as ∝ 1Eopen − Eres . (5.1)
In the above equation Eopen is the energy of the atoms in the open channel,
and Eres the energy of the bound state in the closed channel. Crucially, the
bound state has a magnetic moment that differs from the magnetic moment
of the atoms partaking in the two-body scattering process due to the hyperfine
interaction. Thus an external magnetic field affects the bound and scattering
states differently, allowing the energy difference, and subsequently the scatter-
ing length, to be experimentally controlled. Feshbach resonances allow the in-
teraction strength of an atomic gas to be controlled with great precision across
many orders of magnitude. In the remainder of this section, the details of scat-
tering theory necessary to derive this important result are presented.
5.1.1 Scattering Theory
The wavefunction describing scattering of an incident plane wave off a particle
of size r0, in the large r limit, can be written as the sum of incoming and scattered
waves
ψ(r) = eikz + f (θ)
eikr
r
(5.2)
with f (θ) the scattering amplitude. This wavefunction can also be found di-
rectly by solving the Schro¨dinger equation in a central potential V(r). Spherical
symmetry suggests solutions may be expanded in terms of the Legendre poly-
nomials Pl(cos θ)
ψ(r) =
∞∑
l=0
R(r)ClPl(cos θ) (5.3)
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where R(r) are the solutions to the radial Schro¨dinger equation, which in the
r → ∞ limit take the form
R(r) =
1
kr
sin(kr − lpi
2
+ δl). (5.4)
Here, δl are the phase shifts of the scattered wave due to the scatterer. Similarly
expanding (5.2)’s plane wave in terms of Legendre polynomials and comparing
to (5.3) leads to the well-known result for the scattering amplitude
f (θ) =
1
k
∞∑
l=0
(2l + 1)eiδl sin δlPl(cos θ). (5.5)
In the low energy, or s-wave, limit where kr0 << 1 the scattering ampli-
tude becomes constant, as the structure of the particle is invisible to the incident
wave. The l = 0 term dominates the sum and (5.5) becomes a constant
f (θ) = lim
k→0
eiδ0k sin δ0
 ≈ δ0k . (5.6)
Conventionally, this constant is written −as, with as the scattering length:
as =
−δ0
k
. (5.7)
The s-wave scattering cross section is thus completely determined by the scat-
tering length:
σ =
∫
dσ
dΩ
dΩ (5.8)
=
∫
| f (θ)|2dΩ (5.9)
= lim
k→0
∫
sin(δ0)2
k2
(5.10)
= 4pia2s (5.11)
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5.1.2 Feshbach Resonances
Following the argument in [58], consider splitting the Hilbert space into two
subspaces P and Q, with P containing the open channels and Q the closed chan-
nels. Any given state can then be written
|ψ〉 = |ψP〉 + |ψQ〉 (5.12)
with |ψP〉 = P|ψ〉, |ψQ〉 = Q|ψ〉 and P, Q the respective projection operators of the
subspaces. Applying P to the Schro¨diner equation on the left gives
(E − HPP)|ψP〉 = HPQ|ψQ〉, (5.13)
where HIJ = IHJ . Repeating with Q and inserting into (5.13) results in
(E − H0 − U)||ψP〉 = 0, (5.14)
with U = UP + UFR, and
UFR ≡ HPQ(E − HQQ + i)−1HQP. (5.15)
Above, HPP has been broken into interacting and non-interacting pieces, and
UFR is the interaction term responsible for Feshbach resonances. As evidenced
by the form of (5.15), it may be thought of as an interaction in the P subspace
due to a transition from P→ Q→ P.
To interpret (5.14) and relate to experiment, we can use the T -matrix. The
Lippmann-Schwinger equation with propagator G0 ≡ (E − H0 + i)−1 reads
T = U + UG0T (5.16)
and can be solved with the given interaction potential:
T = TP + (1 − UPG0)−1UFR(1 −G0U)−1. (5.17)
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Above, TP is the T -matrix for the subspace of open channel states in the absence
of transitions to Q.
Calculating the matrix elements of (5.17) for plane waves with momenta k,k′
to first order in UFR and utilizing the T -matrix’s relation to the s-wave scattering
length at zero energy [58]
T =
4pi~2as
m
(5.18)
yields
4pi~2
m
a =
4pi~2
m
aP +
∑
n
〈ψn|HQP|ψ0〉|2
Eth − En (5.19)
with ap the scattering length in the absence of interactions between open and
closed channels, Eth is the energy of the scattering atoms at large separation r >>
r0, and the sum runs over all states in Q. If Eth lies near the energy of a particular
bound state n = res then the energy dependence of all other En contributing to
the sum may be neglected. Their contribution can be rolled together with ap
into a non-resonant term
4pi~2
m
as =
4pi~2
m
anr +
〈ψres|HQP|ψ0〉|2
Eth − Eres . (5.20)
Expanding the denominator and supposing it vanishes at some particular
value of external B field, we can expand Eth − Eres ∼ (µres − µ1 − µ2)(B − B0) with
and µi = −∂Ei∂B the magnetic moment of the individual atoms and bound state.
Substituting into (5.20) gives
as = anr
(
1 − ∆B
B − B0
)
(5.21)
with
∆B =
m
4pi~2anr
|〈ψres|HQP|ψ0〉|2
µres − µα − µβ , (5.22)
which are the main results describing Feshbach resonances and their impor-
tance. By controlling B, the scattering length can be adjusted, allowing one to
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tune the gas from effective repulsive to attractive interactions. This is of particu-
lar value near resonance B = B0, where slight adjustments to B may cause large
changes to as.
5.2 Formalism
In this section, an overview of the formalism developed in [60] is given. The
formalism is inspired by the thermodynamic Bethe ansatz (TBA) in that both
involve expressing the free energy in terms of a pseudo-energy which satisfies
an integral equation. The Bethe ansatz is a technique for finding exact solu-
tions to integrable interacting quantum systems in one spatial dimension. Mod-
els which can be solved by the Bethe ansatz have an exact zero-temperature
S-matrix that factorizes into products of two-body S-matrices. The Bethe ansatz
results in expressions that characterize the momenta of particles of a given state
of a system, which can subsequently be used to calculate quantities in the ther-
modynamic limit. The TBA, first applied by Yang and Yang to the Bose gas [61]
formalizes this idea by providing a framework for summing up contributions
from many states to incorporate finite temperatures.
The formalism described below extends the TBA approach to thermodynam-
ics to higher dimensional systems where exact solutions are generally not pos-
sible, as the S-matrix does not factorize into products of two-body interactions.
Nevertheless these two-body interactions may be summed to all orders in the
coupling, effectively capturing some non-perturbative behavior. Consequen-
tially, for some models, solutions of the resulting integral equation are valid
beyond typical weak-coupling regimes [62].
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5.2.1 Partition Function in terms of the S-matrix
We begin by expressing the partition function
Z(β, µ) = tr e−β(H−µN) (5.23)
in terms of the S-matrix operator
Ŝ (E) = 1 + 2piiδ(E − H0)T̂ (E) (5.24)
as
Z = Z0 +
1
2pi
∫
dEe−βE tr Im∂E log Ŝ (E). (5.25)
Here, β = 1/T , µ is the chemical potential, H0 and Z0 are the free parts of the
Hamiltonian and partition function, respectively, and T̂ (E) has on shell matrix
elements T = (2pi)dδk,k′M{k}→{k′} withM the scattering amplitudes. The integral
over E can be put in a more useful form by observing log Ŝ (E) ∝ δ(E − H0), and
defining the operator W
Im log Ŝ (E) ≡ 2piδ(E − H0)W(E). (5.26)
Substitution this relation into (5.25) and integrating by parts results in
Z =
∫
dEe−βE tr(δ(E − H0)Ŵ (5.27)
with
Ŵ ≡ Wβ + 1. (5.28)
The above expression for Z takes the form of a configuration integral, and
reduces to unity in the absence of interactions as expected. In analogy with
Mayer’s cluster expansion for classical gases, a decomposition of Z in terms of
clusters can be developed. The cluster decomposition of Ŵ for state |Ψ〉 reads
〈Ψ′|Ŵ |Ψ〉 =
∑
partitions
sP〈Ψ′1|Ŵ |Ψ1〉c〈Ψ′2|Ŵ |Ψ2〉c〈Ψ′3|Ŵ |Ψ3〉c . . . (5.29)
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Above s is 1 for bosons, −1 for fermions, and the sum is over all possible parti-
tions of |Ψ〉 into i-particle clusters |Ψi〉. Ŵ’s dependence on the S-matrix implies
only connected clusters will contribute. Defining ŵN(k1, . . . ,kN) as the sum of
terms composed of connected N-particle matrix elements of Ŵ, i.e.
ŵ1(k1) = 〈k1|Ŵ |k1〉c (5.30)
ŵ2(k1,k2) = 〈k1k2|Ŵ |k1k2〉c + s〈k2|Ŵ |k2〉c〈k1|Ŵ |k2〉c, (5.31)
leads to the simplification
logZ =
∑
N
zN
N!
∫
dk1 . . . dkNe−β
∑N
i=1 ωki ŵN(k1, . . .kN), (5.32)
where z = eβµ is the fugacity and ωki = k2i /2m is the energy of the free, non-
relativistic single particle state |ki〉 with mass m. Pulling out a factor of volume
ŵN(k1, . . .kN) ≡ VwN(k1, . . . ,kN) gives the free energy density in terms of con-
nected matrix elements
F = −1
β
∑
N
zN
N!
∫
dk1 . . . dkNe−β
∑N
i=1 ωkiwN(k1, . . .kN). (5.33)
Contributions to (5.33) due to 1 particle factors yield delta functions
ŵ1(k,k′) = 〈k′|Ŵ |k〉c = (2pi)dδk,k′ (5.34)
and thus are easily integrated over. Considering their contributions to all orders
yields
F = F0 − 1
β
∑
N≥2
1
N!
∫  N∏
i=i
dki f0(ki)
wN(k1, . . . ,kN), (5.35)
where F0 is the free-particle contribution
F0 = s
β
∫
ddk
(2pi)d
log(1 − sze−βωk) (5.36)
and
f0(k) ≡ zeβωk − sz (5.37)
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is the free filling fraction. In the diagrammatic description of the formalism,
each line in a diagram is associated with a factor of f0(k). Each vertex is assigned
a factor of (2pi)dβVn(k′1, . . . ,k′n;k1, . . . ,kn) whereVn is the n-particle vertex func-
tion, defined in terms of Ŵ as
〈k′1, . . . ,k′m|Ŵ |k1, . . . ,kn〉c = (2pi)dβδk,k′Vn(k′1, . . . ,k′n;k1, . . . ,kn). (5.38)
F − F0 from (5.35) may be viewed as a sum of diagrams. A full description of
the diagrammatic interpretation of the formalism is provided in [60].
5.2.2 Integral Equation
In this section, an integral equation satisfied by the single particle pseudo-
energy (k), defined in terms of the physical filling fraction
f (k) =
1
eβ(k) − s , (5.39)
is derived. The density can be expressed in terms of the filling fraction by
n =
∫
ddk
(2pi)d
f (k). (5.40)
The pseudo-energy represents a single particle’s energy in the presence of in-
teractions with the rest of the gas, that takes into account multiple scatterings.
Differentiating (5.35) with respect to µ gives
f (k) = f0(k) + f0(k)(s f0(k) + 1)
∞∑
N=1
1
N!
∫  N∏
i=1
dki f0(ki)
wN+1(k,k1, . . .kN). (5.41)
In the diagrammatic description f˜ (k) = eβ((k)−ωk+µ) f (k) plays the role of the full
propagator, and satisfies an analog of the Dyson equation which may be written
f˜ (k) − f0(k) = −β f˜ (k)(1 + s f0(k)) δF1
δ f (k)
. (5.42)
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Here, F1 is a functional related to the physical corrections to F −F0 by replacing
f0 with f˜ .
At low density and high temperatures two body interactions dominate. The
two-body approximation is enforced in the formalism by including only the
four-vertex G2(k,k′) ≡ V2(k′,k) and considering only “foam diagrams” (dia-
grams of all orders in the F − F0 expansion with the smallest possible number
of vertices). Excluding higher order interactions, (5.42) becomes
f˜ (k) − f0(k) = f˜ (k)
(
sβ f0(k)
∫
dk′G2(k,k′) f˜ (k′)
)
, (5.43)
or equivalently,
(k) = ωk − µ − 1
β
log
1 + β∫ dk′G2(k,k′)eβ((k′)−ωk′+µ)eβ(k′) − s
 . (5.44)
In summary, consistent resummation of two-body scattering has led to an inte-
gral equation for the pseudo-energy (k), whose solution can be used to calcu-
late thermodynamic quantities of interest. Defining
y(k) = e−(ε(k)−ωk+µ)/T , (5.45)
which becomes unity in the absence of interactions, the integral equation can be
written
y(k) = 1 + β
∫
ddk′
(2pi)d
G2(k,k′)
z
eβωk′ − szy(k′) (5.46)
5.2.3 Kernel in Two and Three Dimensions
The kernel G2(k,k′) is based on the logarithm of the two-body S-matrix at zero
temperature. To be exact, it’s the connected part of the diagonal matrix element
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of Im log Ŝ (E). For the non-relativistic theories we will consider, the two body
S-matrix can be calculated exactly, i.e. to all orders in the coupling. Therefore
although contributions from many-body (n > 2) interactions are difficult to cal-
culate, and thus not considered, some non-perturbative aspects are included
within this framework. In two dimensions, the two-body S-matrix and kernel
are given by
S (|k − k′|) = 4pi/mg + log(2Λ/|k − k
′|) − ipi/2
4pi/mg + log(2Λ/|k − k′|) + ipi/2 (5.47)
=
log(2Λ∗/|k − k′|) − ipi/2
log(2Λ∗/|k − k′|) + ipi/2 , (5.48)
and
G(k − k′) = −σ4i
m
log S (k − k′)
=
8
m
arccot
[
2
pi
log
(
as|k − k′|/2)] . (5.49)
Here, σ = 1 for bosons and 1/2 for fermions, and Λ∗ is a UV cutoff. In the
following chapter, for convenience the notation G± will be used to distinguish
between the bosonic (G+ = G) and fermionic (G− = G/2) kernels. Note also the
generic k,k′ dependence has been replaced with k − k′, which is required by
rotational invariance. In three dimensions, the two-body S-matrix and kernel
become
Smatrix(|k − k′|) = 2/as − i|k − k
′|
2/as + i|k − k′| . (5.50)
and
G(k,k′) = − 16piσ
m|k − k′| arctan
(
as.|k − k′|
2
)
. (5.51)
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CHAPTER 6
TWO DIMENSIONAL BOSE AND FERMI GASES BEYONDWEAK
COUPLING
This chapter was adapted from“Two-dimensional Bose and Fermi gases beyond weak
coupling” by Guilherme Franc¸a, Andre´ LeClair, and Joshua Squires, published in J.
Stat. Mech. 7 073103 (2017).
6.1 Abstract
Using a formalism based on the two-body S-matrix we study two-dimensional
Bose and Fermi gases with both attractive and repulsive interactions. Approx-
imate analytic expressions, valid at weak coupling and beyond, are developed
and applied to the Berezinskii-Kosterlitz-Thouless (BKT) transition. We success-
fully recover the correct logarithmic functional form of the critical chemical po-
tential and density for the Bose gas. For fermions, the BKT critical temperature
is calculated in BCS and BEC regimes through consideration of Tan’s contact.
6.2 Introduction
The absence of conventional long range order in two-dimensional systems is
well known to be a consequence of low energy fluctuations [63, 64]. Phase tran-
sitions at finite temperature in 2d are instead marked by a topolgical order as
described by Berezinskii, Kosterlitz, and Thouless (BKT) [65, 66]. Quasi long
range order is exhibited below the BKT transition temperature, where spatial
65
correlations of the order parameter decay algebraically rather than exponen-
tially. The destruction of this ordering, due to the unpairing of vortices, has
been observed experimentally using atomic gases [67].
Ultracold atomic gases are well suited for the exploration of BKT theory, as
they can be effectively constrained to 2d [68–75] using an optical lattice or har-
monic trap, and because their interactions are highly tunable through the use
of Feshbach resonances. Theoretical studies of BKT physics in two dimensions
using quantum gases are numerous. Fermi gases have been used to explore
Cooper pairing and superconductivity in 2d [76, 77], as well as the normal Fermi
liquid phase [78–80]. The superfluid transition and critical point of the 2d Fermi
gas have also been treated [81–83]. Bose Einstein condensation in 2d, particu-
larly at weak coupling, has been widely studied [84, 85]. The critical point of the
2d Bose gas has been obtained in this limit through classical φ4 theory [86–88],
and with a renormalization group (RG) approach [89]. An RG analysis has also
been used to examine the ground state of the Bose gas in arbitrary dimension
[90].
In this paper we apply the formalism developed in [60] to study two-
dimensional Bose and Fermi gases with both attractive and repulsive inter-
actions. Inspired by the Yang-Yang equations of the Thermodynamical Bethe
Ansatz [61], the formalism is centered around an integral equation with a ker-
nel based on the logarithm of the two-body S-matrix. The main advantage of
our approach is that the two-dimensional integral equation admits approximate
analytic solutions in terms of the Lambert W function. Furthermore these ap-
proximate solutions remain useful beyond weak coupling, and as detailed in
section III, they can be used to calculate any thermodynamic quantity of inter-
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est. In this work we primarily use this correspondence to calculate the critical
points of the BKT transition for both Bose and Fermi gases. Below we summa-
rize our chosen models, couplings, and formalism before describing our main
results in sections 6.5 and 6.6.
6.3 Physical Couplings, Scaling functions
Both non-relativistic bosons and fermions are treated in this chapter. The Bose
gas will be defined by the action
S =
∫
d2x dt
iφ†∂tφ − |~∇φ|22m − g4(φ†φ)2
 . (6.1)
with φ a complex scalar field. A two component field ψ↑,↓ is needed for the Fermi
gas, due to fermionic statistics:
S =
∫
d2x dt
∑
α=↑,↓
iψ†α∂tψα −
|~∇ψα|2
2m
− g
2
ψ†↑ψ↑ψ
†
↓ψ↓
 . (6.2)
In both models, the parameter g characterizes the strength of the quartic inter-
actions, with positive (negative) g describing repulsive (attractive) interactions.
The coupling g has a renormalization group (RG) flow, described by the beta
function
dg
d logΛ
=
mg2
4pi
. (6.3)
This beta function, with momentum cutoff Λ introduced to regularize ultravi-
olet divergences, is calculated from the exact 2-body S-matrix [60] and is a sig-
nature of BKT phase transitions. The coupling g is marginally irrelevant when
positive, maginally relevant when negative, and related the RG invariant phys-
ical coupling Λ∗ by
Λ∗ = Λ e4pi/mg. (6.4)
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We define the physical scattering length as as
as =
1
Λ∗
=
1
Λ
e−4pi/mg, (6.5)
though in two-dimensions this is merely one possible convention. Another,
used in [89], is as = e−γE/Λ∗, where γE is the Euler-Mascheroni constant. In
contrast to three dimensions, a negative scattering length is not physically pos-
sible. Note quantities are best expressed in terms of the scattering length rather
than the coupling g since the latter isn’t an RG invariant. At finite temperature
and density, it is convenient to define the dimensionless variables:
α =
λT
as
, µ˜ =
µ
T
(6.6)
where λT =
√
2pi/mT is the thermal de Broglie wavelength and µ the chem-
ical potential. Relations between the parameters discussed above, and their
strong/weak coupling limits are summarized in Table 6.1.
Table 6.1: The parameter α is defined below in (6.6). The weak coupling
limit is obtained with α → ∞ for repulsive interactions and
α → 0 for attractive interactions. The strong coupling limit cor-
responds to finite α in both cases. g˜, defined in (6.10), is also
finite at strong coupling.
weak coupling strongcoupling
g as α g as α
repulsive 0+ 0 ∞ +∞ 1/Λ∗ O(1)
attractive 0− ∞ 0+ −∞ 1/Λ∗ O(1)
In terms of the dimensionless µ˜ and α we can define the scaled density
n˜ = nλ2T (6.7)
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and free energy density
F = −pi
2
6
Tλ−2T c(˜µ, α), (6.8)
where the scaling function c is to be defined below. In two dimensions the Fermi
wave-vector is kF =
√
2pin = λ−1T
√
2pin and the Fermi temperature TF = pin/m,
which implies T/TF = 2/˜n. In units of the Fermi energy, the energy per particle
takes the form
E
N
=
pi2
12
(
T
TF
)2
c(˜µ, α). (6.9)
For comparison with other calculations and experiments, it is also useful to de-
fine a physical coupling g˜ as
g˜ =
8pi
| log(na2s)|
=
8pi
| log(˜n/α2)| =
4pi∣∣∣∣∣log ( kFas√2pi)∣∣∣∣∣ (6.10)
The above definition is such that at weak coupling g˜ ≈ g.
6.4 Integral Equation
Rescaling k→ √2mT k, the 2D integral equation (5.46) and scaling functions are
given by (k = |k|):
n˜ = 2
∫ ∞
0
dk k
y(k)z
ek2 − sy(k)z , (6.11)
c = −12
pi2
∫ ∞
0
dk k
s log (1 − szy(k)e−k2) + 12 z(y(k) − 1)ek2 − szy(k)
 (6.12)
and
y(k) = 1 +
m
2pi2
∫
d2k′G(k − k′) z
ek′2 − szy(k′) , (6.13)
where the kernel is
G(k − k′) = 8
m
arccot
2pi log
 √pi|k − k′|
α
 . (6.14)
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Note c = 1 for a free boson at zero chemical potential.
The free theory limit corresponds to both α→ ∞ (g→ 0+) and α→ 0 (g→ 0−).
It will be convenient to write the integral equation (6.13) as
y(k) = 1 +
∫ ∞
0
dk′ k′ H(k, k′)
z
ek′2 − sz y(k′) , (6.15)
where
H(k, k′) =
4
pi2
∫ 2pi
0
dθ arccot
1pi log
pi(k2 + k′2 − 2kk′ cos θ)
α2
 . (6.16)
In theory the integral equation (5.46) is valid for all interaction strengths
and temperatures, including T = 0. However, as our formalism only includes
a pseudo-energy for single particles, the integral equation is only solvable in
the absence of bound states, limiting its applicability at zero temperature. Low
temperature results are accurate only if the gas remains in the normal phase. As
a concrete example, we calculated Tan’s contact for the attractive Fermi gas in
the normal phase for temperatures as low as T/TF = 0.001 (see Figure 5 and the
discussion in Section V).
We also expect solutions of the integral equation to become less reliable if
the coupling is large enough to result in appreciable many-body interactions,
as only two-body effects are considered. If we take the coupling constant g˜
as a measure of strong versus weak coupling, then because of the logarithm,
g˜ ≈ 1 requires (for repulsive interactions) a very large α, on the order of 106 (see
below). For such large α we can disregard the momentum dependence of the
kernel. Thus, henceforth
H ≈ 8
pi
arccot
[
−2
pi
logα
]
≈ − 4
logα
→ 0±. (6.17)
is a constant that differs in sign depending on whether the interaction is attrac-
tive or repulsive. Keeping the momentum dependence of the kernel does not
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significantly alter the results presented in the following sections.
6.5 Bosons
Since the kernel is a constant, y is also a constant. The integral over k can be
performed and the integral equation (6.15) becomes the transcendental equation
y(y − 1) = 2 log(1 − yz)
logα
. (6.18)
The equation of state is then
n˜ = − log(1 − yz). (6.19)
Given the solution to (6.18) for y as a function of z, the above equation deter-
mines how the density depends on the chemical potential and temperature.
For very weak coupling, y ≈ 1, and (6.18) can be approximated as
y = 1 +
2 log(1 − yz)
logα
(6.20)
which can be expressed in terms of the Lambert W-function. The W function by
definition satisfies
W(u)eW(u) = u. (6.21)
One then has the following solution of the transcendental equation:
y = 1 − a log(1 − y/b) ⇒ y = b + aW
(
−b
a
e(1−b)/a
)
. (6.22)
Thus
y =
1
z
− 2
logα
W
(
logα
2z
e(1/z−1) log
√
α
)
. (6.23)
For real u, W(u) has two real valued branches, as shown in Figure 6.1 below.
If u ≥ 0 there is only the principal branch denoted by W0(u), and if −1/e ≤ u <
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0 we have the secondary branch W−1(u) in addition. The two branches only
coincide when u = −1/e, where W0(−1/e) = W−1(−1/e) = −1.
6.5.1 Repulsive Bosons
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Figure 6.1: (color online) The two real branches of the LambertW-function.
The top blue part is the principal branch W0(u), whereas the
lower orange part is W−1(u). The branches meet at u = −1/e.
For repulsive bosons the argument of W is positive and one should chose the
principle branch, henceforth simply denoted as W. In order to compare with
other theories and experiments, we wish to plot n˜ as a function of µ˜ for various
g˜. Though g˜ depends on chemical potential through n˜, the primary variation of
g˜ comes from α. Therefore we plot n˜ as a function µ˜ for a fixed α. Along such
a curve g˜ is nearly constant, and we can meaningfully associate each fixed-α
curve with value g˜0 = g˜(˜µ = 0−, α).
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Our results, which use the approximation (6.23), compare reasonably well to
experimental data [73], as shown in Figure 6.2 for g˜0 ranging between 0.05 and
0.66. This requires a very large range of α due to the logarithm in the definition
of g˜. For instance g˜0 = 0.05 corresponds to α ≈ 10110 whereas g˜0 = 0.66 coincides
with α ≈ 108. As µ˜ → −∞ the behavior is of a free gas n˜ ≈ − log(1 − z). For
finite µ˜, our predictions increasingly underestimate the experimental results as
g˜ increases.
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)
Figure 6.2: (color online) The scaled density n˜ as a function of the scaled
chemical potential µ˜ for various g˜0. From top to bottom, the
solid colored lines correspond to g˜0 = 0.05, 0.15, 0.24, 0.41, 0.66
respectively. The colored points, which have the same ordering
from top to bottom, are experimental data estimated from [73].
The bose gas undergoes a phase transition to a superfluid at some critical
density n˜c. For a two dimensional interacting gas, as in the 3d non-interacting
case, at the critical point the scaled density n˜ develops an imaginary part. This
occurs for y ≈ 1/z where the RHS of (6.18) has a branch cut. In order to study this
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critical point analytically using known functions, we consider the approximate
solution of (6.18) given by (6.23). Taking y = 1/zc implies
W
 log √αzc e(1/zc−1) log √α
 = 0. (6.24)
Since the argument of W is arbitrarily large and positive for weakly coupled
repulsive interactions, the approximation W0(u) ≈ log u can be used, giving
log
 log √αzc
 + log √α ( 1zc − 1
)
= 0. (6.25)
The solution zc to the above equation can again be expressed in terms of the
Lambert W function
zc =
log
√
α
W
(√
α
) . (6.26)
Noting to second order, for large u, W0(u) ≈ log u−log log u, one can use the above
equation and (6.19) to compute the critical chemical potential and density:
µ˜c ≈ log log
√
α
log
√
α
n˜c ≈ log log
√
α. (6.27)
We now compare (6.27) with known results and experiments. From the scat-
tering length definition given by (6.5) we see log
√
α ≈ 2pi/mg. This leads to
µ˜c ≈ mg2pi log
(
2ξµ
mg
)
n˜c ≈ log
(
2ξ
mg
)
(6.28)
with ξ = ξµ = pi. The above functional dependence on g agrees with [73, 87]
except for the constants inside the logarithm, where it was found that ξµ ≈ 13.2
and ξ ≈ 380. The simplest explanation for this discrepancy is that we are ne-
glecting intrinsic 3-body interactions and higher; however it is hard to see how
these would lead to the same functional form as in (6.28). Though we found
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no numerical evidence this was the case, it’s more likely a consequence of ne-
glected momentum dependence in the integral equation’s kernel, in the large α
limit.
6.5.2 Attractive Bosons
For attractive interactions in the weak coupling limit, (6.17) is positive, and α→
0+. In this regime there exists only very small regions of parameter space where
there is a solution to (6.18). This instability is reflected in the equation of state,
as shown in Figure 6.3.
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Figure 6.3: (color online) The scaled density n˜ as a function of the scaled
chemical potential µ˜ for various g˜0. From bottom to top, the
solid colored lines correspond to g˜0 = 0.05, 0.15, 0.24, 0.41, and
0.66 respectively. Each n˜ curve terminates at a specific chemi-
cal potential, after which no solution to (6.20) exists for larger
values of µ˜.
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At the critical point, n˜ again becomes complex. The main difference in re-
peating the analysis of the previous section is now, for attractive interactions, the
argument of W in (6.23) is arbitrarily small and negative and one must choose
the secondary branch rather than the principle branch. After setting y = 1/zc we
find
W−1
 log √αzc e(1/zc−1) log √α
 = 0. (6.29)
Utilizing the asymptotic expansion of the secondary branch W−1(−1u ) ≈ − log u −
log log u gives
log
 |log √α|zc
 − ( 1zc − 1
)
|log √α| = 0, (6.30)
from which it follows
zc =
log
√
α
W−1
(
−√α
) . (6.31)
As in the repulsive case the critical density can be computed by inserting the
above expression into (6.19). Using the asymptotic expansion of W−1 a second
time results in
µ˜c ≈ − log|log
√
α|
|log √α|
n˜c ≈ log|log
√
α|. (6.32)
6.6 Fermions
In the fermionic case the kernel G− = G+/2. The analogs of (6.18) and (6.19) for
fermions at weak coupling are then
y(y − 1) = − log(1 + yz)
logα
(6.33)
and
n˜ = log(1 + yz). (6.34)
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Mirroring our treatment of bosons, we find approximate solutions for y in the
attractive (α→ 0)
y = −1
z
+
1
logα
W−1
(
logα
z
e(1/z−1) log
√
α
)
(6.35)
and repulsive (α→ ∞)
y = −1
z
+
1
logα
W0
(
logα
z
e(1/z−1) log
√
α
)
(6.36)
regimes in terms of the Lambert function.
Attractive Fermions
A useful quantity to calculate is the contact parameter, C, which is set by the an-
tiparallel spin pair correlation function g↑↓(r) at short distances (r  1/kF). Tan’s
relations provide a connection between C, and thus the short range interactions
of the system, and macroscopic quantities such as the pressure of the gas [91].
One can define a dimensionless contact in terms of a derivative of the energy
with respect to the interaction parameter
C′ = C/k2F = pi
d EEF
d log(kFas)
. (6.37)
Note since T/TF = 2/˜n this derivative can be calculated explicitly with our for-
malism. Using the approximations given by (6.34) and (6.35):
C′ =
2pi
[
logα(1+1/z) −W−1(v)
]
log
(
zW−1(v)
logα
)2 [
logα
(
W−1(v) + 1
)] (6.38)
where v = α(1+1/z) logα1/z.
For the 2d attractive fermi gas, the contact was recently measured experi-
mentally at T/TF = 0.27 [69]. In Figure 6.4 below we compare C′ as calculated
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with our approximations to experiment, as well as to a T = 0 Fermi liquid the-
ory result [79]. OurC′ compares favorably with the experimental measurements
until diverging abruptly as α→ 1.
Since C′ is proportional to the number of atomic pairs, which follows from
the relation between the contact and g↑↓(r) [92], a divergence in C′ may signal
a phase transition. Identifying the critical point of the BKT transition with a
diverging C′ yields the phase diagram shown in Figure 6.5.
In the 2d BCS limit log (kFas)  1, the critical temperature of the superfluid
transition has been calculated using mean field theory [81, 83]
Tc
TF
=
2eγ−1
pikFas
=
cMF
kFas
. (6.39)
Fitting our phase boundary to a second order model
Tc
TF
=
c1
kFas
+
c2
(kFas)2
(6.40)
gives c1 = 0.865 = 2.08cMF and c2 = 6.07. Our results begin to significantly
depart from those of mean field theory around log (kFas) = 3 which corresponds
to g˜ ≈ 6. This is well into the regime of strong interactions, so it’s unsurprising
we deviate from a mean field theory prediction.
Before considering repulsive interactions, we note that Monte Carlo simu-
lations have been used to calculate both the contact and energy per particle
at T = 0 on both sides of the BEC-BCS crossover. For example, in [93] for
log(kFas) = 5.18, the normalized energy per particle is reported as E/N = 0.821.
To compare to this data we calculate E/N using (6.9) at low temperature. For
convenience we take T/TF = 0.01, which fixes the density n˜. Since the interac-
tion parameter log(kFas) only depends on n˜(˜µ, α) and α, setting log(kFas) = 5.18
uniquely determines α. With α and n˜(˜µ, α) known, a corresponding µ˜ can be
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found numerically, and used to calculate the energy per particle. Utilizing the
approximations (6.34) and (6.35) throughout, we obtain E/N = 0.995. Although
E/N is provided for a range of interaction strengths, most of the data presented
in [93] occurs in the presence of a bound state, which our formalism is not suited
to handle.
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Figure 6.4: Dimensionless contact C′ vs. 1/ log(kFas) at T/TF = 0.27. The
red squares and error bars are experimental data estimated
from [69]. The red open circles are from the same group, but
calculated from a model which accounts for their specific ex-
perimental configuration. The dashed black line is a 2nd order
T = 0 homogenous Fermi liquid theory result, and the solid
blue curve uses the Lambert approximation (6.35) to calculate
C′.
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Figure 6.5: Tc/TF as a function of the interaction parameter log(kFas). The
dashed black line is the mean field theory result (6.39) and the
blue is obtained through the method described in the text. Up
to log(kFas) ≈ 3 our Tc/TF closely matches the mean field theory
prediction.
Repulsive Fermions
While we don’t have experimental data to compare to on the BEC side, the con-
tact is equivalent to (6.38) with W(v) in place of W−1(v). As in the attractive case,
a sharp increase in C′ is observed (see Figure 6) which we take as indication
of a phase transition. In the BEC limit of log (kFas)  −1, the predicted critical
temperature is
Tc
TF
=
1
2
log
 ξ2pi log
2√pikFas


−1
(6.41)
with ξ = 380 [81, 87]. We instead find Tc/TF to be more consistent with the
value ξ = pi from (6.28), as shown in Figure 7. The return of this discrepancy is
expected based on the analysis in section IV, as in this limit the system behaves
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as a weak Bose gas.
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Figure 6.6: Dimensionless contact C′ vs. 1/ log(kFas) at T/TF = 0.1. The
dashed black line is the 2nd order T = 0 homogenous Fermi liq-
uid theory prediction, and the blue uses the Lambert approxi-
mation (6.36) to calculate C′.
6.7 Conclusion
The S-matrix-based formalism developed in [60] has been applied to two-
dimensional Bose and Fermi gases. The main obstacle in utilizing this method
to extract measurable thermodynamic functions is solving an integral equation
whose kernel takes a particularly complicated form in two dimensions. This
makes exact solution of the integral equation an impossible task, and numeri-
cal treatments computationally intensive. Fortunately, in the limits α  1 and
α  1 the momentum dependence of the kernel becomes irrelevant, and ele-
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Figure 6.7: Tc/TF as a function of the interaction parameter log(kFas).The
dashed black line is the mean field theory result given by (6.41).
The red dash-dot line uses the same model except with our pre-
viously calculated ξ = pi instead of ξ = 380. The solid blue curve
is determined by the behavior of C′, as described in the text.
gant solutions of the integral equation can be written in terms of the Lambert W
function.
While we initially anticipated these approximate solutions would only re-
main valid in the limit of extremely weak coupling, it turns out g˜ is a more
appropriate measure of coupling strength than α, due to its explicit density de-
pendence. For strong coupling, g˜ & 1 which is reached in the α  1 or α  1
limit depending on the sign of the interaction.
For bosons, we were able to recover the well-established logarithmic func-
tional form of the critical density and chemical potential with the Lambert ap-
proximation, up to a constant obtained with Monte Carlo methods [87]. For
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fermions our approximations result in an explicit expression for the contact pa-
rameter, from which the critical temperature of the BKT transition has been
deduced. This novel approach agrees with known weak coupling mean field
theory calculations [81, 83].
As two-dimensional gases are poised to garner even greater attention in the
near future, we hope our explicit analytic results are found to be useful.
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6.8 Appendix
6.8.1 Virial Expansion
We thank John Stout for collaboration in the early stages of this work which led
to this Appendix. The following results were not used in the main body of the
chapter, but are presented in the hope that they may have future utility.
The virial expansion is formally defined as a series expansion of F in powers
of the fugacity z:
−F λ2T/T =
∞∑
n=1
bnzn
nλ2T =
∞∑
n=1
n bnzn (6.42)
where the second relation follows from n = −∂F /∂µ. In the free theory, the series
expansion of the poly-logarithm sLi2(sz) gives bn = sn+1/n2.
As explained in [94] our formalism gives the corrections to b2 and b3:
b2 =
s
4
+
λ2T
2T
∫
d2k
(2pi)2
d2k′
(2pi)2
×
(
e−ωk/Te−ωk′/TG±(k − k′)
)
, (6.43)
b3 =
1
9
+
sλ2T
2T
∫
d2k
(2pi)2
d2k′
(2pi)2
e−ωk/Te−ω
′
k/TG±(k − k′)
×
(
e−ωk/T + e−ωk′/T
)
.
The second virial coefficient b2 is exact, whereas b3 is not since it does not
contain the intrinsic 3-body physics. Hence we only consider b2. Rescaling k→
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√
2mT k, and making the change of variables k1 = k − k′, k2 = k + k′, the integral
factorizes and the integral over k2 is simply a gaussian. The result is
b2 =
s
4
+
2σ
pi
∫ ∞
0
dk k e
−k2
2 arccot
2pi log
 √pi k
α
 (6.44)
where k = |k| and σ = 1 for bosons and 1/2 for fermions. To a good approxima-
tion,
b2(α) ≈ s4 + σ
(
− 1 + 2e−α2/2pi + . . .
. . .−2
pi
arctan
1pi log
2pi log 2
α2
) . (6.45)
Plots of b2 are shown in Figure 6.8. Note that it changes sign at α ≈ 2.65. As
expected, the free theory value b2 = s/4 is approached in both limits α → 0 and
α→ ∞.
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Figure 6.8: The second virial coefficient b2 as a function of α for bosons
(solid blue). The dotted red curve is the approximation (6.45).
The non-interacting value b2 = 1/4 (dashed horizontal line) is
approached as α→ 0 and α→ ∞.
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CHAPTER 7
METASTABILITY OF BOSE AND FERMI GASES ON THE UPPER
BRANCH
This chapter was adapted from “Metastability of Bose and Fermi gases on the upper
branch” by Andre´ LeClair, Itzhak Roditi, and Joshua Squires, published in Phys. Rev.
A 94, 063608 (2016).
7.1 Abstract
We study three dimensional Bose and Fermi gases in the upper branch, a phase
defined by the absence of bound states in the repulsive interaction regime,
within an approximation that considers only two-body interactions. Employ-
ing a formalism based on the S-matrix, we derive useful analytic expressions
that hold on the upper branch in the weak coupling limit. We determine upper
branch phase diagrams for both bosons and fermions with techniques valid for
arbitrary positive scattering length.
7.2 Introduction
It is well known that the two-body interactions of a non-relativistic quan-
tum gas in 3 spatial dimensions can be fully described by the s-wave scattering
length, as. For as > 0, interactions are repulsive and the S-matrix has a pole
corresponding to a bound state or “molecule”. Thus if one starts with a sam-
ple consisting of only the fundamental particles, they will start to combine into
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molecules, which complicates the thermodynamics. The “upper branch” cor-
responds to as > 0 with the assumption that the molecules are absent. This
situation has been realized in experiments [95–100] and has also been studied
theoretically [101–109]. It is thus natural to inquire under what conditions the
upper branch is metastable.
In this paper we will study this question based on the formalism developed
in [60]. It provides an expression of the free energy at finite temperature and
density built on an integral equation for the pseudo-energy with a kernel based
on the logarithm of the two-body S-matrix at zero temperature. This integral
equation is reminiscent of the Yang-Yang equations used in the Thermodynami-
cal Bethe Ansatz [61]. The formalism is well suited to studying the upper branch
since it is based on the S-matrix and the molecules are easily eliminated from the
thermodynamics by simply not including a pseudo-energy for them.
For both bosons and fermions, the limit as → ±∞ is the so-called unitary
limit, where the theory is scale invariant. The unitary limit has been explored
extensively within this formulation of statistical mechanics in [110–112], and
will therefore not be discussed in this work. Although we will restrict our anal-
ysis of the upper branch to as > 0, it is nevertheless important to mention that for
bosons the upper branch phase is believed to extend smoothly across unitarity.
In order to determine the boundary between the stable and unstable regions
of the upper branch, we will use the criterion put forward in [105, 107], namely
that the compressibility κ vanishes. The phase diagram will be determined as a
function of the dimensionless ratios
α =
λT
as
, x =
µ
T
(7.1)
where λT =
√
2pi/mT is the de Broglie thermal wave length, µ the chemical po-
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tential, and ~ = kB = 1.
In the following section we give a brief summary of the formalism (for fur-
ther detail see [60]) and the conventions used in this paper. We then present our
results on the stability of the upper branch, and provide an analytic treatment
of the integral equation in the weak coupling limit.
7.3 Formalism and Conventions
In this section we review the main result of [60]: consistent resummation
of two-body scattering leads to an integral equation for a pseudo-energy, whose
solution can be used to calculate thermodynamic quantities of interest. We will
analyze the upper branch for both bosons and fermions. The Bose gas will be
described by the action
S =
∫
d3xdt
iφ†∂tφ − |∇φ|22m − g2 (φ†φ)2
 , (7.2)
while for fermions we consider the two-component model defined by:
S =
∫
d3xdt
∑
α=↑,↓
iψ†α∂tψα −
|∇ψα|2
2m
− gψ†↑ψ↑ψ†↓ψ↓
 . (7.3)
In order to distinguish between the stable and unstable regions of the upper
branch, the isothermal compressibility
κ = − 1
V
(
∂V
∂p
)
T
= −n
∂n−1
∂p

T
, (7.4)
where V is the volume and p the pressure, will be needed. The second equality
above follows since n = N/V with N fixed. The compressibility and particle
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density can be more conveniently expressed in terms of a scaling function, q, of
the dimensionless ratios x and α:
n λ3T = q(x, α) (7.5)
κ =
1
nT
∂xq
q
=
1
T
(
mT
2pi
)3/2
∂xq
q2
. (7.6)
It will also prove useful to define the Fermi surface wavevector kF = (3pi2n)1/3,
where n is the 2-component density, and the Fermi temperature TF = k2F/2m in
terms of q:
T
TF
=
 4
3
√
pi q
2/3 , 1kFas = λTas (6pi2q)−1/3 (7.7)
Both of the above expressions also hold for bosons [111].
Before moving on to a discussion of our results on the upper branch we will
put the integral equation
y(k) = 1 + β
∫
d3k′
(2pi)3
G(k,k′)
z
eβωk′ − szy(k′) , (7.8)
and q in more convenient forms. Rotational invariance demands y be a function
of |k|2, thus after rescaling k → √2mTk, the angular integrals in the integral
equation (7.8) can be performed analytically (see appendix A in [111]). The
result is the following:
y(k) = 1 +
8
pi
∫ ∞
0
dk′k′
z
ek′2 − szy(k′)
×
 α2k√pi log
α2/pi + (k + k′)2
α2/pi + (k − k′)2

−
(
k′
k
+ 1
)
arctan
 √pi
α
(
k + k′
)
−
(
k′
k
− 1
)
arctan
 √pi
α
(
k − k′). (7.9)
Similarly, q can be expressed:
q =
4√
pi
∫ ∞
0
dk k2
y(k)z
ek2 − s y(k)z . (7.10)
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Finally, note that since the fermion model has two components, in equation
(7.5), q → 2q while equations (7.7) and (7.10) remain valid. Henceforth q will
refer to one of the two components.
7.4 Analysis of the Upper Branch
As described in the introduction, the upper branch for Bose and Fermi gases
refers to as > 0 with the exclusion of the formation of bound states. In the S-
matrix based formalism considered in this paper, removing these states (and the
resultant pole in the S-matrix) amounts to simply not including a bound state
pseudo-energy. Below we present both boson and fermion phase diagrams for
as > 0, as well as an analytic expression for y in the weak coupling limit.
7.4.1 Phase Diagrams
To determine the metastable region of the upper branch, we have calculated the
compressibility as a function of the dimensionless variables x and α. This has
been achieved by solving the integral equation (7.9) and calculating q numer-
ically, from which (7.6) is used to determine the stability of the upper branch
phase. The curve where the compressibility vanishes provides the boundary
between the stable and unstable phases [105, 107]. Our upper branch phase di-
agram for fermions (bosons) is shown in Figure 7.1 (Figure 7.2). We emphasize
no assumption about the coupling strength has been made in obtaining these
phase diagrams.
For fermions we find the phase boundary gradually slopes towards T/TF = 0
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as 1/kFas increases. This is consistent with the expectation that the upper branch
should be stable in the limit of zero coupling. Whereas we find that T/TF ap-
proaches zero asymptotically in the latter limit, in contrast, for the Nozieres-
Schmitt-Rink (NSR) based approach employed in [105], it was found that af-
ter approximately 1/kFas = 2.5 the upper branch phase is metastable for all
T/TF (see Figure 7.1). Though our treatments of the upper branch are quite
different, it is encouraging that our results generally agree within the range
0.5 < 1/kFas < 2.0. Yet another contrasting result is given in [113], where it’s
found that the upper branch is always metastable, even at unitarity.
In order to provide a possible explanation for our weak coupling discrep-
ancy with the excluded molecular pole approximation (EMPA) of Shenoy and
Ho, we will consider the limit of very weak coupling, kFas → 0. Much of the
following analysis is heavily borrowed from section B and appendix A of [113],
where it’s shown that the EMPA, which begins with the low-fugacity density
expansion
nE(T, µ) = n0(T, µ) + ∂∆P(2)/∂µ, (7.11)
is identical to an approach which starts with the NSR 2-body interaction contri-
bution to the pressure
∆P(2) =
∑
q
∫ ∞
−∞
dω
pi
δ(q, ω)
eβω − 1 . (7.12)
Note n0(T, µ) is the ideal gas density.
The primary obstacle in comparing an NSR-based formalism with our own
is that the phase shift δ(q, ω) is a complicated function whose definition on the
upper branch is not yet agreed upon. In the present limit however, we are con-
cerned only with the leading contribution to the phase shift. Within the EMPA
this is simply the vacuum two-body phase shift, δ(k) = − arctan(kas). Hence
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after expanding (7.12) in powers of z2, changing variables using the relation
k2/m = ω + 2µ − q2/4m, and integrating we obtain
∆P(2) =
23/2T
λ3T
∞∑
n=1
z2n
n5/2
∫ ∞
0
dk
pi
e−
nβk2
m
dδ(k)
dk
(7.13)
which is Eq. (20) in [113]. Noting ddkδ(k) ≈ −as as kFas → 0 then gives
∆P(2) = − 2T
αλ3T
Li3(z2). (7.14)
Inserting into (7.11) and multiplying through by λ3T results in the EMPA weak
coupling scaling function
qE = q0 − 4
α
Li2(z2). (7.15)
In Figure 7.3 we compare qE and our result in the identical limit, obtained
by inserting (7.19) into (7.10). q and qE agree well for small x. As x increases,
the two results begin to diverge and eventually our q experiences a maximum
(where κ = 0) just before becoming imaginary, signifying an x where the integral
equation has no solution. For α = 103 this maximum occurs around x ≈ 30,
where T/TF ≈ 0.03.
The validity of the EMPA at such large fugacities and small temperatures
is unclear, as the NSR approximation is rooted in the virial expansion which
relies upon z  1. We believe this to be a possible explanation for the differ-
ences in our phase diagram and that of [105] for fermions at weak coupling:
the upper branch phase transition occurs at a very large fugacity, well above the
low-fugacity regime where the NSR approximation is most applicable. This also
explains why our results are in relative agreement for 1/kFas ∈ [0.5, 2], where the
phase transition occurs at much higher temperatures.
In the bosonic case the κ = 0 curve is approximately linear, approaching
the T/TF axis near T/TF = 4.2. This trend is similar to that calculated in [107],
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Figure 7.1: Upper branch phase diagram for the Fermi gas. The dashed
red curve corresponds to κ = 0, which defines the boundary
between stable and unstable phases. Below this curve the up-
per branch is unstable. The blue crosses are values of the phase
transition estimated from the data presented in [105].
although they are able to extend their results across unitarity, and find the T/TF
intercept to be closer to T/TF = 3.
Both of our phase diagrams take into account only two-body scattering
processes. The extent to which many-body interactions alter our findings is
presently unknown, but the similarity we see in both the boson and fermion
phase diagrams with those of [11,13], which do include many-body effects, sug-
gests the two-body interaction is dominant. For bosons in the unitary limit,
the effect of many-body interactions has been estimated to be on the order of a
few percent [108]. Unfortunately, experimental and theoretical results alike are
limited for the upper branch outside of unitarity.
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Figure 7.2: Upper branch phase diagram for the Bose gas. The dashed red
curve corresponds to κ = 0, which defines the boundary be-
tween stable and unstable phases. Below this curve the upper
branch is unstable. The blue crosses are values of the phase
transition estimated from the data presented in [107].
7.4.2 Weak Coupling Limit
For repulsive interactions in the weak coupling regime (as  1, or equivalently
α  1) the kernel becomes independent of k, k′:
G(k,k′) ≈ −8piasσ
m
. (7.16)
Repeating the manipulations described above in going from (7.8) to (7.9) then
gives
y = 1 − 16σ√
piαs
∫ ∞
0
dk′
1
y(k′)
k′2
ek′2/(szy(k′)) − 1 .
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Figure 7.3: Scaling functions vs. x obtained in the kFas → 0 limit within
the EMPA (dashed blue) and with our formalism (solid red),
for α = 103. The EMPA scaling function is smooth, correspond-
ing to the upper branch being metastable for all T/TF at weak
coupling. Inset: Our q attains a maximum immediately before
becoming imaginary. In other words, a bound state is formed
and the integral equation no longer has a solution.
Since the kernel is a constant, so is y and the remaining momentum integral can
be expressed in terms of the polylogarithm:
y = 1 − 4σ
αsy
Li3/2(szy). (7.17)
Thus we have reduced the integral equation to a transcendental equation, in
terms of the scattering length and fugacity, valid for small positive as. Generally
the upper branch phase is stable in the weak coupling limit.
For a free ideal gas y = 1, as reflected by the form of (7.17) as α→ ∞. Though
(7.17) admits no analytic solution for arbitrary µ, an approximate solution can
be obtained by setting y = 1 in the argument of the polylog. Doing so results in
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a quadratic equation with solutions
y =
1
2
1 ±
√
1 − 16σLi3/2(sz)
αs
 . (7.18)
The positive root must be chosen in order to recover the correct ideal gas behav-
ior.
In the fermionic case (7.18) can be written
y =
1
2
1 +
√
α + 8Li3/2(−z)
α
 , (7.19)
which suggests an alternate criterion for the stability of the upper branch at
weak coupling. For α  1 and a given critical x denoted xc, if
α = |8Li3/2(−exc)| ≡ αc (7.20)
then the pair (xc, αc) lies on the phase boundary. If α < ac, then y is complex and
the upper branch will be unstable. In Figure 7.4 the upper branch phase bound-
ary for weakly interacting fermions is computed with this criterion, as well as
through the application of (7.6) with numerical solutions of (7.9) and (7.17).
All three curves exhibit the same asymptotic behavior as kFas decreases. At
weak coupling, critical points obtained through solving (7.17) are nearly indis-
tinguishable from those calculated by solving the full integral equation, while
the condition provided by (7.20) becomes more valid as α increases.
A similar analysis for bosons is hindered by the fact that the upper branch
becomes metastable for all T/TF before the weak coupling condition can be suf-
ficiently met. Thus for a weakly coupled bose gas, the primary utility of (7.17)
and (7.18) lies in computing arbitrary thermodynamic functions, rather than as-
sessing the stability of the upper branch.
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Figure 7.4: Weak coupling behavior of the upper branch phase boundary
for fermions. The solid red(dashed blue) curve of zero com-
pressibility was obtained through numerically solving the full
integral equation given by (7.9)(transcendental equation given
by (7.17)). The black dash-dot curve was calculated by using
(7.20) to obtain the critical pair (xc, αc) corresponding to the
phase boundary.
7.5 Conclusion
The formalism developed in [60] based on the two-body S-matrix, previously
applied to quantum gases in the unitary limit and to gases with arbitrary nega-
tive scattering length, has been used to study the upper branch. Upper branch
phase diagrams for bosons and fermions have been calculated and a simple
transcendental equation for the pseudo-energy, valid for repulsive interactions
in the weak coupling limit, has been derived. Our findings largely agree with
those obtained by other theoretical methods, namely the “excluded molecular
pole approximation” of [105, 107].
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Our methods are most applicable to systems in which two-body interactions
dominate. A key open question concerns the degree to which many-body pro-
cesses affect the metastability of the upper branch [108, 109]. We believe the
results obtained in this work will be useful in guiding future experiments on
the upper branch, both in answering this question and others.
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