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Abstract
The first observation of the B0s → D0K+K− decay is reported, together with
the most precise branching fraction measurement of the mode B0 → D0K+K−.
The results are obtained from an analysis of pp collision data corresponding to
an integrated luminosity of 3.0 fb−1. The data were collected with the LHCb
detector at centre-of-mass energies of 7 and 8 TeV. The branching fraction of the
B0 → D0K+K− decay is measured relative to that of the decay B0 → D0pi+pi− to
be
B(B0 → D0K+K−)
B(B0 → D0pi+pi−) = (6.9± 0.4± 0.3)%,
where the first uncertainty is statistical and the second is systematic. The measured
branching fraction of the B0s → D0K+K− decay mode relative to that of the
corresponding B0 decay is
B(B0s → D0K+K−)
B(B0 → D0K+K−) = (93.0± 8.9± 6.9)%.
Using the known branching fraction of B0 → D0pi+pi−, the values of
B (B0 → D0K+K−) = (6.1± 0.4± 0.3± 0.3)× 10−5, and B (B0s → D0K+K−) =
(5.7± 0.5± 0.4± 0.5)× 10−5 are obtained, where the third uncertainties arise from
the branching fraction of the decay modes B0 → D0pi+pi− and B0 → D0K+K−,
respectively.
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1 Introduction
The precise measurement of the angle γ of the Cabibbo-Kobayashi-Maskawa (CKM)
Unitarity Triangle [1,2] is a central topic in flavour physics experiments. Its determination
at the subdegree level in tree-level open-charm b-hadron decays is theoretically clean [3,4]
and provides a standard candle for measurements sensitive to new physics effects [5]. In
addition to the results from the B factories [6], various measurements from LHCb [7–9]
allow the angle γ to be determined with an uncertainty of around 5◦. However, no single
measurement dominates the world average, as the most accurate measurements have an
accuracy of about 10◦ to 20◦ [10, 11]. Alternative methods are therefore important to
improve the precision. Among them, an analysis of the decay B0s → D0φ has the potential
to make a significant impact [12–15]. Moreover, a Dalitz plot analysis of B0s → D0K+K−
decays can further improve the determination of γ due to the increased sensitivity to
interference effects, as well as allowing the CP -violating phase φs to be determined in
B0s −B0s mixing with minimal theoretical uncertainties [16].
The mode B0s → D0φ has been previously observed by the LHCb collaboration with a
data sample corresponding to an integrated luminosity of 1.0 fb−1 [17]. The observation
of B0 → D0K+K− and evidence for B0s → D0K+K− have also been reported by the
LHCb collaboration using a data sample corresponding to 0.62 fb−1 [18]. These decays
are mediated by decay processes such as those shown in Fig. 1.
In this paper an improved measurement of the branching fraction of the decay
B0 → D0K+K− and the first observation of the decay B0s → D0K+K− are presented.1
The branching fractions are measured relative to that of the topologically similar and
abundant decay B0 → D0pi+pi−. The analysis is based on a data sample corresponding
to an integrated luminosity of 3.0 fb−1 of pp collisions collected with the LHCb detector.
1The inclusion of charge conjugate modes is implied throughout this paper.
(a) (b)
(c) (d)
Figure 1: Example Feynman diagrams that contribute to the B0(s) → D0K+K− decays via (a) W -
exchange, (b) non-resonant three body mode, (c) and (d) rescattering from a colour-suppressed
decay.
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Approximately one third of the data was obtained during 2011, when the collision centre-
of-mass energy was
√
s = 7 TeV, and the rest during 2012 with
√
s = 8 TeV. Compared
to the previous analysis [18], a revisited selection and a more sophisticated treatment of
the various background sources are employed, as well as improvements in the handling
of reconstruction and trigger efficiencies, leading to an overall reduction of systematic
uncertainties. The present analysis benefits from the improved knowledge of the decays
B0(s) → D0K−pi+ [19], Λ0b → D0ph−, where h− stands for a pi− or a K− meson [20], which
contribute to the background, and of the normalisation decay mode B0 → D0pi+pi− [21].
This analysis sets the foundation for the study of the B0(s) → D
(∗)0
φ decays, which are
presented in a separate publication [22]. The current data set does not yet allow a Dalitz
plot analysis of the B0(s) → D0K+K− decays to be performed, but these modes could
provide interesting input to excited D+s meson spectroscopy, in particular because the
decay diagrams are different from those of the B0s → D0K−pi+ decay [23] (i.e. different
resonances can be favoured in each decay mode).
This paper is structured as follows. A brief description of the LHCb detector, as well
as the reconstruction and simulation software, is given in Sect. 2. Signal selection and
background suppression strategies are summarised in Sect. 3. The characterisation of the
various remaining backgrounds and their modelling is described in Sect. 4 and the fit to the
B0 → D0pi+pi− and B0(s) → D0K+K− invariant-mass distributions to determine the signal
yields is presented in Sect. 5. The computation of the efficiencies needed to derive the
branching fractions is explained in Sect. 6 and the evaluation of systematic uncertainties
is described in Sect. 7. The results on the branching fractions and a discussion of the
Dalitz plot distributions are reported in Sect. 8.
2 Detector and simulation
The LHCb detector [24, 25] is a single-arm forward spectrometer covering the
pseudorapidity range 2 < η < 5, designed for the study of particles containing b or
c quarks. The detector includes a high-precision tracking system consisting of a silicon-
strip vertex detector surrounding the pp interaction region [26], a large-area silicon-strip
detector located upstream of a dipole magnet with a bending power of about 4 Tm, and
three stations of silicon-strip detectors and straw drift tubes [27] placed downstream of
the magnet. The tracking system provides a measurement of momentum, p, of charged
particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0%
at 200 GeV/c. The minimum distance of a track to a primary vertex (PV), the impact
parameter (IP), is measured with a resolution of (15 + 29/pT)µm, where pT is the com-
ponent of the momentum transverse to the beam, in GeV/c. Different types of charged
hadrons are distinguished using information from two ring-imaging Cherenkov (RICH)
detectors [28]. Photons, electrons and hadrons are identified by a calorimeter system
consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter
and a hadronic calorimeter. Muons are identified by a system composed of alternating
layers of iron and multiwire proportional chambers [29].
The online event selection is performed by a trigger, which consists of a hardware stage,
based on information from the calorimeter and muon systems, followed by a software
stage, which applies a full event reconstruction. At the hardware trigger stage, events are
required to have a muon with high pT or a hadron, photon or electron with high transverse
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energy in the calorimeters. For hadrons, the transverse energy threshold is 3.5 GeV. A
global hardware trigger decision is ascribed to the reconstructed candidate, the rest of
the event or a combination of both; events triggered as such are defined respectively as
triggered on signal (TOS), triggered independently of signal (TIS), and triggered on both.
The software trigger requires a two-, three- or four-track secondary vertex with a significant
displacement from the primary pp interaction vertices. At least one charged particle must
have a transverse momentum pT > 1.7 GeV/c and be inconsistent with originating from
a PV. A multivariate algorithm [30] is used for the identification of secondary vertices
consistent with the decay of a b hadron.
Candidates that are consistent with the decay chain B0(s) → D0K+K−, D0 → K+pi−
are selected. In order to reduce systematic uncertainties in the measurement, the topologi-
cally similar decay B0 → D0pi+pi−, which has previously been studied precisely [21, 31], is
used as a normalisation channel. Tracks are required to be consistent with either the kaon
or pion hypothesis, as appropriate, based on particle identification (PID) information
from the RICH detectors. All other selection criteria are tuned on the B0 → D0pi+pi−
channel. The large yields available in the normalisation sample allow the selection to be
based on data. Simulated samples, generated uniformly over the Dalitz plot, are used
to evaluate efficiencies and characterise the detector response for signal and background
decays. In the simulation, pp collisions are generated using Pythia [32] with a specific
LHCb configuration [33]. Decays of hadronic particles are described by EvtGen [34],
in which final-state radiation is generated using Photos [35]. The interaction of the
generated particles with the detector, and its response, are implemented using the Geant4
toolkit [36] as described in Ref. [37].
3 Selection criteria and rejection of backgrounds
3.1 Initial selection
Signal B0(s) candidates are formed by combining D
0 candidates, reconstructed in the decay
channel K+pi−, with two additional tracks of opposite charge. After the trigger, an initial
selection, based on kinematic and topological variables, is applied to reduce the combina-
torial background by more than two orders of magnitude. This selection is designed using
simulated B0 → D0pi+pi− decays as a proxy for signal and data B0 → D0pi+pi− candidates
lying in the upper-mass sideband [5400, 5600] MeV/c2 as a background sample. The com-
binatorial background arises from random combinations of tracks that do not come from
a single decay. For the B0 → D0pi+pi− mode, no b-hadron decay contribution is expected
in the upper sideband [5320, 6000] MeV/c2, i.e. no B0s contribution is expected [38].
The reconstructed tracks are required to be inconsistent with originating from any PV.
The D0 decay products are required to originate from a common vertex with an invariant
mass within ±25 MeV/c2 of the known D0 mass [39]. The invariant-mass resolution of the
reconstructed D0 mesons is about 8 MeV/c2 and the chosen invariant-mass range allows
most of the background from the D0 → K+K− and D0 → pi+pi− decays to be rejected.
The D0 candidates and the two additional tracks are required to form a vertex. The
reconstructed D0 and B0 vertices must be significantly displaced from the associated PV,
defined, in case of more than one PV in the event, as that which has the smallest χ2IP with
respect to the B candidate. The χ2IP is defined as the difference in the vertex-fit quality
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χ2 of a given PV reconstructed with and without the particle under consideration. The
reconstructed D0 vertex is required to be displaced downstream from the reconstructed
B0(s) vertex, along the beam axis direction. This requirement reduces the background
from charmless B decays, corresponding to genuine B0 → K+pi−h+h− decays, for instance
from B0 → K+pi−ρ0 or B0 → K∗0φ decays, to a negligible level. This requirement also
suppresses background from prompt charm production, as well as fake reconstructed D0
coming from the PV. The B0(s) momentum vector and the vector connecting the PV to
the B0(s) vertex are requested to be aligned.
Unless stated otherwise, a kinematic fit [40] is used to improve the invariant-mass
resolution of the B0(s) candidate. In this fit, the B
0
(s) momentum is constrained to
point back to the PV and the D0-candidate invariant mass to be equal to its known
value [39], and the charged tracks are assigned the K or pi mass hypothesis as appropriate.
Only B0(s) → D0h+h− candidates with an invariant mass (mD0h+h−) within the range
[5115, 6000] MeV/c2 are then considered. This range allows the B0(s) signal regions to be
studied, while retaining a sufficiently large upper sideband to accurately determine the
invariant-mass shape of the surviving combinatorial background. The lower-mass limit
removes a large part of the complicated partially reconstructed backgrounds and has a
negligible impact on the determination of the signal yields.
The world-average value of the branching fraction B(B0 → D0pi+pi−) is equal to
(8.8 ± 0.5) × 10−4 [39] and is mainly driven by the Belle [31] and LHCb [21] mea-
surements. This value is used as a reference for the measurement of the branching
fractions of the decays B0(s) → D0K+K−. The large contribution from the exclu-
sive decay chain B0 → D∗(2010)−pi+, D∗(2010)− → D0pi−, with a branching fraction
of (1.85± 0.09)× 10−3 [39], is not included in the above value. Thus, a D∗(2010)− veto is
applied. The veto consists of rejecting candidates with mD0pi− −mD0 within ±4.8 MeV/c2
of the expected mass difference [39], which corresponds to ±6 times the LHCb detector
resolution on this quantity. Due to its high production rate and possible misidentification
of its decay products, the decay B0 → D∗(2010)−(→ D0pi−)pi+ could also contribute as
a background to the B0(s) → D0K+K− channel. Therefore, the same veto criterion is
applied to B0(s) → D0K+K− candidates as for the B0 → D0pi+pi− normalisation mode,
where the invariant mass difference mD0pi− −mD0 is computed after assigning the pion
mass to each kaon in turn.
Only kaon and pion candidates within the kinematic region corresponding to the fiducial
acceptance of the RICH detectors [28] are kept for further analysis. This selection is more
than 90% efficient for the B0 → D0pi+pi− signal, as estimated from simulation. Although
the D0 candidates are selected in a narrow mass range, studies on simulated samples show
a small fraction of D0 → K+K− (∼ 4.5× 10−5) and D0 → pi+pi− (∼ 3.0× 10−4) decays,
with respect to the genuine D0 → K+pi− signal, are still selected. Therefore, loose PID
requirements are applied in order to further suppressD0 → K+K− andD0 → pi+pi− decays.
In the doubly Cabibbo-suppressed D0 → K+pi− decay both the kaon and the pion are
correctly identified and reconstructed, but the D0 flavour is misidentified. This is expected
to occur in less than RD = (0.348
+0.004
−0.003)% [7] of D
0 → K+pi− signal decays. However,
such an effect does not impact the measurements of the ratio of branching fractions
B(B0 → D0K+K−)/B(B0 → D0pi+pi−) and B(B0s → D0K+K−)/B(B0 → D0K+K−), as
the resulting dilution is the same for the numerator and the denominator.
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3.2 Multivariate selection
Once the initial selections are implemented, a multivariate analysis (MVA) is applied to
further discriminate between signal and combinatorial background. The implementation
of the MVA is performed with the TMVA package [41, 42], using the B0 → D0pi+pi−
normalisation channel to optimise the selection. For this purpose only, a loose PID
criterion on the pions of the pi+pi− pair is set to reject the kaon and proton hypotheses.
The sPlot technique [43] is used to statistically separate signal and background in data,
with the B0 candidate invariant mass used as the discriminating variable. The sPlot
weights (sWeights) obtained from this procedure are applied to the candidates to obtain
signal and background distributions that are then used to train the discriminant.
To compute the sWeights, the signal- and combinatorial-background yields are de-
termined using an unbinned extended maximum-likelihood fit to the invariant-mass
distribution of B0 candidates. The fit uses the sum of a Crystal Ball (CB) function [44]
and a Gaussian function for the signal distribution and an exponential function for the
combinatorial background distribution. The fit is first performed in the invariant-mass
range mD0pi+pi− ∈ [5240, 5420] MeV/c2, to compute the sWeights, and is repeated within
the signal region [5240, 5320] MeV/c2 with all the parameters fixed to the result of the
initial fit, except the signal and the background yields, which are found to be 44 690± 540
and 81 710± 570, respectively. The training samples are produced by applying the neces-
sary signal and background sWeights, with half of the data used and randomly chosen
for training and the other half for validation.
Several sets of discriminating variables, as well as various linear and non-linear MVA
methods, are tested. These variables contain information about the topology and the
kinematic properties of the event, vertex quality, χ2IP and pT of the tracks, track multiplicity
in cones around the B0 candidate, relative flight distances between the B0 and D0 vertices
and from the PV. All of the discriminating variables have weak correlations (< 1.6%) with
the invariant mass mD0pi+pi− of the B
0 candidates. Very similar separation performance
is seen for all the tested discriminants. Therefore, a Fisher discriminant [45] with the
minimal set of the five most discriminating variables is adopted as the default MVA
configuration. This option is insensitive to overtraining effects. These five variables
are: the smallest values of χ2IP and pT for the tracks of the pi
+pi− pair, flight distance
significance of the reconstructed B0 candidates, the D χ2IP, and the signed minimum
cosine of the angle between the direction of one of the pions from the B decay and the
D0 meson, as projected in the plane perpendicular to the beam axis.
Figure 2 shows the distributions of the Fisher discriminant for the sWeighted training
samples (signal and background) and their sum, compared to the data set of preselected
B0 → D0pi+pi− candidates. These distributions correspond to candidates in the invariant-
mass signal region, and agree well within the statistical uncertainties, demonstrating
that no overtraining is observed. Based on the fitted numbers of signal and background
candidates, the statistical figure of merit Q = NS/
√
NS +NB is defined to find an optimal
operation point, where NS and NB are the numbers of selected signal and background
candidates above a given value xF of the Fisher discriminant. The value of xF that
maximises Q is found to be −0.06, as shown in Fig. 2 and at this working point the signal
efficiency is (82.4± 0.4)% and the fraction of rejected background is (89.2± 1.0)%. In
Fig. 2 the distribution of simulated B0(B0s )→ D0K+K− signal decays is also shown to
be in good agreement with the sWeighted B0 → D0pi+pi− data training sample.
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Figure 2: Distributions of the Fisher discriminant, for preselected B0 → D0pi+pi− data candidates,
in the mass range [5240, 5320] MeV/c2: (black line) unweighted data distribution, and sWeighted
training samples: (blue triangles) signal, (red circles) background, and (green squares) their sum.
The training samples are scaled with a factor of two to match the total yield. The cyan (magenta)
filled (hatched) histogram displays the simulated B0(B0s )→ D0K+K− decay signal candidates
that are normalised to the number of B0 → D0pi+pi− normalisation channel candidates (blue
triangles). The (magenta) vertical dashed line indicates the position of the nominal selection
requirement.
3.3 Particle identification of h+h− pairs
After the selections, specific PID requirements are set to identify the tracks of the B0(s)
decays to distinguish the normalisation channel B0 → D0pi+pi− and the B0(s) → D0K+K−
signal modes. For the B0 → D0pi+pi− normalisation channel, the pi± candidates must each
satisfy the same PID requirements to identify them as pions, while the kaon and proton
hypotheses are rejected. These criteria are tuned by comparing a simulated sample of
B0 → D0pi+pi− signal and a combination of simulated samples that model the misidentified
backgrounds. The combination of backgrounds contains all sources expected to give the
largest contributions, namely the B0 → D0K+K−, B0s → D0K+K−, B0 → D0K+pi−,
B0s → D0K−pi+, Λ0b → D0ppi−, and Λ0b → D0pK− decays. The same tuning procedure is
repeated for the two B0(s) → D0K+K− signal modes, where the model for the misidentified
background is composed of the main contributing background decays: B0 → D0pi+pi−,
B0 → D0K+pi−, B0s → D0K−pi+, Λ0b → D0ppi−, and Λ0b → D0pK−. The K± candidates
are required to be positively identified as kaons and the pion and proton hypotheses
are excluded. Loose PID requirements are chosen in order to favour the highest signal
efficiencies and to limit possible systematic uncertainties due to data and simulation
discrepancies, which arise when computing signal efficiencies related to PID (see Sect. 6).
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3.4 Multiple candidates
Given the selection described above, 1.2% and 0.8% of the events contain more than one
candidate in the B0 → D0pi+pi− normalisation and the B0(s) → D0K+K− signal modes,
respectively. There are two types of multiple candidates to consider. In the first type,
for which two or more good B or D decay vertices are present, the candidate with the
smallest sum of the B0(s) and D
0 vertex χ2 is then kept. In the second type, which occurs
if a swap of the mass hypotheses of the D decay products leads to a good candidate, the
PID requirements for the two options K+pi− and pi+K− are compared and the candidate
corresponding to the configuration with the highest PID probability is kept. In order no
to bias the mD0h+h− invariant-mass distribution with the choice of the best candidate, it
is checked with simulation that the variables used for selection are uncorrelated with the
invariant mass, mD0h+h− . It is also computed with simulation that differences between the
efficiencies while choosing the best candidate for B0 → D0pi+pi− and B0(s) → D0K+K−
decays are negligible [46].
4 Fit components and modelling
4.1 Background characterisation
The B0(s) → D0h+h− selected candidates consist of signal and various background contri-
butions: combinatorial, misidentified, and partially reconstructed b-hadron decays.
The misidentified background originates from real b-hadron decays, where at least one
final-state particle is incorrectly identified in the decay chain. For the B0 → D0pi+pi−
normalisation channel, three decays requiring a dedicated modelling are identified:
B0 → D0K+pi−, B0s → D0K−pi+, and Λ0b → D0ppi−. Due to the PID requirements, the
expected contributions from B0(s) → D0K+K− are negligible. For the B0(s) → D0K+K−
channels, the modes of interest are B0 → D0K+pi−, B0s → D0K−pi+, Λ0b → D0pK−, and
Λ0b → D0ppi−. Here as well, the contribution from B0 → D0pi+pi− is negligible, due to the
positive identification of both kaons. Using the simulation and recent measurements for
the various branching fractions [18–21,39, 47] and for the fragmentation factors fs/fd [48]
and fΛ0b/fd [49], an estimation of the relative yields with respect to those of the simulated
signals is computed over the whole invariant-mass range, mD0h+h− ∈ [5115, 6000] MeV/c2.
The values are listed in Table 1. The expected yields of the backgrounds related to decays
of Λ0b baryons cannot be predicted accurately due the limited knowledge of their branching
fractions and of the relative production rate fΛ0b/fd [49].
The partially reconstructed background corresponds to real b-hadron decays, where a
neutral particle is not reconstructed and possibly one of the other particles is misidentified.
For example, B0(s) → D∗0h+h− decays with D∗0 → D0γ or D∗0 → D0pi0, where the photon
or the neutral pion is not reconstructed. This type of background populates the low-
mass region mD0h+h− < 5240 MeV/c
2. For the fit of the B0 → D0pi+pi− invariant-mass
distribution, the main contributions that need special treatment are B0s → D∗0K−pi+ and
B0 → D∗0[D0γ]pi+pi−, for which the branching fractions are poorly known [50]. For the
B0(s) → D0K+K− channels, the decays B0s → D∗0K−pi+ and B0s → D∗0[D0pi0/γ]K+K−
are of relevance. Using simulation and the available information on the branching frac-
tions [39], and by making the assumption that B(B0s → D∗0K−pi+) and B(B0s → D0K−pi+)
are equal (this is approximately the case for B0 → D∗0pi+pi− and B0 → D0pi+pi− decays),
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Table 1: Relative yields, in percent, of the various exclusive b-hadron decay backgrounds
with respect to that of the B0 → D0pi+pi and B0(s) → D0K+K− signal modes. These relative
contributions are estimated with simulation in the range mD0h+h− ∈ [5115, 6000] MeV/c2.
fraction [%] B0 → D0pi+pi− B0(s) → D0K+K−
B0 → D0K+pi− 1.3± 0.2 2.7± 0.7
B0s → D0K−pi+ 3.7± 0.7 8.1± 2.2
Λ0b → D0ppi− 3.0± 2.8 1.6± 1.7
Λ0b → D0pK− − 5.6± 5.4
B0s → D∗0K−pi+ 1.8± 0.4 8.4± 2.9
B0 → D∗0[D0γ]pi+pi− 16.9± 2.7 −
B0s → D∗0[D0pi0]K+K− − 12.8± 6.7
B0s → D∗0[D0γ]K+K− − 5.5± 2.9
an estimate of the relative yields with respect to those of the simulated signals is com-
puted over the whole invariant-mass range, mD0h+h− ∈ [5115, 6000] MeV/c2. The values
are given in Table 1. The contributions from these backgrounds are somewhat larger
than those of the misidentified background, but are mainly located in the mass region
mD0h+h− < 5240 MeV/c
2.
4.2 Signal modelling
The invariant-mass distribution for each of the signal B0(s) → D0h+h− modes is
parametrised with a probability density function (PDF) that is the sum of two CB
functions with a common mean,
Psig(m) = fCB × CB(m;m0, σ1, α1, n1) + (1− fCB)× CB(m;m0, σ2, α2, n2). (1)
The parameters α1,2 and n1,2 describing the tails of the CB functions are fixed to the values
fitted on simulated samples generated uniformly (phase space) over the B0(s) → D0h+h−
Dalitz plot. The mean value m0, the resolutions σ1 and σ2, and the fraction fCB between
the two CB functions are free to vary in the fit to the B0 → D0pi+pi− normalisation
channel. For the fit to B0(s) → D0K+K− data, the resolutions σ1 and σ2 are fixed to
those obtained with the normalisation channel, while the mean value m0 and the relative
fraction fCB of the two CB functions are left free. For B
0
s → D0K+K− decays, the same
function as for B0 → D0K+K− is used, the mean values are free but the mass difference
between B0s and B
0 is fixed to the known value, ∆mB = 87.35± 0.23 MeV/c2 [39].
4.3 Combinatorial background modelling
For all channels, the combinatorial background contributes to the full invariant-mass range.
It is modelled with an exponential function where the slope acomb. and the normalisation
parameter Ncomb. is free to vary in the fit. The invariant-mass range extends up to
6000 MeV/c2 to include the region dominated by combinatorial background. This helps to
constrain the combinatorial background yield and slope.
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4.4 Misidentified and partially reconstructed background mod-
elling
The shape of misidentified and partially reconstructed components is modelled by non-
parametric PDFs built from large simulation samples. These shapes are determined
using the kernel estimation technique [51]. The normalisation of each component is free
in the fits. For the normalisation channel B0 → D0pi+pi−, a component for the decay
B0 → D∗0[D0pi0]pi+pi− is added and modelled by a Gaussian distribution. This PDF also
accounts for a possible contribution from the B+ → D0pi+pi+pi− decay, which has a similar
shape. In the case of the B0(s) → D0K+K− signal channels, the low-mass background also
includes a Gaussian distribution to model the decay B0 → D∗0K+K−. To account for
differences between data and simulation, these PDFs are modified to match the width
and mean of the mD0pi+pi− distribution seen in the data. The normalisation parameter,
NLow−m, of these partially reconstructed backgrounds is free to vary in the fit.
4.5 Specific treatment of the Λ0b → D0ppi−, Λ0b → D0pK−, and
Ξ0b → D0pK− backgrounds
Studies with simulation show that the distributions of the Λ0b → D0ppi− and Λ0b → D0pK−
background modes are broad below the B0(s) → D0h+h− signal peaks. Although their
branching fractions have been recently measured [20], the broadness of these backgrounds
impacts the determination of both the B0 → D0h+h− and the B0s → D0h+h− signal yields.
In particular, knowledge of the Λ0b → D0pK− background affects the B0s → D0K+K−
signal yield determination. The yields of these modes can be determined in data by
assigning the proton mass to the h− track of the B0(s) → D0h+h− decay, where the
charge of h± is chosen such that it corresponds to the Cabibbo-favoured D0 mode in the
Λ0b → D0ph− decay.
The invariant-mass distribution of Λ0b → D0ppi− is obtained from the B0 → D0pi+pi−
candidates. A Gaussian distribution is used to model the Λ0b → D0ppi− signal, while an
exponential distribution is used for the combinatorial background. The validity of the
background modelling is checked by assigning the proton mass hypothesis to the pion
of opposite charge to that expected in the B0 decay. Different fit regions are tested, as
well as an alternative fit, where the resolution of the Gaussian PDF that models the
Λ0b → D0ppi− mass distribution is fixed to that of B0 → D0pi+pi−. The relative variations of
the various configurations are compatible within their uncertainties; the largest deviations
are used as the systematic uncertainties. Finally, the obtained yield for Λ0b → D0ppi−
is 1101± 144,including the previously estimated systematic uncertainties. This yield is
then used as a Gaussian constraint in the fit to the mD0pi+pi− invariant-mass distribution
presented in Sect. 5.2 and the fit results are presented in Table 2.
The corresponding mD0pK− and mD0ppi− distributions are determined using the
B0(s) → D0K−K+ data set. Five components are used to describe the data and to
fit the two distributions simultaneously: Λ0b → D0pK−, Ξ0b → D0pK−, Λ0b → D0ppi−,
B0s → D0K−pi+, and combinatorial background. A small contribution from the
Ξ0b → D0pK− decay is observed and is included in the default B0(s) → D0K+K− fit,
where its nonparametric PDF is obtained from simulation. The Λ0b → D0ppi− distribu-
tion is contaminated by the misidentified backgrounds Λ0b → D0pK−, Ξ0b → D0pK−, and
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Table 2: Fitted yields that are used as Gaussian constraints in the fit to the B0(s) → D0h+h−
invariant-mass distributions presented in Sect. 5.2.
Mode B0 → D0pi+pi− B0(s) → D0K+K−
Λ0b → D0ppi− 1101± 144 74± 32
Λ0b → D0pK− − 193± 44
Ξ0b → D0ppi− − 64± 21
B0s → D0K−pi+ that partially extend outside the fitted region. These yields are corrected
according to the expected fractions as computed from the simulation. The Λ0b → D0pK−,
Ξ0b → D0pK−, and Λ0b → D0ppi− signals are modelled with Gaussian distributions, and
since the Ξ0b → D0pK− yield is small, the mass difference between the Λ0b and the Ξ0b
baryons is fixed to its known value [39]. The effect of the latter constraint is minimal and is
not associated with any systematic uncertainty. The combinatorial background is modelled
with an exponential function, while other misidentified backgrounds are modelled by non-
parametric PDFs obtained from simulation. As for the previous case with B0 → D0pi+pi−
candidates, alternative fits are applied, leading to consistent results where the largest
variations are used to assign systematic uncertainties for the determination of the yields of
the various components. A test is performed to include a specific cross-feed contribution
from the channel B0s → D0K+K−. No noticeable effect is observed, except on the yield
of the B0s → D0K−pi+ contribution. The outcome of this test is nevertheless included
in the systematic uncertainty. The obtained yields for the Λ0b → D0pK−, Ξ0b → D0ppi−,
and Λ0b → D0ppi− decays are 193± 44, 64± 21, and 74± 32 events, respectively, where
the systematic uncertainties are included. These yields and their uncertainties, listed in
Table 2, are used as Gaussian constraints in the fit to the B0(s) → D0K+K− invariant-mass
distribution presented in Sect. 5.2.
5 Invariant-mass fits and signal yields
5.1 Likelihood function for the B0(s) → D0h+h− invariant-mass
fit
The total probability density function Ptotθ (mD0h+h−) of the fitted parameters θ, is used
in the extended likelihood function
LD0h+h− =
vn
n!
e−v
n∏
i=1
Ptotθ (mi,D0h+h−), (2)
where mi,D0h+h− is the invariant mass of candidate i, v is the sum of the yields and n
the number of candidates observed in the sample. The likelihood function LD0h+h− is
maximised in the extended fit to the mD0h+h− invariant-mass distribution. The PDF for
the B0 → D0pi+pi− sample is
Ptotθ (mD0pi+pi−) = ND0pi+pi− × PB
0
sig (mD0pi+pi−) +
7∑
j=1
Nj,bkg × Pj,bkg(mD0pi+pi−), (3)
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Table 3: Parameters from the default fit to B0 → D0pi+pi− and B0(s) → D0K+K− data samples
in the invariant-mass range mD0h+h− ∈ [5115, 6000] MeV/c2. The quantity χ2/ndf corresponds
to the reduced χ2 of the fit for the corresponding number of degrees of freedom, ndf, while the
p-value is the probability value associated with the fit and is computed with the method of least
squares [39].
Parameter B0 → D0pi+pi− B0(s) → D0K+K−
m0 [ MeV/c
2 ] 5282.0± 0.1 5282.6± 0.3
σ1 [ MeV/c
2 ] 9.7± 1.0 fixed at 9.7
σ2 [ MeV/c
2 ] 16.2± 0.8 fixed at 16.2
fCB 0.3± 0.1 0.6± 0.1
acomb. [10
−3 × ( MeV/c2)−1] −3.2± 0.1 −1.3± 0.4
NB0→D0h+h− 29 943± 243 1918± 74
NB0s→D0h+h− − 473± 33
Ncomb. 20 266± 463 1720± 231
NB0s→D0K−pi+ 923± 191 151± 47
NB0→D0K+pi− 2450± 211 131± 65
NΛ0b→D0pK− (constrained) − 197± 44
NΞ0b→D0pK− (constrained) − 57± 20
NΛ0b→D0ppi− (constrained) 1016± 136 74± 32
NB0s→D∗0K−pi+ 540 (fixed) 833± 185
NB0s→D∗0K+K− − 775± 100
NB0→D∗0[D0γ]pi+pi− 7697± 325 −
NLow−m 14 914± 222 1632± 68
χ2/ndf (p-value) 52/46 (25%) 43/46 (60%)
while that for B0(s) → D0K+K− decays is
Ptotθ (mD0K+K−) = NB0→D0K+K− × PB
0
sig (mD0K+K−) (4)
+ NB0s→D0K+K− × P
B0s
sig (mD0K+K−)
+
9∑
j=1
Nj,bkg × Pj,bkg(mD0K+K−).
The PDFs used to model the signals PB
0
(s)
sig (mD0h+h−) are defined by Eq. 1. The PDFs of
each of the seven (B0 → D0pi+pi−) and nine (B0(s) → D0K+K−) background components
are presented in Sect. 4, while NB0
(s)
→D0h+h− and Nj,bkg are the signal and background
yields, respectively.
5.2 Default fit and robustness tests
The default fit to the data is performed, using the MINUIT/MINOS [52] and the RooFit [53]
software packages, in the mass-range mD0h+h− ∈ [5115, 6000] MeV/c2. The fit results are
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Figure 3: Fit to the mD0pi+pi− invariant-mass distribution with the associated pull plot.
given in Table 3.
An unconstrained fit to the mD0pi+pi− distribution returns a negative B
0
s → D∗0K−pi+
yield, which is consistent with zero within statistical uncertainties (−2167± 1514 events),
while the expected yield is around 1.8% that of the signal yield, or 540 events (see Table 1).
The B0s → D∗0K−pi+ contribution lies in the lower mass region, where background contri-
butions are complicated, but have little effect on the signal yield determination. In the fit
results listed in Table 3, this contribution is fixed to be 540 events. The difference in the
signal yield with and without this constraint amounts to 77 events, which is included as
a systematic uncertainty. The results obtained for the other backgrounds are consistent
with the estimated relative yields computed in Sect. 4.1. The fit uses Gaussian constraints
in the fitted likelihood function for the yields of the modes Λ0b → D0pK−, Ξ0b → D0ppi−,
and Λ0b → D0ppi−, as explained in Sect. 4.5.
The fitted signal yields are NB0→D0pi+pi− = 29 943± 243, NB0→D0K+K− = 1918± 74,
and NB0s→D0K+K− = 473± 33 events respectively, and the ratio rB0s/B0 ≡
NB0s→D0K+K−/NB0→D0K+K− is (24.7 ± 1.7)%. The ratio rB0s/B0 is a parameter
in the fit and is used in the computation of the ratio of branching fractions
B (B0s → D0K+K−)/B (B0 → D0K+K−) (see Eq. 6). The B0s → D0K+K− signal is
12
]2c [MeV/
−K+K
0
D
m
5200 5300 5400 5500
)2 c
Ca
nd
id
at
es
 / 
(8 
M
eV
/
200
400
600 Data
Total
 signalss0B and 0B
Combinatorial background
+pi−K
0
D→s
0B
−pi+K
0
D→0B
−pK0D →b
0Ξ, b
0Λ
−pip0D →b
0Λ
+pi−K
*0
D→s
0B
−K+K
*0
D→s
0B
 backgroundmLow-
LHCb
Pu
ll
4−
2−
0
2
4
Figure 4: Fit to the mD0K+K− invariant-mass distribution with the associated pull plot.
thus observed with an overwhelming statistical significance. The χ2/ndf for each fit
is very good. The data distributions and fit results are shown in Figs. 3 and 4, and
Fig. 5 shows the same plots with logarithmic scale in order to visualise the shape and
the magnitude of each of the various background components. The pull distributions,
defined as (nfiti − ni)/σfiti are also shown in Figs. 3 and 4, where the bin number i of the
histogram of the mD0h+h− invariant mass contains ni candidates and the fit function
yields nfiti decays, with a statistical uncertainty σ
fit
i . The pull distributions show that the
fits are unbiased.
For the B0(s) → D0K+K− channels, the fitted contributions for the B0s → D0K−pi−
and B0 → D0K+pi+ decays are compatible with zero. These components are removed
one-by-one in the default fit. The results of these tests are compatible with the output of
the default fit. Therefore, no systematic uncertainty is applied.
Pseudoexperiments are generated using the default fit parameters with their uncer-
tainties (see Table 3), to build 500 (1000) samples of B0 → D0pi+pi− (B0(s) → D0K+K−)
candidates according to the yields determined in data. The fit is then repeated on these
samples to compute the three most important observables NB0→D0pi+pi− , NB0→D0K+K− ,
and rB0s/B0 . No bias is seen in the three considered quantities. A coverage test is performed
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logarithmic vertical scale (see the legend on Figs. 3 and 4).
based on the associated pull distributions yields Gaussian distributions, with the expected
mean and standard deviation. This test demonstrates that the statistical uncertainties on
the yields obtained from the fit are well estimated.
6 Calculation of efficiencies and branching fraction
ratios
The ratios of branching fractions are calculated as
B (B0 → D0K+K−)
B (B0 → D0pi+pi−) = NB0→D0K+K−NB0→D0pi+pi− × εB0→D0pi+pi−εB0→D0K+K− (5)
and
B (B0s → D0K+K−)
B (B0 → D0K+K−) = rB0s/B0 × εB0→D0K+K−εB0s→D0K+K− × 1fs/fd , (6)
where the yields are obtained from the fits described in Sect. 5 and the fragmentation
factor ratio fs/fd is taken from Ref. [48]. The efficiencies ε account for effects related
to reconstruction, triggering, PID and selection of the B0(s) → D0h+h− decays. These
efficiencies vary over the Dalitz plot of the B decays. The total efficiency factorises as
εB0
(s)
→D0h+h− = ε
geom × εsel|geom × εPID|sel & geom × εHW Trig|PID & sel & geom, (7)
where εX|Y is the efficiency of X relative to Y. The contribution εgeom is determined from
the simulation, and corresponds to the fraction of simulated decays which can be fully
reconstructed within the LHCb detector acceptance. The term εsel|geom accounts for the
software part of the trigger system, the pre-filtering, the initial selection, the Fisher
discriminant selection efficiencies, and for the effects related to the reconstruction of the
charged tracks. It is computed with simulation, but the part related to the tracking
includes corrections obtained from data control samples. The PID selection efficiency
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εPID|sel & geom is determined from the simulation corrected using pure and abundant
D∗(2010)+ → D0pi+ and Λ→ ppi− calibration samples, selected using kinematic criteria
only. Finally, εHW Trig|PID & sel & geom is related to the effects due to the hardware part of
the trigger system. Its computation is described in the next section.
As ratios of branching fractions are measured, only the ratios of efficiencies are of
interest. Since the multiplicities of all the final states are the same, and the kinematic
distributions of the decay products are similar, the uncertainties in the efficiencies largely
cancel in the ratios of branching fractions. The main difference comes from the PID
criteria for the B0 → D0pi+pi− and B0 → D0K+K− final states.
6.1 Trigger efficiency
The software trigger performance is well described in simulation and is included in εsel|geom.
The efficiency of the hardware trigger depends on data-taking conditions and is determined
from calibration data samples. The candidates are of type TOS or TIS, and both types
(see Sect. 2). the efficiency εHW Trig|PID & sel & geom can be written as
εHW Trig|PID & sel & geom =
NTIS +NTOS&!TIS
Nref
= εTIS + f × εTOS, (8)
where εTIS = NTIS
Nref
, f = NTOS&!TIS
NTOS
, and εTOS = NTOS
Nref
. The quantity Nref is the number of
signal decays that pass all the selection criteria, and NTOS&!TIS is the number of candidates
only triggered by TOS (i.e. not by TIS). Using Eq. 8, the hardware trigger efficiency is
calculated from three observables: εTIS, f , and εTOS.
The quantities εTIS and f are effectively related to the TIS efficiency only. Therefore
they are assumed to be the same for the three channels B0(s) → D0h+h− and are obtained
from data. The value f = (69± 1)% is computed using the number of signal candidates
in the B0 → D0pi+pi− sample obtained from a fit to data for each trigger requirement.
The independence of this quantity with respect to the decay channel is checked both in
simulation and in the data with the two B0(s) → D0K+K− modes. Similarly, the value of
εTIS is found to be (42.2± 0.7)%.
The efficiency εTOS is computed for each of the three decay modes B0(s) → D0h+h− from
phase-space simulated samples corrected with a calibration data set ofD∗+ → D0[K−pi+]pi+
decays. Studies of the trigger performance [54,55] provide a mapping for these corrections
as a function of the type of the charged particle (kaon or pion), its electric charge, pT, the
region of the calorimeter region it impacts, the magnet polarity (up or down), and the
time period of data taking (year 2011 or 2012). The value of εTOS for each of the three
signals is listed in Table 4.
6.2 Total efficiency
The simulated samples used to obtain the total selection efficiency εB0
(s)
→D0h+h− are
generated with phase-space models for the three-body B0(s) → D0h+h− decays. The three-
body distributions in data are, however, significantly nonuniform (see Sect. 8). Therefore
corrections on εB0
(s)
→D0h+h− are derived to account for the Dalitz plot structures in the
considered decays. The relative selection efficiency as a function of the D0h+ and the
D0h− squared invariant masses, ε(m2
D0h+
,m2
D0h−), is determined from simulation and
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Table 4: Total efficiencies εB0
(s)
→D0h+h− and their contributions (before and after account-
ing for three-body decay kinematic properties) for the each three modes B0 → D0pi+pi−,
B0 → D0K+K−, and B0s → D0K+K−. Uncertainties are statistical only and those smaller
than 0.1 are displayed as 0.1, but are accounted with their nominal values in the efficiency
calculations.
B0 → D0pi+pi− B0 → D0K+K− B0s → D0K+K−
εgeom [%] 15.8± 0.1 17.0± 0.1 16.9± 0.1
εsel | geom [%] 1.2± 0.1 1.1± 0.1 1.1± 0.1
εPID | sel & geom [%] 95.5± 1.2 75.7± 1.4 76.3± 2.0
εTIS [%] 42.2± 0.7 42.2± 0.7 42.2± 0.7
εTOS [%] 40.6± 0.6 40.3± 0.8 40.6± 1.2
ε¯DPcorr. [%] 85.5± 2.9 95.7± 4.1 101.0+3.2−7.1
εTIS
B0
(s)
→D0h+h− [10
−4] 6.4± 0.2 5.9± 0.3 6.0+0.3−0.5
εTOS
B0
(s)
→D0h+h− [10
−4] 6.1± 0.2 5.7± 0.3 5.8+0.3−0.5
εB0
(s)
→D0h+h− [10
−4] 10.6± 0.3 9.8± 0.4 10.1+0.4−0.6
parametrised with a polynomial function of fourth order. The function ε(m2
D0h+
,m2
D0h−)
is normalised such that its integral is unity over the kinematically allowed phase space.
The total efficiency correction ε¯DPcorr. factor is calculated, accounting for the position of
each candidate across the Dalitz plot, as
ε¯DPcorr. =
∑
i ωi∑
i ωi/ε(m
2
i,D0h+
,m2
i,D0h−)
, (9)
where m2
i,D0h+
and m2
i,D0h− are the squared invariant masses of the D
0h+ and D0h− combi-
nations for the ith candidate in data, and ωi is its signal sWeight obtained from the default
fit to the B0(s) → D0h+h− invariant-mass distribution (mB0(s) ∈ [5115, 6000] MeV/c2). The
statistical uncertainties on the efficiency corrections is evaluated with 1000 pseudoex-
periments for each decay mode. The computation of the average efficiency is validated
with an alternative procedure in which the phase space is divided into 100 bins for the
B0 → D0pi+pi− normalisation channel and 20 bins for the B0(s) → D0K+K− signal modes.
This binning is obtained according to the efficiency map of each decay, where areas with
similar efficiencies are grouped together. The total average efficiency is then computed as
a function of the efficiency and the number of candidates in each bin. The two methods
give compatible results within the uncertainties. The values of ε¯DPcorr. for each of the three
signals are listed in Table 4.
Table 4 shows the value of the total efficiency εB0
(s)
→D0h+h− and its contributions. The
relative values of εTIS
B0
(s)
→D0h+h− and ε
TOS
B0
(s)
→D0h+h− , for TIS and TOS triggered candidates,
are also given. The total efficiency is obtained as (see Eq. 8)
εB0
(s)
→D0h+h− = ε
TIS
B0
(s)
→D0h+h− + f × εTOSB0
(s)
→D0h+h− , (10)
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where f = (69 ± 1)%. The total efficiencies for the three B0(s) → D0h+h− modes are
compatible within their uncertainties.
7 Systematic uncertainties
Many sources of systematic uncertainty cancel in the ratios of branching fractions. Other
sources are described below.
7.1 Trigger
The calculation of the hardware trigger efficiency is described in Sect. 6.1. To determine
εHW Trig|PID & sel & geom, a data-driven method is exploited. It is based on εTOS, as de-
scribed in Refs. [55] and [56], and on the quantities f and εTIS, determined on the data
normalisation channel B0 → D0pi+pi− (see Eq. 8). The latter two quantities depend on the
TIS efficiency of the hardware trigger and are assumed to be the same for all three modes.
The values of f and εTIS are consistent for the B0 → D0K+K− and the B0s → D0K+K−
channels; no systematic uncertainty is assigned for this assumption. Simulation studies
show that these values are consistent for B0 → D0K+K− and B0 → D0pi+pi− channels.
A 2.0% systematic uncertainty, corresponding to the maximum observed deviation with
simulation, is assigned on the ratio of their relative εHW Trig|PID & sel & geom efficiencies.
7.2 PID
A systematic uncertainty is associated to the efficiency εPID|sel & geom when final states
of the signal and normalisation channels are different. For each track which differs
in the signal channel B0 → D0K+K− and the normalisation channel B0 → D0pi+pi−,
an uncertainty of 0.5% per track due to the kaon or pion identification requirement is
applied (e.g. see Refs. [19, 57]). As the same PID requirements are used for D0 decay
products for all modes, the charged tracks from those decay products do not need to
be considered. The relevant systematic uncertainties are added linearly to account for
correlations in these uncertainties. An overall PID systematic uncertainty of 2.0% on the
ratio B(B0 → D0K+K−)/B(B0 → D0pi+pi−) is assigned.
7.3 Signal and background modelling
Systematic effects due to the imperfect modelling of both the signal and background
distributions in the fit to mD0h+h− are studied. Additional components are considered for
each fit on mD0pi+pi− and mD0K+K− . Moreover the impact of backgrounds with a negative
yield, or compatible with zero at one standard deviation is evaluated. The various sources
of systematic uncertainties discussed in this section are given in Table 5. The main sources
are related to resolution effects and to the modelling of the signal and background PDFs.
A systematic uncertainty is assigned for the modelling of the PDF Psig, defined in
Eq. 1. The value of the tail parameters α1,2 and n1,2 are fixed to those obtained from
simulation. To test the validity of this constraint, new sets of tail parameters, compatible
with the covariance matrix obtained from a fit to simulated signal decays, are generated
and used as new fixed values. The variance of the new fitted yields is 1.0% of the yield
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Table 5: Relative systematic uncertainties, in percent, on NB0→D0pi+pi− , NB0→D0K+K− and
the ratio NB0→D0pi+pi−/NB0→D0K+K− and rB0s/B0 , due to PDFs modelling in the mD0pi+pi− and
mD0K+K− fits. The uncertainties are uncorrelated and summed in quadrature.
Source NB0→D0pi+pi− NB0→D0K+K− rB0s/B0
B0(s) → D0h+h− signal PDF 1.0 2.1 4.2
B0 → D∗0[D0γ]pi+pi− 1.6 − −
B0 → D0K+pi− 0.3 − −
B0s → D∗0K−pi+ 0.4 1.4 0.4
B0s → D∗0K+K− − 0.5 1.3
Smearing & shifting 0.5 0.1 0.9
Total 2.0 2.6 4.5
Total on Nsig/Nnormal 3.2 4.5
NB0→D0pi+pi− , which is taken as the associated systematic uncertainty. For the fit to the
B0(s) → D0K+K− candidates, the above changes to the tail parameters correspond to a
1.4% relative effect on the yield NB0→D0K+K− and 0.4% on the ratio rB0s/B0 . Another
systematic uncertainty is linked to the relative resolution of the B0s → D0K+K− mass
peak with respect to that of the B0 → D0K+K− signal. In the default fit, the resolutions
of these two modes are fixed to be the same. Alternatively, the relative difference of
the resolution for the two modes can be taken to be proportional to the kinetic energy
released in the decay, Qd,(s) = mB0
(s)
−mD0 − 2mX , where mX indicates the known mass
of the X meson, so that the resolution of the B0 signal stays unchanged, while that of the
B0s distribution is multiplied by Qs/Qd = 1.02. The latter effect results in a small change
of 0.2% on NB0→D0K+K− , as expected, and a larger variation of 1.7% on rB0s/B0 . A third
systematic uncertainty on B0(s) → D0K+K− signal modelling is computed to account
for the mass difference ∆mB which is fixed in this fit (see Sect. 4.2). When left free in
the fit, the measured mass difference ∆mB = 88.29± 1.23 MeV/c2 is consistent with the
value fixed in the default fit, which creates a relative change of 1.6% on NB0→D0K+K−
and a larger one of 3.8% on rB0s/B0 . These three sources of systematic uncertainty on
the B0(s) → D0K+K− invariant-mass modelling are considered as uncorrelated, and are
added in quadrature to obtain a global relative systematic uncertainty of 2.1% on the
yield NB0→D0K+K− and 4.2% on the ratio rB0s/B0 .
For the default fit on mD0pi+pi− (see Table 3), the B
0 → D∗0[D0γ]pi+pi− and
B0 → D0K+pi− components are the main peaking backgrounds and the contribution from
B0s → D∗0K−pi+ is fixed to the expected value from simulation. The B0 → D∗0[D0γ]pi+pi−
background is modelled in the default fit with a nonparametric PDF determined on a
phase-space simulated sample of B0 → D∗0[D0γ]pi+pi− decays. In an alternative ap-
proach, the modelling of that background is replaced by nonparametric PDFs determined
from simulated samples of B0 → D∗0[D0γ]ρ0 decays with various polarisations. Two
values for the longitudinal polarisation fraction are tried, one from the colour-suppressed
mode B0 → D∗0ω, fL = (66.5 ± 4.7 ± 1.5)% [58] (this result is consistent with the re-
18
sult presented in Ref. [59]) and the other from the colour-allowed mode B0 → D∗−ρ+,
fL = (88.5±1.6±1.2)% [60]. A systematic uncertainty of 1.6% for theB0 → D∗0[D0γ]pi+pi−
modelling, corresponding to the largest deviation from the nominal result, is assigned. A
different model of simulation for the generation of the background B0 → D0K+pi− decays
is used to define the nonparametric PDF used in the invariant-mass fit. The first is a
phase-space model where the generated signals decays are uniformly distributed over
a regular-Dalitz plot, while the other is uniformly distributed over the square version
of the Dalitz plot. The definition of the square-Dalitz plots is given in Ref. [21]. The
difference between these two PDFs for the B0 → D0K+pi− background corresponds to a
0.3% relative effect. The component B0s → D∗0K−pi+ is found to be initially negative (and
compatible with zero) and then fixed in the default fit, resulting in a relative systematic
uncertainty of 0.4%.
The main background channels in the fit to mD0K+K− are B
0
s → D∗0K+K− and
B0s → D∗0K−pi+. The nonparametric PDF for B0s → D∗0K+K− decays is computed from
an alternative simulated sample, where the nominal phase-space simulation is replaced
by that computed with a square-Dalitz plot generation of the simulated decays. The
measured difference between the two models results in relative systematic uncertainties on
NB0→D0K+K− and rB0s/B0 of 0.5% and 1.3%, respectively. The component B
0
s → D∗0K−pi+
is modelled with a nonparametric PDF from the square-Dalitz plot simulation. Alter-
natively, the PDF of the B0s → D∗0K−pi+ background is modelled with a nonparametric
PDF determined from a simulated sample of B0s → D∗0K∗0 decays, with polarisation
taken from the similar mode B+ → D∗0K∗+, fL = (86 ± 6 ± 3)% [61]. The difference
obtained for these two PDF models for the B0s → D∗0K−pi+ background gives relative
systematic uncertainties on NB0→D0K+K− and rBs/Bd equal to 1.4% and 0.4%.
Systematic uncertainties for the constrained Λ0b → D0pK− or Λ0b → D0ppi− and
Ξ0b → D0ppi− decay yields are discussed in Sect. 4.5 and are already taken into account
when fitting the B0(s) → D0h+h− invariant-mass distributions.
Finally, the impact of the simulation tuning that is described in Sect. 4.4 is evaluated
by performing the default fit without modifying the PDFs of the various backgrounds to
match the width and mean invariant masses seen in data. The resulting discrepancies give
a relative effect of 0.5% on N(B0 → D0pi+pi−), 0.1% on N(B0 → D0K+K−), and 0.9%
on rB0s/B0 .
Table 6: Relative systematic uncertainties, in percent, on the ratio of branching fractions
RD0K+K−/D0pi+pi− and RB0s/B0 . The uncertainties are uncorrelated and summed in quadrature.
Source RD0K+K−/D0pi+pi− RB0s/B0
HW trigger efficiency 2.0 −
PID efficiency 2.0 −
PDF modelling 3.2 4.5
fs/fd − 5.8
Total 4.3 7.3
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7.4 Summary of systematic uncertainties
The systematic uncertainties contributing to the ratio of branching fractions
RD0K+K−/D0pi+pi− ≡ B(B0 → D0K+K−)/B(B0 → D0pi+pi−) (see Eq. 5) and for the ra-
tio RB0s/B0 ≡ B(B0s → D0K+K−)/B(B0 → D0K+K−) (see Eq. 6) are listed in Table 6.
All sources of systematic uncertainties are uncorrelated and are therefore summed in
quadrature. For the ratio RB0s/B0 the external input fs/fd = 0.259± 0.015 [48] introduces
the dominant systematic uncertainty of 5.8%.
8 Results
The ratios of branching fractions are measured to be
B(B0 → D0K+K−)
B(B0 → D0pi+pi−) = (6.9± 0.4± 0.3)% (11)
and
B(B0s → D0K+K−)
B(B0 → D0K+K−) = (93.0± 8.9± 6.9)%, (12)
where the first uncertainties are statistical and the second are systematic. Using the
branching fraction B(B0 → D0pi+pi−) = (8.8± 0.5)× 10−4 [39], the branching fraction of
the B0 → D0K+K− decay is measured to be
B(B0 → D0K+K−) = (6.1± 0.4± 0.3± 0.3)× 10−5, (13)
where the third uncertainty is due to the limited knowledge of B(B0 → D0pi+pi−). The
branching ratio of the decay B0s → D0K+K− is measured to be
B(B0s → D0K+K−) = (5.7± 0.5± 0.4± 0.5)× 10−5, (14)
where the third uncertainty is due to the limited knowledge of B(B0 → D0K+K−).
These results are compatible with and more precise than the previous LHCb results [18]
for the same decays, i.e. B (B0 → D0K+K−) = (4.7 ± 0.9 ± 0.6 ± 0.5) × 10−5 and
B (B0s → D0K+K−) = (4.2 ± 1.3 ± 0.9 ± 1.1) × 10−5, which were based on a subset of
the current data set. The measurement of the branching ratios B(B0(s) → D0K+K−) is
the first step towards a Dalitz plot analysis of these modes using the LHC Run-2 data
sample. Nonetheless, an inspection of the Dalitz plot is performed and several structures
are visible in the B0 → D0K+K− and B0s → D0K+K− decays.
The Dalitz plot (m2
D0K− ,m
2
K−K+) distribution of B
0 → D0K+K− candidates pop-
ulating the B0 signal mass range, mD0K+K− ∈ [5240, 5320] MeV/c2 (i.e. ±40 MeV/c2
around the B0 mass), is displayed in Fig. 6. Several resonances are clearly visible. In the
K+K− system, some unknown combination of the resonances a0(980) and f0(980) seem
to be dominant. The search for the rare B0 → D0φ decay using the same data sample
is described in a separate publication [22]. For the D0K− system, the first band below
6 GeV2/c4 corresponds to the partially reconstructed decay B0s → Ds1(2536)−K+/pi+, with
Ds1(2536)
− → D∗0K− (i.e. a background component due to the decay B0s → D∗0K−K+
or B0s → D∗0K−pi+, with the pion misidentified). The decay Ds1(2536)− → D0K−
is forbidden by the conservation of parity in strong interactions and cannot explain
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Figure 6: Dalitz plot for B0 → D0K+K− candidates in the signal region
mD0K+K− ∈ [5240, 5320] MeV/c2.
the observed feature. The second band around 6.6 GeV2/c4 is related to the mode
B0 → D∗s2(2573)−K+, with D∗s2(2573)− → D0K− and a third vertical band can be dis-
tinguished at about 8.2 GeV2/c4 which corresponds to a potential superposition of the
D∗s1(2860)
− and the D∗s3(2860)
− resonances previously observed by LHCb [23,62].
The Dalitz plot (m2
D0K− ,m
2
K−K+) distribution of B
0
(s) → D0K+K− candidates populat-
ing the B0s signal mass range, mD0K+K− ∈ [5327, 5407] MeV/c2 (i.e. ±40 MeV/c2 around
the B0s mass), is shown in Fig. 7. Again, several resonances can be clearly identified.
In the K+K− system, the φ resonance is observed and the study of the corresponding
decay is presented in a separate publication [22]. There is some possible accumulation of
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Figure 7: Dalitz plot for B0s → D0K+K− candidates in the signal region
mD0K+K− ∈ [5327, 5407] MeV/c2.
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candidates in a broad structure around 1.7 GeV/c2, which may correspond to the φ(1680)
state. In addition, in the D0K− system, the D∗s2(2573)
− resonance is identifiable.
An analysis with additional LHCb data will enable the study of D∗∗s spectroscopy,
particularly those resonances that are natural spin-parity members of the 1D and 1F
families. The differences between the B0 and B0s modes are also interesting. In addition,
different resonances can contribute strongly with respect to B0s → D0K−pi+ decays [23,62].
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