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Chapter 1
Introduction
For a finite dimensional vector space the relationship between eigenvalues and
invariant subspaces is understood. This is not the case in infinite dimensions. In
general, an operator is not guaranteed to have an eigenvalue. As a result, it would
not have a decomposition into generalized eigenspaces. In this paper we explore
the beginning theory of the invariant subspaces and the spectrum of operators
on Banach spaces. In particular, compact operators are a key area of focus.
We will build up core results about operators on Banach and Hilbert spaces.
Following is a proof that all compact operators have an invariant subspace. Then
the spectrum of compact operators is studied to understand deeper results about
their eigenvalues and invariant subspaces. This paper only assumes knowledge
of typical undergraduate sequences in linear algebra and analysis as well as a
modicum of algebra. The core of results are summarized from Edwin Kreyszig’s
Introductory Functional Analysis [Kre78] and Barbara MacCleur’s Elementary
Functional Analysis [Mac08]. Sheldon Axler’s Linear Algebra Done Right [Axl15]
and Stephen Abbott’s Understanding Analysis [Abb01] as well as Thomson and
Bruckner’s Elementary Real Analysis [TBB08] are used as references for common
definitions and theorems from finite dimensional linear algebra and real analysis
respectively.
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Chapter 2
Hilbert Space
2.1 Normed and Banach Space
Definition 2.1.1 (Norm). Let X be a vector space over the field F. A norm is
a function || · || : X → [0,∞) that satisfies the following:
1. ||x|| ≥ 0 for all x ∈ X and ||x|| = 0 if and only if x = 0.
2. ||ax|| = |a| ||x|| for all a ∈ F.
3. ||x+ y|| ≤ ||x||+ ||y|| for all x, y ∈ X.
Definition 2.1.2 (Normed Space). Let X be a vector space over R or C. If
there exists a norm || · || : X → [0,∞), then we call (X, || · ||) a normed space.
A normed space is fundamental in the study of vector spaces. Not only does
it define distance but it allows for distances to be scaled uniformly. Without this
requirement it is difficult to understand the geometry of the space. In our usual
understanding vectors may be added or stretched. Part of this intuition of adding
and stretching vectors is that when a vector is added to itself its length from the
origin should double. Notationally that is, if ||v|| = 1 then ||v + v|| = ||2v|| = 2.
In spaces that are not normed spaces this is not necessarily true and therefore
the space is much less intuitive.
Definition 2.1.3 (Complete). Let X be a vector space. X is complete if every
Cauchy sequence in X converges to an element also in X.
Definition 2.1.4 (Banach Space). A Banach space is a complete normed space.
Definition 2.1.5 (Subspace). Let X be a Banach space and Y ⊆ X. We say Y
is a subspace if it is a normed space with the same norm as X.
Notice that this definition does not require the subspace to be closed. It is
typical to require subspaces to be closed and define the open ”subspaces” to be
linear manifolds. In this paper we forgo this distinction except when necessary
or important. That being said, the majority of results in this paper concerning
subspaces may be extended to the requirement of being closed.
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2.2 Inner Product Space
Definition 2.2.1 (Inner Product). Let X be a vector space over the field F.
An inner product (or scalar product) is a a function 〈·, ·〉 : X ×X → F satisfying
the following conditions:
1. 〈x, x〉 ≥ 0 for all x ∈ X; 〈x, x〉 = 0 if and only if x = 0.
2. 〈cx+ y, z〉 = c〈x, z〉+ 〈y, z〉.
3. 〈x, y〉 = 〈y, x〉.
Definition 2.2.2 (Inner Product Space). An inner product space is a vector
space X over R or C along with an inner product defined on X.
While the inner product function may seem unnatural at first it is actually a
generalization of the dot product introduced in calculus. In fact, it is easy to
verify that the dot product on Rn is an inner product. An inner product serves
two core roles on a vector space. The first is inducing a norm || · || on the vector
space by defining ||x|| = √〈x, x〉 the positive square root of the inner product of
x with itself. It should be noted that not every norm induces an inner product.
The sup norm, || · ||∞ on the space of continuous functions fails to define an
inner product despite being a perfectly nice norm.
The second role of an inner product is introducing the notion of angle between
elements of the vector space. This can be accomplished on a real vector space
by defining
cos θ =
〈x, y〉
||x|| ||y|| .
In elementary Euclidean geometry two vectors are orthogonal when the cosine
of the angle between them is zero. Generalizing this to any inner product space
we say that any two vectors are orthogonal their inner product is zero. It can be
seen from the formula above that this definition coincides with the cosine of the
angle between them being zero.
2.3 Hilbert Space
Definition 2.3.1 (Hilbert Space). A Hilbert Space is a complete inner product
space.
It can easily be shown that all finite dimensional inner product spaces over
R or C are Hilbert spaces. In infinite dimensions this isn’t necessarily true.
For instance consider the space of continuous functions on [0, 2] with the inner
product:
〈f(x), g(x)〉 =
∫ 2
0
f(x)g(x) dx.
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Then the sequence of functions
fn(x) =

1 if x < 1
1− n(x− 1) if x ≤ 1 + 1n
0 if x > 1 + 1n
is Cauchy but converges to a function not contained in the space. It will be
easier to study Hilbert spaces since it is guaranteed that this will not happen.
Furthermore, in a fashion similar to completing the rationals by creating limits
to Cauchy sequences, it can be proven that for each inner product space X there
exists a Hilbert space X˜ such that X is dense in X˜.
As stated above the inner product introduces the notion of an angle. This
allows for some results from elementary plane geometry to carry over into a
general Hilbert space.
Theorem 2.3.1 (The Pythagorean Theorem). If f1, f2, . . . fn are pairwise or-
thogonal vectors in a Hilbert space, then
||f1 + · · ·+ fn||2 = ||f1||2 + · · ·+ ||fn||2.
Proof. Recall that for an inner product space ||f ||2 = 〈f, f〉. Let f1, f2, . . . , fn
be pairwise orthogonal vectors. Then we have the following
||f1 + · · ·+ fn||2 = 〈f1 + · · ·+ fn, f1 + · · ·+ fn〉
=
n∑
j=1
n∑
i=1
〈fi, fj〉.
This follows from the bilinearity of the inner product. The vectors fi, fj are
orthogonal whenever i 6= j and equal whenever i = j. By orthognality, whenever
i 6= j, 〈fi, fj〉 = 0. With this fact,
n∑
j=i
n∑
i=1
〈fi, fj〉 =
n∑
i=1
〈fi, fi〉 =
n∑
i=1
||fi||2.
This calculation proves ||f1 + · · ·+ fn||2 = ||f1||2 + · · ·+ ||fn||2.
For vectors that are not orthogonal there is still something to say for the
structure of their norm.
Theorem 2.3.2 (The Parallelogram Equality). Let f, g be vectors in an inner
product space, then
||f + g||2 + ||f − g||2 = 2 ||f ||2 + 2 ||g||2.
Proof. Let f, g be vectors in an inner product space. In general we have,
||f + g||2 = 〈f + g, f + g〉 = 〈f, f〉+ 〈f, g〉+ 〈f, g〉+ 〈g, g〉
= 〈f, f〉+ 2<〈f, g〉+ 〈g, g〉
= ||f ||2 + 2<〈f, g〉+ ||g||2.
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Similarly,
||f − g||2 = ||f ||2 − 2<〈f, g〉+ ||g||2.
Combining these results yields, ||f + g||2 + ||f − g||2 = 2 ||f ||2 + 2 ||g||2.
2.4 Examples
Example 2.4.1 (Cn). Define the inner product on Cn to be
〈(x1, . . . , xn), (y1, . . . , yn)〉 = x1y1 + · · ·+ xnyn.
This forms a Hilbert space over the field C. This is one of the most basic of the
Hilbert spaces and the cornerstone for finite dimensional linear algebra. Due to
this, a starting point of functional analysis consists of taking a result that holds
in Cn and generalizing it to another space. This will be something we do often.
Example 2.4.2 (`∞). `∞ is defined as the space of all (infinite) bounded
sequences of the form x = (x1, x2, . . .) with norm
||x|| = sup
n∈N
|xn|.
The space is actually complete with respect to this norm making it a Banach
space.
Example 2.4.3 (`2). The space `∞ is just a Banach space. It would be useful
to have a general space of sequences that is a Hilbert space. For this we have `2.
`2 is also known as Hilbert sequence space and consists of all square-summable
sequences that is, all sequences (an) such that
∞∑
n=0
|an|2 = a <∞
where each an ∈ C. As the name might imply this space is a Hilbert space and
the square-summable requirement induces an inner-product on the space. This
inner product shares a resemblance with the Euclidean inner product on Cn. In
fact, `2 is simply a generalization of this space into infinite dimensions.
Example 2.4.4 (`p). The space `2 can be generalized to the space `p for p ∈ N.
This space consists of all bounded sequences (xn) such that
∞∑
n=0
|xn|p = a
for some a ∈ R+. Unlike `2 this space is a Hilbert space only if p = 2. Else, it is
Banach space.
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Example 2.4.5 (L2). The space of square Lesbesgue integrable functions is a
Hilbert space with inner product
〈f, g〉 =
∫
[0,1]
f(x)g(x) dx.
This paper will not discuss much about L2[0, 1] since the details involve knowledge
of measure theory and the Lesbesgue integral. That said it is an important space
in functional analysis and the source of many interesting examples. All square
Riemann integrable functions are also square Lesbesgue integrable functions and
the value of their integrals are equal. There are some examples in this paper
concerning L2[0, 1]. For the most part all functions mentioned are Riemann
integrable and the integral may be computed using that knowledge.
Chapter 3
Introductory Results of
Hilbert Spaces
3.1 Linear Maps
Definition 3.1.1 (Linear Map). Let X,Y be vector spaces over a field F. A
linear map T : X → Y is a function such that for all x, y ∈ X and a ∈
F, T (ax+ y) = aTx+ Ty.
It is natural that linear maps offer a connection between vector spaces as they
preserve the linearity of the space. There is one collection of linear maps that
is of particular interest: the linear functionals that map elements of the vector
spaces to elements in the field. The set of all linear functionals of a vector space
forms another vector space known as the dual space. The concept of duality
arises frequently in mathematics and can give a separate way of looking at a
problem. In terms of functional analysis, given a conjecture about a vector space
it is possible to translate this conjecture in terms of linear functionals.
Definition 3.1.2 (Linear Functional). Let X be a vector space over F. Then a
function f : X → F is a linear functional if the function is linear.
Definition 3.1.3 (Bounded Linear Functional). Let X be a normed space
over F and f a linear functional. If there exists an M > 0 such that for all
x ∈ X, |f(x)| < M ||x|| then we call f a bounded linear functional.
Definition 3.1.4 (Dual Space). Let X be a vector space. The dual space of X
is the set of all bounded linear functionals of X, denoted X∗.
Below are a few introductory theorems presented without proof that establish
some useful properties of the dual space.
Theorem 3.1.1. The dual space is a vector space.
Theorem 3.1.2. The dual space of a normed space is a Banach space.
9
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In other words, regardless of whether a normed space is complete the dual
space will always be complete.
Example 3.1.1 (c∗0 ' `1). If c0 ⊆ `∞ is the space of all sequences converging
to zero, then c∗0 ' `1.
Proof. Let || · ||∗ denote the norm on c∗0 defined by ||f ||∗ = sup||x||=1 |f(x)|. Let
|| · ||1 denote the standard norm on `1 defined by ||x||1 =
∑∞
n=0 |xn|.
We will begin with two lemmas presented without proof. Both are standard
results in real analysis and easily generalize to the complex case.
Lemma 3.1.1. Let (an) be a sequence such that
∑∞
n=0 an converges absolutely.
If (bn) is any bounded sequence then
∑∞
n=0 anbn converges absolutely.
Lemma 3.1.2. If (an) is a sequence such that
∑∞
n=0 |an| converges then∑∞
n=0 an converges, moreover ∣∣∣∣∣
∞∑
n=0
an
∣∣∣∣∣ ≤
∞∑
n=0
|an|.
With these results we may begin the actual proof. Take y ∈ `1, by definition
of `1 there exists a ∈ C such that
∞∑
n=0
yn = a.
We will show the function
fy : c0 −→ C
x 7−→
∞∑
n=0
xnyn
defines a bounded linear functional on c0. First, we show that fy is well-defined.
It will be enough to show for all x ∈ c0, fy(x) is finite. Since x converges to 0
the sequence x is bounded by some M ∈ R such that for each xi, |xi| < M. The
two lemmas give the following inequality.
M ||y||1 = M
∞∑
n=0
|yn| =
∞∑
n=0
M |yn| ≥
∞∑
n=0
|xn| |yn|
=
∞∑
n=0
|xnyn| ≥
∣∣∣∣∣
∞∑
n=0
xnyn
∣∣∣∣∣ = |fy(x)|.
This also implies that fy is bounded since
sup
||x||=1
|fy(x)| ≤M ||y||1.
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The function fy is also linear since absolutely convergent series can be added
and multiplied by scalars. The function fy(x) maps into the underlying field
and it is bounded and linear hence it is a bounded linear functional. Therefore
`1 ⊆ c∗0.
We must show the reverse inclusion. Let f be any bounded linear functional
on c0. Then for all sequences x ∈ c0 it must be that f(x) is finite. Let (ek)
be the standard basis in c0. Now, a bounded linear operator may be described
by saying what it does to a basis. Suppose f(ei) = ai. We claim the sequence
(f(ei)) is in `
1. Suppose to the contrary it was not `1. We show the function is
unbounded. Consider the sequence of unit vectors in c0 defined by
(xi) = (1, 1, . . . , 1, 0, 0, . . .)
where there are ones until the ith position. Let M ∈ R. We show there exists i
such that |f(xi)| > M, which suffices to prove that f is unbounded since the xi
are unit vectors. Since (f(ei)) is not `
1 we have that
∑∞
i=0 |f(ei)| diverges to
infinity. Hence, there exists some N ∈ N such that
N∑
i=0
|f(ei)| > M.
From this we can see that |f(xN )| > M. Therefore, f is not bounded, a contra-
diction! We conclude that the f must define an `1 sequence. Since we have set
containment in both directions we have that c∗0 = `
1 as vector spaces.
To have equality as normed spaces we must show that they share the same
norm.
We will show ||fy||∗ = ||y||1. We have the following,
||fy||∗ = sup
||x||=1
|fy(x)| = sup
∣∣∣∣∣
∞∑
k=1
fy(ek)xk
∣∣∣∣∣ =
∞∑
k=1
|fy(ek)| =
∞∑
k=1
|yk| = ||y||1.
This follows from setting each xi as the following:
xi =
{
f(ei)
|f(ei)| if f(ei) 6= 0
0 if f(ei) = 0
.
This sequence where the sup will occur. We conclude that since the norms are
equivalent, c∗0 ' `1.
Chapter 4
Operators
4.1 The Space of Bounded Linear Operators
Definition 4.1 (Bounded Linear Operator). Let X and Y be normed spaces
and T : X → Y a linear operator. T is bounded if there exists M such that for
all x ∈ X, ||Tx|| ≤ M ||x||. If this condition holds T is called a bounded linear
operator.
Definition 4.1.1 (The Space of Bounded Linear Operators). Let X,Y be
normed spaces. The space of bounded linear operators is the set B(X,Y )
comprised of all bounded linear operators from X to Y. Then
Presented are a few basic theorems about this space and individual bounded
linear operators, some given without proof.
Theorem 4.1.1 (Subspace). The space B(X,Y ) is a subspace of the space of
linear maps.
Theorem 4.1.2. The space B(X,Y ) is a Banach space with norm
|| · || : B(X,Y ) −→ R
f 7−→ sup
||x||=1
||f(x)||.
Theorem 4.1.3 (Continuity). If T : X → Y is a linear map between normed
spaces then the following are equivalent:
• T is bounded
• T is continuous
• T is continuous at 0.
Proof. Let T : X → Y be a bounded linear operator. By definition, there exists
M ∈ R such that ||Tx|| < M ||x|| for all x ∈ X. Take x0 ∈ X and fix  > 0.
12
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We will show that there exists δ > 0 such that whenever ||x − x0|| < δ then
||Tx− Tx0|| < . Let δ = M . For any x satisfying ||x− x0|| < δ we have
||Tx− Tx0|| = ||T (x− x0)|| ≤M ||x− x0|| < Mδ = M 
M
= .
Therefore T is continuous.
T being continuous proves that T is continuous at 0. We need only show
that if T is continuous at 0 then T is bounded. We will prove the contrapositive.
Suppose T is unbounded. Then for all δ there exists x ∈ X such that ||x|| ≤ δ
yet ||Tx|| > 1. Fix δ > 0. Since T is unbounded we may find x ∈ X such that
||Tx|| > ||x||δ . Then by multiplicative properties of the norm || δx||x|| || = δ and∣∣∣∣∣∣∣∣T ( δx||x||
)∣∣∣∣∣∣∣∣ = δ||x|| ||Tx|| > δ||x|| ||x||δ = 1.
Hence, T is not continuous at 0. By the contrapositive, if T is continuous at 0
then T is bounded.
We can also use an operator to define a new normed space from a normed
space.
Definition 4.1.2 (Quotient Space). Let X,Y be normed spaces and T : X → Y
a bounded linear map. The quotient space is the set of cosets
X
kerT
= {x+ kerT : x ∈ X}.
Much of the mechanics of this space are similar to its group and ring theory
analogues. In addition, we also have the following theorems.
Theorem 4.1.4. Let X,Y be normed spaces. If T : X → Y is a bounded linear
map then the quotient space XkerT is a normed space with norm
||x+ kerT || = inf{||x− y|| : y ∈ kerT}.
Furthermore, if X and Y are Banach spaces then XkerT is a Banach space.
Theorem 4.1.5. Let X,Y be Banach spaces and T : X → Y a bounded linear
map. If ||x+ kerT || = 1 then there exists y ∈ X such that x+ kerT = y+ kerT
and ||y|| < 2.
The proof of this theorem will be omitted but follows from the norm being
defined as an infimum of elements in kerT.
4.2 Adjoints
Inner product spaces give rise to a fundamental notion of symmetry of an
operator, represented by the adjoint. This symmetry is akin to the notion of
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conjugation in the complex numbers as we will soon see. In finite dimensional
linear algebra the matrix representation of the adjoint of an operator is the
conjugate transpose of the matrix representation for the operator. This definition
extends to all operators in the following way.
Definition 4.2.1. Let X be a Hilbert space and T a bounded linear operator
on X. The adjoint of T is defined as the operator T ∗ such that T ∗ satisfies
〈Tx, y〉 = 〈x, T ∗y〉 for all x, y ∈ X.
For ease, this definition is restricted to just what we need for this paper. In
full generality the adjoint may be defined for any inner product space as well as
a Banach space. The next few theorems are commonly seen in an undergraduate
linear algebra class and will be treated without proof.
Theorem 4.2.1. If T is a bounded linear operator on a Hilbert space then T ∗
exists and it is unique.
Theorem 4.2.2. For S, T bounded linear operators on a Hilbert space X we
have the following.
• S∗∗ = S.
• (S + T )∗ = S∗ + T ∗.
• (cS)∗ = cS∗ for all c ∈ C.
• (ST )∗ = T ∗S∗.
Theorem 4.2.3. If A is a bounded linear operator on Hilbert space X then
||A|| = ||A∗|| and ||A∗A|| = ||A||2.
This theorem falls out immediately from the definition of the norm on a
Hilbert space. We also have definitions for the following two situations
Definition 4.2.2. Let A be a bounded operator on a Hilbert space X. The map
A is called normal if A∗A = AA∗.
Definition 4.2.3. Let A be a bounded operator on a Hilbert space X. The map
A is called self-adjoint if A = A∗.
Both of these special cases of the adjoint provide powerful results. If a normal
operator acts on a complex finite dimensional inner product space then the
matrix of the operator is unitarily equivalent to a diagonal matrix. This is the
complex spectral theorem. The self-adjoint gives an analogous result for real
finite dimensional vector spaces. The condition of an operator being self-adjoint
also provides deep theory for infinite dimensional vector spaces. This will be
seen in the following sections.
Theorem 4.2.4. Let A be a linear operator on Hilbert space X. If A is invertible
then so is A∗. Furthermore (A∗)−1 = (A−1)∗.
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Proof. If A is invertible then we have an operator A−1 such that
AA−1 = I = A−1A.
It follows that (AA−1)∗ = I∗ = (A−1A)∗ which implies (A−1)∗A∗ = I =
A∗(A−1)∗. Therefore A∗ is invertible and
(A∗)−1 = (A−1)∗.
It immediately follows that if A is self-adjoint then A−1 is as well.
4.3 Compact Operators
Analysis frequently relies on convergence. Simply put, it is easier when sequences
converge. In R the Bolzano-Weierstrass theorem states that all bounded se-
quences contain a convergent subsequence. This is a gem for the study of R and
leads to the connection of compactness and sequential compactness. However,
this property does not hold for all spaces. Consider `2 and the sequence (ej)
where each element is of the form (0, 0, 0, .., 0, 1, 0, ...) where 1 is in the jth spot.
This sequence is bounded but does not admit a convergent subsequence. Our
interest is to find a type of operator which will allow us to talk about convergence.
One thought would be to consider only finite rank operators as almost everything
is sent to the zero vector. This is actually too much of a restriction. Most
interesting operators are not of finite rank. In the other direction a bounded
operator will be too general to guarantee convergence, notably since the identity
operator is bounded. Even if the operator has a norm of less than 1 we still
can’t say much about convergence. It turns out something in the middle of
these two will suffice. In a sense we will be looking at operators that add the
Bolzano-Weierstrass property to a sequence. We arrive at the following definition.
Definition 4.3.1 (Compact Operator). Let X and Y be Banach spaces and
T : X → Y linear. T is compact if whenever (xn) is a bounded sequence in X
then the sequence (Txn) in Y has a convergent subsequence.
Off the bat there are a few immediately useful theorems about compact
operators.
Theorem 4.3.1. Let X and Y be Banach spaces. The set of compact operators
C(X,Y ) is a subspace of B(X,Y ).
Proof. Let X and Y be Banach spaces. Let T1, T2 be compact operators from
X to Y and a ∈ F then we will show that aT1 + T2 is compact. Let (xn) be a
sequence in X. There exists a subsequence (xnk) such that the sequence T1(xnk)
converges. Since (xnk) is a sequence in X and T2 is compact there exists a
subsequence (xns) of (xnk) such that T2(xns) converges. Therefore, since (xns)
is a subsequence of (xn) and
(aT1 + T2) (xns) = a(T1(xns)) + T2(xns)
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has a defined limit the operator is compact.
Theorem 4.3.2. If X is a Banach space then C(X) is an ideal in B(X)
Proof. Let X be a Banach space. Already C(X) is a subspace. It remains to show
that if T ∈ C(X) and S ∈ B(X) then TS, ST ∈ C(X). Let (xn) be a bounded
sequence in X. Since S is bounded; the sequence S(xn) is bounded. There exists
a subsequence S(xnk) such that TS(xnk) converges since T is compact. Now
consider ST (xn); there exists a subsequence (xnj ) such that T (xnj ) converges.
Since bounded operators take convergent sequences to convergent sequence so
ST is compact. Therefore C(X) is an ideal in B(X).
Theorem 4.3.3. Let X be a Banach space and (Tn) a sequence of bounded
linear operators converging to T. If each Ti is compact then T is compact.
This theorem follows from a lengthy diagonal trick to build a convergent
subsequence for T. This theorem also implies that the compact operators are a
closed subspace of the bounded operators.
We discussed the potential of finite rank operators having the structure we
would want. They actually do have a connection with compact operators in the
following way.
Theorem 4.3.4. Let X be a Hilbert space with a countable orthonormal basis.
If T be a compact operator on X then T is the limit of some sequence of finite
rank operators.
Theorem 4.3.5. The compact operators on a separable Hilbert space are closed
under taking adjoints. That is if T ∈ C(H) then T ∗ ∈ C(H).
Proof. Let T be a compact operator on a separable Hilbert space X. By the
previous theorem there exists a sequence of finite rank operators {Tn} converging
to T. From properties of the adjoint
||T − Tn|| = ||T ∗ − T ∗n ||
for each n. If each T ∗n is finite rank then we are done. Here is the trick. Let Pn be
the projection from X to the range of Tn. Immediately we have that PnTn = Tn.
By taking adjoints we have T ∗nP
∗
n = T
∗
n . However, projections are self-adjoint
so T ∗n = T
∗
nPn. The operator Pn has finite rank therefore T
∗
nPn will have finite
rank. Thus T ∗ is compact.
Note, this theorem actually implies its converse since (T ∗)∗ = T.
Chapter 5
The Invariant Subspace
Problem
The invariant subspace problem has become famous due to its simple statement
yet elusive solution. It allows for a deeper understanding of bounded operators.
The idea is that understanding how the operator acts on its invariant subspaces
can then be used to bootstrap an understanding of the operator in its entirety.
Here’s the setup. Let X be a Banach space and T ∈ B(X). We say X has a
nontrivial invariant subspace for T if there exists a proper closed subspace M of
X such that TM ⊆M. The invariant subspace problem asks if X is a Banach
space and T ∈ B(X), does X have a nontrivial invariant subspace for T. Per
Enflo proved that this does not hold in general by constructing an operator on
a (nonreflexive) Banach space. The proof at roughly 100 pages is dense and
difficult to peruse. However, the question is still open for Hilbert spaces and
one may still wonder what conditions must be placed on an operator so that
it will have an invariant subspace for a general Banach space. For now, it is
known that every compact operator has an invariant subspace. For this result
terminology will first be defined and explored. Following the theorem will be
proved. More is true, however: it turns out that every operator that commutes
with an operator that commutes with compact operator will have an invariant
subspace. As shown by Enflo, it is difficult to construct an operator that does
not meet this requirement.
5.1 Some Preliminaries
In order to provide a proof that compact operators have invariant subspaces
there is some terminology that must be defined which is not always covered in
an undergraduate real analysis sequence.
Definition 5.1.1. Let (xn) be a sequence in R. The limit superior, denoted
lim sup
n→∞
(xn), is defined to be the infimum of all numbers β with the following
17
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property: there is an integer N such that xn < β for all n ≥ N.
Definition 5.1.2. Let (xn) be a sequence in R. The limit inferior, denoted
lim inf
n→∞ (xn), is defined to be the supremum of all numbers α with the following
property: there is an integer N such that xn > α for all n ≥ N.
The lim sup and lim inf provide some structure that is nice to work with.
For instance the lim sup is defined by a decreasing sequence and the lim inf
equivalently by an increasing sequence. Unlike a standard limit, for a bounded
sequence the lim sup and lim inf will always exist. Moreover, if the limit of a
sequence exists then the lim sup will equal the lim inf which equals the limit.
Example 5.1.1. As a cursory introduction, consider the sequence (an) ⊆
R, aj = (−1)j . Then lim
n→∞(an) does not exist. However, lim supn→∞
(an) = 1 since
for all n ∈ N the term a2n = 1. Likewise the lim inf
n→∞ (an) = −1 by choosing any
n ∈ N and looking at a2n+1.
There’s another structure that must be discussed before proceeding to invari-
ant subspaces of compact operators: the seminorm. Sometimes a norm is too
restrictive. There are many cases for which it may not make sense in context
of a problem to have all the requirements of a norm. For instance, sometimes
the function should not be reflexive. Suppose a person is hiking and “distance”
is defined as calories burned. If a is a bottom point of a hill and b is the top
then clearly the “distance” from a to b should be greater than the “distance”
from b to a. Even though it breaks the definition of norm it feels like this should
be some sort of generalization of norm. This what is known as a quasimetric.
Similarly, we may want to drop the requirement that the distance between x
and y is 0 if and only if x = y. This is what would be known as a seminorm. A
metaphor for seminorm is to think of the distance a person is from a building.
Two people could be standing 5 feet away from the building but on opposite
sides. Clearly these two people would be a far distance apart from each other
however they are still both just 5 feet from the building. Likewise if they were
standing in the building but at opposite ends then they would both be a distance
zero from the building yet far from each other.
Definition 5.1.3. Let X be a vector space, a seminorm on X is a function
φ : X → R satisfying the following:
• φ(x) ≥ 0 for all x ∈ X.
• φ(cx) = |c|φ(x) for all c ∈ R, x ∈ X.
• φ(x+ y) ≤ φ(x) + φ(y) for all x, y ∈ X.
Example 5.1.2. Let V = R2. Define a function φ : V → R, φ(x, y) = |x|.
Intuitively, this function is distance from the y-axis. This is a proper semi-norm.
First notice φ(ax, ay) = |ax| = |a| |x| = |a|φ(x, y). Also, φ(x+r, y+s) = |x+r| ≤
|x| + |r| = φ(x, y) + φ(r, s). Therefore it is a semi-norm. However it is not a
norm since φ(0, 0) = 0 = φ(0, 1).
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A seminorm can be defined on a Banach space in much the same way. This
will be used in the proof that compact operators have invariant subspaces. Due
to its innate complexity it will first be defined in the following example to provide
some clarity and detail.
Example 5.1.3. Let X be a Banach space and Z a closed subspace of X. Define
a seminorm on X by
d(x, Z) : X −→ R
x 7−→ inf{||x− z|| : z ∈ Z}.
For all x ∈ X, d(x, Z) ≥ 0 and d(x, Z) = 0 if and only if x ∈ Z. Let c ∈ C, if
c = 0 then d(cx, Z) = 0 since 0 ∈ Z hence c d(x, Z) = d(cx, Z). If c 6= 0 then
d(cx, Z) = inf{||cx− z|| : z ∈ Z} = inf{|c| ||x− 1
c
z|| : z ∈ Z}
= |c| inf{||x− 1
c
z|| : z ∈ Z} = |c| inf{||x− z|| : z ∈ Z}
= |c| d(x, Z).
Since z ∈ Z implies 1c z ∈ Z by linearity, this change did not alter the infimum.
Finally, we prove the triangle inequality. Let x and y ∈ X then, there exists
sequences (xn), (yn) ⊆ Z satisfying
lim
n→∞ ||x− xn|| = d(x, Z), limn→∞ ||y − yn|| = d(y, Z).
Now consider,
d(x+ y, Z) = inf{||x+ y − z|| : z ∈ Z} ≤ lim inf
n→∞ ||x+ y − (xn + yn)||
≤ lim
n→∞ ||x− xn||+ limn→∞ ||y − yn|| = d(x, Z) + d(y, Z).
Therefore the triangle inequality holds so this function defines a seminorm.
5.2 Invariant Subspaces of Compact Operators
Now that we have this machinery built we may proceed. The proof of the
following theorem is courtesy of John Ringrose [Rin71] and has been edited to
include details and intuition. The original proof of this theorem was created by
Aronszajn and Smith [AS54]. Ringrose’s proof is very close to the original proof
however, it requires less background at the cost of being longer.
Theorem 5.2.1. Let X be a complex Banach space with dimX > 1. If T is a
compact operator on X, then T has a proper closed invariant subspace.
Proof. First this problem may be simplified. We have seen that if X if finite
dimensional then it has an eigenvalue. Consequently, it has an invariant subspace
generated by a corresponding eigenvector. Furthermore, if X has dimension n
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then X has a chain of invariant subspaces of all dimensions of degree less than
n. This chain is of the form
{0} = L0 ⊆ L1 ⊆ · · ·Ln = X
where each Li is invariant under T and dimension of Li equals i. This follows
from Schur’s upper triangularization theorem. With this in mind, from here on
out it may be assumed that X denotes an infinite dimensional Banach space.
A couple structures will be crucial to the success of this proof. First, if
{x1, x2, . . .} is a finite or countable subset of X, we denote the closure of the span
of {x1, x2, . . .} as S{x1, x2, . . .}. Let T be a compact operator on X and let e ∈ X
be a unit vector. Consider the subspace S{e, Te, T 2e, . . .}. This set does not
equal {0} and is invariant under T from construction. If S{e, Te, T 2e, . . .} 6= X
then S{e, Te, T 2e, . . .} is a proper invariant subspace of X. It may be assumed
for the rest of the proof that S{e, Te, T 2e, . . .} = X.
Lemma 5.2.1. The set {e, Te, T 2e, . . .} is a linearly independent list.
Proof. Suppose not. Then there exists a Tme that is a linear combination of
{e, Te, T 2e, . . . , Tm−1e}. Hence, any element in S{e, Te, . . .} may be written as
a linear combination of {e, Te, . . . , Tm−1e} by reducing the powers through the
relation of
Tme = c0e+ c1Te+ · · ·+ cm−1Tm−1e.
Therefore S{e, Te, . . .} is finite dimensional and a proper invariant subspace of
X. This is a contradiction to our hypothesis, so {e, Te, T 2e, . . .} is a linearly
independent list.
Recall the previously defined seminorm defined for a closed subspace Z of X,
d(x, Z) = inf{||x− z|| : z ∈ Z}.
Let (Zk) be a sequence of closed subspaces of X then
lim sup
k→∞
d(x, Zk)
is well-defined. The limit superior being zero is equivalent to a vector becoming
arbitrarily close to the subspaces. Let (Zk) be a sequence of closed subspaces of
X. We define
lim inf Zk =
{
x ∈ X : lim sup
k→∞
d(x, Zk) = 0
}
.
This will be a closed subspace. At this point we need to define what it means
for a sequence of sets to converge to a set.
Definition 5.2.1. Let (Sn) be a sequence of sets. The sequence (Sn) converges
to a set S if for every x ∈ S there exists an n ∈ N such that x ∈ Sm for all
m > n.
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It is possible that even if limk→∞ Zk converges that it converges to an
open subspace of X. The limit superior condition is enough to ensure the
space is closed. To see this notice that if (xj) is any Cauchy sequence in
lim inf Zk then the sequence converges to an element x ∈ X. Therefore we
have lim supj→∞ |xj − x| = 0. However the lim sup d(x, Zk) must be less than
lim supj→∞ |xj − x|. So x ∈ lim inf Zk. This feature enables the inclusion of all
limit points forcing the space to be closed. We define
Zk = S{e, Te, . . . , T k−1e}
where e is a unit vector as previously defined. We continue with the assumption
that
X = lim
n→∞Zn.
This simplification is justified since we have already addressed the case where
X 6= limn→∞ Zn. For each n ∈ N, let zn be a vector satisfying zn ∈ Zn and
||Tne− zn|| < 2d(Tne, Zn).
We know this exists since Tne /∈ Zn, for every  > 0 there exists z ∈ Zn such
that
||Tne− z|| ≤ d(Tne, Zn) + .
From here on out the proof starts to become more on the technical side. There
is a unique linear operator Tn acting on Zn such that
Tn(T
ke) = T k+1e (k = 0, . . . , n− 2)
Tn(T
n−1e) = zn.
For each element z = a0e+ a1Te+ · · ·+ an−1Tn−1e ∈ Zn the following holds
||Tz − Tnz|| = ||
n−1∑
k=0
ak(T
k+1e− Tn(T ke))||
= ||an−1(Tne− zn)||
= |an−1| ||Tne− zn||
≤ 2|an−1|d(Tne, Zn)
= 2d(an−1Tne, Zn).
We also have the following equality:
Tz − an−1Tne =
(
n−1∑
k=0
akT
k+1e
)
− an−1Tne
=
n−2∑
k=0
akT
k+1e ∈ Zn.
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By the reverse triangle inequality,
0 = d(an−1Tne− Tz, Zn) ≥ |d(an−1Tne, Zn)− d(Tz, Zn)| ≥ 0.
Therefore,
d(an−1Tne, Zn)− d(Tz, Zn) = 0⇒ d(an−1Tne, Zn) = d(Tz, Zn).
Application of this equality with the previous equation gives for all z ∈ Zn,
||Tz − Tnz|| ≤ 2d(Tz, Zn).
The linear operator Tn acts on a finite dimensional space. As a result
of Schur’s upper triangularization theorem there exists a chain of subspaces
Lm,n, (0 ≤ m ≤ n) with the following properties:
• 0 = L0,n ⊆ L1,n ⊆ . . . ⊆ Ln,n = Zn.
• Lm,n has dimension m.
• Lm,n is invariant under Tn.
With this construction the sequences of Lm,n for each n may be formed to
build invariant subspaces for T.
Lemma 5.2.2. Suppose m(k) and n(k) are sequences of nonnegative integers
with the following property: m(k) ≤ n(k) < n(k + 1) for all k ∈ N. Let L be
the closed subspace lim inf Lm(k),n(k) ⊆ X.
1. If z ∈ X, zk ∈ Lm(k),n(k) and limk→∞ ||z − Tzk|| = 0 then z ∈ L.
2. L is invariant under T.
Proof. Let z, zk satisfy the properties in the hypothesis above. Since Lm(k),n(k)
is invariant under Tn(k) it follows that Tn(k)zk ∈ Lm(k),n(k). We have,
d(z, Lm(k),n(k)) ≤ ||z − Tn(k)zk|| ≤ ||z − Tzk||+ ||Tzk − Tn(k)zk||
≤ ||z − Tzk||+ 2d(Tzk, Zn(k))
≤ ||z − Tzk||+ 2d(Tzk − z, Zn(k)) + 2d(z, Zn(k))
≤ 3||z − Tzk||+ 2d(z, Zn(k)).
Consider the limit as k approaches infinity. Since n(k) is a strictly increasing
sequence of integers it follows that Zn(k) converges to Z. With this fact and that
||z − Tzk|| converges to zero as assumed in the hypothesis the following is true:
lim
n→∞ d(z, Lm(k),n(k)) ≤ limn→∞ 3||z − Tzk||+ 2d(z, Zn(k)) = 0.
Therefore, z ∈ L and this proves the first part of the lemma.
CHAPTER 5. THE INVARIANT SUBSPACE PROBLEM 23
If x ∈ L then limk→∞ d(x, Lm(k),n(k)) = 0. For each k we may choose
xk ∈ Lm(k),n(k) such that ||x− xk|| ≤ 2d(x, L(m(k)),(n(k))). Then,
||Tx− Txk|| ≤ ||T || ||x− xk|| ≤ 2||T || d(x, Lm(k),n(k)).
which will converge to 0 as k approaches infinity. Using this fact, we can choose
any x ∈ L and substitute Tx into the equations that proved part 1 of the lemma.
This will prove that L is invariant under T.
From here, the proof will show that there exist subsequences m(k), n(k) such
that L 6= 0 or X. Let a ∈ R satisfy
0 < a < ||Te||/||T ||.
Immediately, a < 1 and since e ∈ Zn = Ln,n by construction we have
1 = ||e|| = d(e, L0,n) ≥ d(e, L1,n) ≥ · · · ≥ d(e, Ln,n) = 0.
Therefore it follows that for each n ∈ N there exists an integer m(n) such that
0 ≤ m(n) < n, d(e, Lm(n),n) ≥ a > d(e, Lm(n)+1,n).
With this fact another lemma arises.
Lemma 5.2.3. If n(k) is a strictly increasing sequence of positive integers, then
lim inf Lm(n(k)),n(k) 6= X.
Proof. Begin with the same choice of e. Fix  = a/2. For each k, d(e, Lm(n(k)),n(k))
≥ a >  so e /∈ lim inf Lm(n(k)),n(k). Therefore lim inf Lm(n(k)),n(k) 6= X.
However, this lemma does not guarantee that lim inf Lm(n(k)),n(k) 6= 0. For
this we have another lemma.
Lemma 5.2.4. Suppose that for each strictly increasing sequence of positive
integers n(k) that lim inf Lm(n(k)),n(k) = 0. If (xk) is any bounded sequence of
vectors such that for each k, xk ∈ Lm(n(k)),n(k) then limk→∞ ||Txk|| = 0.
Proof. We shall proceed by contradiction. Switching to a subsequence of n(k) if
necessary, it may be assumed that there exists δ ∈ R+ such that ||Txn(k)|| > δ
for all k. Since T is compact it may also be assumed that Txn(k) converges to
an element z ∈ X. Then ||z|| ≥ δ and z ∈ L = lim inf Lm(n(k)),n(k), therefore
L 6= 0.
From here the proof can now begin to draw to a close. Let’s revisit what
has been proven. We have found invariant subspaces for X when X is finite
dimensional or if for our chosen e the space S{e, Te, T 2e, . . .} 6= X. We have
defined operators Tn acting on S{e, Te, . . . , Tn−1e} with associated subspaces
Lm,n. With the previous lemmas we have shown that if there exists any sequence
n(k) such that lim inf Lm(n(k)),n(k) 6= 0 then lim inf Lm(n(k)),n(k) is a proper
closed invariant subspace of T. What is left is the case that arises when there
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does not exist a sequence of strictly increasing positive numbers n(k) such that
lim inf Lm(n(k)),n(k) 6= 0. For this case the hypothesis of the preceding lemma is
satisfied. If we show it in this case then we may conclude that if T is a compact
operator then T has an invariant subspace.
It has been shown that there exists a ∈ R satisfying
0 ≤ m(n) < n, d(e, Lm(n),n) ≥ a > d(e, Lm(n)+1,n).
For each n ∈ N there exists
xn ∈ Lm(n)+1,n, ||e− xn|| < a.
Since T is compact and the sequence (xn) is bounded, there is a strictly increasing
sequence n(k) of positive integers such that (Txn(k)) converges to an element
z ∈ X. However, L = lim inf Lm(n(k)),n(k) is a closed, invariant subspace of X.
By lemma 5.2.2 we have z ∈ L. Even more,
||Te− z|| = lim
k→∞
||Te− Txn(k)||
≤ lim sup
k→∞
||T || ||e− xn(k)||
≤ a||T ||
< ||Te||.
This follows from the defining a to be less than ||Te||/||T ||. As a result, z 6= 0
therefore L 6= {0}. It remains to show L 6= X.
Let uk be a vector in Lm(n(k))+1,n(k) such that d(uk, Lm(n(k)),n(k)) = 1.
This exists since there exists a vector u ∈ Lm(n(k))+1,n(k), u /∈ Lm(n(k)),n(k).
Then d(u, Lm(n(k)),n(k)) = δ > 0. Since Lm(n(k))+1,n(k) is a vector space,
1
δu ∈
Lm(n(k))+1,n(k) and d(
1
δu, Lm(n(k)),n(k)) = 1. With choice of a particular vk ∈
Lm(n(k)),n(k) and substitution of uk with uk − vk the following may be assumed
uk ∈ Lm(n(k))+1,n(k)
d(uk, Lm(n(k)),n(k)) = 1, ||uk|| < 2.
It may be assumed that ||uk|| < 2 since d(uk, Lm(n(k)),n(k)) = 1 implies there
exists vk ∈ Lm(n(k),n(k)) such that ||uk − vk|| < 1 +  for all  > 0, notably  = 1.
The dimension of Lm(n(k))+1,n(k) is the dimension of Lm(n(k)),n(k) plus one. As
a result every vector in Lm(n(k))+1,n(k) may be expressed uniquely in the form
auk + x where a ∈ C and x ∈ Lm(n(k)),n(k). From the assumptions on uk,
||auk + x|| ≥ d(auk, Lm(n(k)),n(k)) = |a|
for each a ∈ C, x ∈ Lm(n(k)),n(k).
It is time to begin the final part of the proof, we shall proceed by way of
contradiction. Suppose that L = X. Since e, Te ∈ L = lim inf Lm(n(k))+1,n(k) as
supposed, there exist sequences (ak), (bk) such that for each k
ak, bk ∈ Lm(n(k))+1,n(k)
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and
lim
k→∞
||ak − e|| = 0, lim
k→∞
||bk − Te|| = 0.
Scalars αk, βk and vectors yk, zk may be chosen so that the following hold
yk, zk ∈ Lm(n(k)),n(k)
ak = αkuk + yk, bk = βkuk + zk.
The sequences (ak), (bk) are bounded since the converge to elements in X. It
follows that the sequences (αk), (βk), (yk), and (zk) are all bounded. By lemma
4.2.4 it follows that (Tyk) and (Tzk) both converge to zero. Therefore,
Te = lim
k→∞
Tak = lim
k→∞
αkTuk + Tyk = lim
k→∞
αkTuk.
Similarly,
T 2e = lim
k→∞
βkTuk.
As a result of this and previous assumptions on uk,
0 < ||Te|| = || lim
k→∞
αkTuk|| = lim
k→∞
|αk| ||Tuk|| ≤ 2||T || lim inf
k→∞
|αk|.
Therefore lim inf |αk| > 0. Note, we pass to lim inf |αk| since (αk) is bounded
but the sequence itself doesn’t necessarily converge. For some N ∈ N, for all
k ≥ N, |αk| > 0. Therefore the sequence (βkα−1k ) is defined and bounded for
k ≥ N. By the Bolzano-Weierstrass property in C there exists a subsequence
n(k) of (βkα
−1
k ) that converges to an element λ. Now,
T 2e = lim
n→∞βn(k)Tun(k) = limn→∞(βn(k)α
−1
n(k))αn(k)Tun(k) = λTe.
This contradicts the linear independence of Te and T 2e. Hence, L 6= X. Therefore
if X is a Banach space and T is a linear operator on X then X has a subspace
that is invariant under T.
5.3 Spectral Theory
For finite dimensional vector spaces there are the following real and complex
spectral theorems which earned that name due to their connection with the
spectrum (read: eigenvalues) of a matrix.
Theorem 5.3.1 (The Real Spectral Theorem). Let A be an operator on Rn. If
A is self-adjoint then A is unitarily diagonalizable with all real eigenvalues and
has an orthonormal basis of eigenvectors.
Theorem 5.3.2 (The Complex Spectral Theorem). Let A be an operator on
Cn. If A is normal, that is AA∗ = A∗A, then A is unitarily diagonalizable and
has an orthonormal basis of eigenvectors.
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These theorems are immensely powerful and produce some beautiful works
of math. It makes sense to attempt to generalize these theorems to all Hilbert
spaces. Theorems that are generalizations of these preceding theorems are called
spectral theorems. These theorems also tie into the invariant subspace problem
by giving information about eigenvalues of an operator. Some of the deeper
results provide a framework to say things about large classes of operators. For
this section we will restrict for the most part to just compact operators. As
a note, much of this section is pulled from Barbara MacCleur’s Elementary
Functional Analysis [Mac08]. Her proofs has been edited to include more detail
and explanation of techniques. Some examples left to the reader have also been
worked out.
We will begin the study with a lemma. The Real Spectral Theorem actually
does generalize into B(H) and the proof is identical to that of a finite dimensional
space.
Theorem 5.3.3. Let T ∈ B(H) be self-adjoint, then the eigenvalues of T are
real and the corresponding eigenvectors for distinct eigenvalues are orthogonal.
However there is one difference, there is no guarantee of a eigenvalue. This
differs from the finite dimensional case where an eigenvalue always exists. For
instance consider the following.
Example 5.3.1. Let Mx be the multiplication operator on L
2([0, 1], dx) defined
by Mx(f) = x(f). We show Mx is self-adjoint. Take f, g ∈ L2([0, 1], dx) and
notice
〈Mxf, g〉 =
∫
[0,1]
xf(x)g(x)dx =
∫
[0,1]
f(x)xg(x)dx = 〈f,Mxg〉.
By definition of self-adjoint, Mx is self-adjoint. Then there exists an eigenvalue if
and only if there exists some λ ∈ R and h ∈ L2([0, 1], dx) such that λh(x) = xh(x)
for all x ∈ [0, 1]. Clearly this will not exist unless h(x) = 0 for almost every
x ∈ [0, 1]. Therefore Mx has no eigenvalues despite being self-adjoint.
It also is not enough for an operator to be compact to guarantee the existence
of an eigenvalue.
Example 5.3.2. Consider `2 and the weighted shift operator T (x1, x2, x3, . . .) =
(0, x1,
1
2x2,
1
3x3, . . .). First, we show that T is a compact operator. It is enough
to prove that T is the limit of a sequence of finite rank operators. Let (Tnx) =
(0, x1,
1
2x2,
1
3x3, . . . ,
1
nxn, 0, 0, . . .) so that the sequence is defined by the weighted
shift operator truncated at the nth entry. Clearly this operator is of finite rank.
We must show
lim
n→∞ ||T − Tn|| = 0.
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We have
||T − Tn|| = sup
||x||=1
||T (x)− Tn(x)||
= sup
||x||=1
||(0, . . . , 0, 1
n+ 1
xn+1,
1
n+ 2
xn+2, . . .)||
= sup
||x||=1
∞∑
k=n+1
( |xk|
k
)2
≤
∞∑
n+1
1
k2
.
The sum
∑∞
n+1
1
k2 is finite. For every  > 0 there exists N ∈ N such that
whenever i > N
∑∞
k=i
1
k2 < . Therefore we may find an N such that whenever
i > N
||T − Ti|| ≤
√√√√ ∞∑
n=i
1
k2
< .
Therefore
lim
n→∞Tn = T.
Hence, T is a limit of finite rank operators which implies that T is compact.
Next, we show there does not exist a nonzero x ∈ `2 such that Tx = λx for
some λ ∈ C. Let v ∈ `2 be nonzero. There exists a first nonzero term, vj , in the
sequence defined by v in entry vj . Now, Tv will have a 0 in the vj slot and a
1
j vj in the vj+1 slot. Therefore for any λ ∈ C to satisfy the requirement that
Tv = λv we must have that λ = 0 and that λ =
vj
jvj+1
assuming vj+1 6= 0.
Clearly this condition can not be satisfied; if vj+1 = 0 then there does not exist
a λ such that this holds. Therefore, T has no eigenvalues.
However combining these two properties gives us a pretty and useful result.
First, we require a lemma.
Lemma 5.3.1. Suppose T is a compact self-adjoint operator for some Hilbert
space X. We have
||T || = sup
||x||=1
|〈Tx, x〉|.
Proof. Let M = sup||x||=1 |〈Tx, x〉|. We will show M = ||T ||. Three observations
can be made.
• For each h 6= 0 ∈ X, |〈Th, h〉| = |〈T ||h|| h||h|| , ||h|| h||h|| 〉| ≤M ||h||2.
• Since |〈Th, h〉| ≤ ||Th|| ||h|| ≤ ||T || ||h||2 it follows that M ≤ ||T ||.
• For all f, g ∈ X,
〈T (f + g), f + g〉 − 〈T (f − g), f − g〉 = 4<〈Tf, g〉.
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This follows from the conjugate linearity of the inner product and T being
self-adjoint.
From here we need only prove that ||T || ≤M since we have shown the reverse
direction. Since T is self-adjoint it follows that 〈Tx, x〉 is real for any x ∈ X.
For any x, y ∈ X we have
〈Tx, x〉 − 〈Ty, y〉 ≤ |〈Tx, x〉|+ |〈Ty, y〉|
≤M(||x||2 + ||y||2)
=
M
2
(||x− y||2 + ||x+ y||2).
This follows from the first observation and the parallelogram equality. Let v be
any unit vector not in the kernel of T. Let s = ||Tv|| and set
x = v +
1
s
Tv and y = v − 1
s
Tv.
From the previous equation we have
〈Tx, x〉 − 〈Ty, y〉 ≤ M
2
(
||2
s
Tv||2 + ||2v||2
)
= 4M.
However, by the third observation,
〈Tx, x〉 − 〈Ty, y〉 = 4<〈Tv, 1
s
Tv〉 = 4 ||Tv||.
Therefore ||Tv|| ≤M for all unit vectors which implies ||T || ≤M. We conclude
that ||T || = M.
Theorem 5.3.4. Let T ∈ B(H) be self-adjoint and compact then at least one
of ||T || or −||T || is an eigenvalue of T.
Proof. Let X be a Hilbert space and T be a compact and self-adjoint bounded
operator on X. If ||T || = 0 then T is the zero map and 0 is an eigenvalue of the
map. Assume ||T || 6= 0. We have ||T || = sup||x||=1 |〈Tx, x〉| by the preceding
lemma. This implies that there exists a sequence (xn) of unit vectors such that
||T || = limn→∞ |〈Txn, xn〉|. Since T is self-adjoint each 〈Txn, xn〉 is real. We
may assume, passing to a subsequence if necessary (without relabeling) that
limn→∞〈Txn, xn〉 = λ where λ = ||T || or −||T ||. Since λ is real, we have
||Txn − λxn||2 = ||Txn||2 − 2<〈Txn, λxn〉+ |λ|2||xn||2
= ||Txn||2 − 2λ〈Txn, xn〉+ λ2
≤ ||T ||2 − 2λ〈Txn, xn〉+ λ2
= 2λ2 − 2λ〈Txn, xn〉.
As n approaches infinity 2λ2 − 2λ〈Txn, xn〉 converges to 0. By the squeeze
theorem Txn − λxn also converges to 0. Since T is compact, {Txn} has a
CHAPTER 5. THE INVARIANT SUBSPACE PROBLEM 29
convergent subsequence, say Txnk converges to y. It follows that λxnk must also
converge to y. Thus λTxnk must converge to Ty. Yet λTxnk also converges to
λy, so that Ty = λy. If y 6= 0 then it has been proven that λ is an eigenvalue of
T. We have
||Txnk || = ||λxnk + Txnk − λxnk ||
≥ ||λxnk || − ||Txnk − λxnk ||
= |λ| − ||Txnk − λxnk ||.
We know that ||Txnk−λxnk || converges to 0 and λ 6= 0. However, Txnk converges
to y, so that ||y|| = limn→∞ ||Txnk || 6= 0, else λxnk must converge to 0. Therefore
y 6= 0 which implies that T has an eigenvalue.
Finite dimensional vector spaces have deep theorems about the structure
of operators defined on them. For instance, if V is a finite dimensional space
then T ∈ L(V ) is injective if and only if it is surjective. This result does not
hold for infinite dimensional space. If V is a finite dimensional vector space and
T ∈ L(V ) then λ ∈ C is an eigenvalue if T − λI is not invertible. This definition
gives rise to what is known as the spectrum of an operator.
Definition 5.3.1. Let X be a Banach space and T a bounded linear operator
on X. The spectrum of T , denoted σ(T ) is defined by σ(T ) = {λ ∈ C : T −
λI is not invertible}.
Example 5.3.3. Let Mx be the multiplication operator on L
2([0, 1], dx) by
Mx(f) = x(f). It has been shown that this operator has no eigenvalues, however
(0, 1) ⊆ σ(Mx). To see this, note that for any λ ∈ C, Mx − λI = Mx−λ the
operator of multiplication by x− λ. We claim for λ ∈ (0, 1) the operator Mx−λ
is not invertible. An invertible operator is bounded below. This follows since for
any h ∈ X,
||h|| = ||A−1Ah|| ≤ ||A−1|| ||Ah||.
Therefore,
||h||
||A−1|| ≤ ||Ah||.
We will show for any λ ∈ (0, 1) the operator Mx − λI is not bounded below
and hence not invertible. For any 0 < λ < 1 choose N sufficiently large so that
whenever n ≥ N the set
En = [λ− 1
n
, λ+
1
n
] ⊆ [0, 1].
Define χEn : [0, 1]→ [0, 1] to be the indicator function on En. Define the function
gn =
√
n
2
χEn
for all n ≥ N. The gn are unit vectors in L2[0, 1] by the following computation,∫
[0,1]
|gn|2dx =
∫
[0,1]
n
2
(χEn)
2dx =
n
2
2
n
= 1.
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Finally,
||(Mx − λI)gn||2 = ||(x− λ)gn||2 = n
2
∫
En
|x− λ|2dx
≤ n
2
2
n
(
sup
x∈En
|x− λ|
)2
=
1
n2
.
Therefore this function is not bounded below so it is not invertible. Therefore if
0 < λ < 1 then λ ∈ σ(Mx).
From finite dimensional linear algebra we know that if two operators are
similar then they share the same eigenvalues. This result translates to the
spectrum easily.
Theorem 5.3.5. Let T be a bounded linear operator on a Banach space X. If
S is an invertible operator on X then σ(S−1TS) = σ(T )
Proof. We will show T − λI is invertible if and only if S−1TS − λI is invertible.
Suppose T − λI is invertible with inverse A. We show S−1AS is an inverse for
S−1TS − λI. Notice
S−1TS − λI = S−1TS − λS−1IS = S−1(T − λI)S.
Then,
S−1AS(S−1TS − λI) = S−1ASS−1(T − λI)S = S−1A(T − λI)S = I.
Conversely, suppose S−1(T − λI)S is invertible. Products of invertible maps are
invertible, therefore,
S(S−1(T − λI)S)S−1 = T − λI
is invertible.
The next couple of results illuminate some of the deeper mechanics of compact
operators. This knowledge will be crucial for building high powered machinery
for compact operators.
Lemma 5.3.2. Let X,Y be Banach spaces and T : X → Y be a bounded linear
operator. The map
A :
X
kerT
−→ Y
x+ kerT 7−→ Tx
is a well-defined, injective, bounded linear operator.
Proof. We will proceed in steps. First we show the map A is well-defined.
Suppose x + kerT = y + kerT. Then there exists some y0 ∈ kerT such that
x = y + y0. Then
A(x+ kerT ) = T (x) = T (y + y0) = T (y) + T (y0) = T (y) = A(y + kerT ).
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Therefore, A is well-defined. We will now show that A is bounded. Let x+ kerT
be a unit vector. We may assume ||x|| ≤ 2, otherwise choose a different coset
representative. This representative exists since for every  > 0 there exists
y ∈ kerT such that ||x− y|| < 1 +  by definition of the coset norm. We have
the following:
sup
||x+kerT ||=1
||A(x+ kerT )||
||x+ kerT || = sup||x+kerT ||=1
||Tx||
||x+ kerT ||
≤ sup
||x+kerT ||=1
||T || ||x||
≤ 2||T ||.
Therefore the map is bounded. Finally, we show A is injective. We will do so by
showing the kernel is 0. Suppose x+kerT ∈ kerA. Then, 0 = A(x+kerT ) = T (x)
therefore, x ∈ kerT. This means x+kerT = 0+kerT. Therefore A is injective.
Lemma 5.3.3. Let T be an operator on a Banach space X. If T is bounded
below then T has closed range.
Proof. Let X be a Banach space and T an operator that is bounded below.
Then there exists an a > 0 such that ||Tx|| > a||x|| for all x ∈ X. Let (Txn) be
a sequence in the range of T that converges to y ∈ X. The sequence (Txn) is
Cauchy. Let  > 0. There exists N ∈ N such that whenever m,n > N we have
||Txn − Txm|| < a. Consider the sequence (xn). For m,n > N we have
||xn − xm|| < 1
a
||Txn − Txm|| < 1
a
a = .
Therefore the sequence (xn) is Cauchy. By completeness of X, (xn) converges to
an element x ∈ X and Tx = y. We conclude that T has closed range.
Theorem 5.3.6. Suppose X is a Banach space and T ∈ C(X). If λ 6= 0, then
T − λI has closed range.
Proof. For λ 6= 0, T − λI = λ( 1λT − I). Since 1λT is compact if and only if T
is compact, it will be sufficient to only consider the case when λ = 1. We shall
proceed by way of contradiction. Suppose T − I does not have closed range.
Define a map as follows
S :
X
ker(T − I) −→ X
x+ ker(T − I) 7−→ (T − I)x.
The map S is a well-defined, bounded, injective linear map. The range of S
equals the range of T − I therefore the range of S is not closed. From the
preceding lemma it follows that S is not bounded below. As a result there exists
a sequence of unit vectors xn + ker(T − I) ∈ X/ ker(T − I) such that
lim
n→∞ ||S(xn + ker(T − I))|| = limn→∞ ||(T − I)xn|| = 0.
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From the definition of the quotient space norm, if ||xn + ker(T − I)|| = 1 then
for every  > 0 there exists yn ∈ ker(T − I) such that ||xn − yn|| < 1 + .
We may assume without loss of generality that ||xn|| ≤ 2 for all n. Since T is
compact the sequence Txn has a convergent subsequence. Without relabeling
we assume Txn converges to y for some y ∈ X. However, (T − I)xn converges to
0. Therefore it must be that xn converges to y and by continuity, Txn converges
to Ty. It follows that Ty = y and y ∈ ker(T − I); therefore y = 0. Notice,
limn→∞ ||xn + ker(T − I)|| = 1 and ||y + ker(T − I)|| = 0 yet xn converges to y.
This is a contradiction. Therefore, T − λI has closed range.
Theorem 5.3.7. Suppose that T is a compact operator on a Hilbert space X.
If Mj is the range of the operator (T − I)j for each j then there exists a positive
integer j such that Mj = Mj+1.
Proof. From the binomial theorem and the fact that the compact operators form
an ideal, we can write
(I − T )j = I −Aj
where Aj is compact. By the previous theorem each Mj is closed. It also follows
that Mj+1 ⊆Mj . Suppose this containment is proper; if it is not we are done.
We may form quotients Mj/Mj+1 which would each have dimension of at least
1. Therefore there exists xj ∈Mj with
||xj +Mj+1|| = 1.
As before it may be assumed that ||xj || ≤ 2. We claim that ||Txj − Txk|| ≥ 1
whenever j 6= k. Suppose j < k so that j < j + 1 ≤ k < k + 1. We have the
following: xk ∈ Mk ⊆ Mj+1, (T − I)xj ∈ Mj+1 and (T − I)xk ∈ Mk+1. We
define
y = (T − I)xj − (T − I)xk − xk.
Clearly y ∈ Mj+1. The definition of the coset norm guarantees ||xj + y|| ≥ 1.
However, xj + y = Txj − Txk, which verifies the claim. This contradicts the
fact that T is compact since it is impossible to have a convergent subsequence of
Txj .
Combining these previous two results will give us a powerful result about the
spectrum of a compact operator.
Theorem 5.3.8. Suppose T is a compact operator on a Hilbert space X and
λ 6= 0. If T − λI is not invertible, then λ is an eigenvalue of T.
Proof. As in the previous proofs it will suffice to prove this theorem for T − I,
that is, assuming λ = 1. Suppose to the contrary 1 is not an eigenvalue of
T, then it must be that T − I is injective. However, T − I is not invertible
so it must be that T − I is not surjective. Therefore (T − I)(X) ⊂ H. If
x0 /∈ (T − I)(X) then (T − I)x0 /∈ (T − I)2(X), hence the map (T − I)2 is
not surjective. Using an induction for any j ∈ N there is a strict containment
(T − I)j+1(X) ⊂ (T − I)j(X). However this contradicts the previous theorem
and we conclude that if T −λI is not invertible, then λ is an eigenvalue of T.
CHAPTER 5. THE INVARIANT SUBSPACE PROBLEM 33
Theorem 5.3.9 (The Fredholm Alternative). Let T be a compact operator on
a Hilbert space X. Suppose λ is nonzero.
1. If T − λI is injective, then T − λI is invertible.
2. If T − λI is surjective, then T − λI is invertible.
Proof. The first statement is simply the previous theorem reworded. If T − λI
is surjective then (T − λI)∗ is injective and hence invertible by the previous
theorem. For any bounded linear operator S, S∗ is invertible if and only if S is
invertible. Applying this, T − λI is invertible.
With these results we can greatly expand the theorem about the invariant
subspaces of a compact operator. First a quick definition about what we are
talking about.
Definition 5.3.2. Let X be a Hilbert space and T a bounded operator on X. A
hyperinvariant subspace of T is a nonzero subspace U ⊆ X such that S(U) ⊆ U
whenever S is an operator that commutes with T.
Theorem 5.3.10. Let X be a Hilbert space and T a compact operator on X.
If T has a nonzero eigenvalue, then there exists a hyperinvariant subspace of X
with respect to T.
The idea of this proof comes from a little blurb in AJ Michael’s article [Mic77]
about Lomonosov’s theorem, the generalized version of this theorem.
Proof. Let T be a compact operator with a nonzero eigenvalue λ and S an
operator that commutes with T. From the definition of eigenvalue there exists a
nonzero vector v such that Tv = λv. Therefore the set
M = {x ∈ X : Tx = λx}
is not just the zero vector. Also this space is not all of X. If it was then T would
be a scalar multiple of the identity operator, which is not compact. Let S be
an operator that commutes with T. Take v ∈M. We claim that Sv ∈M. It is
enough to show that TSv = λSv. Look!
TS(v) = ST (v) = S(λv) = λSv.
Therefore T has a hyperinvariant subspace.
The following corollary can be immediately derived from the previous results.
If T is a compact operator and there exists a nonzero λ such that T − λI is not
invertible then T has a hyperinvariant subspace.
It turns out that more is true. If T is any compact operator then T has a
hyperinvariant subspace. If S is an operator that commutes with a compact
operator then S has a hyperinvariant subspace. This is known as Lomonosov’s
theorem. These results however are out of the scope of this paper. To prove the
former C∗-algebras must be defined and explored. Key theorems such as the
spectral radius formula are required for the proof.
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