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Expectation maximization algorithm details. 
 
Supplementary Figure 1. Self-supervised DiffNets are robust across a range of expectation 
maximization bounds. 
 
Supplementary Figure 2. Self-supervised DiffNets improve ability to predict properties of 
variants outside the training. 
 
Supplementary Figure 3. Impact of expectation maximization on what features a DiffNet uses 
to distinguish variants. 
 
Supplementary Figure 4. DiffNet analysis suggests conformational changes on switch-II are 





































The expectation maximization (EM) algorithm 
 
We hypothesize that it is possible to use EM to learn the association between individual 
structures and a biochemical property of interest. EM is a statistical method that allows the 
parameters of a model to be fit, even when the outputs of the model cannot directly be observed 
in the training data (i.e. when they are hidden)1. In our case, the hidden variables are the 
elements of a vector of numbers, associated with every structure in the simulation training data. 
Each variable should be a 1 if it is associated with the biochemical property and 0 otherwise, but 
we do not know what the correct value is, they are hidden. First, this vector is initialized to 
reasonable starting values. Next, during the Maximization step (M-step) we train a neural 
network to create a mapping between each structure’s descriptors (i.e. XYZ coordinates) and 
the current estimate of the hidden variables. Then, during the Expectation step (E-step), we re-
estimate our hidden variables using the trained model and the region constraints that specify 
how many structures we expect to be associated with the biochemical property of interest. 
Finally, we alternate between the E- and M-steps for a predefined number of steps. 
 
Initialization and progression of the algorithm 
The EM algorithm alternates between E- and M-steps. To initialize the algorithm, we pick an 
output vector 𝑌 = (𝑦𝑖) such that all values corresponding to simulation frames of one class of 
variant are assigned 0s, and all other values are assigned 1s. This is our initial guess for our 
hidden variables, 𝐾 = (𝑘𝑖) (Eq. 1). Each element of 𝐾 is our current estimate of which 
structures are associated with the biochemical property of interest. Next, the M-step fits a neural 
network using 𝐾 as targets (Eq. 2),  
 
𝐾1  ←   𝑌𝑖𝑛𝑖𝑡 (1) 
 
 
𝑊1 𝑎𝑛𝑑 𝑌1  ← 𝑀 − 𝑠𝑡𝑒𝑝    (𝐾1, 𝐷), (2) 
 
where 𝑊1 is the tuned weights of the neural network and 𝑌1 is the output of the model using 
these weights with the data. This output vector, 𝑌1, is used in the E-step to compute the next 
guess for the hidden variables 𝐾 (Eq. 3). The next iteration repeats the E- and M-steps, 
 
𝐾2  ← 𝐸 − 𝑠𝑡𝑒𝑝    (𝑌1) (3) 
 
𝑊2 𝑎𝑛𝑑 𝑌2  ← 𝑀 − 𝑠𝑡𝑒𝑝    (𝐾2, 𝐷), (4) 
 
Subsequent iterations repeat these steps for a predefined number of steps. As the algorithm 
progresses, both the 𝐾 and 𝑌 vectors should converge to a value that indicates the extent that a 
structure is associated with the biochemical property of interest. They should label the 
structures associated with the property with high probabilities, and the other structures with low 
probabilities.  
 
Expectation step  
The E-step computes the expected values of the hidden variables 𝐾 from the outputs 𝑌 
conditioned on constraints defined by the user (e.g. only 0-30% of simulation data is expected to 
be associated with the property of interest for one class of data, and 40-70% for the other 
class). The expectation of the hidden variables is the probability-weighted average of all binary 
realizations of binomial distributions parameterized by 𝑌 that assign the right number of 
structures as being associated with the property of interest. Conceptually, the expectation is 
computed by, first, enumerating all binary realizations of 𝑌, each denoted as a vector of 
boldface variables 𝒀 = (𝑦𝑖). Second, vectors that do not have the right number of structures 
according to the user-defined constraints are rejected. Third, the remaining vectors are scored 
by their probability according to 𝑌, and, finally, a probability-weighed average of the binary 
vectors is computed. This average vector is the expectation, and is assigned to 𝐾. A 
straightforward Python implementation of this calculation can be found here 
(https://github.com/bowman-lab/diffnets/blob/master/diffnets/exmax.py) under the function name 
“expectation_range_EXP”. 
 
While conceptually clear, computing 𝐾 in this way is very slow because there are exponentially 
many realizations of 𝑌 that must be enumerated. Fortunately, the expectation is computable in 
polynomial time. Here, we treat the structure labels as binary random variables following 
binomial distributions parameterized by 𝑌. For each class of data, the expectation of these 
variables is assigned to elements of 𝐾. Given the user-defined constraints about the number of 
structures associated with the property of interest, this update can be derived from Baye’s Rule, 
 
𝑘𝑠 = 𝐸[𝑦𝑠 | 𝑆𝐿 ≤  𝑦𝑟 ≤ 𝑆𝑈 ] (5) 
 
= 𝑃(𝑦𝑠 is 1) ∗ (
𝑃(𝑆𝐿 − 1 ≤ 𝑦𝑟 − 𝑦𝑠 ≤ 𝑆𝑈 − 1
𝑃(𝑆𝐿 ≤  𝑦𝑟 ≤ 𝑆𝑈)
) (6) 
 
where 𝑦𝑟 is the integer sum of the binary labels associated with the structures of the given class 
which are associated with the biochemical property of interest, 𝑦𝑠 is the binary label of a given 
structure (site s), 𝑃(𝑦𝑠 is 1) is the probability that the structure is associated with the biochemical 
property according to 𝑌, the numerator is the probability that the number of structures 
associated with the biochemical property (ignoring site s) ranges from 𝑆𝐿 − 1 to 𝑆𝑈 − 1, and the 
denominator is the probability that the number of structures associated with the biochemical 
property range from 𝑆𝐿  to 𝑆𝑈. 𝑆𝐿  and 𝑆𝑈 are equal to the number of structures in a given class 



















Supplementary Figure 1. Self-supervised DiffNets are robust across a range of expectation 
maximization bounds. (a) Histogram showing DiffNet output labels across all simulation frames 
from M182T and M182S (red – highly stable variants in training set) versus WT and M182V 
(grey – less stable variants in training set) across a range of expectation maximization bounds. 
Predictions on a less stable variant not seen during training (M182N) are also shown (black 
dotted line). (b) Three key hydrogen bond lengths in helix 9 as a function of the DiffNet output 
label (n=1,300,420 for each plot) (yellow – supervised, black – self-supervised), which ranges 
from zero for structures associated with low stability to one for structures associated with high 
stability. The distances are between the carbonyl carbon of the i’th residue and the nitrogen of 











Supplementary Figure 2. Self-supervised DiffNets improve ability to predict property of a 
variant outside the training. Histogram of final DiffNet output labels for all simulation data points 
organized by variant (red – more stable variants, grey – less stable variants, black – less stable 







Supplementary Figure 3. Impact of expectation maximization on what features a DiffNet uses 
to distinguish variants. Dotted lines indicate distances between two atoms that change in a way 
that is strongly correlated with an increased DiffNet output label. Red indicates the atoms move 
closer together as the output label increases, blue indicates atoms moving away from each 
other. Results for β-lactamase variants and myosin are shown in (a) and (b) respectively. In (a), 
protein atoms are colored cyan if they are near the mutation, which indicates that they were 
included in the classification task and considered for the distance correlation calculation. The 
site of the single point mutation is highlighted with a yellow sphere. 
 
 
Self-supervised and supervised DiffNets both capture helix 9 compaction as the key feature that 
distinguishes stability in β-lactamase variants and we observe no qualitative improvement for 
the self-supervised model. In contrast, a self-supervised DiffNet correctly hones in on the 
importance of S180 dynamics in determining duty-ratio in myosin isoforms, but a supervised 








Supplementary Figure 4. DiffNet analysis suggests conformational changes on switch-II are 
important for distinguishing high-and low-duty myosin isoforms. Dotted lines indicate distances 
between two atoms that change in a way that is strongly correlated with an increased DiffNet 
output label. Red indicates the atoms move closer together as the output label increases, blue 
indicates atoms moving away from each other. Switch-II is colored orange and the p-loop is 
colored purple. 
 
Self-supervised DiffNet predicts that distance changes involving residues on switch-II (F468, 
E466) distinguish high and low-duty motor myosins. These residues are in close proximity to the 
p-loop (purple), which has a known role in determining duty-ratio. Moreover, E466 is directly 
involved in phosphate coordination in phosphate release2, which lends support to the DiffNet 
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