Hauteurs canoniques des sous-vari\'et\'es toriques by Hajli, Mounir
ar
X
iv
:1
30
1.
17
76
v4
  [
ma
th.
NT
]  
15
 M
ar 
20
15
Hauteurs canoniques des sous-variétés toriques
Mounir Hajli∗
3 juillet 2018, 15:44
Résumé
On présente une formule explicite pour les hauteurs canoniques pour une classe de sous-variétés
toriques projectives au sens de Gelfand, Kapranov et Zelevinsky. Notre approche donne une alternative
partielle aux calculs de [19].
1 Introduction
La hauteur d’une variété arithmétique est un analogue arithmétique du degré géométrique, mesurant
la complexité de la variété. Il est connu que le calcul explicite des hauteurs est une tâche très difficile
et compliquée. Il y a peu d’exemples de calculs d’hauteur d’une variété. Le cas torique resprésente une
situation particulière et intéressante. L’arithmétique des variétés toriques a été etudiée de manière intense
par plusieurs auteurs. Dans [19], Philippon et Sombra présentent une expression explicite pour la hauteur
normalisée du translaté d’une variété torique projective définie sur Q, cf. [19, Théorème 0.1]. Cette
expression se décompose comme somme de contributions locales, chaque terme étant l’intégrale d’une
certaine fonction concave et affine par morceaux, définie sur le polytopeQA. Leur démarche pour démonter
leur formule s’appuie sur le calcul d’une fonction de Hilbert arithmétique appropriée, au lieu d’utiliser
la définition de la hauteur normalisée. Dans [5], les auteurs établissent une formule intégrale pour la
hauteur d’une variété torique projective par rapport à un fibré en droites équivariant muni d’une métrique
hermitienne, continue et invariante par l’action du tore compact de la variété (voir [5, Theorem 5.1.4]).
Ils déduisent (voir [5, Corollary 5.2.6]) une nouvelle preuve pour le résultat de Philippon et Sombra [19].
Rappelons le résultat majeur de [19]. Soit Pn l’espace projectif sur Q de dimension n. Soit A =
{a0, a1, . . . , an} une famille de vecteurs de Zd. Soit LA le sous-module engendré par les différences des
vecteurs a0, . . . , an. Soit β ∈ (Q∗)n+1. On note par XA,β la variété torique au sens de Gelfand, Kapranov
et Zelevinsky associée à A (voir les rappels de la section (2)). Soit K un corps de nombres approprié tel
que β ∈ (K∗)n+1. Philippon et Sombra associent à XA,β une famille de fonctions (ϑA,β,v) indexée par
MK , l’ensemble des places du corps K, où chaque fonction ϑA,β,v est donnée comme suit
ϑA,β,v : QA → R, x 7→ max{y ∈ R| (x, y) ∈ QA,β,v},
avec QA,β,v := Conv
(
(a0, log |β0|v), . . . , (an, log |βn|v)
) ⊂ Rd+1 et QA := Conv(a0, . . . , an) ⊂ Rd. Notons
que que la détermination de ϑA,β,v(x) pour x ∈ QA est un problème d’optimisation linéaire. En effet,
trouver ϑA,β,v(x) est équivalent à résoudre le problème suivant

Minimiser < λ, c >
sous les contraintes Bλ = b
etλ ≥ 0
(1)
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où c = (− log |β0|v, . . . ,− log |βn|v), B est une matrice de taille (d + 1)× n et b un vecteur de Rd+1 qui
s’écrivent en fonction des a0, . . . , an, (1, . . . , 1) et de x. La théorie de l’optimisation linéaire affirme que
si λ∗ est une solution optimale de (1), alors λ∗ appartient au bord d’un polytope convexe défini par les
contraintes du problème en question. Il existe plusieurs algorithmes de résolution de (1), par exemple
la méthode du Simplexe. Philippon et Sombra dans [19] donnent une formule pour ĥ(XA,β), la hauteur
normalisée de XA,β en fonction des ϑA,β,v pour v ∈ MK . Plus précisément, ils établissent le résultat
suivant
ĥ(XA,β) = (d+ 1)!
∑
v∈MK
[Kv : Qv]
[K : Q]
∫
QA
ϑA,β,vdx1 · · · dxd.
voir [19, Théorème 3.6].
Le résultat de Philippon et Sombra s’applique donc à toute sous-variété torique XA,β translatée par
β ∈ (Q∗)n+1 quelconque. En observant que les fonctions ϑA,β,v sont affines par morceaux, alors on peut
expliciter les intégrales dans la formule de la hauteur en utilisant les techniques de la programmation
linéaire. Notons que la méthode de [19] a été généralisée aux fibrés en droites hermitiens semipositifs,
voir [4] pour plus de détails.
Dans cet article, nous proposons une alternative partielle à l’approche de [19] pour le calcul des hau-
teurs canoniques pour une classe de variétés toriques projectives. Notre méthode s’appuie essentiellement
sur la définition de la hauteur canonique, en plus elle fournit un moyen pour le calcul explicite de la
hauteur.
Soient K un corps de nombres et OK son anneau des entiers. Soit X une variété arithmétique (pro-
jective) de dimension n sur S := Spec(OK) et note par pi le morphisme structural. On renvoie à [14],
ainsi qu’à [2] pour la construction des groupes de Chow arithmétiques. On rappelle (voir par exemple [2,
§2.1.3]) que l’on dispose de deux morphismes :
deg : ĈH
0
(S) = CH0(S) −→ Z, d̂eg : ĈH1(S) −→ R,
qui induisent par composition avec pi∗ : ĈH
∗
(X ) −→ ĈH∗−n(S) les morphismes :
deg :CHn(X ) −→ Z, (degré géométrique),
d̂eg : ĈH
n+1
(X ) −→ R (degré arithmétique).
On considère PnOK = Proj
(OK [T0, . . . , Tn]) l’espace projectif de dimension n sur Spec(OK). Soit Z un
cycle sur PnOK , on note par hO(1)∞
(Z) la hauteur canonique de Z, où O(1)∞ est le fibré universel sur
PnOK muni de sa métrique canonique (voir [18, Proposition-définition 5.5.1] ou [22]).
1.1 Résultats et stratégie de la preuve
Soit β = (β0, . . . , βn) ∈ (Q∗)n+1. Soient d ∈ N≥1 et A = {a1, . . . , an} une sous-famille de vecteurs de
Zd de cardinal n tels que LA := Za1 + · · · + Zan = Zd. On considère XA,β la variété torique associée
(voir rappels de la section(2)). Soit K un corps de nombres de définition de XA,β . La donnée A définit
n− d polynômes homogènes R1, . . . , Rn−d. Dans cet article, on suppose que XA,β satisfait les hypothèses
suivantes :
1. Les polynômes R1, . . . , Rn−d définissent XA,β.
2. Z(Rk, Rk+1, . . . , Rn−d), la variété projective définie par Rk, . . . , Rn−d, est intègre pour tout k =
1, . . . , n− d.
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En particulier, XA,β est une intersection complète. Voir (3.3) pour des exemples. Pour simplifier, on dira
que XA,β satisfait l’hypothèse A , si (1.) et (2.) sont vérifiés. Aussi, on suppose qu’il existe F , un corps
de nombres tel que son anneau des entiers OF soit un anneau factoriel et que β ∈ (F ∗)n+1. Sous cette
hypothèse, on vérifie (voir Lemme 3.4) que pour tout i ∈ {1, . . . , n− d}, il existe τi ∈ K tel que
(Ri) ∩OK [T0, . . . , Tn] = (τiRi).
Notons que la condition A ne dépend pas de β (voir Remarque 3.2).
On note par XA,β la clôture de Zariski de XA,β dans PnOK . On se propose de donner une expression
explicite pour hO(1)∞
(XA,β) en fonction de β et de A. La condition A combinée avec Lemme 3.8 nous
permet de construire XA1,β := XA,β ,XA2,β , . . . ,XAn−d,β des sous-schémas toriques intègres de PnOK avec
XA,β =: XA1,β ( XA2,β ( · · · ( XAn−d,β ( PnOK , (2)
et tels que chaque XAi,β soit une hypersurface dans XAi+1,β donnée par si := τiRi pour tout i =
1, . . . , n − d − 1 et XAn−d,β est une hypersurface de PnOK donnée par sn−d = τn−dRn−d, où d est la
dimension de XA,β .
Par la formule de Faltings (voir [18, Théorème 5.5.6]) on a pour tout j = 0, 1, . . . , n− d− 1
h
O(1)∞
(XAj ,β) = deg(Rj)hO(1)∞ (XAj+1,β)+ ∑
σ:K→C
∫
XAj+1,β(C)
log
∥∥sj∥∥σ,∞c1(O(1)∞)j+d,
h
O(1)∞
(XAn−d,β) = deg(Rn−d)hO(1)∞ (PnOK)+ ∑
σ:K→C
∫
Pn(C)
log
∥∥sj‖σ,∞c1(O(1)∞)n
(3)
Sachant que hO(1)∞
(XAn−d,β) = hO(1)∞(PnOK) = 0 (voir [18, Proposition 7.1]). Alors, d’après la
formule précédente, le calcul de hO(1)∞
(XAj ,β) se déduira de celui de hO(1)∞(XAj+1,β) si l’on détermine
l’expression de
c1
(O(1)∞)j+d+1|XAj+1,β ∀j ∈ N,
C’est l’objet du théorème ci-dessous. Si A′ = {a′1, . . . , a′n} est une famille de vecteurs de Zd+1 qui engendre
Zd+1, nous montrons qu’il existe S un ensemble fini de points de Rd+1 et un ensemble
(
XA′
Is
,1
)
s∈S
de
variétés toriques déterminés explicitement tels que :
Théorème 1.1 (voir Théorème 3.10). Sur Td+1(C), on a l’égalité de courants suivante :
ωd+1β := (∗A′,β)∗
(
c1
(O(1)∞)j+d+1|XAj+1,β
)
=
(
ddc logmax(|β · ta′ |))d+1 =∑
s∈S
deg(XA′
Is
,1)δSs ,
avec β = (1, β1, . . . , βn) ∈ (Q∗)n+1 et |β · ta′ | :=
(
1, |β1ta′1 |, . . . , |βnta′n |
)
pour tout t ∈ Td+1(C) et δSs est
le courant intégration sur Ss (voir (24)).
Remarque 1.2. Notons que la preuve du théorème ci-dessus permet de trouver explicitement l’ensemble
S et les coefficients deg(XA′
Is
,1).
En combinant l’équation 3 et le théorème précédent nous pouvons donc déterminer par récurrence la
hauteur canonique des variétés toriques. Plus concrètement, on a le résultat suivant
Théorème 1.3 (voir Théorème 3.11). Soit n ∈ N∗ et d ∈ {1, . . . , n − 1}. Soit A := {a1, . . . , an} une
sous-famille de Zd de rang d. Soit β ∈ (Q∗)n+1. On suppose que XA,β vérifie l’hypothèse A et que
β ∈ (F ∗)n+1 où F est un corps de nombres tel que son anneau des entiers est factoriel. On a,
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– Si d ≤ n− 1. On note A′ := A2 (voir 17) alors il existe τ ∈ K tel que
hO(1)∞
(XA,β) =deg(R1)hO(1)∞(XA′,β)+ deg(XA′,1) log |NK(τ)|
+
∑
σ:K→C
∑
sσ∈Sσ
deg(XA′
Isσ
,1)
∫
t∈Td+1(C)
log
|Q1(β · ta′)|σ
max(|β · ta′ |σ)deg(R1) δSsσ .
– Si d = n− 1, alors il existe aussi τ ∈ K tel que
hO(1)∞
(XA,β) = log |NK(τ)| + ∑
σ:K→C
∫
t∈(S1)n
log |Q1(t1, . . . , tn)|σ dt1 ∧ dtn
t1 · · · tn .
Remarque 1.4. Notons que le terme intégrale dans notre formule peut être simplifier (voir Remarque
3.16). Plus concrètement, on donne pour tout j = 1, . . . , n− d− 1 une formule pour
hO(1)∞
(XAj ,β)− deg(Rj)hO(1)∞(XAj+1,β)
et
hO(1)∞
(XAn−d,β),
en fonction de β, [K : Q], τ1, . . . , τn−d, w1, . . . , wn−d et les éléments de A1, . . . ,An−d (voir 31 et 32).
Ainsi, on dispose d’une formule pour hO(1)∞
(XA,β) en fonction de β, deg(R1), . . . , deg(Rn−d), [K : Q],
τ1, . . . , τn−d, w1, . . . , wn−d et les éléments de A1, . . . ,An−d.
Corollaire 1.5. (voir Corollaire (3.17)) Soit β = (1, β1, . . . , βn) ∈ (Q∗)n+1. En gardant les mêmes
hypothèses que dans (3.11), alors il existe uA ∈ Nn−d et (vA,σ,i)σ:K→C
i=1,...,n
une sous famille de Qn tels que
hO(1)∞
(XA,β) = n−d∑
i=1
uA,i log |NK(τi)|+
∑
σ:K→C
i=1,...,n
vA,σ,i log |βi|σ.
On a,
hO(1)∞
(XA,β) ∈ log(Q ∩ R>0).
Donc, si hO(1)∞
(XA,β) 6= 0, alors c’est un nombre transcendant.
Dans Théorème (3.19) on donne un exemple de calcul d’hauteur canonique. On considère la courbe
torique XA,c ⊂ P3Q où A = {1,−1, 3} et c = (1, c1, c2, c3) ∈ (Q∗)4. On vérifiera que cette variété satisfait
l’hypotèse A et que ici F = Q dont l’anneau des entiers est bien évidemment factoriel. En particulier, si
c1, c2, c3 ∈ Z avec gcd(ci, cj) = 1 pour tout i 6= j ∈ {1, 2, 3} alors, on a
h
O(1)∞
(XA,c) = 2 log |c1c2|+ logmax(|c21|, |c2c3|).
On peut se demander si notre approche peut être généraliser à des variétés toriques qui ne vérifient
pas nécessairement les hypothèses précédentes. On propose alors une généralisation partielle qui consiste
à étudier la hauteur canonique des variétés toriques qui sont image d’une variété XA,β satisfaisant les
hypothèses précédentes, par un morphisme monomial Pn → PN (voir Remarque (3.20)).
Remerciements : Ce travail a été réalisé durant ma thèse sous la direction de Vincent Maillot, je tiens
à le remercier pour ses conseils lors de la rédaction de cet article. Je remercie Antoine Chambert-Loir
pour m’avoir signaler une erreur dans une version antérieure. Je remercie vivement le referee pour ses
remarques et corrections pertinentes.
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On note par Q la clôture algébrique de Q, le corps des nombres rationnels.
Soit Td = (Q
∗
)d le tore algébrique et Pn(Q) l’espace projectif sur Q, de dimension d et n respective-
ment. Soit A = {a0, . . . , an} une suite de n + 1 vecteurs de Zd. L’ensemble A définit une action de Td
sur Pn(Q) comme suit :
∗A : Td × Pn(Q) −→ Pn(Q)
(s, x) −→ [sa0x0 : · · · : sanxn],
où sai :=
∏d
j=1 s
aij pour tout i.
Soit XA,α l’adhérence de Zariski de l’image de l’application monomiale :
∗A,α := ∗A|α : Td −→ Pn(Q), s→ [α0sa0 : · · · : αnsan ] (4)
C’est une variété torique projective au sens de Gelfand, Kapranov et Zelevinsky [13], c’est à dire une
sous-variété de Pn stable par rapport à l’action de Td, avec une orbite dense X◦A,α := T
d ∗A α.
Dans la suite on suppose que a0 = 0 (puisque [α0sa0 : · · · : αnsan ] = [α0 : α1sa1−a0 : · · · : αnsan−a0 ]).
Proposition 2.1. La variété XA,1 dépend uniquement de la géométrie affine de l’ensemble A. En d’autres
termes, soit A ⊂ Zd, B ⊂ Ze et T : Zd 7→ Ze une application affine injective et telle que T (A) = B. Alors
XA,1 s’identifie naturellement à XB,1.
Démonstration. Voir [13, proposition 1.2, p. 167].
Exemple 2.2. Dans P2(Q), on considère la sous-variété définie par le polynôme homogène suivant :
P (x, y, z) = y2 − zx
C’est une variété torique au sens de Gelfand, Kapranov et Zelevinsky. En effet c’est l’adhérence de Zariski
de l’image du morphisme suivant :
T1 −→ P2(Q)
s −→ [1 : s : s2].
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Soient n ∈ N≥2 et d ∈ {1, . . . , n− 1}. On pose A, la matrice d’ordre n× d suivante :
A =


a1
a2
...
an

 .
D’après (2.1), on peut supposer qu’elle est de rang d. On pose A := {a1, . . . , an}. C’est une sous-famille
de vecteurs de Zd, qu’on fixe dans la suite. On suppose que LA = Zd.
Lemme 2.3. Soit ν = (ν1, . . . , νn) ∈
(
Z \ {0})n, alors
T := xν − 1,
est irréductible dans Z
[
x1, x
−1
1 , . . . , xn, x
−1
n
]
si et seulement si ν1, . . . , νn sont premiers entre eux.
Démonstration. Soit ν1, . . . , νn n entiers non tous nuls. On considère le polynôme de Laurent T suivant :
T
(
x1, . . . , xn
)
= xν11 · · ·xνnn − 1. (5)
Si l’on note par d le plus grand diviseur commun des ν1, . . . , νn, alors T est réductible, si d > 1. En
effet, on a T =
(
x
ν1
d
1 · · ·x
νn
d
n
)d
− 1 qui est réductible dans Z[x1, x−11 , . . . , xn, x−1n ].
S’il existe p1, . . . , pn n entiers tels que p1ν1 + . . . + pnνn = 1, on va montrer que T est irréductible.
Supposons qu’il existe P et Q deux polynômes de Laurent dans Z
[
x1, x
−1
1 , . . . , xn, x
−1
n
]
tels que :
T
(
x1, . . . , xn
)
= P
(
x1, . . . , xn
)
Q
(
x1, . . . , xn
)
. (6)
On considère l’ensemble suivant E :=
{
1 ≤ i ≤ n ∣∣ pi 6= 0} et soit l son cardinal. Quitte à réordonner
les indices, on peut supposer que E = {1, 2, . . . , l}. On pose :{
xi = y
p
i si 1 ≤ i ≤ l
xi = yi si l + 1 ≤ i ≤ n.
En remplaçant dans (6), on a dans Z
[
y1, y
−1
1 , . . . , yn, y
−1
n
]
:
yp1ν11 · · · yplνll yνl+1l+1 · · · yνnn − 1 = P
(
yp11 , . . . , y
pl
l , yl+1, . . . , yn
)
Q
(
yp11 , . . . , y
pl
l , yl+1, . . . , yn
)
.
Comme p1ν1 + . . .+ pnνn = 1, l’égalité ci-dessus devient :
y1
(y2
y1
)p2ν2
· · ·
(y2
y1
)plνl
y
plνl
l y
νl+1
l+1 · · · y
νn
n − 1 = P
(
yp11 , . . . , y
pl
l , yl+1, . . . , yn
)
Q
(
yp11 , . . . , y
pl
l , yl+1, . . . , yn
)
.
(7)
En posant dans (7), 

z1 = y1
zi =
yi
y1
si 2 ≤ i ≤ l
zi = yi si i ≥ l + 1,
on obtient, dans Z
[
z1, z
−1
1 , . . . , zn, z
−1
n
]
, :
z1z
p2ν2
2 · · · zplνll zνl+1l+1 · · · zνnn − 1 = P˜ Q˜, (8)
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oùon a posé P˜ = P
(
z1, (z1z2)
p2 . . . , (z1zl)
pl , zl+1, . . . , zn
)
et Q˜ = Q
(
z1, (z1z2)
p2 . . . , (z1zl)
pl , zl+1, . . . , zn
)
.
Quitte à remplacer zi par z−1i pour 1 ≤ i ≤ n, on peut supposer que z1zp2ν22 · · · zplνll zνl+1l+1 · · · zνnn − 1
est un polynôme de Z
[
z1, . . . , zn
]
. Il existe ν˜ ∈ Nn et µ˜ ∈ Nn tels que
P˜ =
P1
zν˜
et Q˜ =
Q1
zµ˜
,
avec P1 =
∑
ν∈Nn aνz
ν et Q1 =
∑
ν∈Nn bνz
ν sont deux éléments de Z
[
z1, z2, . . . , zn
]
et tels que
z1z
p2ν2
2 · · · zplνll zνl+1l+1 · · · zνnn − 1 =
P1
zν˜
Q1
zµ˜
.
Si l’on note par S(P ) (resp. S(Q)) l’ensemble des ν ∈ Nn tels que aν 6= 0 (resp. bν 6= 0) alors, on voit
que :
ν + ν′ ≥ ν˜ + µ˜ ∀ ν ∈ S(P ), ∀ ν′ ∈ S(Q). (9)
On peut supposer que
ν˜i + µ˜i 6= 0 ∀ 1 ≤ i ≤ n.
Donc, il existe i0 et ν(0) ∈ S(P ) et ν′(0) ∈ S(Q) tels que
inf
0≤i≤n
ν∈S(P ), ν′∈S(Q)
(
νi + ν
′
i
)
= ν
(0)
i0
+ ν
′(0)
i0
6= 0.
Supposons, par exemple que ν(0)i0 ≥ ν˜i0 (ce qui est possible d’après (9)). On écrit alors
P1
zν˜
Q1
zµ˜
=
(
P1
z
ν˜i0+µ˜i0−min(µ˜i0 ,ν
′(0)
i0
)
i0
ẑν˜
)(
Q1
z
min(µ˜i0 ,ν
′(0)
i0
)
i0
ẑµ˜
)
oùẑν˜ et ẑµ˜ sont des monômes qui ne contiennent pas une puissance de zi0 . Comme
ν
(0)
i0
+ ν
′(0)
i0
≥ ν˜i0 + µ˜i0 ,
et qu’on a supposé ν(0)i0 ≥ ν˜i0 alors
P1
z
ν˜i0+µ˜i0−min(µ˜i0 ,ν
′(0)
i0
)
i0
ẑν˜
et
Q1
z
min(µ˜i0 ,ν
′(0)
i0
)
i0
ẑµ˜
,
sont deux éléments de
Z
[
z±1 , . . . , z
±
i0−1
, zi0 , z
±
i0+1
, . . . , z±n
]
.
On conclut par récurrence qu’on peut trouver ν˜′, µ˜′ ∈ Nn tels que ν˜ + µ˜ = ν˜′ + µ˜′ et
z1z
p2ν2
2 · · · zplνll zνl+1l+1 · · · zνnn − 1 =
P1
zν˜′
Q1
zµ˜′
,
avec
P˜1 :=
P1
zν˜′
∈ Z[z1, . . . , zn], Q˜1 := Q1
zµ˜′
∈ Z[z1, . . . , zn].
Si degz1 P˜1 ≥ 1, on écrit P˜1 = R1 · z1 − R2, avec R1 6= 0 et R2 ∈ Z[z2, . . . , zn]. De (8), on déduit que
R2 · Q˜1 = 1, donc Q˜1 est une constante. Vu les changements de variables qu’on a effectué, il existe des
entiers µ1, . . . , µn et une constante c tels que Q = c · xµ11 · · ·xµnn . On conclut que T est irréductible dans
Z
[
x1, x
−1
1 , . . . , xn, x
−1
n
]
.
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Lemme 2.4. Si A est de rang d, alors il existe n− d vecteurs de Zn, w1, . . . , wn−d, tels que
X◦A,1 =
{
x ∈ Tn ∣∣ xw+i = xw−i , ∀ 1 ≤ i ≤ n− d}, (10)
où w+i :=
(
max(0, wi1), . . . ,max(0, win)
)
et w−i :=
(
max(0,−wi1), . . . ,max(0,−win)
)
pour i =
1, . . . , n − d (de sorte qu’on a wi = w+i − w−i ). Réciproquement, si l’on se donne un ensemble de
n− d vecteurs w1, . . . , wn−d de Zn qu’on peut compléter en une base {w1, . . . , wn} de Zn, alors il existe
A un ensemble de n vecteurs de Zd tel qu’on a (10).
Démonstration. Soit tA la matrice transposée de A, on a ker(tA) est un sous-groupe saturé de Zn de rang
n−d, par le théorème de structure des modules de type fini sur un anneau principal, voir par exemple [17,
théorème 7.8], il existe une base
{
w1, . . . , wn
}
de Zn telle que
{
w1, . . . , wn−d
}
soit une base de ker(tA)
et donc si l’on pose :
Pi(x) = x
wi − 1 ∈ Z[x1, x−11 , . . . , xn, x−1n ] ∀ i = 1, . . . , n− d,
alors par le lemme (2.3), ces polynômes sont irréductibles dans Z
[
x1, x
−1
1 , . . . , xn, x
−1
n
]
.
Montrons que
Pj(X
◦
A,1) = {0}, avec j = 1, . . . , n− d.
Soit donc, x ∈ X◦A,1. Par définition, il existe t ∈ Td tel que x = (1, ta1 , . . . , tan). On a xwj =∏n
i=1 t
aiwji =
∏n
i=1
∏d
k=1 t
aikwji =
∏d
k=1 t
<ak,wj> = 1, pour tout j = 1, . . . , n− d.
Réciproquement, soit x ∈ Tn tel que
xwi − 1 = 0, ∀ i = 1, . . . , n− d. (11)
Si i = 1, . . . , n, on choisit un réel qu’on note arg(xi), tel que xi = |xi| exp
(
2pi
√−1 arg(xi)
)
et on pose
arg(x) =
(
arg(x1), . . . , arg(xn)
)
et log |x| = (log |x1|, . . . , log |xn|). Alors, le système d’équations (11) est
équivalent aux deux systèmes d’équations suivants :
< wi, log |x| >= 0, i = 1, . . . , n− d, (12)
ki :=< wi, arg(x) >∈ Z i = 1, . . . , n− d. (13)
On vérifie que ker(tA)R et A · Rd sont orthogonaux pour le produit scalaire standard de Rn, et comme
A est de rang d et que ses vecteurs lignes engendrent Zd par hypothèse, alors on a la somme directe
orthogonale suivante :
Rn = ker(tA)R ⊕⊥ A · Rd, (14)
On en déduit que (12) admet une solution, c’est à dire, il existe y ∈ Rd tel que |x| = exp(A · y).
Montrons qu’il existe n entiers v1, . . . vn tels que
n∑
j=1
vj < wi, wj >= ki i = 1, . . . , n− d, (15)
Pour cela, on pose k := (k1, . . . , kn−d, 0, . . . , 0) ∈ Zn et G := (< wi, wj >)1≤i,j≤n. On a, la matrice G
est inversible et son déterminant vaut 1, en fait, on peut écrire G = tW ·W avec W est une matrice
n × n inversible dans l’espace des matrices à coefficients dans Z et dont les colonnes sont les vecteurs
w1, . . . , wn, qui forment une base de Zn par hypothèse. Par conséquent, on peut trouver v ∈ Zn tel que
G · v = k.
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On considère arg(x) − v dans Rn. Il existe θ ∈ Rd et q ∈ ker(tA)R tels que
arg(x)− v = q +Aθ.
Mais comme < arg(x), wi >= ki =< v,wi > , alors < q,wi >= 0 et cela pour tout i = 1, . . . , n−d . C’est
à dire que q est orthogonal à ker(tA)R, donc q = 0.
Si l’on pose
z := y + 2pi
√−1θ,
alors
exp(Az) = exp(Ay + 2pi
√−1Aθ)
= |x| exp(2pi√−1(arg(x)− v))
= |x| exp(2pi√−1(arg(x)) car v ∈ Zn
= x.
Donc en posant t = ez, alors
x =
(
e<a1,z>, . . . , e<an,z>
)
=
(
ta1 , . . . , tan
)
c’est à dire que
x ∈ X◦A,1.
3 Hauteurs canoniques des sous-variétés toriques
Soit β = (β0, . . . , βn) ∈ (Q∗)n+1. On peut supposer que β0 = 1 1. Rappelons qu’on a supposé que
LA ≃ Zd, et donc XA,β est intègre. On pose K := Q(β1, . . . , βn) et soit OK l’anneau des entiers de K.
Soient w1, . . . , wn−d, n− d vecteurs de Zd comme dans Lemme (2.4).
Pour tout i ∈ {1, 2, . . . , n − d}, on note par Qi (resp. Ri) le polynôme dans K[x1, x2, . . . , xn] (resp.
K[T0, . . . , Tn]) suivant
Qi := β
−w+ixw+i − β−w−ixw−i , Ri(T0, T1, . . . , Tn) := β−w+iT u+i − β−w−iT u−i
avec ui := (−
n∑
k=1
wik, wi1, . . . , win),
(16)
où βw∗ :=
∏n
k=1 β
w∗,k
k et T
u∗ :=
∏n
k=0 T
u∗,k
k .
On note par XA,β le sous-schéma fermé intègre de PnOK = Proj
(OK[T0, T1, . . . , Tn]) défini par l’idéal
homogène, OK [T0, . . . , Tn] ∩ I où I est l’idéal de K[T0, . . . , Tn] définissant XA,β.
Définition 3.1. Soit XA,β une variété torique projective intègre de dimension d dans Pn(Q) et K un
corps de définition de XA,β. On dit que XA,β satisfait la condition A , si les polynômes homogènes
R1, . . . , Rn−d de K[T0, . . . , Tn] définisssent XA,β et pour tout k ≥ 2, la variété définie par Rk, . . . , Rn−d
est intègre.
1. On vérifie immédiatement que XA,β = XA,γ·β où γ · β := (γ · β0, . . . , γ · βn) pour tout γ ∈ Q
∗
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Remarque 3.2. La condition A ne dépend pas de β = (1, β1, . . . , βn). En effet, si l’on considère θ le
automorphisme de PnK défini par l’isomorphisme d’algèbres suivant
K[T0, . . . , Tn]→ K[T0, . . . , Tn], Ti 7→ βiTi,
alors on vérifie que θ(XA,β) = XA,1. En d’autres termes, on peut supposer que β = (1, . . . , 1) dans la
définition.
Exemple 3.3. Grâce à la notion de matrice mixte et dominante, on peut construire des exemples de
variétés toriques XA,β vérifiant Définition (3.1) (voir la section 5 pour plus de détails.)
Soient R1, . . . , Rn−d comme avant. On suppose qu’il existe un corps de nombres F tel que son anneau
des entiers est factoriel et que β ∈ (F ∗)n+1. Sous cette hypothèse, on a le lemme suivant
Lemme 3.4. Pour tout i = 1, . . . , n− d, il existe τi ∈ K tel que
(Ri) ∩OK [T0, . . . , Tn] = (τiRi).
Démonstration. Soit i ∈ {1, . . . , n− d}. On a Ri = β−w+iT u+i − β−w−iT u−i = β−w+i(T u+i − βwiT u−i).
Comme β ∈ (F ∗)n+1 avec OF est factoriel, alors il existe ai et bi dans OF premiers entre eux tels que
βwi = ai
bi
. On pose τi := βw+ibi. Montrons que
(Ri) ∩OK [T0, . . . , Tn] = (τiRi).
Cela peut se déduire du point (3.) de l’exemple (3.5).
Ci-dessous, on construit des exemples de corps de nombres F et des éléments β ∈ (F ∗)n qui vérifient le
résultat du Lemme (3.4). En d’autres termes, on ne suppose pas nécessairement que l’anneau des entiers
de F soit factoriel.
Exemple 3.5. 1. Soit LA ⊂ Zd le sous-module engendré par les vecteurs a1, a2, . . . , an, que l’on
suppose isomorphe à Zd. On note par H := {x ∈ Rn| 〈x,wi〉 = 0, pour i = 1, . . . , n − d} 2. Soit
β = (1, β1, . . . , βn) ∈ (Q∗)n+1 avec βk := evkµk pour k = 1, . . . , n avec v := (v1, . . . , vn) ∈ H ∩
log((Q
∗
>0)
n) et µi est une racine de l’unité pour i = 1, . . . , n− d. On a βwk = e〈v,wk〉
∏n
i=1 µ
wki
i =∏n
i=1 µ
wki
i , qui est une racine de l’unité et donc un élément de OK . Donc, si l’on pose τk := βw+k
pour tout k = 1, . . . , n− d, alors τkRk = Tw+k − βwkT u−k ∈ OK [T0, . . . , Tn] et on vérifie que
(Rk) ∩ OK [T0, . . . , Tn] = (τkRk) ∀k = 1, . . . , n− d,
avec K = Q(β1, . . . , βn).
2. Si β = (1, β1, . . . , βn) ∈ (Q∗)n+1 avec β−w+i , β−w−i ∈ Q pour tout i = 1, . . . , n− d. Alors β vérifie
le résultat du Lemme (3.4). En effet, cela résulte du lemme suivant
Lemme 3.6. Soit v = (v1, . . . , vn) ∈ Zn avec gcd(v1, . . . , vn) = 1. Soient a, b ∈ Z avec gcd(a, b) = 1,
alors l’idéal (bxv + a) est premier dans Z[x±1 , . . . , x
±
n ].
Démonstration. Si P ∈ Z[x±1 , . . . , x±n ] on appelle le contenu de P et on le note par c(P ), l’élément
de Z défini comme étant le plus grand commun diviseur des coefficients de P . On vérifie que
c(aP1) = ac(P1) et c(P1P2) = c(P1)c(P2) pour tous a ∈ Z et P1, P2 ∈ Z[x±1 , . . . , x±n ].
Montrons que (bxv + a) est premier dans Z[x±1 , . . . , x
±
n ]. Soient P,Q ∈ Z[x±1 , . . . , x±n ] tels que
PQ ∈ (bxu+a). Notons que (bxv+a) est premier Q[x±1 , . . . , x±n ], cela résulte du Lemme (2.3) 3. Donc,
on peut supposer qu’il existe q ∈ Z \ {0} et R ∈ Z[x±1 , . . . , x±n ] tels que qP = (bxv + a)R. Par suite,
qc(P ) = c(R) (puisque gcd(a, b) = 1). Par conséquent R
q
∈ Z[x±1 , . . . , x±n ] et donc P ∈ (bxv+a).
2. Ici 〈·, ·〉 est le produit scalaire usuel sur Rn.
3. On peut vérifier que le lemme (2.3) est valable si l’on considère Q à la place de Z.
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3. L’exemple suivant généralise les deux exemples précédents : Soit v = (v1, . . . , vn) ∈ Zn avec
gcd(v1, . . . , vn) = 1. Soit F un corps de nombres et soit OF son anneau des entiers. Soient
a, b ∈ OF \{0} avec (a)+(b) = OF 4. Montrons que l’idéal (bxv+a) est premier dans OF [x±1 , . . . , x±n ].
Soient P,Q ∈ OF [x±1 , . . . , x±n ] tels que PQ ∈ (bxv+a). Notons que (bxv+a) est premier F [x±1 , . . . , x±n ],
cela résulte de (2.3). Donc, on peut supposer qu’il existe r ∈ OF \ {0} et R ∈ OF [x±1 , . . . , x±n ] tels
que rP = (bxv+a)R. Si S ∈ OF [x±1 , . . . , x±n ] alors on note par c˜(S) l’idéal dans OF engendré par les
coefficients de S. Par suite, rP = (bxv + a)R implique que rc(P ) = c(R) (puisque (a) + (b) = OF ).
Par conséquent R
r
∈ OF [x±1 , . . . , x±n ] et donc P ∈ (bxv + a).
Pour tout j = 1, . . . , n − d, soient aj et bj deux éléments de OF avec (aj) + (bj) = OF . Il existe
β = (1, β1, . . . , βn) ∈ (Q∗)n+1 avec tel que βwj = ajbj pour tout j = 1, . . . , n − d. L’existence de β
résulte du fait que l’application suivante
(C∗)n −→ (C∗)n, γ 7→ (γwi)1≤i≤n,
est un isomorphisme (Rappelons que {w1, . . . , wn} est une base de Zn). Donc, si l’on pose τi :=
biβ
w+i alors (τiRi) = (biT u+i − aiT u−i) qui est premier, et on vérifie que
(Ri) ∩ OK [T0, . . . , Tn] = (τiRi) ∀i = 1, . . . , n− d.
Remarque 3.7. Soit β ∈ (F ∗)n+1 avec F un corps de nombres tel que son anneau des entiers soit
factoriel, alors on vérifie que pour tout choix de A et en gardant les notations du 16, il existe τi ∈ K pour
tout i = 1, . . . , n− d tels que
(Ri) ∩ OK [T0, . . . , Tn] = (τiRi) i = 1, . . . , n− d.
La preuve de ce fait est une simple adapation de celle du Lemme (3.4).
Dans la suite, on aura besoin du lemme d’algèbre suivant
Lemme 3.8. Soit A un anneau commutatif unitaire intègre, et F son anneau de fractions. On note par
A[T0, . . . , Tn] (resp. F [T0, . . . , Tn]) l’anneau des polynômes à n+ 1 variables à coefficients dans A (resp.
F ). Soit l ∈ {1, . . . , n}. Soient R1, . . . , Rl, l polynômes homogènes dans F [T0, . . . , Tn] tels que
1. La suite d’idéaux suivante
(
(Rk, Rk+1, . . . , Rl)
)
k=1,...,l
définit une suite de sous-variétés de PnF ,
strictement décroissante pour l’inclusion.
2. (Rk) est premier dans F [T0, . . . , Tn] pour tout k = 1, . . . , l.
3. Il existe σ1, . . . , σl ∈ F tels que (Rk) ∩ A[T0, . . . , Tn] = (σkRk) pour tout k = 1, . . . , l.
Alors, (Rk, Rk+1, . . . , Rl)∩A[T0, . . . , Tn] = (σkRk, . . . , σlRl) et (σkRk, . . . , σlRl) est premier dans A[T0, . . . , Tn]
pour tout k = 1, . . . , n.
Démonstration. Posons Jk := (σkRk, . . . , σlRl) pour tout k = 1, . . . , l. Montrons ce résultat par récur-
rence sur k. Si k = l, alors le résultat est vrai par hypothèse. Supposons que le lemme est vrai pour un
certain k + 1. Le morphisme suivant
(σkRk)→ Jk
Jk+1
,
qui envoie un élément de (σkRk) vers sa classe dans JkJk+1 est clairement surjectif. Soit Q ∈ A[T0, . . . , Tn] tel
que Q · σkRk ∈ Jk+1. Comme Jk+1 est premier (par hypothèse de récurrence) alors on a nécessairement
4. Par exemple, si a ∈ OF \ {0} alors tout b ∈ Z \ {0} avec gcd(b, NF (a)) = 1, (où NF (a) est la norme de a dans F ) on
a (a) + (b) = OF .
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Q ∈ Jk+1, car sinon σkRk ∈ Jk+1 = (σk+1Rk+1, . . . , σlRl) et par conséquent (Rk, Rk+1, . . . , Rl) =
(Rk+1, Rk+2, . . . , Rl) dans F [T0, . . . , Tn], ce qui contredit l’hypothèse (1.). Donc,
(σkRk)
Jk+1
≃ Jk
Jk+1
,
Par (2.) et (3.), on déduit que Jk
Jk+1
est premier. Puisque A[T0,...,Tn]
Jk
≃ A[T0,...,Tn]
Jk+1
/ Jk
Jk+1
. Alors Jk est
premier dans A[T0, . . . , Tn].
On a clairement (σkRk, . . . , σlRl) ⊂ (Rk, Rk+1, . . . , Rl) ∩ A[T0, . . . , Tn] pour tout k = 1, . . . , l. Si
f ∈ (Rk, Rk+1, . . . , Rl)∩A[T0, . . . , Tn], alors il existe L1, . . . , Ll ∈ F [T0, . . . , Tn] tels que f =
∑l
i=k LiRi =∑l
i=k σ
−1
i Li(σiRi). On peut trouver α ∈ A tel que ασ−1i Li ∈ A[T0, . . . , Tn] pour i = k, . . . , l. Par suite,
αf ∈ Jk. Comme cet idéal est premier, alors on a nécessairement f ∈ Jk. Ce qui termine la preuve du
lemme.
On suppose dans la suite que XA,β satisfait la condition A (voir Définition (3.1)) et que β ∈ (F ∗)n+1
avec F est un corps de nombres dont l’anneau des entiers est factoriel. Rappelons que Zw1+ . . .+Zwn−d
est un sous-module libre et saturé de Zn qu’on a completé en une base {w1, . . . , wn−d, wn−d+1, . . . , wn}
de Zn. On pose A1 := A et note par b1, . . . , bd les lignes de tA1. Pour tout k = 1, 2, . . . , n− d− 1, soit ϕk
l’homorphisme de Z-modules suivant
ϕk : Z
n −→ Zn−d−k x 7→ (< x,wj >)1≤j≤n−d−k ∀1 ≤ k ≤ n− d− 1.
En notant que ker(ϕk) est saturé. Par le théorème de la base adaptée, on peut trouver bd+1, bd+2, . . . , bn ∈
Zn tels que ker(ϕk) = Zbk+d + · · ·+ Zbd + . . .+ Zb1, pour k = 1, . . . , n− d− 1 5. Si l’on note par Ak la
matrice de taille (k + d) × n dont la matrice transposée tAk est formée par les lignes b1, . . . , bk+d pour
k = 1, . . . , n− d− 1. Alors,
ker(tAk) = Zw1 + · · ·+ Zwn−k ∀k = 1, . . . , n− d− 1.
Par suite, XAk,β est la variété définie par l’idéal Jk := (Rk, . . . , Rn−d) et XAk,β est une hypersurface
dans XAk+1,β donnée par Rk pour tout k = 1, . . . , n− d − 1, et XAn−d,β donnée par Rn−d dans PnK par
la condition A .
Pour tout k = 1, . . . , n − d, on note par XAk,β la clôture de Zariski de XAk,β. Autrement dit, XAk,β
est le schéma projectif défini par l’idéal premier homogène
Jk ∩ Ok[T0, . . . , Tn].
Comme on a supposé que XA,β vérifie l’hypothèse A et que β ∈ (F ∗)n+1 avec F un corps de nombres
dont l’anneau des entiers soit factoriel, alors R1, . . . , Rn−d vérifie les conditions du lemme (3.8) 6 . Par
suite XAk,β est le modèle intègre pour XAk,β sur Spec(OK) défini par
(τkRk, . . . , τn−dRn−d),
et que pour tout k = 1, . . . , n−d−1, XAk,β est une hypersurface dans XAk+1,β donnée par le polynôme
sk := τkRk ∈ OK
[
T0, . . . , Tn
]
et XAn−d,β est l’hypersurface dans PnOK définie par sn−d := τn−dRn−d. On
a alors la suite suivante de schémas projectives intègres sur Spec(OK)
XA1,β := XA,β ( XA2,β ( · · · ( XAn−d,β ( PnOK . (17)
5. Les vecteurs bd+1, . . . , bn peuvent être obtenus par récurrence, en utilisant la réduction de Smith.
6. Les conditions 1. et 3. du lemme (3.8) sont automatiques dans ce cas. Comme l’application évidente (Ri) →
(Ri, . . . , Rn−d)/(Ri+1, . . . , Rn−d) est surjective et que (Ri, . . . , Rn−d) est premier car XAi,β est intègre par hypothèse,
alors on déduit la condition 2.
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Par la formule due à Faltings (voir [2, (3.2.1) p. 949] pour les métriques C∞ et [18] pour les métriques
non C∞) on a pour tout j = 1, . . . , n− d− 1
h
O(1)∞
(XAj ,β) = deg(Rj)hO(1)∞ (XAj+1,β)+ ∑
σ:K→C
∫
XAj+1,β(C)
log
∥∥sj∥∥σ,∞c1(O(1)∞)j+d,
h
O(1)∞
(XAn−d,β) = deg(Rn−d)hO(1)∞ (PnOK)+ ∑
σ:K→C
∫
Pn(C)
log
∥∥sj‖σ,∞c1(O(1)∞)n
(18)
Comme la hauteur canonique de PnOK est nulle (voir [18, Proposition 7.1]), alors le calcul de la hauteur
canonique de XA,β résultera de (18), si l’on trouve une formule explicite pour c1
(O(1)∞)j+d apparaissant
dans l’intégrale de la formule (18). Cela fera l’objet du théorème (3.10). On a tout d’abord la proposition
suivante :
Proposition 3.9. Pour tout i = 1, . . . , n− d− 1, on a
hO(1)∞
(XAi,β) = deg(Ri)hO(1)∞(XAi+1,β)+ deg(XAi+1,1) log |NK(τi)|
+
∑
σ:K→C
∫
t∈Td+i(C)
log
∣∣Qi(∗Ai+1,β(t))∣∣σ
max(| ∗Ai+1,β t|σ)deg(Ri)
(
ddc logmax
(| ∗Ai+1,β (t)|σ))d+i, (19)
et
hO(1)∞
(XAn−d,β) = log |NK(τn−d)|+ ∑
σ:K→C
∫
t∈Tn(Cσ)
log
∣∣Qn−d(t)∣∣σ
max(1, |t1|σ, . . . , |tn|σ))deg(Rn−d)
(
ddc logmax
(
1, |t1|σ, . . . , |tn|σ
))n
où | ∗Ai+1,β (t)|σ :=
(|(∗Ai+1,β(t))0|σ . . . , |(∗Ai+1,β(t))n|σ) avec ∗Ai+1,β(t) = (∗Ai+1,β(t)0, . . . , ∗Ai+1,β(t)n)
(voir (4)).
Démonstration. Par la formule dûe à Faltings (voir [2, (3.2.1) p. 949] et [18, 7,5.6.6]),
hO(1)∞
(XAi,β) = deg(Ri)hO(1)∞ (XAi+1,β) +
∑
σ:K→C
∫
XAi+1,β(C)
log ‖si‖σ,∞c1(O(1)∞)d+i
= deg(Ri)h
O(1)∞
(XAi+1,β) +
∑
σ:K→C
∫
XAi+1,1
(C)
log ‖si(β · x)‖σ,∞
(
ddc logmax(|β · x|σ
)d+i
= deg(Ri)h
O(1)∞
(XAi+1,β) + deg(XAi+1,1) log |NK(τi)|
+
∑
σ:K→C
∫
Td+i(C)
log
|Qi(∗Ai+1,β t)|σ
max
(| ∗Ai+1,β t|σ)deg(Ri)
(
ddc logmax(| ∗Ai+1,β t|σ)
)d+i
par (4.4).
La deuxième égalité se déduit de la même manière.
Soit A′ := {a′1, . . . , a′n} une famille de vecteurs de Zd+1 telle que LA′ = Zd+1 avec d + 1 ≤ n et
β = (1, β1, . . . , βn) ∈ (Q∗)n+1. Le but de la suite consiste à étudier le courant suivant défini sur Td+1(C)(
ddc logmax(|β · ta′ |)
)d+1
,
où |β · ta′ | := (1, |β1ta′1 |, . . . , |βnta′n |) pour tout t ∈ Td+1. Rappelons que ce courant apparaît dans la
formule donnant la hauteur de XA,β (voir (3.9)).
Notations 1 :
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1. On note par Log l’application moment donnée comme suit
{x0 6= 0} = (C∗)d+1 Log−→ Rd+1
(z1, . . . , zd+1) −→ (log |z1|, . . . , log |zd+1|).
(20)
2. Soit fk la fonction sur Td+1(C) définie par fk(t) := βkta
′
k , ∀t ∈ Td+1(C) pour tout k ∈ {1, . . . , n}.
3. Dans Rd+1, on pose
Hi,j :=
{
u ∈ Rd+1 ∣∣ 〈a′i − a′j , u〉 = log |βj ||βi|
}
∀ 1 ≤ i, j ≤ n. (21)
On note par H l’ensemble de sous-espaces affines de Rd+1 défini comme suit : H ∈ H , s’il existe
I un sous-ensemble non-vide de
{
(i, j)
∣∣ 1 ≤ i, j ≤ d} tel que H = ∩(i,j)∈IHi,j .
4. Soit S l’ensemble des points de Rd+1 défini comme suit : s ∈ S si et seulement s’il existe un sous
ensemble Is de {1, . . . , n} × {1, . . . , n} tel que
{
s
}
=
⋂
τ∈Is
Hτ . (22)
5. On pose
A′Is :=
{
a′i ∈ A′ | ∃ a′j , (i, j) ∈ Is
}
, (23)
et on considère XA′
Is
,1 la variété torique associée, au sens de Gelfand, Kapranov et Zelevinsky.
6. Soit s = (s1, s2, . . . , sd+1) ∈ S, on considère
Ss := Log
−1(s) =
{
z ∈ Cd+1 ∣∣ |z1| = |es1 |, . . . , |zd+1| = |esd+1 |}, (24)
et δSs , le courant intégration sur le polycercle Ss.
D’après la proposition (3.9), afin de calculer hO(1)∞(XA,β), il suffit de déterminer(
ddc logmax(|β · ta′ |)
)d+1
C’est l’objet du théorème ci-dessous.
On considère sur Td+1(C) le courant suivant
ωβ := dd
c logmax
(|β · ta′ |)
où |β · ta′ | est par définition le vecteur (1, |β1ta′1 |, . . . , |βnta′n |) pour tout t ∈ Td+1(C). Remarquons que
ωβ = (∗A′,β)∗
(
c1(O(1)∞)|XA,β
)
,
rappelons que ∗A′,β est le morphisme de Td+1(C) vers Pn introduit au début de l’article en remplaçant
Q par C.
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Théorème 3.10. Soit A′ comme avant. Sur Td+1(C), on a l’égalité de courants suivante :
ωd+1β =
∑
s∈S
deg(XA′
Is
,1)δSs .
Comme conséquence, nous disposons d’un moyen de calcul, par récurrence, pour les hauteurs cano-
niques des sous-variétés toriques XA,β satisfaisant l’hypothèse A , avec β ∈ (F ∗)n+1 où F est un corps
de nombres dont l’anneau des entiers soit factoriel. C’est l’objet du théorème ci-dessous.
Théorème 3.11. Soit n ∈ N∗ et d ∈ {1, . . . , n − 1}. Soit A := {a1, . . . , an} une sous-famille de Zd de
rang d avec LA ≃ Zd. Soit β ∈ (Q∗)n+1. On suppose que XA,β vérifie l’hypothèse A et que β ∈ (F ∗)n+1
où F est un corps de nombres dont l’anneau des entiers soit factoriel. On a,
– Si d ≤ n− 1. On note A′ := A2 (voir (17)) alors il existe τ ∈ K tel que
hO(1)∞
(XA,β) =deg(R1)hO(1)∞(XA′,β)+ deg(XA′,1) log |NK(τ)|
+
∑
σ:K→C
∑
sσ∈Sσ
deg(XA′
Isσ
,1)
∫
t∈Td+1(C)
log
|Q1(β · ta′)|σ
max(|β · ta′ |σ)deg(R1) δSsσ .
– Si d = n− 1, alors il existe aussi τ ∈ K tel que
hO(1)∞
(XA,β) = log |NK(τ)| + ∑
σ:K→C
∫
t∈(S1)n
log |Q1(t1, . . . , tn)|σ dt1 ∧ · · · dtn
t1 . . . tn
.
Démonstration. Le théorème résulte des Théorèmes (3.9) et (3.10). Les intégrales qui figurent dans les
formules du théorème seront explicitées, voir Remarque (3.16).
Afin de démontrer le théorème (3.10), on commence par établir les lemmes d’algèbre linéaire suivants
Lemme 3.12. Soit Rn l’espace réel de dimension n. Soit H un sous-espace affine de Rn de codimension
h. S’il existe Ω un ensemble fini d’hyperplans affines tel que
H =
⋂
K∈Ω
K,
alors, on peut extraire un sous ensemble Ω′ ⊂ Ω de cardinal h tel que
H =
⋂
K∈Ω′
K.
Démonstration. Il existe une matrice A (h× n) de rang h, et b ∈ Rn, tels que
H = {x ∈ Rn | Ax = b},
Pour simplifier on peut supposer que H et les éléments de Ω sont des espaces vectoriels à l’aide de
l’application suivante :
H −→ kerA
x −→ x− x0
où x0 est un élément de H . Démontrons le lemme par récurrence sur h ; le cas h = 1 est évident, donc
supposons que le résultat est vrai pour h ≥ 1. S’il existe K0 ∈ Ω tel que
codim(
⋂
K∈Ω−{K0}
K) = h− 1,
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par suite,
⋂
K∈Ω−{K0}
K vérifie l’hypothèse de récurrence, et on conclut en écrivantH = K0∩(
⋂
K∈Ω−{K0}
K).
Si maintenant, on a ∀K0 ∈ Ω, codim(
⋂
K∈Ω−{K0}
K) = h, donc H =
⋂
K∈Ω−{K0}
K, donc soit on
est au premier cas, sinon on enlève des éléments de Ω, mais comme la codimension de l’intersection de h
espaces vectoriels de codimension 1 est au plus h, cela termine la preuve du lemme.
Lemme 3.13. Soit Rn l’espace vectoriel réel de dimension n, muni du produit scalaire standard qu’on
notera <,>. Soit q ∈ {1, . . . , n − 1}. On considère q vecteurs b1, . . . , bq de Rn et q réels c1, . . . , cq et on
pose Hi := {x ∈ Rn | < bi, x >= ci}, ∀ i ∈ {1, . . . , q}. Si
∅ 6= ∩q−1i=1Hi ⊆ Hq, (25)
alors bq ∈ Vect(b1, . . . , bq−1), où Vect(b1, . . . , bq−1) est le sous-espace vectoriel de Rn engendré par
b1, . . . , bq−1.
Démonstration. Si ∩q−1i=1Hi 6= ∅, alors on peut se ramener au cas : c1 = · · · = cq = 0 et supposer que
{b1, , . . . , bq−1} est libre. Posons F := Vect(b1, . . . , bq).
Soit x ∈ F ∩ (H1 ∩ · · · ∩ Hq−1), donc il existe λ1, . . . , λq ∈ Rn tels que x =
∑q
i=1 λibi. Par (25),
< x, bi >= 0, ∀ 1 ≤ i ≤ q, cela donne :
0 =
q∑
i=1
λi < bi, bj >, ∀ 1 ≤ j ≤ q.
Si bq /∈ Vect(b1, . . . , bq−1), alors la matrice suivante :
(< bi, bj >)1≤i,j≤q
est inversible, on déduit que λ1 = · · · = λq = 0 donc x = 0, cela implique que dim(F +H1∩· · ·∩Hq−1) =
q + n− (q − 1) = n+ 1, ce qui est impossible.
Notations 2 :
1. Nn = {1, . . . , n}.
2. Pour tout z ∈ Td+1(C), J(z) := {i ∈ Nn | |fi(z)| = max(|f1(z)|, . . . , |fn(z)|)}.
3. Pour tout z ∈ Td+1(C), c(z) = Card(J(z)).
4. Jd+1 = {z ∈ Td+1(C) | c(z) ≥ d+ 2}.
On note par L le lieu de non-différentiabilité de max(|f1|, . . . , |fn|) (on suppose que ∀ i 6= j, |fi| 6= |fj |),
c’est à dire :
L =
{
z ∈ Td+1(C) | ∃i 6= j ∈ Nn, |fi(z)| = |fj(z)| et max(|f1(z)|, . . . , |fn(z)|) = |fi(z)|
}
.
Soit y ∈ L et posons v := Log(y).
L’ensemble des H ∈ H contenant v ordonné par l’inclusion admet un plus petit élément. Notons le
par Hv et soit h sa codimension dans Rd+1. Par le lemme (3.12), il existe h+ 1 hyperplans de la forme
Hi,j (cf.(3.12) ) tels que Hv soit leur intersection, cela est équivalent à l’existence d’un sous-ensemble de
{f1, . . . , fn} de cardinal h+ 1 qu’on suppose égal à {f1, . . . , fh+1} telle que :
Hv = Log
{|f1| = · · · = |fh+1|}.
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Sans perte de généralité, on peut supposer que :
J(y) =
{
1, . . . , h+ 1, h+ 2, . . . , c(y)
}
.
Par continuité, il existe Vy un voisinage ouvert de y, tel que ∀ z ∈ Vy, on a c(z) = c(y) et J(z) =
{1, . . . , h+ 1, h+ 2, . . . , c(y)}.
Posons :
bj := aj+1 − a1, j ≥ 1.
S’il existe i0 /∈ {1, . . . , h + 1}, tel que |fi0(y)| = M(y) (ce qui est équivalent à c(y) > h + 1), alors
v ∈ H1i0 et donc par définition de Hv, on a :
Hv ⊂ H1i0 .
Mais par le lemme (3.13)
bi0 ∈ Vect(b1, . . . , bh). (26)
Par définition de Hv, {b1, . . . , bh} est libre. On choisit b′h+1, . . . , b′d+1 d+ 1 − h vecteurs de Zd+1 tels
que la famille {b1, . . . , bh, b′h+1, . . . , b′d+1} soit libre et on considère l’application suivante :
Φ : Cd+1 −→ Cd+1
t = (t1, . . . , td+1) 7−→ (β2β1 tb1 , . . . ,
βh+1
β1
tbh , tb
′
h+1 , . . . , tb
′
d+1).
Puisque {b1, . . . , bh, b′h+1, . . . , b′d+1} est libre alors Φ est un isomorphisme.
On introduit donc le changement de variables suivant :
xi =
βi
β1
tbi(=
βit
ai
β1ta1
), 1 ≤ i ≤ h et xi = tb′i , h+ 1 ≤ i ≤ d+ 1,
Rappelons que sur Vy
M(t) = max(|f1(t)|, . . . , |fh+1(t)|, |fh+2(t)|, . . . , |fc(y)(t))
= max(|β1ta1 |, . . . , |βc(y)tac(y) |),
Sur l’ouvert Φ(Vy), on pose :
ω′
d+1
β := (dd
cM(Φ−1))d+1,
Par (26), il existe des λij ∈ Z avec h+ 1 ≤ i ≤ c(y) et h+ 1 ≤ i ≤ c(y), 1 ≤ j ≤ h
bi =
h∑
j=1
λijbj, h+ 1 ≤ i ≤ c(y)
et θi ∈ Q tels qu’on a sur Φ(Vy) :
ω′
d+1
β = (dd
c logmax(1, |x1|, . . . , |xh|, |θh+1
h∏
j=1
x
λ(h+1)j
j |, . . . , |θc(y)
h∏
j=1
x
λ
c(y)j
j |))d+1
Montrons que ωd+1β est nul sur Vy si h ≤ d : Pour tout p ≥ 2 soit Tp le courant positif défini par la
forme différentielle suivante :
ω′
d+1
β,p =
(
ddc log
(
1 + |x1|p + · · ·+ |xh|p + |θh+1
h∏
j=1
x
λ(h+1)j
j |p + · · ·+ |θc(y)
h∏
j=1
x
λ
c(y)j
j |p
) 1
p
)d+1
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Par la théorie de Bedford et Taylor (voir [1]), la suite (Tp)p≥2 converge faiblement vers ω
d+1
β . Remar-
quons que ω′d+1β,p est une forme de degré (d + 1, d+ 1) qui est fonction de x1, . . . , xh mais comme h ≤ d
alors cette forme est nulle. On conclut que ω′d+1β est le courant nul.
Le cas qui reste est h = d+ 1, ce dernier corresponds à Hv = {v} , donc v ∈ S.
Comme S est fini, alors ∀ s ∈ S, ∃Vs un voisinage ouvert de Ss tel que Vs ∩ Ss′ = ∅, ∀ s′ 6= s. On a
donc montré que
Supp(ωd+1β ) ⊆ Log−1(S).
Plus précisément, on a
Supp((ωd+1β )|Vs ) ⊆ Log−1(s) = Ss, ∀ s ∈ S
Fixant un s ∈ S, il existe Ωs sous ensemble de {f1, . . . , fn} de cardinal d + 1 qui représente ωd+1β au
voisinage de Ss : ω
d+1
β = (dd
c logmaxf∈Ωs |f |)d+1, au voisinage de Ss. On note par ωd+1β,s son extension
à Td+1 et par XA′s,1 la sous-variété torique de P
n définie par Ωs. La raisonnement précédent permet de
conclure que cette variété est de dimension d+ 1 et que∫
Td+1(C)
ωd+1β,s 6= 0. (27)
Montrons qu’au voisinage de Ss, il existe une constante Cs tel que
ωd+1β,s = Cs · δSs .
Commençons par montrer que Supp(ωd+1β,s ) = Ss. Si Ss\Supp((ωd+1β,s )|Vs ) 6= ∅, c’est un ouvert de Ss ;
Soit D un ouvert connexe de Ss\Supp((ωd+1β )|Vs ), on a∫
Ss
χ
D
ωd+1β,s = 0. (28)
χD la fonction caractéristique de D.
Remarquons que ωd+1β,s est invariant par rotation, en effet si θ est une rotation de (S
1)d+1 ⊂ Td+1,
(θ est un produit de rotation sur chaque facteur S1), alors on a pour tout ρ une fonction C∞ à support
compact sur Td+1 :
θ∗[ω
d+1
β,s ](ρ) =
∫
Td+1
θ∗(ρ)(x)ωd+1β,s (x)
=
∫
Td+1
ρ(x)((θ−1)∗ωβ,s(x))
d+1
=
∫
Td+1
ρ(x)ωd+1β,s (x)
= [ωd+1β,s ](ρ),
donc le courant ωd+1β,s est invariant par rotation, alors (28) implique que
∫
Ss
ωd+1β,s = 0, ce qui est
contredit (27), on déduit que
Supp(ωd+1β ) = Ss,
au voisinage de Ss.
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Lemme 3.14. Il existe Cs = deg(XA′
Is
,1), non nul, tel que
ωd+1β,s = Cs · δSs .
Par une dilatation du polycercle Ss en (S1)d+1, il suffit de démontrer le lemme ci-dessous :
Lemme 3.15. Soit µ une mesure positive sur (S1)p invariante par l’action de (S1)p, alors il existe c un
réel tel que
µ = c · δ(S1)p .
Démonstration. C’est une conséquence de la théorie des mesures de Haar sur les groupes de Lie compacts.
Remarquons que Cs = deg(XA′
Is
,1)).
On a donc terminer la preuve du théorème (3.10).
Remarque 3.16. Soient A et A2 comme dans (17). On note A′ := A2. Soit σ : K → C une place à
l’infini de K et notons par Sσ l’ensemble associée à XA′,β (comme dans Théorème (3.10)) pour la norme
| · |σ.
Soit sσ ∈ Sσ. Par définition de l’ensemble Sσ et par Lemme (3.12), il existe {i1 ≤ . . . ≤ id+1} et
{j1 ≤ . . . ≤ jd+1} deux sous-ensembles de {0, 1, . . . , n} tel que {s} = {u ∈ Rd+1| log |βi1 |σ+ < a′i1 , u >=
log |βj1 |σ+ < a′j1 , u >= · · · = log |βid+1 |σ+ < a′id+1 , u >= log |βid+1 |σ+ < a′jd+1 , u >} 7. Par un simple
argument d’algèbre linéaire, il existe d + 1 vecteurs de Qn+1 vs,1, . . . , vs,d+1, qui s’écrivent en fonction
des ai∗ et aj∗ , tels que
sσ = (log |βvs,1 |σ, . . . , log |βvs,d+1 |σ). (29)
On note par i(s) l’entier i1. On a clairement max(|β · ta′ |σ) = |βi(s)e<s,a
′
i(s)>|σ pour tout t ∈ Ss.
Explicitons l’intégrale de la formule du (3.11) lorsque d ≤ n− 2. On a∫
t∈Td+1(C)
log
∣∣Q1(β · ta′)∣∣σδSsσ = 1(2pi)d+1
∫
t∈Ssσ
log
∣∣(ta′)w+,1 − (ta′)w−,1 ∣∣
σ
dt1 ∧ · · · ∧ dtd+1
t1 · · · td+1
=
1
(2pi)d+1
∫
t∈Ssσ
log
∣∣(ta′)w−,1 ∣∣
σ
dt1 ∧ · · · ∧ dtd+1
t1 · · · td+1 +
1
(2pi)d+1
∫
t∈Ss
log
∣∣(ta′)w1 − 1∣∣
σ
dt1 ∧ · · · ∧ dtd+1
t1 · · · td+1
=
n∑
i=1
< sσ, a
′
i > w−,1,i +
1
(2pi)d+1
∫
t∈(S1)d+1
log
∣∣((esσ · t)a′)w1 − 1∣∣
σ
dt1 ∧ · · · ∧ dtd+1
t1 · · · td+1
=
n∑
i=1
< sσ, a
′
i > w−,1,i +
n∑
i=1
< sσ, a
′
i > w1,i + log
+
∣∣e−∑ni=1<sσ ,a′i>w1,i ∣∣
σ
=
n∑
i=1
< sσ, a
′
i > w−,1,i + log
+
∣∣e∑ni=1<sσ ,a′i>w1,i ∣∣
σ
.
Notons qu’on a utilisé la formule de Jensen, avec log+ |α| := max(0, log |α|) pour tout α ∈ C.
Par suite,∫
t∈Td+1(C)
log
|Q1(β · ta′)|σ
max(|β · ta′ |)deg(R1) δSsσ =
n∑
i=1
< sσ, a
′
i > w−,1,i + log
+
∣∣e∑ni=1<sσ ,a′i>w1,i ∣∣
σ
− deg(R1) log |βi(s)| − deg(R1) < sσ, a′i(s) > .
(30)
7. Les indices {i1 ≤ . . . ≤ id+1} et {j1 ≤ . . . ≤ jd+1} correspondent à une sous matrice de (a
′
i − a
′
j)1≤i,j≤n de rang
maximal, c-à-d d+ 1.
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Notons, en particulier qu’ il existe d’après (29), un vecteur vsσ ∈ Qn tel que le dernier terme s’écrit
log |βvsσ β−
∑
n
j=1 vsσ,j
0 |σ.
On a donc,
hO(1)∞
(XA,β) = deg(Q1)hO(1)∞(XA′,β)+ deg(XA′,1) log |NK(τ)|
+
∑
σ:K→C
∑
sσ∈Sσ
deg(XA′
Isσ
,1)
n∑
i=1
< sσ, a
′
i > w−,1,i +
∑
σ:K→C
∑
sσ∈Sσ
deg(XA′
Isσ
,1)
n∑
i=1
log+
∣∣e∑ni=1<sσ ,a′i>w1,i∣∣
σ
−
∑
σ:K→C
∑
sσ∈Sσ
deg(XA′
Isσ
,1) deg(R1) log |βi(sσ)|σ −
∑
σ:K→C
∑
sσ∈Sσ
deg(XA′
Isσ
,1) deg(R1) < sσ, a
′
i(sσ)
>,
avec deg(XA′,1) = (d+1)!volRd+1Conv(a′1, . . . , a
′
d+1) et deg(XA′Isσ ,1
) = (d+1)!volRd+1Conv(ai|∃j, (i, j) ∈
Isσ ) pour tout sσ ∈ Sσ et σ : K → C.
Si l’on note par a(j)1 , . . . , a
(j)
n les éléments de Aj pour j = 1, . . . , n− d− 1 et d ≤ n− 2. Alors comme
avant on a la formule suivante
hO(1)∞
(XAj ,β)− deg(Rj)hO(1)∞(XAj+1,β) = deg(XAj+1,1) log |NK(τj)|
+
∑
σ:K→C
∑
sσ∈Sj,σ
deg(XA′
j+1,Isσ
,1)
n∑
i=1
(sσ · a(j)i )w−,j,i +
∑
σ:K→C
∑
sσ∈Sj,σ
deg(XA′
j+1,Isσ
,1)
n∑
i=1
log+
∣∣e∑ni=1(sσ ·a(j)i )wj,i∣∣
σ
−
∑
σ:K→C
∑
sσ∈Sj,σ
deg(XA′
j+1,Isσ
,1) deg(Rj) log |βi(s)|σ −
∑
σ:K→C
∑
sσ∈Sj,σ
deg(XA′
j+1,Isσ
,1) deg(Rj) < sσ, a
(j)
i(sσ)
>,
(31)
avec deg(XAj+1,1) = (d+j+1)!volRd++j+1Conv(a
(j+1)
1 , . . . , a
(j+1)
d+1 ) et pour tout sσ ∈ Sj+1,σ, deg(XA′j+1,Isσ ,1) =
(d+ j + 1)!volRd+j+1Conv(a
(j+1)
i |∃k, (i, k) ∈ Isσ ) pour tout σ : K → C.
Si d = n− 1, alors d’après ce qui précède ou par [18, proposition 7.2.1], on a
hO(1)∞
(XAn−d,β) = log |NK(τ1)|+ ∑
σ:K→C
∫
t∈(S1)n
log |Qn−d(t)|σ dt1 ∧ · · · dtn
t1 · · · tn
= log |NK(τ1)|+ log |NK(β−w+,n−d)|+
∑
σ:K→C
log+ |βwn−d |σ.
(32)
Corollaire 3.17. En gardant les mêmes hypothèses que dans (3.11), alors il existe uA ∈ Nn−d et
(vA,σ,i)σ:K→C
i=1,...,n
une sous famille de Qn tels que
hO(1)∞
(XA,β) = n−d∑
i=1
uA,i log |NK(τi)|+
∑
σ:K→C
i=1,...,n
vA,σ,i log
∣∣∣ βi
β0
∣∣∣
σ
.
On a,
hO(1)∞
(XA,β) ∈ log(Q ∩ R>0).
Donc, si hO(1)∞
(XA,β) 6= 0, alors c’est un nombre transcendant.
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Démonstration. Ce résultat est une conséquence de (3.11) et de (3.16). Par la formule du corollaire, on
voit clairement que hO(1)∞
(XA,β) = log(γ), avec γ ∈ Q∩R>0. Par le théorème de Baker (voir par exemple
[21]), hO(1)∞
(XA,β) est transcendant si hO(1)∞(XA,β) 6= 0.
Exemple 3.18. 1. Soit β ∈ (Q∗)n+1 et XA,β est une hypersurface torique intègre de Pn. Soit w =
(w1, . . . , wn) ∈ Zn tel que w ∈ ker(tA) où A est la matrice dont les lignes sont les éléments de A.
On choisit w tel que gcd(w1, . . . , wn) = 1. Alors la variété XA,β est définie par β−w+xw − β−w− .
Soient a, b ∈ Z avec gcd(a, b) = 1 tels que βw = a
b
, (voir notation (16)). D’après (32), on a
hO(1)∞
(XA,β) = log |bβw+ |+ log |β−w+ |+ log+ |βw| = logmax(|a|, |b|). (33)
2. Soit c = (c1, c2, c3) ∈ (Q∗)3. Soit A le singleton (1,−1, 3). On considère la variéte torique associée
XA,c, c’est une courbe dans P3. On considère u1 := (−2, 1, 1, 0), u2 := (0, 2,−1,−1), w1 := (1, 1, 0)
et w2 := (2,−1,−1). Soit M la matrice suivante
M =
[−2 1 1 0
0 2 −1 −1
]
C’est une matrice qui vérifie les conditions de la définition (5.4). Donc d’après la proposition (5.7),
R1 = c
−1
1 c
−1
2 T
u+,1 − T u−,1 et R2 = c−21 T u+,2 − c−12 c−13 T u−,2 définissent une variété torique qui
satisfait Définition (3.1) et le résultat du Lemme (3.4). On vérifie que cette variété coïncide avec
XA,c. On se propose de donner une formule pour hO(1)∞
(XA,c) pour tout c ∈ (Q∗)3. En gardant les
mêmes hypothèses et notations, on a la formule suivante pour la hauteur canonique de XA,c
Théorème 3.19. Soient a, b ∈ Q tels que a
b
= βw1(= c1c2) et gcd(a, b) = 1. Si |c1c2| < 1, alors
h
O(1)∞
(XA,c) = 2 logmax(|a|, |b|) + 2 log |τ2| − 2 log |c1|+ 2 log |c2|+ log+ |c31c−13 |+ log+ |c−32 c−13 |
Si |c1c2| ≥ 1, alors
h
O(1)∞
(XA,c) = 2 logmax(|a|, |b|) + 2 log |τ2| − 4 log |c1|+ 2 log+ |c21c−12 c−13 |.
En particulier, si c1, c2, c3 ∈ Z avec gcd(ci, cj) = 1 pour tout i 6= j ∈ {1, 2, 3} alors, on a
h
O(1)∞
(XA,c) = 2 log |c1c2|+ logmax(|c21|, |c2c3|).
Démontrons ce résulat. On pose A1 := A. Par construction, on observe que {(1,−1, 0), (0, 0, 1)} est
une Z-base de {x ∈ Z3| < x,w1 >= 0}. On pose A2 la matrice de taille 3× 2 suivante
A2 =

 1 0−1 0
0 1


On note par a′1, a
′
2, a
′
3 les lignes de A2 et on pose a
′
0 = (0, 0) et c0 = 1 et on note A2 =
{a′0, a′1, a′2, a′3}. D’après le théorème (3.10), on sait que le courant
(
ddcmax(1, |c1ta′1 |, |c2ta′2 |, |c3ta′3 |)
)2
est déterminé en termes d’un ensemble fini de points S dans R2. Rappelons que s ∈ S, s’il
existe i0, i1, i2, i3 ∈ {0, 1, 2, 3} tels que |ci0(es)a
′
i0 | = |ci2(es)a
′
i1 | = |ci2(es)a
′
i2 | = |ci3(es)a
′
i3 | et
|cj(es)a′j | < |ci0(es)ai0 | pour tout j ∈ {0, 1, 2, 3} \ {i0, i1, i2, i3}.
On pose ui := log |ti| et αi := log |ci| pour i = 1, 2. On dispose de 5 situations à étudier :
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(a) Le cas 1 = |c1t1| = |c2t−11 | et |c3t2| < 1. Cela donne u1 = −α, u1 = α2. Si α2 6= −α1
alors l’ensemble des solutions est vide. Si α2 = −α1, alors l’ensemble des solutions (u1, u2)
correspond à une demi-droite. Donc,
(
ddcmax(1, |c1ta′1 |, |c2ta′2 |, |c3ta′3 |)
)2
est nulle au voisinage
de tout point (t1, t2) tel que (u1, u2) soit proche de cette demi-droite (voir la preuve du théorème
(3.10)).
i. Plus généralement, soient i1, i2 ∈ {0, 1, 2, 3}. On considère le système suivant |ci1ta
′
i1 | =
|ci2ta
′
i2 | > |cjta′j | pour tout j 6= i1, i2. Alors, Donc comme avant que l’intersection de S
avec l’ensemble des solutions de ce système est vide. on vérifie que l’intersection de S avec
l’ensembe des solutions de ce système est vide.
(b) Le cas 1 = |c1t1| = |c3t2| et |c2t−11 | < 1. On a alors u1 = −α1, u2 = −α3 et α2 < u1. Donc, si
α2 ≤ −α1, alors on dispose d’une solution unique s = (−α1,−α3) ∈ S.
(c) 1 = |c2t−11 | = |c3t2| et |c1t1| < 1. On vérifie qu’on dispose d’une unique solution s =
(α2,−α3) ∈ S si et seulement si α2 ≤ −α1.
(d) Le cas |c1t1| = |c2t−11 | = |c3t2| et |c1t1| < 1. On vérifie qu’on a une unique solution s =
(α22 − α12 ,−α22 + α12 − α3) si et seulement si α2 ≥ −α1.
(e) 1 = |c1t1| = |c2t−11 | = |c3t2|. On a une unique solution s = (−α1,−α3) si et seulement si
−α1 = α2.
Récapitulons ; On distingue 2 situations :
– Lorsque α1+α2 < 0 c-à-d |c1c2| < 1, alors S = {s1, s2} avec s1 = (−α1,−α3) et s2 = (α2,−α3),
et deg(XA′
Is1
) = deg(XA′
Is2
) = 1 puisque A′Is1 = {a
′
1, a
′
3} et A′Is3 = {a
′
2, a
′
3}.
– α1 + α2 ≥ 0 alors S = {s1} avec s1 = (α22 − α12 , α12 + α22 − α3), et deg(XA′Is1 ) = 2 puisqueA′Is1 = {a
′
2 − a′1, a′3 − a′1}.
On a ∗A2,c(t1, t2) = (1, c1t1, c2t−11 , c2t2), ∀t1, t2 ∈ C∗ (voir les notations (4)), donc R2
(∗A2,c(t1, t2)) =
t21 − t−11 t2. On a alors,∫
XA2,β
(C)
log
∥∥R2∥∥∞c1(O(1)∞)2
=
∫
T2(C)
log
|t21 − t−11 t2
∣∣
max(1, |c1t1|, |c2t−11 |, |c3t2|)2
(
ddc logmax(1, |c1t1|, |c2t−11 |, |c3t2|)
)2
.
Si l’on note s := (r1, r2) ∈ S, alors par la formule de Jensen, on a∫
T2(C)
log
|t21 − t−11 t2
∣∣
max(1, |c1t1|, |c2t−11 |, |c3t2|)2
δSs = 2 log |r1|+log+ |r−31 r2|−2 logmax(1, |c1r1|, |c2r−11 |, |c3r2|).
Donc, si |c1c2| < 1 (c-à-d α1 + α2 < 0) alors∫
T2(C)
log
|t21 − t−11 t2
∣∣
max(1, |c1t1|, |c2t−11 |, |c3t2|)2
(
ddc logmax(1, |c1t1|, |c2t−11 |, |c3t2|)
)2
=
2∑
i=1
deg(XA′
Isi
,1)
∫
T2(C)
log
|t21 − t−11 t2
∣∣
max(1, |c1t1|, |c2t−11 |, |c3t2|)2
δSsi
= −2 log |c1|+ log+ |c31c−13 | − 2 log+ |c1c2|+ 2 log |c2|+ log+ |c−32 c−13 | − 2 log+ |c1c2|
= −2 log |c1|+ 2 log |c2|+ log+ |c31c−13 |+ log+ |c−32 c−13 |.
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D’après (33),
hO(1)∞
(XA2,c) = logmax(|a|, |b|),
avec a
b
= βw1(= c1c2) et gcd(a, b) = 1.
Par suite,
hO(1)∞
(XA,c) = 2hO(1)∞(XA2,c) + 2 log |τ2| − 2 log |c1|+ 2 log |c2|+ log
+ |c31c−13 |+ log+ |c−32 c−13 |
= 2 logmax(|a|, |b|) + 2 log |τ2| − 2 log |c1|+ 2 log |c2|+ log+ |c31c−13 |+ log+ |c−32 c−13 |
Si |c1c2| ≥ 1. On a∫
T2(C)
log
|t21 − t−11 t2
∣∣
max(1, |c1t1|, |c2t−11 |, |c3t2|)2
(
ddc logmax(1, |c1t1|, |c2t−11 |, |c3t2|)
)2
= deg(XA′
Is1
,1)
∫
T2(C)
log
|t21 − t−11 t2
∣∣
max(1, |c1t1|, |c2t−11 |, |c3t2|)2
δSs1
= −2 log |c1|+ 2 log |c2|+ 2 log+ |c21c−12 c−13 | − 2 log+ |c1c2|
= −4 log |c1|+ 2 log+ |c21c−12 c−13 |.
Donc, de la même manière précédente on trouve que
hO(1)∞
(XA,c) = 2 logmax(|a|, |b|) + 2 log |τ2| − 4 log |c1|+ 2 log+ |c21c−12 c−13 |,
où a, b ∈ Q tels que a
b
= βw1(= c1c2) et gcd(a, b) = 1.
La dernière formule du théorème se déduit aisément de la deuxième formule.
Remarque 3.20. Soit c ∈ N≥2. On considère la matrice suivante de taille 8× 10
M =


−2 1 1 0 0 0 0 0 0 0
−2c 0 2c− 1 1 0 0 0 0 0 0
−3 0 2 0 1 0 0 0 0 0
−2c− 1 0 2c 0 0 0 1 0 0 0
1 0 −2 0 0 0 0 1 0 0
−2c+ 1 0 2c− 2 0 0 0 0 0 1 0
−4c+ 1 0 4c− 2 0 0 0 0 0 0 1
−1 0 0 0 0 1 0 0 0 0


M definit une sous-variété dans P9 (pour la construction voir (34)). On observe que M est mixte avec
contenu égal à 1, mais M n’est dominante (voir les définitions de la section (5)). En effet, la sous-
matrice formée par les 8 premières colonnes est mixte. On considère la variété XA,1 ⊂ P9 donnée par
A = {1,−1, 2c− 1, 2, 2c,−2, 2c− 2, 4c− 2} ⊂ Z. Les lignes de M forment une Z-base pour ker(1,−1, 2c−
1, 2, 2c,−2, 2c− 2, 4c− 2). Mais XA,1 ne vérifie pas la condition A . Soit f le morphisme suivant,
f : P3 → P9, [x0 : x1 : x2 : x3] 7→ [xixj , 0 ≤ i, j ≤ 3].
On vérifie que XA,1 est l’image de XA0,1 ⊂ P3 par f , où XA0,1 est une variété torique avec A0 =
{1,−1, 2c− 1} et que la matrice suivante [
0 c 1− c −1
−2 1 1 0
]
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vérifie Définition (5.4) et qu’elle définit XA,c (voir les définitions et la construction de la section (5)).
Donc cette variété satisfait l’hypothèse A d’après Proposition (5.7). Soit β′ ∈ (Q∗)4, et β := f(β′). Alors
on a (par [18, Théorème 5.5.6])
hO(1)∞
(XA,β) = hO(1)∞
(f∗XA0,β′) = hf∗O(1)∞
(XA0,β′) = hO(1)∞
(XA0,β′).
Donc, si l’on suppose en plus que β′ ∈ (F ∗)n+1 où F est un corps de nombres dont l’anneau des entiers
soit factoriel par rapport à A0, alors on dispose d’une formule pour la hauteur canonique de XA,β similaire
au cas étudié précédemment.
Cette observation suggère la généralisation suivante : Soient d ≤ N deux entiers positifs. Soit A =
{a1, . . . , aN} un sous-ensemble de Zd avec LA ≃ Zd et soit A la matrice associée. On suppose que
A = C · B avec B (resp. C) une matrice de taille N × n (resp. n × d) à coefficients dans Z. On note
par B (resp. C) l’ensemble formé par les lignes de B (resp. C). On suppose que C défini un morphisme
monomial de Pn vers PN qu’on note par f . Soit β ∈ PN (Q) telque β = f(β′) avec β′ ∈ Pn(Q). Supposons
que B et β′ vérifient les conditions A et que β′ ∈ (F ∗)n+1 où F est un corps de nombres dont l’anneau
des entiers soit factoriel. Alors, on dispose d’une formule pour la hauteur canonique pour XA,β similaire
au cas précédent.
4 Un résultat sur les métriques admissibles
Dans cette section on va montrer un résultat technique à savoir le théorème (4.4). Rappelons qu’on
l’a utilisé dans la preuve de la proposition (3.9).
Définition 4.1. Soit X une variété projective complexe de dimension d et (L, ‖ · ‖) un fibré en droites
holomorphe muni d’une métrique hermitienne continue sur X. On dit que ‖ · ‖ est admissible s’il existe
(‖ · ‖k)k∈Nune suite de métriques hermitiennes positives de classe C∞, qui converge uniformément vers
‖ · ‖ sur L.
On définit alors le premier courant de Chern associé à (L, ‖ ·‖), le courant c1(L, ‖ ·‖) défini localement
par :
ddc
(− log ‖s‖2),
oùs est une section locale holomorphe non nulle de L. D’après [7], on peut aussi considérer les puissances
du courant c1(L, ‖ · ‖).
Il est bien connu que lorsque la métrique est C∞ et strictement positive, alors le support de c1(L, ‖·‖)d
est Zariski-dense. En fait, on montre qu’il est égal à X . Le théorème (4.4) a pour but d’établir le même
résultat pour les fibrés en droites admissibles. Commençons d’abord par l’exemple suivant ; si on considère
les métriques canoniques sur une variété torique lisse X , alors on montre dans [18], que ces dernières
sont admissibles et on calcule explicitement les différentes puissances des courants de Chern associés,
en particulier le support des puissances maximal est le sous-tore compact (S1)d, qui est dense pour la
topologie de Zariski dans X . En effet, si P =
∑
ν aνx
ν est un polynôme à d variables, nul sur (S1)d, c’est
à dire
∑
ν aνe
i<ν,θ> = 0 pour tout θ ∈ Rd. Alors, par orthogonalité des fonctions trigonométriques, on
trouve que aν = 0.
Un autre exemple est celui d’une métrique ‖ · ‖ qui provient d’un système dynamique sur (X,L, f),
alors ‖ ·‖ est admissible, voir [22]. On montre que le support coÃ¯ncide avec l’ensemble de Julia associé à
f , voir [12], et que ce dernier contient les points périodiques de f qu’on montre qu’il est Zariski-dense dans
X , voir [9, théorème 5.1]. Par conséquent, le support de c1(L, ‖ · ‖)dim(X) est Zariki-dense. Ces résultats
sont une combinaison des théorèmes ci-dessous :
Rappelons le théorème suivant sur la densité des points périodiques définis par une dynamique algé-
brique :
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Théorème 4.2. Soit X une variété projective sur un corps algébriquement clos k, φ : X → X un
morphisme dominant et L un fibré en droites sur X tels que φ∗L⊗ L soit ample. Alors le sous-ensemble
de X(k) formé des points périodiques de φ est Zariski-dense dans X.
Démonstration. Voir [9, théorème 5.1].
Si ‖ · ‖f la métrique invariante par f , si l’on pose
µf =
1
degL(X)
c1(L, ‖ · ‖f )dimX
Lorsque k = C. Pour tout m ≥ 1, on note par Pm l’ensemble des points dans X(C) périodiques de période
m comptés avec multiplicités. Considérons
δPm =
1
Card(Pm)
∑
z∈Pm
δz
on a le théorème suivant :
Théorème 4.3. Si X = Pn, la suite δPm converges faiblement vers µf .
Démonstration. Voir [3].
Soit X un sous-ensemble analytique de Pn de dimension d. Soit L = (L, ‖ · ‖) un fibré en droites
admissible sur Pn. On a
Théorème 4.4. Soit X une variété projective complexe de dimension d. Si L est un fibré en droites
admissible tel que c1(L)d 6= 0, alors le support du courant c1(L)d est Zariski-dense dans X.
Si H est une hypersurface de X, alors∫
X
ρc1(L)
d =
∫
X\H
ρc1(L)
d,
pour toute fonction ρ continue sur X.
Démonstration. Par l’absurde, supposons qu’il existe une hypersurface H de X telle que
Supp(c1(L)
d) ⊂ H.
Par [16], il existe un morphisme propre pi : X˜ → X avec X˜ est une variété non-singulière et E = pi−1(H)
un diviseur à croisements normaux. On a pi∗L est admissible et
Supp(c1(pi
∗L)d) ⊂ E.
Vérifions ce dernier point, d’après [16], pi
X˜\E est un isomorphisme en X˜\E etX\H , donc
(
c1(pi
∗L)d
)
|
X˜\E
=
pi∗
(
c1(L)
d
)
|X\H
)
= 0, car Supp(c1(L)d) ⊂ H par hypothèse. En d’autres termes, on peut supposer que
H est un diviseur à croisements normaux.
On munit O(H) d’une métrique hermitienne C∞, qu’on note par ‖ · ‖H . Soit x ∈ H , il existe un
voisinage ouvert V de x, un système de coordonnées locales {z1, . . . , zd} centré en x et un entier k tels
que
H ∩ V = {z1 · · · zk = 0} = ∪kj=1{zj = 0}.
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Soit j = 1, . . . , k et ε > 0. On considèreHj,ε, le sous ensemble ouvert de V donné parHj,ε = {|zj| < ε}.
Soit ρj,ε une fonction à valeurs dans [0, 1], C∞ sur X et à support dans V , nulle sur V \Hj,2ε et égale à
1 sur Hj,ε.
Comme le support de c1(L)d est inclus dans H , alors pour ε assez petit, le courant
(
1 − ρj,ε
)
c1(L)
d
est nul sur X . Et on a,∫
X
log ‖zj‖H c1(L)d =
∫
X
(
ρj,ε(z) log ‖zj‖H + (1 − ρj,ε(z)) log ‖zj‖H
)
c1(L)
d
=
∫
X
ρj,ε(z) log ‖zj‖H c1(L)d
=
∫
Hj,2ε
ρj,ε(z) log ‖zj‖H c1(L)d
≤ log(2ε)
∫
Hj,2ε
ρj,ε(z)c1(L)
d + logC
∫
Hj,2ε
ρj,ε(z)c1(L)
d,
(car localement, il existe C > 0 tel que ‖zj‖H ≤ C|zj|).
Par construction de ρj,ε, on vérifie que pour tout ε > 0 :∫
Hj,ε
c1(L)
d ≤
∫
Hj,2ε
ρj,ε(z)c1(L)
d ≤
∫
Hj,2ε
c1(L)
d,
on en déduit que la suite
(∫
Hj,ε
ρj,εc1(L)
d
)
0<ε≪1
converge vers une limite finie l lorsque ε tend vers
zéro. Comme ∫
X
log ‖zj‖H c1
(
L
)d
,
est finie, cela résulte de la théorie de Bedford et Taylor (voir [1]), on doit avoir nécessairement l = 0. Par
conséquent ∫
Hj,ε
c1(L)
d −−−−→
ε−→0
0.
En posant Hε = ∪kj=1Hj,ε, on a alors ∫
Hε
c1(L)
d −−−−→
ε−→0
0.
On peut trouver un recouvrement finie par des ouverts (Vα)α∈J comme Vα, et on pose comme plus Hα,ε,
alors H ⊂ ∪α∈JHα,ε.
Soit ρ une fonction continue positive sur X , on a pour tout 0 < ε≪ 1
0 ≤
∫
X
ρ c1(L)
d ≤
∫
X\Hε
ρ c1(L)
d +
∫
∪α∈JHα,2ε
ρ c1(L)
d
≤
∫
X\Hε
ρ c1(L)
d +
∑
α∈J
∫
Hα,2ε
ρ c1(L)
d
= 0+
∑
α∈J
∫
Hα,2ε
ρ c1(L)
d
(
car c1(L)d|X\Hε
= 0
)
≤ ‖ρ‖sup
∑
α∈J
∫
Hα,2ε
c1(L)
d.
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Ce qui donne par passage à la limite :
∫
X
ρ c1(L)
d = 0. Ce qui contredit les hypothèses du théorème.
On conclut que si L est un fibré en droites admissible tel que c1(L)d 6= 0 alors le support de c1(L)d est
Zariski-dense dans X .
Par le même raisonnement on montre que
∫
X
ρ c1(L)
d =
∫
X\H ρ c1(L)
d, en effet, on a
0 ≤
∫
X
ρ c1(L)
d ≤
∫
X\Hε
ρ c1(L)
d +
∫
∪α∈JHα,2ε
ρ c1(L)
d
≤
∫
X\H
ρ c1(L)
d +
∑
α∈J
∫
Hα,2ε
ρ c1(L)
d
≤
∫
X\H
ρ c1(L)
d +
∑
α∈J
∫
Hα,2ε
ρ c1(L)
d
≤
∫
X\H
ρ c1(L)
d + ‖ρ‖sup
∑
α∈J
∫
Hα,2ε
c1(L)
d,
ce qui donne que
∫
X
ρ c1(L)
d ≤ ∫
X\H
ρ c1(L)
d. Par suite
∫
X
ρ c1(L)
d =
∫
X\H
ρ c1(L)
d pour toute fonction
continue positive ρ, sur X . Lorsque ρ est une fonction continue quelconque, on écrit ρ = ρ+ − ρ−, où
ρ+ = max(ρ, 0) et ρ− = max(−ρ, 0). Et on déduit que∫
X
ρ c1(L)
d =
∫
X\H
ρ c1(L)
d.
5 Appendice
Dans cette section, on rappelle quelques résultats donnant le lien entre certaines propriétés combi-
natorials des matrices et les propriétés algébriques d’idéaux binomiaux. On expliquera après comment
produire des exemples de variétés toriques vérifiant la condition A .
Dans [15], on considère les algèbres de la forme R[S] avec R un anneau commutatif unitaire et S
un semigroupe commutatif de type fini et on étudie les conditions sous lesquelles ces algèbres ont une
représentation finie, une intersection complète... (voir aussi [6]). Dans [8], on étudie les idéaux binomiaux
dans l’anneau des polyômes de Laurent à coefficients dans un corps. Un des résultats principaux de
[8] donne une condition suffisante pour qu’un idéal binomial I = (f1, . . . , fr), où f1, . . . , fr sont des
binômes, définit une suite régulière dans cet anneau. Cette condition suffisante stipule que les exposants
de f1, . . . , fr forment un système linéairement indépendant. Cette condition n’est plus suffisante si I est
un idéal de l’anneau des polynômes à coefficients dans Z, voir [11, example 2.1]. Dans [11], les auteurs
donnent une condition pour que I soit premier et l’algèbre Z[S] soit une intersection complète, où S est
un semigroupe associé à la matriceM définie par les exposants de f1, . . . , fr. Pour cela, ils montrent qu’il
suffit que M vérifie certaines propriétés combinatorials, voir [11, theorem 2.9, Corollary 2.10].
Soient k et n deux entiers positifs avec k ≤ n. On note parM(k× (n+1),Z) l’ensemble des matrices
de taille k × (n + 1) à coefficients dans Z. Soit M ∈ M(k × (n + 1),Z). On dit que M est mixte si
chaque ligne contient deux coefficients de signe différent. M est dite dominante si M ne contient pas
une sous-matrice mixte de taille k × k. On appelle contenu de M et on le note par cont(M), le pgcd des
mineurs de taille k × k de M .
SoitΩ un anneau commutatif unitaire. Soit v = (v0, . . . , vn) ∈ Zn+1. On pose v+ := (max(0, v0), . . . ,max(0, vn))
et v− := (max(0,−v0), . . . ,max(0,−vn)). Si v ∈ Nn+1, on note par T v le polynôme de Ω[T0, . . . , Tn] défini
comme suit T v = T v00 · · ·T vnn et on pose Lu := T u+ − T u− pour tout u ∈ Zn+1.
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On considère u1, . . . , uk, k vecteurs de Zn+1 et on pose
M =


u10 u11 u12 . . . u1n
u20 u21 u22 . . . u2,n+1
...
...
. . .
...
uk,0 uk,1 uk,2 . . . uk,n+1

 , (34)
Li := T
u+,i−T u−,i pour i = 1, . . . , k, IM := (L1, . . . , Lk) l’idéal de Ω[T0, . . . , Tn] engendré par L1, . . . , Lk,
I∗M := (Lu|u ∈
∑k
i=1 Zui) et ÎM := (Lu|u ∈
(∑k
i=1Qui
) ∩ Zn+1). Clairement, on a
IM ⊂ I∗M ⊂ ÎM .
Proposition 5.1. Suppose que Ω = Z. Soit M ∈M(k × (n+ 1),Z) une matrice mixte, dominante telle
que les lignes sont linéairement indépendantes. Alors IM = I∗M . Réciproquement, si les lignes de M sont
linéairement indépendantes et M est mixte alors le fait que IM = I∗M implique que M est dominante.
Démonstration. voir [11, theorem 2.9]. .
On définit GM := Zn+1/(u1, . . . , uk) et SM le semi-groupe de GM engendré par e0, . . . , en, la base
standard de Zn+1. On note par ρ∗ l’application surjective suivante,
ρ∗ : Nn+1 ։ SM , v = (v0, . . . , vn) 7→
n∑
i=0
viei.
Cette application induit le morphisme surjectif d’algèbres suivant
Ω[ρ∗] : Ω[T0, . . . , Tn]։ Ω[SM ], Ti 7→ 1ρ∗(ei).
On pose ISM := ker(Ω[ρ
∗]). D’après Herzog, on peut définir une SM -graduation sur Ω[T0, . . . , Tn] comme
suit : F ∈ Ω[T0, . . . , Tn] est dit homogène de degré s ∈ SM , si F =
∑
v αvX
v avec ρ∗(v) = s pour tout s
tels que αv 6= 0, (voir [15, p.177]).
On montre que
ISM = I
∗
M .
voir [20, lemma 4.35]. Rappelons la preuve ; Soit u ∈ ∑ki=1 Zui, on Ω[ρ∗](Lu) = 1ρ∗(u+) − 1ρ∗(u−) = 0,
puisque u+ − u− = u ∈ (u1, . . . , uk), donc I∗M ⊂ ISM . Réciproquement, soit L =
∑m
i αiX
vi ∈ ISM
homogène de degré s ∈ SM , donc (
∑
i αi)1s = 0. Par suite,
L =
∑
i
αi(X
vi −Xvm) =
∑
i
αiX
inf(vi,vm)(X(vi−vm)+ −X(vi−vm)−)
et vi − vm ∈
∑k
i=1 Zui (car rappelons que ρ
∗(vi) = s pour tout i.). On conclut que
ISM = I
∗
M .
Lorsque cont(M) = 1, alors on montre que GM ≃ Zn+1−k. En particulier, on a dans ce cas ISM est
premier. En effet, on a Ω[SM ] ⊂ Ω[GM ] ≃ Ω[T+0 , T−0 , . . . , T+n−k, T−n−k] qui est intègre.
Proposition 5.2. Suppose que Ω = Z. On a Z[SM ] est intersection complète si et seulement M est
dominante avec contenu 1.
Démonstration. voir [11, corollary 2.10].
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Proposition 5.3. Soient M une matrice mixte k×(n+1) et Ω un anneau commutatif unitaire et intègre.
Les assertions suivantes sont équivalentes :
1. M est mixte et dominante avec cont(M) = 1.
2. IM ⊂ Ω[T0, . . . , Tn] est premier et u1, . . . , uk sont linéairement indépendants.
3. IM ⊂ K[T0, . . . , Tn] est premier d’hauteur k, où K est un corps.
Démonstration. [20, proposition 4.47]. Notons que l’implication 1) =⇒ 3) peut se déduire des proposi-
tions (5.1) et (5.2) et en notant que si ces résultats sont vrais pour un anneau Ω0 alors ils restent valables
pour tout anneau.
Soit M comme dans (34), et on suppose que ui0 = −
∑n
j=1 uij pour tout i = 1, . . . , k. Donc, les
polynômes L1, . . . , Lk sont homogènes, et IM est un idéal homogène (par rapport à la graduation usuelle)
définissant ainsi une sous-variété projective. SoientK un corps et γ = (γ0, . . . , γn) ∈ (K∗)n+1 avec γ0 = 1.
On note par [γ] l’isomorphisme d’algèbres suivant
[γ] : K[T0, . . . , Tn]→ K[T0, . . . , Tn] Ti 7→ γiTi.
On a clairement, IM est premier dans K[T0, . . . , Tn] si et seulement si [γ]∗IM l’est aussi.
5.1 Une application
Dans ce paragraphe on utilise les notations de la section (3). Soient d ≤ n, β ∈ (Q∗)n+1 avec β0 = 1,K
et R1, . . . , Rn−d comme dans la section (3). On aisément vérifie que [β]∗(R1, . . . , Rn−d) = (L1, . . . , Ln−d)
dans K[T0, . . . , Tn]. Par suite, si M est mixte, dominante et cont(M) = 1, alors d’après ce qui précède,
l’idéal (R1, . . . , Rn−d) est premier dans K[T0, . . . , Tn]. Cela nous motive à introduire la définition suivante
Définition 5.4. Soit M comme dans (34), avec ui0 = −
∑n
j=1 uij pour tout i = 1, . . . , k. On dit que
M vérifie l’hypothèse (I) s’il existe (Mi)i=1,...,k une suite de sous-matrices de M de taille i × (n + 1)
respectivement, telles que Mi est une sous-matrice de Mi+1 pour tout i = 1, . . . , k − 1 et Mi est mixte,
dominante et cont(Mi) = 1.
Remarque 5.5. Si M ∈M(k×(n+1),Z) est mixte (resp. vérifie cont(M) = 1) alors toute sous-matrice
de M de taille i× (n+ 1) est mixte (resp. a un contenu égal à 1).
Exemple 5.6. Soient c1, c2, c ∈ N≥1,
M0 =
[
0 c1 1− c1 −1
−c2 − 1 c2 1 0,
]
et
M1 =

c− 1 −c 1 0 00 −1 0 1 0
0 −1 0 0 1


Alors M0 et M1 vérifient les hypothèses de la définition (5.4). On vérifie que M0 définit la courbe XA0,1
dans P3 avec A0 = {1,−c2, c1 − c2 + c1c2}.
Proposition 5.7. Soit M ∈ M(n− d× (n+ 1),Z) qui vérifie l’hypothèse (I). Soit β = (1, β1, . . . , βn) ∈
(Q
∗
)n+1, alors XA,β vérifie la condition A (voir Définition (3.1)).
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Démonstration. Comme M vérifie l’hypothèse (I), alors en particulier M est dominante, mixte avec
cont(M) = 1, donc l’idéal (R1, . . . , Rn−d) est premier dans K[T0, . . . , Tn], où K = Q(β1, . . . , βn). Quitte
à réordonner les indices, on obtient par induction que (Ri, . . . , Rn−d) est premier pour tout i = 1, . . . , n−
d.
Remarque 5.8. Signalons qu’on dispose d’un algorithme en temps polynômial permettant de reconnaître
si une matrice est mixte et dominante, voir [10, p. 198].
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