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The spectrum of cosmological perturbations in the context of the one-bubble open inflation model
is discussed, taking into account fluctuations of the metric. We find that, quite generically,thin wall
single field models have no supercurvature modes. However, single field models with supercurvature
modes do exist. In these models the density parameter Ω becomes a random variable taking a
range of values inside of each bubble. We also show that the model dependence of the continuous
spectrum for both scalar and tensor-type perturbations is small as long as the kinetic energy density
of the background field does not dominate the total energy density. We conclude that the spectrum
of the density perturbation predicted in the single-field model of the one-bubble open inflation is
rather robust. We also consider the spectrum of scalar and tensor perturbations in a model of the
Hawking-Turok type, without a false vacuum.
PACS: 98.80.Cq OU-TAP 86 UAB-FT-457
I. INTRODUCTION
In the standard inflationary universe scenario, both the flatness and the homogeneity problems are simultaneously
solved by the same mechanism, i.e., the accelerated expansion of the cosmic length scale. Therefore, if we want to
solve the homogeneity problem, the flatness problem is automatically solved. This would make it impossible to create
an open universe. Recently, however, attention has focused on a scenario which solves this difficulty. It is called the
one-bubble open inflation scenario. The basic idea was first proposed by Gott III [1, 2]. There are two main classes
of models that realize Gott’s idea: the single-field model, which was developed in [3, 4], and the two-field models
proposed in [5]. Here we shall basically focus on the single-field model, but most of the results presented in this paper
can be applied to models with two fields.
In the single-field model we assume a scalar field with a potential such as the one shown in Fig. 1. Initially, the
field is trapped in the false vacuum, where the vacuum energy drives the exponential expansion of the universe. This
exponential expansion solves the homogeneity problem. After a sufficiently long period of inflation, bubble nucleation
occurs through quantum tunneling. This process is described by the O(4)-symmetric bounce solution [2], a solution of
the Euclideanised equation of motion that connects the initial and final configurations. These configurations represent
the state before and after tunneling, respectively. In the lowest WKB order, the classical evolution after tunneling is
determined by the analytic continuation of the bounce solution. After the analytic continuation, the O(4)-symmetry
changes into the O(3, 1)-symmetry, which is just the symmetry of an open Friedmann-Robertson-Walker universe.
Thus, in the lowest order approximation, we obtain a model that explains the creation of an open and homogeneous
universe. However, at this stage the universe is almost empty and the cosmic expansion is dominated by the curvature
term in the Friedmann equation. Hence, as long as only ordinary matter fields are assumed, the universe would stay
curvature dominated forever. Therefore, in order to solve the entropy problem, a second stage of inflation inside the
nucleated bubble is needed.
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FIG. 1. A schematic picture of the inflaton potential for a single-field model.
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FIG. 2. A schematic picture of the potential of the second inflaton field for a two-field model.
Although this model is simple, we need to assume a rather unusual form of the inflaton potential (see however [6]).
To solve this problem of naturalness, models with two fields were proposed, where two different inflatons would drive
the first and second stages of inflation. The first inflaton field, σ, has a double well potential. When the σ-field is in
the false vacuum, the energy density of the universe is dominated by the vacuum energy of the σ-field. At this stage,
the second inflaton field, φ, has the potential shown by the dashed line in Fig. 2. After a sufficiently long period of
inflation the σ-field makes a phase transition to the true vacuum through bubble nucleation. It is assumed that due
to the coupling to the σ field, the potential of the φ-field changes into the one shown by the solid line in Fig. 2. Then,
the slow roll of φ from the old minimum to the new one drives the second period of inflation in the nucleated bubble.
In some cases, the instanton describing tunneling has an approximate zero mode which can shift back and forth the
value where the slow roll field lands after tunneling. In those cases, the density parameter in the resulting universe
becomes a random variable, and one has an ensemble of large regions inside of each bubble where the density parameter
Ω (measured at a fixed temperature) takes a range of values. This can be understood as follows.
The existence of an approximate zero mode of the instanton implies that, in the real time evolution of the bubble,
there is a supercurvature mode (whose wavelength exceeds the curvature scale). Quantum excitations of this mode
can change the average value of the slow roll field inside the bubble on scales larger than the Hubble radius. As a
result, the amount of slow roll inflation in different regions will be different, leading to a range of values of Ω [7].
In particular, even if the instanton leads to a non-inflating value of the field after tunneling, localized fluctuations
can create inflating islands which locally resemble open universes. This scenario is called “quasi-open” inflation [7,9].
Quasi-open inflation was originally discussed in the context of two-field models, but as we shall see, models with a
single field can also have supercurvature modes with similar consequences.
Finally, Hawking and Turok [10] have recently proposed that it is possible to create an open universe from nothing in
a model without a false vacuum. The instanton describing this process is singular, and therefore its validity has been
subject to question [11]. Nevertheless, it has also been pointed out that the quantization of linearized perturbations
in the singular background is well posed [12, 13]. Therefore, provided that one can make sense of the instanton by
appealing to an underlying theory where the singularity is resolved, it appears that the details of that theory need
not be known in order to calculate the spectrum of cosmological perturbations.
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FIG. 3. The Coleman-De Luccia instanton for the case that the spacetime dimension is two, embedded in the three
dimensional Euclidean space.
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FIG. 4. The analytic continuation of the Coleman-De Luccia instanton to the Lorentzian region. The lower half is the
same as that shown in Fig.3 and represents the Euclidean region. The upper half represents the continuation to the Lorentzian
region.
In order to construct an acceptable cosmological model, we must also show that the expected spectrum of primordial
fluctuations is compatible with observations. Since there is an initial de Sitter expansion phase, it is natural to assume
that the state before tunneling is the so-called Bunch-Davies vacuum state. Then the question that we must answer
is the following: “What quantum state results after O(4)-symmetric bubble nucleation starting from the Euclidean
vacuum state?” In the lowest order WKB approximation, the tunneling process is described by the Coleman-De Luccia
bounce solution [2]. In order to extract information about the quantum fluctuations, it is necessary to develop the
WKB approximation to the next order [14]. The resulting prescription to find the quantum state after tunneling can
be summarized as follows.
First of all, since we shall deal with the metric perturbations which contain gauge degrees of freedom, we need to
find the reduced action that contains only the physical degrees of freedom. We denote one of these degrees of freedom
by ϕ(x). With an appropriate choice of the variable ϕ(x), the action can be reduced to that of the massive scalar
field with variable mass,
Sϕ =
∫ (
−1
2
gµν∂µϕ∂νϕ− 1
2
M2(ηC)ϕ2
)√−gd4x. (1.1)
From this reduced action, one can calculate expectation values following standard methods. First, we need to find a
complete set of functions vk which obey the field equation,[
∇µ∇µ −M2(ηC)
]
vk(η,x) = 0, (1.2)
in the Lorentzian region, and which are regular on the lower hemisphere shown in Fig. 4. This restriction is due to the
choice of the Bunch-Davies vacuum state before tunneling. However, the same restriction arises in the no-boundary
proposal for the wave-function of the Universe [15], if Fig. 4 is interpreted as describing the creation from nothing of
a universe containing a bubble. The same restriction will therefore be used in the case of the Hawking-Turok model
discussed in Appendix D. Here, it is important to note that “a complete set” means a set of all modes which can be
Klein-Gordon normalized on a Cauchy surface Σ of spacetime,
〈vk , vk′〉 := −i
∫
Σ
dΣµg
µν {vk∂νvk′ − (∂νvk)vk′} = δkk′. (1.3)
Once they are obtained, the quantum fluctuations of the field are described by the “vacuum state”, |Ψ〉, that satisfies
aˆk|Ψ〉 = 0 for any k where the annihilation operator aˆk is defined by the decomposition of the perturbation field:
ϕˆ =
∑
k
(vkaˆk + vkaˆ
†
k
). (1.4)
Thus the mode functions vk play the role of positive frequency functions.
The most tedious part in the above prescription is to find the reduced action. This is due to the fact that the
time-constant hypersurface that reflects the maximal symmetry of background solution is not a Cauchy surface,
and hence it is not appropriate to normalize modes. Therefore, we need to perform the reduction of the action on
spacelike hypersurfaces which cut right through the bubble, and which are therefore not homogeneous. This renders
the decomposition into scalar, vector and tensor modes into a rather unfamiliar form. In the end, however, the three
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standard physical degrees of freedom are identified [16]. When they are analytically continued to the open universe,
one becomes the usual scalar-type perturbation and the other two becomes the even and odd parity tensor-type
perturbations.
Along the lines of the above prescription, the prediction of the power spectrum of perturbations was given by many
authors [17,18,20]. Until recently, however, the reduced action including the metric perturbations was not known, and
for the scalar-type perturbation the studies were limited to the case in which the metric perturbation was neglected.
Clearly, this should be a reasonable approximation in the weak gravity limit. Nevertheless, it turns out that the
correspondence between the case where metric perturbations are neglected and the case where they are included is
rather non-trivial.
In [16] we found that, at least formally, the metric perturbation has a dramatic effect on the spectrum for the scalar
modes, even in the limit of weak gravitational coupling. When metric perturbations are ignored, there is a discrete
wall fluctuation mode which gives a finite contribution to observables. However, when we incorporate the metric
perturbation, this mode disappears. Fortunately, the contribution from the disappeared scalar-type perturbation
reappears in the low frequency spectrum of even-parity tensor modes [20, 21]. In particular, we found that in the
weak gravity limit the change of assignment of the wall fluctuation modes from scalar to tensor does not affect the
observational quantities, such as the multipole moments of the temperature fluctuation of the cosmic microwave
background. Note that the wall fluctuation mode is the Goldstone mode associated with the breakdown of spatial
symmetry, and we find that it is “eaten up” by the gravitational degrees of freedom. This is reminiscent of the fate
of Goldstone bosons in gauge theories.
In the present paper we shall continue the work of [16], investigating the full power spectrum of scalar perturbations.
In particular, we shall consider the question of the existence of supercurvature scalar modes [18, 19]. In the previous
studies in which the metric perturbation was neglected it was found that, quite generically, there are no supercurvature
modes for thin wall single-field models (other than the wall fluctuation mode). It was also shown that the contribution
to the CMB anisotropy due to the continuous spectrum is almost independent of the details of the potential barrier.
However, it is still uncertain whether such a robust prediction of the spectrum stays correct or not when we incorporate
the effect of the metric perturbation. Here we shall clarify this point. As for the tensor-type perturbations, the studies
in which the perturbation of the scalar field was neglected was done in [21, 22]. Fortunately, this was found not to
alter the resulting spectrum at all. However, the effect of the evolution after nucleation of a bubble has not been
studied so far.
In previous studies, a simplified model was used to describe the background geometry inside the bubble, assuming
that it was a pure de Sitter space. In this paper, we extend our analysis also taking into account that both the
background geometry and the scalar field configuration are non-trivial.
The paper is organized as follows. In Section II we first describe the lowest WKB order picture of the bubble
nucleation. After that, we briefly recall the resulting reduced action for the perturbation on this background obtained
in our previous paper [16]. In Section III we consider the question of existence of scalar supercurvature modes. For
this purpose, several new techniques are introduced. In particular we show that the spectra in the weak gravity
limit and in the case without gravity can be related to each other using the formalism of supersymmetric quantum
mechanics. We also introduce a method for reconstructing the inflaton potential barrier starting from a given bubble
profile for the tunneling field. This is used to find examples which do posess supercurvature modes. In particular, we
discuss an generalization of the flat space Fubini instanton [27] to de Sitter space. This example is useful in order to
illustrate the role played by the scalar supercurvature modes. In Sections IV and V we consider the spectrum of the
scalar-type and tensor-type perturbations, respectively. Section VI is devoted to the conclusions.
A number of issues are discussed in the appendices. In Appendix A we perform the canonical quantization of
cosmological perturbations using the Dirac formalism. We recover the results of our earlier work [16], where the
quantization was performed using the Fadeev-Jackiw reduction method. In Appendix B we derive some bounds on
the “superpotential” which appears in the Schro¨dinger fluctuation operator for scalar modes. In Appendix C, we
consider a class of models for which the evolution of perturbations can be solved exactly. Finally, in Appendix D we
find the spectrum of cosmological perturbations in a soluble model of the Hawking-Turok type. We use the notation,
κ = 8πG, and adopt the units c = h¯ = 1.
II. REDUCED ACTION FOR PERTURBATIONS
We consider the system that consists of a minimally coupled single scalar field, Φ, coupled with the Einstein gravity.
We denote the potential of the field Φ by V (Φ). In order to describe the O(4)-symmetric bounce solution, we consider
a Euclidean configuration,
ds2 = a(ηE)
2
[
dη2E + dχ
2
E + sin
2 χE(dθ
2 + sin2 θdϕ2)
]
,
4
Φ = φ(ηE). (2.1)
Then, the equation of motion for the background quantities becomes
φ′′ + 2Hφ′ − a2∂V = 0, (2.2)
H2 − 1 = κ
3
(
1
2
φ′
2 − a2V (φ)
)
, (2.3)
H′ −H2 + 1 = −κ
2
φ′
2
, (2.4)
where the prime denotes a derivative with respect to ηE , H := a′/a and ∂V := dV (φ)/dφ. We note that the above
three equations are not independent. One of them can be derived from the other two. The bounce solution is the
solution that satisfies the above set of equations with the boundary condition that φ′ → 0, a → 0 and H → ±1 at
ηE → ∓∞. The topology of the solution is the 4-sphere. Hereafter, we refer to scalar field and the scale factor of the
background bounce solution by φ and a. The two points at which a = 0 are the centers of the O(4)-symmetry. For
convenience, we take ηE =∞ to be on the true vacuum side (i.e., inside the O(4)-symmetric bubble), and call it the
pole and that on the false vacuum side the antipole.
Sometimes it is convenient to use the coordinate τE defined by dτE = a(ηE)dηE . In terms of it, the background
equations are written as
φ¨+ 3
a˙
a
φ˙− ∂V = 0, (2.5)(
a˙
a
)2
− 1
a2
=
κ
3
(
1
2
φ˙2 − V (φ)
)
, (2.6)(
a˙
a
)·
+
1
a2
= −κ
2
φ˙2, (2.7)
where the dot represents a derivative with respect to τE .
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FIG. 5. Conformal diagram of a de Sitter-like space with a bubble.
Once we know the bounce solution, the background geometry and the field configuration in the Lorentzian region
are obtained by the analytic continuation of the bounce solution through the 3-sphere intersecting both poles. The
coordinates in the Lorentzian region are given by
ηE = ηC = −ηR − π
2
i = ηL +
π
2
i ,
χE = −iχC + π
2
= −iχL = −iχR ,
a = aC = iaR = iaL . (2.8)
Accordingly, the analytic continuation of the coordinate τE is given by
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dτE = dτC = −idτR = idτL . (2.9)
The coordinates with the indices C, R and L cover regions C, R and L, respectively, in Fig. 5. The region R
corresponds to the inside of the lightcone emanating from the center of the nucleated bubble, where a = 0 and
ηC = ηE → +∞. The region L is the inside of the lightcone emanating from the antipodal point where a = 0 and
ηC → −∞. The region C is the remaining central region. In region C, the metric is given by
ds2 = a(ηC)
2
[
dη2C − dχ2C + cosh2 χC(dθ2 + sin2 θdϕ2)
]
. (2.10)
One sees that surfaces that respect the maximal symmetry, i.e., the ηC =const. hypersurfaces are no longer spacelike.
Instead of ηC , the coordinate χC plays the role of the time coordinate there. Note that the χC =const. hypersurfaces
are not homogeneous.
In order to find the quantum state after the bubble nucleation, we need to find a set of normalized mode functions
that satisfies the regularity condition explained in Introduction. As mentioned there and can be seen from Fig. 5,
no Cauchy surface exists in regions R and L. Thus, in order to obtain a set of normalized mode functions, we need
to find the reduced action in region C, starting from the second order variation of the action including the metric
perturbation on this background. This was done in our previous paper [16]. There, we used the Faddev-Jackiw method
for constrained systems to obtain the reduced action. In Appendix A of this paper, as an alternative and perhaps more
familiar method, we present a derivation of the reduced action a la Dirac. Perturbations on a spherical symmetric
background can be decomposed into even and odd parity modes. The odd parity modes do not contribute to the CMB
anisotropy if we choose the position of the observer as the center of the spherical symmetry. Hence we concentrate on
even parity modes. As mentioned above, we must work in region C, where the background configuration is spatially
inhomogeneous. However, in region R or L, the background solution has the symmetry of the FRW universe. There
the standard cosmological perturbation theory tells us that even parity perturbations for the Einstein-scalar system
can be decomposed into the scalar and tensor-type perturbations. Therefore, one expects that even parity modes can
be decomposed into two sets of decoupled perturbations even in region C and they are naturally identified with the
scalar and tensor-type perturbations, respectively, when they are analytically continued to region R or L. This was
shown to be true in [16]. Hence, following the conventional terminology used in the cosmological perturbation theory,
we call the corresponding modes the scalar-type perturbation and the tensor-type perturbation, respectively, even in
region C.
In this section, we work in region C where the Cauchy surface exists. Note that we have ηE = ηC and τE = τC .
For notational simplicity, we omit the index C from the coordinate variables throughout this section.
A. Reduced action for scalar-type perturbation
First we consider the scalar-type perturbation. We introduce a gauge invariant variable QS for the scalar-type
perturbation which corresponds to the curvature perturbation in the Newton gauge in the open universe. Explicitly
the metric and the scalar field perturbation in the Newton gauge is given as
ds2 =
(
1 +
QS
4a
)
dτ2 + a2
(
1− QS
4a
)(−dχ2 + cosh2 χdΩ2) ,
ϕN =
Q˙S
4κaφ˙
. (2.11)
In terms of QS, the reduced action is obtained in Appendix A as
S
(2)
sca =
∑
ℓ,m
∫
dχ
∫
dτ
2a3φ˙2
[
cosh2 χ
∂
∂χ
QℓmS K̂S
∂
∂χ
QℓmS −QℓmS K̂S
{
ℓ(ℓ+ 1) + (K̂S − 3)
}
QℓmS
]
, (2.12)
where ℓ and m are the eigenvalues of spherical harmonic expansion, QℓmS is the (ℓ,m)-component of the spherical
harmonic expansion, QS =:
∑
QℓmS Yℓm(Ω), and K̂S is a derivative operator given by
K̂S =
[
−a3φ˙2 ∂
∂τ
1
aφ˙2
∂
∂τ
+
κa2φ˙2
2
]
. (2.13)
The relation of QS to the variable q introduced in [16] is
6
QS = 4κaφ˙q . (2.14)
Putting q =
∑
qℓmYℓm, we can use this relation to rewrite the reduced action (2.12) into the form,
S
(2)
sca =
∑
ℓ,m
1
2
∫
dχ
∫
dη
[
cosh2 χ
∂qℓm
∂χ
Ô∂q
ℓm
∂χ
− qℓmÔ
{
ℓ(ℓ+ 1) + (Ô − 3) cosh2 χ
}
qℓm
]
, (2.15)
where the operator Ô is given by
Ô = − d
2
dη2
+
κ
2
φ′
2
+ φ′
(
1
φ′
)′′
. (2.16)
The reduced action (2.15) exactly coincides with the one derived in [16]. Notice that in terms of QS the action
contains the operator K̂S, which is not Schro¨dinger-like, whereas in terms of q it contains the operator Ô, which is.
Although this is of no essential significance, the second form is more convenient when normalizing the modes and
when discussing the general form of the primordial spectrum.
Now let us construct a set of positive frequency functions corresponding to the variable q. It is decomposed as
qℓm =
∑
NSp qp(η)fpℓ(χ), (2.17)
where NSp is a normalization constant, and the sum is understood as a sum over the discrete spectra and as an integral
over the continuum one. In this expression, qp(η) is a spatial eigenfunction of the operator Ô with the eigenvalue
p2 + 4. That is, qp(η) satisfies
Ôqp =
[
− d
2
dη2
+
κ
2
φ′
2
+ φ′
(
1
φ′
)′′]
qp = (p2 + 4)qp. (2.18)
The equation that determines the time evolution is found to be model independent and becomes[
− 1
cosh2 χ
∂
∂χ
cosh2 χ
∂
∂χ
− ℓ(ℓ+ 1)
cosh2 χ
]
fpℓ = (p2 + 1)fpℓ. (2.19)
Aside from the normalization factor, the positive frequency function is determined by the Bunch-Davies regularity
condition, namely, it must be regular at χ = 0 (χE = π/2). The solution is
fpℓ(χ) =
√
Γ(ip+ ℓ+ 1)Γ(−ip+ ℓ+ 1)
Γ(ip)Γ(−ip) coshχ P
−ℓ−1/2
ip−1/2 (i sinhχ), (2.20)
where Pµν is the associated Legendre function of the first kind, and we have fixed the normalization factor so that the
analytic continuation of Y pℓm(χ,Ω) := fpl(χ)Yℓm(Ω) to region R or L satisfies∫
sinh2 χdχ dΩY pℓmY p′ℓ′m′ = δ(p− p′)δℓℓ′δmm′ , (2.21)
for p2 > 0, where χ = χR or χL. Also, these analytically continued harmonics satisfy
(3)∆Y pℓm = −(p2 + 1)Y pℓm, (2.22)
where (3)∆ is the Laplacian on the unit spacelike hyperboloid. For p2 < 0, the normalization factor in Eq. (2.20) is
not suitable. In this case, the solutions to (2.19) will be denoted by fΛ,ℓ(χ), where Λ2 = −p2. The positive frequency
functions fΛ,ℓ(χ) are taken as the usual Bunch-Davies ones,
fΛ,ℓ(χ) =
√
Γ(Λ + ℓ+ 1)Γ(−Λ + ℓ+ 1)
2 coshχ
P
−ℓ−1/2
Λ−1/2 (i sinhχ), (2.23)
and we define YΛ,ℓm(χ,Ω) := fΛ,ℓ(χ)Yℓm(Ω). Notice that with this choice of positive frequency functions, YΛ,ℓm are
already Klein-Gordon normalized in the (2+1) dimensional sense, i.e.
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i cosh2 χ
{
∂fΛ,ℓ
∂χ
fΛ,ℓ − fΛ,ℓ ∂f
Λ,ℓ
∂χ
}∫
dΩYℓmYℓ′m′ = δℓℓ′δmm′ . (2.24)
These mode functions YΛ,ℓm also satisfy Eq. (2.22) in region R.
In order to quantize the perturbations, it is convenient to write the action (2.12) in the canonical form (1.1). Intro-
ducing a new variable qˇ :=
∑√
p2 + 4 a−1NSp qp(η)Y pℓm(χ,Ω)+
∑√
4− Λ2 a−1NS,Λq,Λ(η)YΛ,ℓm(χ,Ω), the action for
qˇ turns out to be the one for a scalar field with η-dependent mass. Thus the normalized positive frequency functions
are determined by calculating the ordinary Klein-Gordon norm for qˇ. Namely we require
i(p2 + 4) cosh2 χ|NSp |2
{
∂fpl
∂χ
fpl − fpl ∂f
pl
∂χ
}∫ ∞
−∞
dη qpqp′
=
2p(p2 + 4) sinhπp |NSp |2
π
∫ ∞
−∞
dη qpqp′ = δ(p− p′) (2.25)
for the continuous spectrum (p2 > 0), and
(4− Λ2)|NS,Λ|2
∫ ∞
−∞
dη q,Λq,Λ′ = δΛΛ′ , (2.26)
for the discrete one (p2 < 0). Notice that the Klein-Gordon normalization reduces to a Schro¨dinger-like normalization
for qp (once a convenient choice of NSp has been made)
The variable QS can be also decomposed in the same way as q. From Eq. (2.14), the corresponding spatial
eigenfunction QpS(τ) is related to q
p(τ) as QpS =
√
κ aφ˙ qp. The equation satisfied by QpS is given by the eigenvalue
equation for the operator K̂S as
a−2K̂SQ
p
S =
(
−aφ˙2 d
dτ
1
aφ˙2
d
dτ
+
κ
2
φ˙2
)
QpS =
p2 + 4
a2
QpS . (2.27)
For later convenience, we also write down the equation for the scalar field fluctuation in the Newton gauge:
ϕ¨pN + 3
a˙
a
ϕ˙pN +
(
p2 + 1
a2
− ∂2V
)
ϕpN = 2κφ˙
2ϕpN +
d
dτ
(aφ˙)
QpS
4a2
, (2.28)
where ∂2V := d2V/dφ2 and ϕN has been expanded in the same way as q. We note that from the Newton gauge
condition (A28) in Appendix A, we have
Q˙pS = 4κaφ˙ϕ
p
N = 4κ
d
dτ
(aφ˙ qp). (2.29)
Using this, Eq. (2.28) may be rewritten as
ϕ¨pN + 3
a˙
a
ϕ˙pN
(
p2 + 1
a2
− ∂2V
)
ϕpN = 3κφ˙
2ϕpN − κφ˙2q˙p. (2.30)
The analytic continuation of the variables QS , ϕN and q to region R or L is given by
QCS = iQ
R
S = iQ
L
S , ϕ
C
N = ϕ
R
N = ϕ
L
N , qC = −iqR = iqL, (2.31)
where the indices C, L and R denote the variables in the respective regions. The evolution equation in an open universe
inside the bubble is given by the analytic continuation of Eq. (2.18), or Eq. (2.30) supplemented by Eq. (2.29). We
note that the form of the equations does not change after the analytic continuation except for the signature in front
of ∂2V in Eq. (2.30).
B. Reduced action for tensor-type perturbation
In this subsection, we consider the tensor-type perturbation. We introduce a gauge invariant variable QT that
corresponds to the tensor-type perturbation in the transverse-traceless gauge in the open universe. Let us denote the
8
metric on a unit 2-sphere by dΩ2 = σˆABdσ
AdσB , and the covariant derivative and the Laplacian with respect to σˆAB
by (2)∇ and (2)∆, respectively. The tensor-type perturbation is expressed as
ds2 = dτ2 −
(
a2 − 2QT
cosh2 χ
)
dχ2 +
(
a2 +
QT
cosh2 χ
)
cosh2 χdΩ2
+4 (∂χ + tanhχ)
(2)∇A((2)∆)−1QT dχ dσA
+4 cosh2 χ
(
2− K̂T + (
(2)∆)− 2
2 cosh2 χ
+ tanhχ∂χ
)
×
[
(2)∇A(2)∇B − 1
2
σˆAB
(2)∆
]
((2)∆((2)∆+ 2))−1QTdσ
AdσB ,
=: ds2(0) + a
2 hij [QT ]dx
idxj , (2.32)
where i, j = χ, θ, ϕ and
K̂T =
[
−a ∂
∂τ
a3
∂
∂τ
1
a2
]
. (2.33)
The action for QT is obtained in Appendix A and it is given by
S
(2)
GW =
∑
ℓ,m
2
κ(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
∫
dχ
∫
dτ
2a3
[
cosh2 χ
∂
∂χ
QℓmT K̂T (K̂T − 1)
∂
∂χ
QℓmT
−QℓmT K̂T (K̂T − 1)
{
ℓ(ℓ+ 1) + K̂T cosh
2 χ
}
QℓmT
]
, (2.34)
where QℓmT is defined by QT =:
∑
QℓmT Yℓm, as before.
Again, the operator K̂T is not of Schrodinger type. Therefore, it is convenient to change to the variablew introduced
in [16], which is related to QT by
w =
a2
κ
∂
∂τ
QT
a2
. (2.35)
Using this relation, the reduced action (2.34) can be rewritten as
S
(2)
GW =
∑
ℓ,m
κ
(ℓ − 1)ℓ(ℓ+ 1)(ℓ+ 2)
∫
dχ
∫
dη
[
cosh2 χ
∂wℓm
∂χ
K̂
∂wℓm
∂χ
−wℓmK̂
{
ℓ(ℓ+ 1) + (K̂ + 1) cosh2 χ
}
wℓm
]
, (2.36)
where the operator K̂ is given by
K̂ = − ∂
2
∂η2
+
κ
2
φ′
2
. (2.37)
This coincides with the reduced action obtained in [16].
Now we construct a set of positive frequency functions. First we use the variable w. As before, we decompose w as
w =
∑
wℓmYℓm , w
ℓm =
∑
N Tpℓwp(η)fpℓ(χ). (2.38)
Note that the time-dependent part, fpℓ(χ), is the same as in the scalar-type perturbation. In this expression, the
spatial function wp(η) satisfies the eigenvalue equation for the operator K̂ with the eigenvalue p2:
K̂wp =
[
− d
2
dη2
+
κ
2
φ′
2
]
wp = p2wp. (2.39)
It is important to note that the spectrum of p is continuous with p2 > 0 because the potential term κ2φ
′2 is positive
definite and vanishes at infinity. Then, defining a new variable wˇ :=
∑√ 2κp2
(ℓ−1)ℓ(ℓ+1)(ℓ+2) a
−1N Tpℓwp(η)Y pℓm(χ,Ω),
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the action reduces to the one for a scalar field, as in the case of scalar-type perturbation. Therefore, the normalization
condition becomes
2κp2
(ℓ − 1)ℓ(ℓ+ 1)(ℓ + 2)
2p sinhπp |N Tpℓ|2
π
∫ ∞
−∞
dηwpwp′ = δ(p− p′). (2.40)
Since what we are interested in is the metric perturbation, we now consider QT . It can be also decomposed as
QT =
∑N TpℓQT p(τ)Y pℓm(χ,Ω), where the spatial function QpT satisfies the eigenvalue equation for the operator K̂T :
K̂TQ
p
T = −a4
[
d2
dτ2
+ 3
a˙
a
d
dτ
]
QpT
a2
= (p2 + 1)QpT . (2.41)
Then the metric perturbation hij [QT ] is given by
hij [QT ] = 2
∑√ 2p2(p2 + 1)
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2) N
T
pℓ
QpT
a2
Y
(+)pℓm
ij , (2.42)
where
Y
(+)pℓm
ij :=
1
2
√
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
2p2(p2 + 1)
a2 hij [Y
pℓm]. (2.43)
The tensor Y
(+)pℓm
ij is defined so that its analytic continuation to region R or L gives the normalized even parity
tensor harmonics on the unit 3-hyperboloid [23], i.e.,∫
d3x
√
γˆ γˆii
′
γˆjj
′
Y
(+)pℓm
ij Y
p′ℓ′m′
i′j′ = δ(p− p′)δℓℓ′δmm′ , (2.44)
where γˆij is the metric on the unit 3-hyperboloid and γˆ = det γˆij . Therefore it is more relevant to introduce a new
normalization constant for the tensor perturbation:
N˜ Tp := 2
√
2p2(p2 + 1)
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2) N
T
pℓ , (2.45)
with which the metric perturbation is expressed as
hij [QT ] =
∑
N˜ Tp
QpT
a2
Y
(+)pℓm
ij . (2.46)
In terms of N˜ Tp , the normalization condition (2.40) is re-expressed as
κp sinhπp|N˜ Tp |2
2π(p2 + 1)
[∫ ∞
−∞
dηwpwp′
]
= δ(p− p′). (2.47)
The relations between the analytically continued variables are given by
QCT = Q
R
T = Q
L
T , wC = iwR = −iwL. (2.48)
III. SCALAR SUPERCURVATURE MODES
The possible presence of scalar supercurvature modes (i.e. modes with p2 < 0) has important physical consequences.
If a model has supercurvature scalar modes then the density parameter Ω becomes a random variable which takes
different values in different places of the universe, and as we shall see, it may have a considerable spread if p2 is close
to −1 [7, 9]. Also, if the spectrum of perturbations around a particular bubble contains a “supercritical” eigenvalue
with p2 < −1, this may indicate that we are not looking at the dominant channel for decay, and that there is another
instanton with a lower Euclidean action (This is known as the “no supercritical supercurvature” mode conjecture
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which has been shown to hold in several cases [24]). In this section we shall analyze the conditions for the existence of
scalar supercurvature modes in one field models of open inflation. We conclude that generically, these will be absent in
the thin wall case, although they can be present for thick wall models (and even for thin wall models with sufficiently
complicated potentials.) Intuitively, the reason is that for thin wall models the microphysical mass scales are large
compared with the inverse size of the bubble, and hence all modes of fluctuation are “hard”. In contrast, two-field
models generically have supercurvature modes [18] even in the thin wall case. These are not due to the tunneling field
but to the “soft” modes of the slow roll inflaton field - roughly speaking, the value of the slow roll field at the time
of nucleation may be seen as an approximate zero mode of the action.
First of all, in subsection IIIA we shall investigate the weak gravity limit, comparing the scalar spectrum in the
case when metric perturbations are included and the case when they are neglected. The formalism of supersymmetric
quantum mechanics turns out to be very useful in this respect. Then, in subsection III B we shall give a sufficient
condition for the existence of scalar supercurvature modes. In subsection III C, we describe a method to construct a
model which has supercurvature modes when the bubble wall is thick but does not have them when the bubble wall
is thin. In subsection IIID we consider the generalization of the Fubini instanton to a de Sitter background and use
it to illustrate the role played by supercurvature modes in one field models.
A. Supersymmetric Quantum Mechanics and the weak gravity limit
For scalar perturbations the spectrum is determined by the Schro¨dinger operator Ô in Eq. (2.18). This can be
rewritten in the form
Ôqp = [Ô0 + (κφ′2/2)]qp = (p2 + 4)qp,
where
Ô0 = − ∂
2
∂η2
−W ′ +W 2, (3.1)
and we have defined
W = φ′′/φ′.
From the boundary conditions satisfied by the instanton, it is easy to show that
φ′ → e±2η (η → ∓∞) (3.2)
Hence, we have
W → ±2 (η → ∓∞), (3.3)
and the potential term in (3.1) tends to 4 at infinity. Therefore the spectrum is continuous for p2 > 0. Also, since the
potential is not bounded below by its asymptotic value, there may be a discrete spectrum of supercurvature modes for
p2 < 0. The corresponding harmonics YΛ,lm have a wavelength longer than the curvature scale in the open universe
(and are not normalizable on the t = const. hyperboloids [25].)
Let us now consider the spectrum of perturbations of the scalar field Φ when the metric perturbations are switched
off. This is the limit where kinetic terms of the form κφ′2 are neglected, while the effective cosmological constant κV
is kept finite. In that case, the background geometry is de Sitter and the equation for scalar field perturbations is[
∇µ∇µ − ∂2V (ηC)
]
ϕk(η,x) = 0. Using the coordinates (2.10) and substituting the ansatz
ϕ =
∑ χp(η)
a
Y pℓm(x), (3.4)
where Y pℓm is understood as YΛ,ℓm for p2 < 0, one readily finds the eigenvalue equation for χp:
− ∂
2
∂η2
χp + [a2∂2V +H′ +H2 + 3]χp = (p2 + 4)χp. (3.5)
Using the scale factor for de Sitter space a(η) = 1/(H cosh η), this can be rewritten in the form
11
− ∂
2
∂η2
χp + [a2(∂2V − 2H2) + 4]χp = (p2 + 4)χp. (3.6)
Note that in de Sitter space the background field equation becomes
φ′′ − 2 tanh η φ′ − 1
H2 cosh2 η
∂V (φ) = 0. (3.7)
Taking the η−derivative after multiplying it by cosh2 η, we have[
d2
dη2
−
(
4 +
∂2V − 2H2
H2 cosh2 η
)]
φ′ = 0. (3.8)
It is clear from Eq. (3.8) that Eq. (3.6) has as its lowest eigenfunction the wall fluctuation mode χp=2i = φ′, with
eigenvalue p2 = −4. Hence, we can rewrite the operator in the left hand side of (3.6) as
P̂ = − ∂
2
∂η2
+
φ′′′
φ′
= − ∂
2
∂η2
+W ′ +W 2, (3.9)
where W is defined as in (3.1). In going from (3.5) to (3.9) we have used that the background metric is de Sitter.
However, for future reference, we take (3.9) as the definition of the operator P̂ , even in the case of strong gravity.
Thanks to the formalism of supersymmetric quantum mechanics [26], the correspondence between the spectrum
of P̂ and that of Ô in the limit of weak gravity becomes rather straightforward. It turns out that Ô0 and P̂ are
supersymmetric partners of each other, so neglecting the term κφ′2, both spectra coincide (except for the ground
state). Indeed, in terms of the “supersymmetry” generators
Q̂ = ∂η +W, Q̂
† = −∂η +W,
we have
Ô0 = Q̂†Q̂, P̂ = Q̂Q̂†.
Note that if supercurvature modes are absent for the operator Ô0, they are absent for Ô since the neglected term
κφ′2/2 is positive definite. Normalized eigenstates χpS of P̂ (which we may call “bosons”) can be transformed into
normalized eigenstates qpS of Ô0 (“fermions”) and vice versa by acting upon them with the SUSY generators: 1
Q̂†χpS = (p
2 + 4)1/2qpS , (3.10)
Q̂qpS = (p
2 + 4)1/2χpS . (3.11)
Note that, for convenience, in the above equations we have taken the eigenstates to be normalized as in the corre-
sponding Schro¨dinger problem [and not as in (2.25)], i.e.∫ ∞
−∞
q
p
Sq
p′
S = δp,p′ ,
∫ ∞
−∞
χ
p
Sχ
p′
S = δp,p′ (3.12)
Therefore, the spectra coincide except for the ground state of P̂ with p2 + 4 = 0, whose eigenfunction χp=2iS is
annihilated by Q̂† and has no fermionic partner. The reason is that this partner would satisfy the equation Q̂qS = 0,
which due to the boundary condition (3.3) has no normalizable solutions. This is why the wall fluctuation mode
disappears from the scalar spectrum when gravity, even if weak, is turned on.
Where does the wall fluctuation mode go? Even in the absence of gravity, we may choose to eliminate the mode
χp=2i from the scalar spectrum. Through a coordinate transformation, it can be rewritten as an even parity tensor
mode with p2 = 0 [21], which is precisely the bottom of the continuum spectrum of the operator Kˆ corresponding
1The subindices S are included to indicate that these are eigenstates of the SUSY related operators Ô0 and P̂ , and not of
physical operators such as Ô.
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to tensor modes, defined in Eq. (2.39). When the gravitational coupling is switched on, it turns out that the effect
of wall fluctuations, which was concentrated in the p2 = 0 tensor mode, spreads to the long wavelength region of the
spectrum, with eigenvalues [20]
p2 <∼
∫ ∞
−∞
κφ′2dη ≪ 1.
It has been shown that these long wavelength tensor modes reproduce the effect of the wall fluctuation mode on the
cosmic microwave background in the limit of small κφ′2 [20].
In [18] it was shown that, neglecting metric fluctuations and under rather generic conditions for the bubble profile
in the thin wall limit, the operator P̂ has the wall fluctuation mode as its only supercurvature mode. Specifically,
the discussion given there assumes a step function model of ∂2V that has the following behavior of ∂2V . First,
∂2V − 2H2 > 0 on the false vacuum side followed by a thin region of ∂2V − 2H2 < 0. Then there is a thin region of
∂2V − 2H2 > 0 followed by a region of ∂2V ≪ 2H2 on the true vacuum side.2 It follows from our previous discussion
that under those conditions the operator Ô will not have any supercurvature modes.
We can also argue another case for the non-existence of a supercurvature mode as follows. Let us consider Eq. (3.6)
for χp. We assume the case when the background solution is such that a region of Ueff (η) := (∂
2V − 2H2)a2 < 0
exists only for a finite interval of η. Let ηi (i = 1, 2) be the two zero points of Ueff ; Ueff (η1) = Ueff (η2) = 0. We
assume η1 < η2. Now consider a one-node solution of χ
p in the interval η1 < η < η2 with the boundary conditions
χp′(η1) = χ
p′(η2) = 0. Let p
2
∗ be the eigenvalue of this solution. Since Ueff is positive elsewhere, if there exists
a one-node solution χp0 with p20 < 0 for the original problem, χ
p0 must be more warped than χp∗ in the interval
η1 < η < η2. Then it follows that p
2
0 > p
2
∗. In other words, there is no supercurvature mode if p
2
∗ > 0.
As we shall see in subsection III C, there exists a method to reconstruct a potential V from a given φ′ as a function
of η provided it satisfies the boundary condition (3.2) and it is positive (or negative) definite. Let φ˜′(η) = φ′(αη)
where α is a constant within the interval η1 < η < η2 and α → 1 for η → ±∞. Then one can always construct a
potential V˜ from φ˜′. Now let us consider a constant scale transformation η → αη to the equation for χp within the
interval η1 < η < η2:
(p2 + 4)χp(αη) =
[
− ∂
2
∂(αη)2
+
1
φ′(αη)
∂2
∂(αη)2
φ′(αη)
]
χp(αη)
=
1
α2
[
− ∂
2
∂η2
+
1
φ˜′(η)
∂2
∂η2
φ˜′(η)
]
χ˜p˜(η)
=
p˜2 + 4
α2
χ˜p˜(η), (3.13)
where χ˜p˜(η) = χp(αη). Thus we see χ˜p˜ is a solution if χp is so, and the eigenvalue p˜ is given by
p˜2 + 4 = α2(p2 + 4). (3.14)
Then, taking χp to be the one-node solution with the eigenvalue p2∗ constructed in the above, the corresponding
one-node solution for the potential V˜ has the eigenvalue
p˜2∗ = α
2(p2∗ + 4)− 4.
For a sufficiently large α, we have p˜2∗ > 0 and hence there will be no supercurvature mode for V˜ . Since α ≫ 1
corresponds to taking the thin wall limit, this implies the supercurvature mode disappears in the thin wall limit for
the class of potentials which are related by the above scale transformation.
Unfortunately, neither the arguments given in [18], nor the above scaling arguments are completely general, and we
have not been able to give a proof that thin wall always implies that there are no supercurvature modes. Therefore,
in principle, one has to analyze each case separately. Nevertheless, the results given in the following subsections may
provide some valuable guidance in this respect.
2It can be easily seen that letting the region of ∂2V − 2H2 > 0 thick or letting ∂2V on the true vacuum side larger will only
make the existence of a supercurvature mode more difficult.
13
B. A sufficient condition for the existence of supercurvature modes and an SWKB estimate
An upper bound on the lowest eigenvalue of the scalar operator Ô can be obtained by the “variational” method.
Writing
Ô = P̂ − 2W ′ + κφ
′2
2
,
we can readily evaluate the expectation value of Ô in the “test” quantum state whose wavefunction is given by φ′
(i.e. the true ground state of the operator P̂). This expectation value must be larger than or equal to the lowest
eigenvalue p0 of Ô, which implies
(p20 + 4)
∫
φ′2dη ≤
∫ (
4φ′′2 +
κφ′4
2
)
dη.
Therefore, a sufficient condition for the existence of a supercurvature mode (p20 < 0) is that the bubble profile satisfies∫ (
φ′′2 − φ′2 + κφ
′4
8
)
dη < 0. (3.15)
Typically, the third term in the integrand can be neglected because it is Planck scale suppressed. Since the first
term carries two more derivatives than the second, this indicates that we may expect supercurvature modes when the
bubble walls are thick.
Aside from this sufficient condition, we can also estimate the number of bound states of O using the supersymmetric
version of the WKB quantization condition (SWKB) [26]:∫ a
b
√
p2 + 4−W 2dη = πn, (3.16)
where n = 0, 1, 2, ... for the spectrum of the operator P̂, and n = 1, 2, ... for the spectrum of the operator Ô0.
The integration runs over the range where W 2 < p2 + 4.3 Hence, the approximate condition for the existence of a
supercurvature mode of Ô0 is that
I ≡
∫ a
b
√
4−W 2dη > π (3.17)
As shown in Appendix B, this condition is not satisfied when the bubble walls are thin, so we do not expect super-
curvature modes in this case.
Unlike the sufficient condition (3.15), however, the condition (3.17) is the result of an approximation, and so it
cannot be used as a rigorous criterion for the existence of supercurvature modes.
C. A simple method to construct a model
In this subsection we point out that for any given profile φ(η) which is monotonous and has appropriate boundary
conditions at infinity, we can always “reconstruct” a potential V (φ) for which φ is a bounce solution. In particular,
this freedom can be used to construct models which do have supercurvature modes.
Let us consider that φ′ is given. It can be chosen arbitrarily, provided that it has no nodes and satisfies (3.2) at
infinity. Then, the solution of (2.4) at η → ±∞ given by
H− 1
H + 1 = C±e
2η.
3Note that for the ground state n = 0 we know that p2 + 4 = 0. In this case the “turning points” are coincident and the
SWKB approximation gives the exact answer. As noted in [26], this approximation gives accurate answers at both ends of the
allowed range of n (n = 0 and n→∞), so one may expect better results than in the usual WKB approach.
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This solution, which has been obtained from taking φ′ strictly to zero, automatically satisfies the required boundary
condition, H → ∓1 as η → ±∞. Once we know H, we can determine the scale factor by integrating H. Here an
integration constant appears which will determine the overall scale of the potential (say the potential at the false
vacuum VF ). By using Eq. (2.6), the potential is determined as a function of η
V =
6− 6H2 − κφ′2
2κa2
. (3.18)
Since by assumption φ(η) is monotonic, we can express η in terms of φ and the shape of the potential V (φ) is uniquely
determined up to the overall factor mentioned above. 4
Here, we note that the positivity of the potential determined in this way is not guaranteed in principle. However,
integrating the equation
d
dη
(
1
2
φ˙2 − V
)
= −3Hφ˙2 (3.19)
and using the boundary condition φ˙→ 0 as η → ±∞ , we have ∆V = 3 ∫∞
−∞
a−2Hφ′2dη, where ∆V is the difference
between the heights of potential in the false vacuum (η → −∞) and at the nucleation point (η → ∞). If κφ′2 is
sufficiently small, then ∆V/VF becomes small, and hence V stays positive definite.
Having shown that V can be constructed for given φ′, let us now turn to the eigenvalue equation for the scalar-type
perturbations in terms of φ, Eq. (2.18). If there is an eigenfunction with negative p2, the solution with p2 = 0 must
have, at least, one node. Hence, it is sufficient to examine the equation for q := qp
2=0, which is written as[
− d
2
dη2
+
κ
2
φ′
2
+ U(η)
]
q = 0, (3.20)
where
U(η) = −W ′ +W 2 − 4. (3.21)
Since the change in the overall amplitude of φ′ does not alter the function W , we can construct a model in which the
second term is negligibly small without changing the potential U . Hence we neglect this positive definite term. As
mentioned above, the positivity of V is guaranteed in this limiting case.
Instead of specifying the model by giving φ, we can specify it by giving W , which can be chosen arbitrarily as
long as the boundary condition (3.3) is satisfied. Then, by choosing W to stay near zero for a sufficiently long time
interval, U will have a wide negative-valued region and the solution for q = qp=0 will have a node. On the other hand,
if the wall is sufficiently thin, W ′ will dominate the potential U when |W | is small. Then U may become positive
definite, and in this case q would have no node.
For instance, let us consider that W is given by
W = −2 tanh((η − ξ)/∆), (3.22)
where the parameter ξ indicates the position of the bubble wall. Then U becomes(
2
∆
− 4
)
1
cosh2(η − ξ)/∆ . (3.23)
When ∆ > 1/2, the potential U becomes negative. Then q has a node, and hence there are supercurvature modes.
On the other hand, when ∆ < 1/2, the potential U is positive and there are no supercurvature modes. Of course
these results are consistent with the sufficient condition (3.15), which for the present case can be shown to imply
∆ > 3/4. Also, it is known that for the “superpotential” (3.22) the SWKB condition is exact, so (3.17) is equivalent
to the condition ∆ > 1/2. Note that ∆ ∼ 1 separates the thin and thick wall regimes, since for ∆≪ 1 we may write
wall thickness ∼ a(ξ)∆≪ a(ξ) ∼ wall radius.
4Note that the equations of motion for the background have the following symmetry: a global factor in the potential can be
reabsorbed into the scale factor, and so its only effect is to change all physical distances by a constant factor.
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The form of the potential V (φ) corresponding to (3.19) cannot be given in closed form for arbitrary ∆. However, as
noted in [24], for the case ∆ = 1 it corresponds to the inverted quartic double well potential, which is discussed in
the next subsection.
Here we note that the above method for constructing a model does not prove that φ(η) will actually represent a
relevant instanton, since for the same potential V there may be another solution which gives a larger decay rate. This
issue is discussed in [24].
D. Generalized Fubini instanton and the implications of supercurvature modes
In flat space, the inverted quartic potential
Vf = −(λ/4)φ4 (3.24)
has the following solution, known as the Fubini instanton [27, 28]:
φflat =
√
8
λ
ρ
r2 + ρ2
(3.25)
Here, r is the distance to the origin of polar coordinates, and the arbitrary parameter ρ can be interpreted as the size
of the instanton. This is therefore a one-parameter family of instanton solutions which interpolate between the “top”
of the potential φ = 0 at r → ∞ (which can be considered as “false vacuum”) and an arbitrary φ = (8/λ)1/2ρ−1
down the hill at r→ 0 (which can be thought as true vacuum). Note that in this flat space model there is no classical
barrier between those two values of the field, and hence the instanton represents tunneling without barriers [28]. The
Euclidean action for (3.25) is
SE =
8π2
3λ
. (3.26)
The fact that the solution exists for all sizes ρ and that moreover the action is independent of ρ is a consequence of
the conformal invariance of the potential (3.24), which contains no mass scales.
Since de Sitter space is conformally flat, we can generalize the Fubini instanton to de Sitter space. Therefore, for
simplicity, we shall neglect the gravity of the bubble and we shall work directly on the 4-sphere. The metric can be
written as a conformal factor times the metric of flat space
ds2 = Λ2ds2flat = Λ
2[dr2 + r2dS3], (3.27)
where
Λ(Hr) =
1
1 + (Hr/2)2
, (3.28)
H−1 is the radius of the 4-sphere and dS3 is the metric on the 3-sphere.
Under conformal transformations
ds2flat → ds2 = Λ2ds2flat, φflat → φ = Λ−1φflat (3.29)
the Klein-Gordon operator has the following property (see e.g. [29])
[✷− 2H2]φ = Λ−3✷flatφflat.
It follows that
φ = Λ−1φflat =
√
2
λ
ρ
2
4 +H2r2
ρ2 + r2
(3.30)
is a solution of the field equation ✷φ = ∂V/∂φ for the new potential
V = 2H2φ2 − λ
4
φ4 + const. ≡ −λ
4
(φ2 − v2)2, (3.31)
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where
v2 =
2H2
λ
.
Therefore, the solution (3.30) generalizes the Fubini instanton to de Sitter space.
Note that we have added a conformal mass term to the potential V (φ). The effect of this mass term is that now
the potential looks like an inverted double well, with a local minimum at φ = 0. The solution (3.30) now interpolates
between
φN := vρ¯
−1 (3.32)
at the “pole” (or nucleation point) r = 0 and
φA := vρ¯
at the “antipole” (or antipodal point) r → ∞. Here we have introduced the parameter ρ¯ := ρH/2. The generalized
instanton no longer represents tunneling without barriers. It interpolates between a point inside the local well near
φ = 0 and a point outside this local well, beyond the local maxima at φ = v. Therefore this is a Coleman-De Luccia
instanton of the usual sort. For ρ¯ = 1, both turning points coincide and we have φN = φA = v, so the Coleman-
De Luccia instanton degenerates into a Hawking-Moss instanton, where the field is constant throughout the sphere.
Introducing the variable η = − ln(rH/2) the metric takes the form (2.1) and the instanton (3.30) takes the form
φξ(η) = v
cosh η
cosh(η − ξ) . (3.33)
Here we have introduced a positive parameter ξ which can be interpreted as the position of the bubble wall in the
conformal coordinate η. It is related to ρ¯ through
ρ¯ = e−ξ.
The solution in the form (3.33) was given previously in [24], where it was found using the method described in
subsection III C. Indeed, it corresponds to the case ∆ = 1, which as mentioned there has a supercurvature mode.
Let us now discuss the dynamics of the resulting bubble. Because of conformal invariance, the value of the Euclidean
action in curved space is also independent of the value of ρ¯. Naively, one would then expect different types of bubbles
to nucleate with equal probability, characterized by a different initial value from which the field starts rolling down.
However, as we shall see, this picture is too simplistic. What actually happens is that fluctuations of the supercurvature
mode cause different regions inside the same bubble to start from a different value of φN , so that all possibilities are
sampled within just one bubble.
Let us recall the form of the supercurvature mode in this model. Since (3.33) is a solution for any value of the
parameter ξ, the associated zero mode
ϕξ =
∂φξ(η)
∂ξ
, (3.34)
must be a solution of the linearized equations of motion about the solution (3.33). This perturbation only depends
on η, and not on the spatial coordinates on the hyperboloid. Hence, it must correspond to a solution of (3.6) with
p2 = −1 = −Λ2, l = m = 0, since only in this case the harmonic YΛ,00 in the expansion (3.4) is constant [see Eq.
(2.22)]. Indeed,
χp
2=−1 ∝ a(η)ϕ0 ∝ − sinh(η − ξ)
cosh2(η − ξ) (3.35)
solves Eq. (3.6) and it is, moreover, normalizable in the Schro¨dinger sense. However, this mode is real and hence
it is not normalizable in the Klein-Gordon sense (its Klein-Gordon norm is zero). The reason is that its expected
amplitude is actually infinite. Physically, this corresponds to the fact that all values of ξ (that is, all values of the
field φN at the time of nucleation) are equally probable. To handle this case, the zero mode has to be quantized in
terms of “position” and “momentum” operators associated to the collective coordinate ξ, and not in terms of creation
and annihilation operators accompanied by the corresponding Klein-Gordon normalized modes. For our purposes,
however, it will be more instructive to break the degeneracy by perturbing the potential (3.31), so that not all values
of φN are equally probable.
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Following [24], we add the term
∆V = ǫV1(φ), (3.36)
to the potential (3.31), where ǫ is a small parameter. In this case, the Euclidean action evaluated on the field
configuration φ = φξ +∆φ, where ∆φ is a small perturbation of O(ǫ) which is otherwise arbitrary, is given by
S(ξ) := ∆SE [φξ +∆φ] = S
0
E [φξ +∆φ] + 2π
2ǫ
∫
dηa4V1(φξ) +O(ǫ
2). (3.37)
Since φξ is a solution of the unperturbed potential, the field perturbation ∆φ does not appear in the right hand side
of this equation to linear order. Thus, to the lowest order in ǫ, the instanton is still given by (3.30), but now with the
value of ξ = ξ0 that minimizes the right hand side of (3.37). This selects a “preferred” value φ0N . Using (3.33), one
can change the variable of integration in (3.37) from η to φξ. We have
S(ξ) = S0E +
16π2
H4
ρ¯2
(1− ρ¯2)3 ǫ
∫ ρ¯
ρ¯−1
(ρ¯− φ¯)(1 − ρ¯φ¯)φ¯−4V1(φ)dφ¯,
where φ¯ = φ/v is the dimensionless field. For definiteness, let us take V1 = H
4φ¯4(α0 + α1φ¯ + α2φ¯
2). In this case we
have
S(ρ¯) = 4π2ǫ
[
α1
3
1 + ρ¯2
ρ¯
+
α2
5
1 + ρ¯4
ρ¯2
]
+ const.
This expression has extrema at
ρ¯ = ρ¯0 = β ± (β2 − 1)1/2 (3.38)
where β = −5α1/12α2. Of course, (3.38) is only valid for β > 1. For β ≤ 1 the extremum is at ρ¯ = 1 and the
Hawking-Moss transition is the dominant channel. The double sign in (3.38) corresponds to the two different turning
points for a given instanton, so actually there is just one extremum for each value of β.
One can estimate the spread in φN by using the formula for the probability of nucleation
P (φN ) ∼ e−SE(φN ) (3.39)
where the exponent is calculated by substituting the function φξ which corresponds to a given value φN in (3.37). We
have
SE = S[ξ
0] +
1
2
d2S
dξ2
(ξ − ξ0)2.
Using dφN = φNdξ, the variance of φN is given by
〈(∆φN )2〉 = (φ0N )2
(
d2S
dξ2
)−1
. (3.40)
In [24] it was shown that by adding the perturbation (3.36), the eigenvalue at p2 = −1 shifts to a new eigenvalue
γ := p2 + 1 =
3H2
4π2v2
d2S
dξ2
.
Introducing this expression back in (3.40) we have
〈(∆φN )2〉 = 3ρ
−2
0
π2γ
. (3.41)
Here ρ0 = 2ρ¯0H
−1 is the size of the bubble. Note that the eigenvalue γ is of order ǫ, and so as expected the spread goes
to infinity as we switch off the perturbation. Although the result (3.41) has been obtained here rather heuristically
from (3.39), it can be justified more rigorously by studying the r.m.s. fluctuation of φ in the O(3,1) invariant quantum
state, as it was done in [9] for two field models. In particular, by calculating the two point function [9], it can be
shown that the spatial correlations in φ at the time of nucleation decay on the co-moving scale r ∼ γ−1, where r ∼ 1
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corresponds to the curvature scale on the open sections. Therefore, we have the picture that inside of each bubble
there is an ensemble of regions of size r ∼ γ−1 where the value of φN is coherent. But the different regions of the
ensemble take all possible values of φN , with statistical average given by the peak value φ
0
N and with r.m.s. given
by (3.40). The situation here can be contrasted with the one for the two-field models considered in [9]. There, the
mean value of the slow roll field φ selected by the instanton solution is actually zero, at the bottom of the slow roll
potential, and inflation is only due to localized fluctuations with r.m.s. given by the quantum state. Here, the mean
value of φ is nonzero, at a certain value φ0N from which the field starts rolling down.
Also, one can show that r.m.s. amplitude of the supercurvature modes with l > 0 is of order ρ−10 , and not of order
H as it is for subcurvature modes. This is a rather general conclusion, and physically it corresponds to the fact that,
since these modes “live” in the bubble wall, they are excited due to the bubble acceleration, and not just due to
the expansion of the universe. To avoid too large CMB anisotropies caused by the supercurvature modes (note that
ρ−10 > H), in one field models we must ‘tune” the parameters to some extent, so that the radius of the bubble is
comparable to the Hubble radius. In our case, this is achieved for β ∼ 1.
Unfortunately, the inverted quartic potential is not too appropriate from the point of view of slow roll inflation.
After nucleation the field would roll down to infinity in a finite proper time and the kinetic energy would soon dominate
over the potential. Nevertheless, it appears that in any model with supercurvature modes the picture described above
should be qualitatively similar. The different values of φ at the time of nucleation would then result in different
lengths of the slow roll inflation, leading to an ensemble of regions with different values of the density parameter.
This is the same picture that arises in the case of two field models studied in [7, 9]. More general single-field models
with supercurvature modes may be viable phenomenologically, although they are likely to be rather fine tuned. This
issue is currently under investigation.
IV. SPECTRUM OF SCALAR-TYPE PERTURBATION
A. The quantum state at ηR = −∞
In our previous paper [16], we showed that the general features of the spectrum of the tensor-type perturbation can
be understood without specifying details of the potential model. This fact will be briefly reviewed in sectionVA. Here
we show that an analogous argument also holds for the scalar type perturbation. For this purpose, it is convenient to
use the Eq. (2.18). We expand the quantum operator qˆ corresponding to the variable q as
qˆ =
∑
aˆ
(s)
pℓmNSp qp(η)Y pℓm(χ,Ω) +
∑
aˆ
(s)
Λ,ℓmNS,Λq,Λ(η)YΛ,ℓm(χ,Ω) + (h.c.). (4.1)
where aˆ
(s)
pℓm, aˆ
(s)
Λ,ℓm are the annihilation operators. Below, we shall analyse the behaviour of these modes in region C.
The language of one dimensional scattering off a potential barrier will be used. Then we will analytically continue
the modes inside region R and compute its evolution till the end of inflation.
Noting the limiting behaviors φ′ ∝ e∓2ηC at ηC → ±∞, the potential term of Eq. (2.18) tends to
κ
2
φ′
2
+ φ′
(
1
φ′
)′′
→ 4 +O(a2) (ηC → ±∞), (4.2)
and Eq. (2.18) reduces to
− d
2
dη2C
qp = p2qp (ηC → ±∞). (4.3)
Hence, for the continuous spectra one can choose the plane waves e∓ipηC incident from ηC = ±∞ as the two orthogonal
solutions for qp±. These incident plane waves interact with the potential and produce waves reflected back to ηC → ±∞
with reflection amplitudes ̺±, and waves transmitted to ηC → ∓∞ with transmission amplitudes σ±. That is, qp± in
the limit ηC → ±∞ are given by
iqp+ =
{
̺+ e
ipηC + e−ipηC , (ηC → +∞),
σ+ e
−ipηC , (ηC → −∞), (4.4)
and
iqp− =
{
σ− e
ipηC , (ηC → +∞),
̺− e
−ipηC + eipηC , (ηC → −∞). (4.5)
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Here we note that q−p+ and q
−p
− are not independent of q
p
+ and q
p
−. Hence we restrict p to be non-negative. The
reflection and transmission coefficients satisfy the relations
|σ+|2 = 1− |̺+|2, |σ−|2 = 1− |̺−|2, (4.6)
σ− = σ+, σ+ ¯̺− + σ¯−̺+ = 0, (4.7)
which follow from the fact that the Wronskian of any two solutions of (4.3) is constant. It is easy to see that∫∞
−∞
dη qpσq
p′
σ′ = 2πδ(p− p′)δσσ′ . Thus, from Eq. (2.25), the normalization constant NSp is determined as
NSp =
(
4p(p2 + 4) sinhπp
)−1/2
. (4.8)
The analytic continuation to region R of Eqs. (4.4) and (4.5) gives the continuous modes in the limit ηR → −∞ as
q
p
R+ = e
πp/2̺+e
−ipηR + e−πp/2eipηR ,
q
p
R− = e
πp/2σ−e
−ipηR , (4.9)
with the constraint on the coefficients, |̺+|2+ |σ−|2 = 1. These play the role of the positive frequency mode functions
in region R.
For the discrete part of the spectrum, the normalizable solutions q,Λ can be choosen to have the form
q,Λ = e±ΛηC (η → ∓∞) . (4.10)
The normalization constant NS,Λ is determined from Eq. (2.26),
NS,Λ =
(
(4− Λ2)
∫ ∞
−∞
dη |q,Λ|2
)−1/2
. (4.11)
The analytic continuation to region R of Eq. (4.10) gives the discrete modes in the limit ηR → −∞ as
q,Λ = eiΛπ/2eΛηR . (4.12)
B. General formula for the power spectrum
The important quantity that determines the primordial density perturbation spectrum as well as the large angle
CMB anisotropies is the curvature perturbation on the comoving hypersurface, Rc. The comoving hypersurface is
the one on which the scalar field fluctuation ϕ vanishes. In the present case, Rc is given by
Rpc = −NSp
(
κφ′qp
2a
+
H
φ′
ϕpN
)
. (4.13)
Using Eq. (2.29), it can be written in terms of q alone,
Rpc = −NSp
[
κ
2
φ′
a
+
H
aφ′2
d
dηR
φ′
]
qp. (4.14)
The evolution of the scalar-type perturbation is governed by the analytic continuation of Eq. (2.18) to region R. It
takes exactly the same form as the one in region C:[
d2
dη2R
+ (p2 + 4)− φ′
(
1
φ′
)′′
− κ
2
φ′
2
]
qp = 0. (4.15)
Now, we will define a function that will gives us the value at the end of inflation of the curvature perturbation Rpc
which is generated by a scalar perturbation qp having the form eipηR on the lightcone when it enters inside region R
(i.e. when ηR → −∞). From Eq. (4.14), this “transfer function” for the scalar curvature perturbation is given by
T pS := limηR→ηend
[
−κ
2
φ′
a
− H
aφ′2
d
dηR
φ′
]
q˜p, (4.16)
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where, accordingly, q˜p is the solution of Eq. (4.15) which behaves as q˜p → eipηR when ηR → −∞, and where we have
drop the normalization constant NSp . Here ηend is the value of the conformal time ηR for which a→∞. Taking into
account that the quantum state for qp inside region R is given by Eqs. (4.9), it is easily seen that the continuous part
of the primordial spectrum for Rc at the “end of inflation” can be computed from
〈|Rpc |2〉 = |Rp+c |2 + |Rp−c |2 = 2|NSp |2|T pS |2
(
coshπp+ ℜ
(
̺+
T pS
T pS
))
.
(4.17)
Using Eq. (4.8) we have
〈|Rpc |2〉 =
|T pS |2
2p(p2 + 4) sinhπp
(
coshπp+ ℜ
(
̺+
T pS
T pS
))
. (4.18)
For the discrete modes we define the transfer function as follows,
T ,ΛS := limηR→ηend
[
−κ
2
φ′
a
− H
aφ′2
d
dηR
φ′
]
q˜,Λ, (4.19)
where q˜,Λ is the solution of Eq. (4.15) which tends to eΛηR on the lightcone inside region R. The discrete part of the
primordial spectrum for the curvature perturbation is then given by
〈|R,Λc |2〉 = |R,Λc |2 = |NS,Λ|2|T ,ΛS |2 , (4.20)
where N ,ΛS is given by Eq. (4.11).
Thus, in order to find the power spectrum for scalar-type perturbations one has to solve two separate problems.
First, for the continuous spectra, one has to solve the scattering problem posed in the previous subsection in order
to find the reflection coefficient ρ+. Roughly speaking, this accounts for the scattering of scalar modes off the bubble
wall, which determines the initial quantum state for these modes at the beginning of the second stage of inflation
inside the bubble. For the discrete spectrum, one has to find the normalization of the modes, which will give us the
“size” of their effect. Then, one has to compute the transfer function TS , which accounts for the evolution of the
modes during the second stage of inflation.
The expression (4.18) is of general validity. Typically, however, both the reflection coefficient and transfer function
can only be found numerically. In the appendices we discuss some exactly soluble models, but for the rest of this
section we shall consider the weak backreaction case, which can also be treated analytically.
C. Weak backreaction case
We now consider the evolution of the scalar-type perturbation inside the bubble in the weak backreaction case. For
notational simplicity, we set t = τR and omit the suffix R from all the variables in the rest of this subsection unless
ambiguity arises.
In general, one cannot assume the slow roll motion of φ immediately after nucleation. Nevertheless, it can be assumed
that the back reaction of the motion of φ to the cosmic expansion is negligible at this stage when the universe is
curvature-dominated. Then, after a few Hubble expansion times, the universe starts to expand exponentially and the
slow roll assumption becomes valid. Hence it is fair to assume
κφ˙2 ≪ H
2
a2
≈ H2 + 1
a2
, (4.21)
where H2 := κV/3. We call this the small back reaction approximation, since it corresponds to the limit in which the
back reaction of the inflaton field dynamics to the geometry is small. In this limit, a can be approximated by that of
de Sitter space as long as the time duration considered, ∆t, is not much greater than H−1. Also, we shall make the
approximation that ∂2V varies slowly compared with the expansion time. Furthermore, since the initial condition
and the evolution of the mode function qp for p ≫ 1 will be the same as the case of the flat universe inflation, we
focus our attention on the modes with p not too greater than unity.
To discuss the evolution in the small back reaction limit, we find it is more convenient to use the equation for the
scalar field perturbation in the Newton gauge, Eq. (2.30), instead of working directly with (4.15). Setting
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ϕpN =
χp
a
, (4.22)
rewriting Eq. (2.30) in terms of χp and ηR, and performing analytic continuation, we obtain
χp′′ +
[
p2 + 2(1−H2) + ∂2V a2]χp = 5
2
κφ′
2
χp − κφ′2qp′ . (4.23)
Also from Eq. (2.29), qp and χp are related as
χp =
1
φ′
(φ′qp)′ = qp′ +
φ′′
φ′
qp (4.24)
Note that this is basically the same as Eq.(3.11), except that here we are using the expansion (2.17) for q and for χ,
with the same normalization constants NSp , whereas in (3.11) we were using the Schro¨dinger normalization for both
sets of eigenstates. In the limit η → −∞, Eq. (4.24) reduces to
χp →
(
d
dη
+ 2
)
qp (η → −∞). (4.25)
From the above equation (4.24) and the asymptotic behavior of qp and φ′ at a→ 0 (η → −∞), namely qp ∼ e±ipη
and φ′ ∼ e2η, we find qp′ ∼ χp or smaller for a≪ 1. On the other hand, the behavior of qp for a≫ 1 can be deduced
from Eq. (4.15). Under the slow roll approximation, we find
qp ∼ e
∫
δHdt , e−
∫
(1+δ)Hdt ; δ :=
3
2
κ
φ˙2
H2
− 1
3
∂2V
H2
. (4.26)
Hence, assuming the growing mode (the first solution in the above) dominates, we have qp′ ≪ (φ′′/φ′)qp ∼ χp. Then,
since H2 − 1 ≈ H2a2 and κφ′2 = κφ˙2a2, we may neglect the right hand side of Eq. (4.23) in the small back reaction
approximation.
Also, for the stage (Ha)2 ≫ 1, we approximately have
Rpc = −NSp
H
aφ˙
χp . (4.27)
Just as in the case of the flat universe inflation, this turns out to be constant in time for H2a2 ≫ p2. For definiteness,
let us explicitly show this fact and derive the power spectrum of Rc.
The transfer function defined in Eq. (4.16) is now approximately given by
T pS ≈ limη→0
[
−H
aφ˙
χ˜p
]
, (4.28)
where, using Eq. (4.25), χ˜p is the solution of Eq. (4.23) which behaves as χ˜p → (2 + ip)eiη when η → −∞. Now let
us find the solution to Eq. (4.23) in the small back reaction limit. With the approximations above, and assuming the
time variation of M2 = ∂2V is small compared with the expansion time scale, the general solution to Eq. (4.23) is
χp = αP ipν′ (− coth η) + βP−ipν′ (− coth η), (4.29)
where − coth η = coshHt, and ν′ is given by
ν′ :=
√
9
4
− M
2
H2
− 1
2
. (4.30)
It should be noted that there are cases in which our assumptions may not be valid. For example, in a model of one-
bubble inflation recently proposed by Linde [6], the time variation of M2 is significant at the early stage of inflation
inside the bubble.
The approximate solution (4.29) is valid for t <∼ a few×H−1, i.e., until aH is not too much greater than unity. For
definiteness, we write this condition as aH ≪ B where B is a big number, say ∼ e10. Noticing that
P−ipν′ (− coth η)→
eipη
Γ(ip+ 1)
(η → −∞), (4.31)
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we find
χ˜p = (2 + ip)Γ(ip+ 1)P−ipν′ (− coth η) . (4.32)
Let us consider the behavior of χ˜p at the stage when 1≪ H2a2 ≪ B2. Note that, for p = O(1), we have p2 ≪ H2a2
as well. Thus we consider the stage 1+ p2 ≪ H2a2 ≪ B2. At this stage, the approximate solution (4.32) is still valid
and, using the assymptotic form of the Legendre function, the expression of χ˜p reduces to
χ˜p → (2 + ip)√
π
Γ(ip+ 1)Γ
(
ν′ + 12
)
Γ (ν′ + ip+ 1)
eν
′Ht. (4.33)
Now we consider the evolution of the background inflaton field at the stage when 1 + p2 ≪ H2a2 ≪ B2. In
accordance with our assumption, the potential V (φ) during this epoch can be approximated by
V (φ) = Vp + ∂Vp(φ− φp) + 1
2
M2(φ − φp)2, (4.34)
where φp is the value of φ at a fiducial time t = tp. A convenient choice of tp is the time at which a few×(1+p2) = a2H2,
which is essentially the horizon crossing time. During this stage, one can approximate the evolution equation of the
background field as
φ¨+ 3Hφ˙ = −∂Vp −M2(φ− φp), (4.35)
where H = H(tp). The solution is
φ− φp = −∂Vp
M2
+ c1e
−λ1H(t−tp) + c2e
−λ2H(t−tp), (4.36)
where c1 and c2 are integration constants and
λ1 =
3−√9− 4M2/H2
2
, λ2 =
3 +
√
9− 4M2/H2
2
. (4.37)
The terms with c1 and c2 correspond to the growing and decaying solutions, respectively. Then neglecting the decaying
solution, we can evaluate φ˙ during this stage as
φ˙ =
(−∂Vp)
Hλ2
e−λ1H(t−tp). (4.38)
Hence, noting that λ1 = −ν′+1, we have H/(aφ˙) ∝ eν′Ht ∝ χ˜p. Thus Rpc stays constant in time for 1+p2 ≪ H2a2 ≪
B2. After this stage, the constancy of Rpc can be shown in the exactly the same manner as in the case of the flat
universe inflation.
Collecting the results above, we find that the transfer function is given by
T pS =
(
H3λ2
(2aH)λ1∂V
)
t=tp
2(2 + ip)Γ(ν′ + 12 )Γ(ip+ 1)√
π Γ(ν′ + ip+ 1)
. (4.39)
Notice that the factor (2aH)λ1 |t=tp ≈ 1 for models with M2 << H2. Finally, the power spectrum of Rpc at the end
of inflation is given by
〈|Rpc |2〉 = ( H3λ2(2aH)λ1∂V
)2
t=tp
2(coshπp+ cos δp)
sinh2 πp
∣∣∣∣∣ Γ
(
ν′ + 12
)
Γ (ν′ + ip+ 1)
∣∣∣∣∣
2
, (4.40)
where δp is a phase defined by
eiδp :=
(2− ip)Γ(1− ip)Γ(ν′ − ip+ 1)ρ+
(2 + ip)Γ(1 + ip)Γ(ν′ + ip+ 1)|ρ+| . (4.41)
If we set M2 = 0, we recover the result presented in Eq.(4.2) of [18].
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As for the supercurvature modes, although we have argued in section III that they are not expected in thin wall
models, they are not excluded in the general case. The normalization appearing in Eq. (4.11) and Eq. (4.20) is strongly
model dependent. As mentioned at the end of section III, supercurvature modes can impose severe constraints on the
parameters of the model. For a discussion of supercurvature modes in two-field models see [8, 9]
In the above discussion, we have assumed the small time variation of M2 as well as the small back reaction limit.
However, as we have noted, there are models in which the former condition is violated [6]. Furthermore, it is possible
to consider a model in which the back reaction is significant during the first few expansion times inside the nucleated
bubble. For such a model, the spectrum at p2 <∼ 1 can be quite different from the one we derived above, and one should
resort to the general expression (4.18), which typically will require numerical evaluation of the reflection coefficient and
transfer function. Nevertheless, it is worthwhile to note that the contribution of the p≪ 1 part of the scalar spectrum
to the large angle CMB anisotropies is negligible [18]. This is due to the fact that 1/p2 factor in the normalization
constant at p2 → 0 is canceled by the factor p2 coming from the harmonics |Y pℓm|2.
V. TENSOR-TYPE PERTURBATION
A. Spectrum at ηR → −∞
In our previous paper [16], we have shown that the spectrum of the tensor-type perturbation is constrained to have
a certain restricted form. Here we briefly review the result. The argument is parallel to the one for the scalar-type
perturbation given in section IVA.
We expand the quantum operator wˆ corresponding to the variable w as
wˆ =
∑
aˆ
(t)
pℓmN Tpℓwp(ηC)Y pℓm + (h.c.), (5.1)
where wp satisfies the eigenvalue equation (2.39). As noted in section II B, there exists no supercurvature mode in
the tensor-type perturbation. Note also that the potential term in Eq. (2.39) goes to zero at both boundaries of the
region C. Hence, as the two orthogonal solutions wp(±), we may take those having the asymptotic behaviors as
iwp+ =
{
̺+ e
ipηC + e−ipηC , (ηC → +∞),
σ+ e
−ipηC , (ηC → −∞), (5.2)
and
iwp− =
{
σ− e
ipηC , (ηC → +∞),
̺− e
−ipηC + eipηC , (ηC → −∞). (5.3)
As in the case of scalar-type perturbation, using the Wronskian relations we obtain
|σ+|2 = 1− |̺+|2, |σ−|2 = 1− |̺−|2, (5.4)
σ− = σ+, σ+ ¯̺− + σ¯−̺+ = 0. (5.5)
We also have
∫∞
−∞ dηw
p
σw
p′
σ′ = 2πδ(p− p′)δσσ′ . Thus, from Eq. (2.47), the normalization constant N˜ Tp is determined
as
N˜ Tp =
√
(p2 + 1)
κp sinhπp
. (5.6)
Finally the analytic continuation of the two independent modes to region R gives
w
p
R+ = e
πp/2̺+e
−ipηR + e−πp/2eipηR ,
w
p
R− = e
πp/2σ−e
−ipηR , (5.7)
with a constraint on coefficients, |̺+|2 + |σ−|2 = 1. Thus we obtain
|wpR+|2 + |wpR−|2 = 2(coshπp+ ℜρ+), (5.8)
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at ηR → −∞. This bound is obtained without specifying details of the model. For p2 ≫ 1, the spectrum at ηR → −∞
is model-independent. On the other hand, the spectrum for small p2 is sensitive to the choice of a model. It should
be noted, however, the reflection coefficient ρ+ can be written in the form,
ρ+ = −|ρ+(p)|e2ipα(p) (5.9)
where |ρ+(0)| = 1 and α(0) is finite.
As mentioned in the previous section, in the case of the scalar-type perturbation, the contribution of the p2 ≪ 1
modes to the CMB anisotropy is negligible. Hence we did not have to worry about the behavior of the spectrum at
p2 ≪ 1. On the contrary, in the case of the tensor perturbation, the behavior of the low frequency spectrum does
affect the large angle CMB anisotropy significantly. This is because there is an extra factor of 1/p2 in the normalized
tensor harmonics Y
(+)pℓm
ij (see Eq. (2.43)) as compared with the scalar harmonics Y
pℓm. In fact, if ρ+ were not to
have the behavior shown in Eq. (5.9), the CMB anisotropy due to tensor-type perturbations would have diverged.
Hence, we must be more careful when dealing with the low frequency modes in the present case. In fact, the so-called
wall fluctuation modes, which give an important contribution to the CMB anisotropy, are due to these modes [20].
B. General formula for the power spectrum
As in the case of scalar perturbations, we shall give a general formula for the power spectrum of tensor modes in
terms of the reflection coefficient for the corresponding transfer function.
Let us first recapitulate the evolution equation for the tensor perturbation. The equation for wp is[
d2
dη2R
− κ
2
φ′
2
+ p2
]
wp = 0. (5.10)
Equivalently, the equation for QpT is [
d2
dτ2R
+ 3
a˙
a
d
dτR
+
p2 + 1
a2
]
QpT
a2
= 0 . (5.11)
The variable wp is expressed in terms of QpT as Eq. (2.35). Conversely, substituting Eq. (2.35) into Eq. (5.11) yields
the expression for QpT in terms of w
p:
QpT
a2
= − κ
a(p2 + 1)
d
dτR
(awp). (5.12)
As for scalar perturbations, we will define an auxiliary “transfer function” TT in order to compute the power
spectrum for the variable QpT /a
2 at the end of inflation . For tensor perturbations it is defined as follows,
T pT := limηR→ηend−
κ
a2(p2 + 1)
d
dηR
aw˜p, (5.13)
where w˜p is the solution of Eq. (5.10) which behaves as w˜p → eipηR when ηR → −∞. Then, taking into account the
form of the quantum state on the lightcone inside region R, Eq. (5.7), the power spectrum of QpT /a
2 can be expressed
as
〈|U (+)pℓm|2〉 = |N˜ Tp |2
〈∣∣∣∣QpTa2
∣∣∣∣2
〉
= |N˜ Tp |2
∣∣∣∣∣Qp+Ta2
∣∣∣∣∣
2
+
∣∣∣∣∣Qp−Ta2
∣∣∣∣∣
2
 = 2|N˜ Tp |2|T pT |2
(
coshπp+ ℜ
(
̺+
T pT
T pT
))
. (5.14)
Here, we have introduced the variable U
(+)
pℓm used in [16, 21], in terms of which the metric perturbations reads
hij [QT ] =
∑
U
(+)
pℓmY
(+)pℓm
ij (5.15)
Thus, from Eq. (2.46), we have U
(+)
plm = N˜ Tp QpT /a2.
Finally, the tensor power spectrum is given by
〈|U (+)pℓm|2〉 = 2
|T pT |2(p2 + 1)
κp sinhπp
(
coshπp+ ℜ
(
̺+
T pT
T pT
))
. (5.16)
In the appendices we present some cases where the transfer function can be found analytically. However, for the
remainder of this section we turn attention to the weak backreaction case.
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C. Weak backreaction case
Again, as in the case of the scalar-type perturbation, we omit the suffix R from all the variables and set t = τR
throughout this subsection. We also adopt the small back reaction approximation, i.e., we assume κφ′
2 ≪ H2.
At the first stage when a2 ≪ 1, we have wp ∼ e±ipη. In the small back reaction limit, this solution is valid as long
as the inequality κφ′
2
= κφ˙2a2 ≪ p2 is satisfied. On the other hand, for p2 + 1 ≪ H2a2, Eq. (5.11) tells us that
QT /a
2 becomes constant, save the decaying solution that dies off as ∼ a−3. Hence, for p2 >∼ 1, there exists a stage
during which κφ˙2 ≪ p2/a2 ≪ H2 is satisfied. One can then evaluate the final amplitude of QpT /a2 approximately at
the t = tp when a few × (p2 + 1) = a2H2 to obtain
QpT
a2
≈ − κ
(p2 + 1)
(Hwp)t=tp . (5.17)
In this case, the transfer function greatly simplifies, being given by
T pT ≈ −
κ
(p2 + 1)
(Hw˜p)t=tp . (5.18)
Calculating the spectrum of QpT /a
2, we recover Eq.(4.8) of our previous paper [16], where the effect of the evolution
inside the bubble was neglected. Under this assumption, the transfer function is readily given by T pT = −κH/(p2+1).
However, as already mentioned, the low frequency modes are very important for the tensor-type perturbation. To
evaluate the spectrum at p2 <∼ 1, we perform a perturbation analysis with respect to κφ′2.
First note that, once the universe is no longer exactly de Sitter, the limit η → 0 does not correspond to a → ∞
any more. To accommodate this shift in η, we introduce a new time coordinate ζ such that it satisfies dζ = dη and
approaches zero for a→∞, and write the scale factor as
a =
−1
Q(ζ) sinh ζ
, (5.19)
where the function Q takes care of the deviation from the exact de Sitter metric. It is assumed that Q approaches a
constant at ζ → −∞. Then we have
a′
a
= − coth ζ − Q
′
Q
, (5.20)
and the Friedmann equation becomes
h2 = Q2
[
1 + 2 sinh ζ cosh ζ
Q′
Q
+ sinh2 ζ
(
Q′
Q
)2]
, (5.21)
where the function h is defined by
h2(ζ) :=
κ
3
(
1
2
φ˙2 + V
)
. (5.22)
The time derivative of Eq. (5.21) gives
κ
2
φ′2 = −
(
a′
a
)′
+ a2h2 =
(
Q′
Q
)′
+
(
Q′
Q
)2
+ 2 coth ζ
Q′
Q
. (5.23)
In the limit ζ → −∞, we assume that the scale factor approach that of the exact de Sitter universe. Hence we must
have
a→ 2e
η
h0
=
2eζ
Q0
, ζ → −∞, , (5.24)
where h0 = h(−∞) and Q0 = Q(−∞). This gives
h0 = Q0e
η−ζ =: Q0e
∆η . (5.25)
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Thus the correction to the conformal time, ∆η, is obtained by evaluating Q0. Let us carry this out.
To the first order in κ, since Q′/Q = O(κφ′
2
), we can neglect the quadratic term in Eq. (5.23). Then it can be
integrated to give
Q′
Q
=
−1
sinh2 ζ
∫ 0
ζ
dζ′
κ
2
φ′
2
sinh2 ζ′, (5.26)
where we have imposed the boundary condition that sinh2 ζQ′/Q→ 0 for ζ → 0, which means the expansion is almost
de Sitter at late times. Inserting this to Eq. (5.21) and taking the limit ζ → −∞, we obtain
e2∆η = 1 + κ
∫ 0
−∞
dζ sinh2 ζφ′2. (5.27)
Hence to the linear order, we find
∆η =
κ
2
∫ 0
−∞
dζ sinh2 ζφ′2. (5.28)
Now let us solve for w˜p to the first order in κφ′2. For this purpose, we set
w˜p = eipηeF ; F (η) =
∫ η
−∞
dη′f(η′) , (5.29)
and insert this to Eq. (5.10). Linearizing the resulting equation, we obtain
f ′ + 2ipf =
κ
2
φ′
2
. (5.30)
This can be easily solved to give
f =
κ
2
∫ η
−∞
dη′φ′
2
e2ip(η
′−η)dη′. (5.31)
Hence we obtain
F =
κ
2
∫ η
−∞
dη′
∫ η′
−∞
dη′′φ′
2
(η′′)e2ip(η
′′−η′)
=
κ
2
∫ η
−∞
sin p(η − η′)
p
φ′
2
(η′)eip(η
′−η)dη′, (5.32)
where the second expression is obtained by integration by parts.
Then the spectrum of QT /a
2 can be evaluated by using Eq. (5.17). Our interest here is the behavior of w˜p for small
p. In particular, if the phase of w˜p would remain finite for p→ 0, the tensor-type perturbation would give divergent
contribution to the CMB anisotropy as mentioned at the end of subsection VA. Hence it is important to clarify the
limiting behavior of w˜p at p→ 0.
In the limit p≪ 1, Eq. (5.32) reduces to
F ≈ κ
2
[∫ ζ
−∞
dζ′(ζ − ζ′)φ′2(ζ′)− ip
∫ ζ
−∞
dζ′(ζ − ζ′)2φ′2(ζ′)
]
, (5.33)
where we have replaced η with ζ = η + ∆η. The first term gives the first order correction to the amplitude of w˜p.
An inspection of it shows it diverges logarithmically at ζ → 0, which implies the behavior of w˜p as ∼ |ζ|−ǫ where
ǫ = O(κφ˙2/H2). However, this divergence is precisely canceled by the correction to H ≈ h ≈ Q which behaves as
∼ |ζ|ǫ. Therefore the validity of Eq. (5.18) remains intact. On the other hand, the second term which gives a phase
correction which is finite at ζ → 0. From Eqs. (5.28) and (5.29), we find
w˜p → |w˜p|eipβ(p) (ζ → 0); β(p) = κ
2
∫ 0
−∞
dζ(sinh2 ζ − ζ2)φ′2 +O(p). (5.34)
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Thus the phase pβ(p) vanishes for p→ 0 as one should have physically expected.
Taking the above result into account, the final amplitude of QpT /a
2 is found to be
〈|U (+)pℓm|2〉 = |N˜ Tp |2
〈∣∣∣∣QpTa2
∣∣∣∣2
〉
= 2|N˜ Tp |2
κ2H2|t=tp
(p2 + 1)2
[coshπp− |ρ+| cos (2p(α− β))]
= 4κH2|t=tp
coshπp− |ρ+| cos (2p(α− β))
2p(p2 + 1) sinhπp
, (5.35)
where α and β are functions of p, defined in Eqs. (5.9) and (5.34), respectively, and both are finite in the limit
p→ 0. Thus the low frequency spectrum of the tensor-type perturbation is affected both by the configuration of the
Euclidean bubble and by the evolutionary behavior of the inflaton field inside the bubble.
We note, however, that the effect of the evolution inside the bubble will be small when the small back reaction
approximation is valid. This comes from the fact that the integral in Eq. (5.34) can be basically evaluated over the first
expansion times after nucleation, where sinh2 ξ dominates and can be replaced by a, hence β <∼ κ(φ˙2)max/H2 ≪ 1.
This implies the cosine starts oscillating only for p ∼ β−1 ≫ 1. Hence the effect of the evolution inside the bubble
is unimportant if the small back reaction approximation is valid. On the other hand, the effect may be significant
for a model that violates the small back reaction approximation, and then the general formula (5.16) should be used.
This typically requires numerical solution for the reflection coefficient and transfer functions, and we have no further
comment for such a case here.
VI. CONCLUSION
We presented a formalism to calculate the scalar-type and tensor-type perturbations in the one-bubble open inflation
scenario and investigated the general features of their spectra. Our analysis is based on a single-field model of one-
bubble open inflation, but the result for the tensor-type perturbation will be the same for a multi-field model.
For the scalar-type perturbation, for a single-field model, we found that there is no discrete supercurvature mode
if the wall thickness is sufficiently smaller than the wall radius. As for the continuous spectrum, we obtained the
formula (4.40), which reduces to the familiar expression
〈|Rpc |2〉 ≈
9
2p3
(
H3
V ′
)2∣∣∣∣∣
t=tp
,
for p2 ≫ 1, where tp is approximately the horizon crossing time at which p2+1 = H2a2. In deriving it, we adopted the
small back reaction and assumed the small time variation of the potential curvature (i.e., the mass term). The small
back reaction approximation is the one in which the effect of the inflaton dynamics on the cosmological expansion is
small within a few Hubble expansion times and it corresponds to the slow roll approximation at the late stage when
the spatial curvature of the universe can be neglected. For p2 <∼ 1, the resulting spectrum is largely dependent on
details of a model. In particular, if the time variation of the potential curvature is large, our formula (4.40) will not
be a good approximation. However, the effect of the very low frequency modes (p2 ≪ 1) on the CMB anisotropy
is known to be very small. Hence, we conclude that observational consequences of the scalar-type perturbations are
rather robust except for the contribution to the low multipoles (ℓ <∼ a few) of the CMB anisotropy spectrum, for
which the p2 ∼ 1 part of the scalar perturbation spectrum is important.
For the tensor-type perturbation, it was easy to see that there is no supercurvature mode. Again, the continuous
spectrum is found to be almost independent of details of a model as long as the small back reaction condition is
satisfied. By taking account of the back reaction perturbatively, we found the small p behavior of the spectrum is
affected both by the configuration of the Euclidean bubble and by the evolution of the inflaton field inside the bubble.
For a model that satisfies the small back reaction condition, however, the latter effect is found to be unimportant.
Nevertheless, by relaxing the small back reaction condition, it may be of interest to see if this effect gives rise to an
additional constraint on models of one-bubble open inflation.
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APPENDIX A: CANONICAL QUANTIZATION OF PERTURBATIONS IN ONE-BUBBLE OPEN
INFLATION
Here, we discuss the quantization of perturbations of a scalar field and metric in the context of one-bubble open
inflation. The Lorentzian continuation of the Coleman-De Luccia instanton is considered as the background configu-
ration. Following the Dirac’s procedure, we reduce the degrees of freedom of a constrained system to physical ones.
Here we follow the notation used in [30].
We start with the background metric of the form,
ds2 = dτ2 + a2(τ)(−dχ2 + cosh2 χdΩ2). (A1)
For convenience, we introduce the unit normal vectors,
τµ := (∂τ )
µ = (1, 0, 0, 0), nµ := a−1(∂χ)
µ = (0, a−1, 0, 0). (A2)
Then the metric is decomposed as
gµν = τµτν − nµnν + σµν , (A3)
where σµν is the metric of the 2-sphere with the radius a. Further we adopt the convention to denote the projection
of tensors as
Vτ := Vµ τ
µ,
Vn := Vµ n
µ = a−1Vχ. (A4)
The following relation is used in the calculations.
nµ;ν = − a˙
a
τµnν +
tanhχ
a
σµν ,
τµ ;ν = − a˙
a
nµnν +
a˙
a
σµν . (A5)
The second variation of the Lagrangian for the gravitational part is given by
L
(2)
G =
1
8κ
(−hµν;ρhµν;ρ + 2hµν;ρhρµ;ν − 2hµν ;νh;µ + h;µh;µ) , (A6)
where hµν is the metric perturbation. The matter part is given by
L
(2)
mat =
1
8κ
(
h2 − 2hµνhµν
)( a¨
a
+ 2
(
a˙
a
)2
− 2
a2
)
+
1
2
[
(2hντ − hgνt ) φ˙ ϕ,ν − hV ′(φ)ϕ − gµνϕ,µϕ,ν − V ′′(φ)ϕ2
]
, (A7)
where ϕ is the scalar field perturbation. The explicit form of the terms in the gravitational part is given in Eq. (E.5)
of [21].
We expand the metric and the scalar field perturbations in terms of the spherical harmonics Y = Yℓm(Ω) and
consider only the even parity modes. For the metric components, we set
h(e)nn =
∑
H(e)ℓmnn Y, h
(e)
nτ =
∑
H(e)ℓmnτ Y, h
(e)
ττ =
∑
H(e)ℓmττ Y,
h
(e)
nA =
∑
H(e)ℓmn Y||A, h
(e)
τA =
∑
H(e)ℓmτ Y||A,
h
(e)
AB =
∑(
w(e)ℓmY σˆAB + v
(e)ℓmYAB
)
, (A8)
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where
YAB =
Y||AB
ℓ(ℓ+ 1)
+
1
2
σˆABY. (A9)
The reality condition implies Hℓmi = H
ℓ−m
i , where Hi = Hnn, Hnτ , Hn, Hττ , Hτ , w, v. To keep the simplicity of
notation, we omit the indices, (e), ℓ and m, unless there arises confusion. For later convenience, we list the formulas
of the Ω-integration, ∫
dΩ Y Y = 1,∫
dΩ σˆAA
′
Y||AY||A′ = ℓ(ℓ+ 1),∫
dΩ σˆAA
′
σˆBB
′
YABYA′B′ =
ℓ(ℓ+ 1)− 2
2ℓ(ℓ+ 1)
,∫
dΩ σˆAA
′
σˆBB
′
σˆCC
′
YAB||CYA′B′||C′ =
(ℓ(ℓ+ 1)− 2)(ℓ(ℓ+ 1)− 4)
2ℓ(ℓ+ 1)
,∫
dΩ σˆAA
′
σˆBB
′
σˆCC
′
YAB||CYA′C′||B′ =
(ℓ(ℓ+ 1)− 2)(ℓ(ℓ+ 1)− 6)
4ℓ(ℓ+ 1)
. (A10)
It is convenient to rewrite the components having more than two of their indices projected onto the 2-sphere as
hnA;B =
[
− ℓ(ℓ+ 1)
2a2 cosh2 χ
Hn +
1
a
Hnτ − tanhχ
a
(
Hnn +
w
a2 cosh2 χ
)]
σABY
+
[
ℓ(ℓ+ 1)Hn − tanhχ
a
v
]
YAB,
hτA;B =
[
− ℓ(ℓ+ 1)
2a2 cosh2 χ
Hτ +
1
a
(
Hττ − w
a2 cosh2 χ
)
− tanhχ
a
Hnτ
]
σABY
+
[
ℓ(ℓ+ 1)Hτ − 1
a
v
]
YAB,
hAB;n =
σABY
a3 cosh2 χ
[∂χ − 2 tanhχ]w + 1
a
YAB [∂χ − 2 tanhχ] v,
hAB;τ =
σABY
a2 cosh2 χ
[
∂τ − 2 a˙
a
]
w + YAB
[
∂τ − 2 a˙
a
]
v,
hAB;C =
w
a2 cosh2 χ
Y||CσAB + v YAB||C +
2
a
[Hτ − tanhχHn]Y||(AσB)C . (A11)
Then it is straightforward to calculate the action for the even parity modes. By using the formulas (A10) the
Ω-integration in the action is performed to give∫
d4x
√−g
(
L
(2)
G + L
(2)
mat
)
=
∫
dχ
∫
dτ
(
L
(e)
G + L
(e)mat
)
. (A12)
Here we only demonstrate the most complicated term in the gravitational part;∫
dΩ σµµ
′
σνν
′
σρρ
′
(−hµν;ρhµ′ν′;ρ′ + 2hµν;ρhν′ρ′;µ′)
=
∑
ℓ,m
1
(a2 cosh2 χ)3
[
− ℓ(ℓ+ 1)− 2
ℓ(ℓ+ 1)
|v|2 + 4ℓ(ℓ+ 1)(a cosh2 χ)2 |Hτ − tanhχHn|2
+8ℓ(ℓ+ 1)a cosh2 χ [Hτ − tanhχHn]w − 2 (ℓ(ℓ+ 1)− 2) v w
]
. (A13)
The matter part reduces to
L
(e)
mat =
1
4κa3 cosh2 χ
[
−
(
H2nn +H
2
ττ +
1
a4 cosh4 χ
(
2w2 +
l(l + 1)− 2
2l(l+ 1)
v
))
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+2
(
H2nτ +
l(l+ 1)
a2 cosh2 χ
(
H2n −H2τ
))
+
1
2
(TrH)2
](
a¨
a
+ 2
(
a˙
a
)2
− 2
a2
)
+4
[
−2
[
−Hnτ 1
a
∂χX +
(
Hττ − TrH
2
)(
X˙ + fX
)
+
l(l + 1)
a2 cosh2 χ
HτX
]
+
(
f + 3
a˙
a
)
(TrH)X + (X˙ + fX)2 − 1
a2
(∂χX)
2
+
(
l(l + 1)
a2 cosh2 χ
+ f˙ + 3
∂(a˙/a)
∂τ
+ f
(
f + 3
a˙
a
))
X2
](
a¨
a
−
(
a˙
a
)2
+
1
a2
)
, (A14)
where
TrH = −Hnn +Hττ + 2w
a2 cosh2 χ
, (A15)
X :=
ϕ
φ˙
, (A16)
and
f(τ) :=
φ¨
φ˙
. (A17)
Here we note that there is a relation:
b :=
a¨
a
−
(
a˙
a
)2
+
1
a2
= −κ
2
φ˙2, (A18)
which is used to remove φ˙2 from the action. As a result, the action contains κ as an overall factor. We introduced f
just for notational simplicity. In fact, it can be written in terms of b (or a), as
f =
1
2
d
dτ
log b. (A19)
Hence the action is rewritten into the form that depends on the background quantity only through the scale factor a.
This fact simplifies the calculation considerably. In addition, for computational simplicity, we set 4κ = 1 in the rest
of this appendix.
Next we define the canonical conjugate momenta by
P
(e)ℓm
i :=
∂L(e)
∂(∂χH
(e)ℓm
i )
, (A20)
where Pi = Pnn, Pnτ , Pn, Pττ , Pτ , Pw, Pv, PX . Since the χ-derivatives of Hnn, Hnτ and Hn are not contained in the
defining equations of the conjugate momenta, they give the primary constraint equations:
C1 := Pnn − l(l+ 1)Hn − 2a coshχ sinhχHnn − 2 tanhχ
a
w + a2 cosh2 χ
[
∂τ + 2
a˙
a
]
Hnτ = 0,
C2 := Pnτ − a2 cosh2 χ∂τ (Hnn +Hττ )− 2
[
∂τ − 2 a˙
a
]
w = 0,
C3 := Pn − ℓ(ℓ+ 1)
(
Hnn +Hττ +
2
a2 cosh2 χ
w − 4 tanhχ
a
Hn
)
= 0. (A21)
The other components are
Pττ = −2
a
∂χw − ℓ(ℓ+ 1)Hn − 2a coshχ sinhχHnn + 2 tanhχ
a
w − a2 cosh2 χ
[
∂τ − 2 a˙
a
]
Hnτ ,
Pτ = 2ℓ(ℓ+ 1)
(
1
a
∂χHτ −Hnτ −
[
∂τ − a˙
a
]
Hn
)
,
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Pw = − 2
a3 cosh2 χ
[∂χ − 2 tanhχ]w − 2
a
∂χHττ + 2
[
∂τ + 2
a˙
a
]
Hnτ ,
Pv =
ℓ(ℓ+ 1)− 2
2ℓ(ℓ+ 1)
1
a3 cosh2 χ
∂χv − ℓ(ℓ+ 1)− 2
a2 cosh2 χ
Hn,
PX = −8bφ˙2a cosh2 χ (∂χX − aHnτ ) . (A22)
The Hamiltonian is defined by
h(e) =
∑
ℓ,m
∑
i
P
(e)
i
(
∂χH
(e)
i
)
− L(e), (A23)
where ∂χHnn, ∂χHnτ and ∂χHn are to be replaced by λ1, λ2 and λ3, respectively. The canonical equations of motion
are
Hi =
∂h
∂Pi
,
Pi = − ∂h
∂Hi
. (A24)
The consistency conditions for primary constraints are calculated as
∂χC1 = 2a
[
∂2τ −
a˙
a
∂τ +
(
2
a¨
a
− l(l + 1)− 2
2a2 cosh2 χ
)]
w − 4ba3 cosh2 χ
[
∂τ + 2f + 3
a˙
a
]
X
−2a3 cosh2 χ
[
a˙
a
∂τ +
a¨
a
+ 2
(
a˙
a
)2
− 1
a2
+
l(l+ 1)
2a2 cosh2 χ
]
Hττ + 2a
2 coshχ sinhχ
[
∂τ + 2
a˙
a
]
Hnτ
+2l(l+ 1)a
[
∂τ +
a˙
a
]
Hτ − 2a sinh2 χHnn − 2l(l+ 1) tanhχHn
− (l(l + 1)− 2)v
2a cosh2 χ
+ a2 coshχ sinhχPw = 0, (A25)
∂χC2 = 2a∂τPττ + 2a
3 cosh2 χ
[
∂2τ + 2
a˙
a
∂τ + 2
a¨
a
− 2
(
a˙
a
)2]
Hnτ − 2l(l+ 1)a
[
∂τ − 2 a˙
a
]
Hn
−2a2a˙ cosh2 χPw − a(Pτ + PX) + 4aa˙ coshχ sinhχHnn + 4 a˙
a
tanhχw = 0, (A26)
and
∂χC3 = a
[
∂τ + 2
a˙
a
]
(Pτ + 2l(l+ 1)Hnτ )− 4l(l+ 1) tanhχ
[
∂τ +
a˙
a
]
Hτ
+l(l+ 1)
[
2 tanhχ(Hττ −Hnn)− 2 l(l+ 1)
a cosh2 χ
Hn + a(Pw − 2Pv)
]
+ 2(l(l + 1)− 2) sinhχ
a2 cosh3 χ
v = 0. (A27)
These can be solved for Hnn, Pv and PX . Further consistency conditions, ∂
2
χCi = 0, become trivial.
We have to mention that all the above equalities hold in the weak sense. That is, in reducing the expression we
used the primary constraints and their consistency conditions that have been already obtained. Since the set of
primary constraints and their consistency conditions closes, we can substitute them into the action, and remove the
six variables, Pnn, Pnτ , Pττ , Hnn, Pv and PX .
There still remain unphysical gauge degrees of freedom. In order to obtain the reduced action that contains only
the physical degrees of freedom, we set the following gauge condition corresponding to the Newton gauge:
2X = −b−1
(
∂τ +
a˙
a
)
Hττ , Hnτ = 0, Hτ = 0. (A28)
These gauge conditions imply the consistency conditions ∂χ
[
2X + b−1
(
∂τ +
a˙
a
)
Hττ
]
= 0, ∂χHnτ = 0 and
∂χHτ = 0, which respectively become
∂τD1 = 0, λ2 = 0, D3 = 0, (A29)
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where
D1 =
[
∂2τ −
a˙
a
∂τ − 2 a¨
a
+
1
a2
− l(l + 1)
2a2 cosh2 χ
]
w + a2 cosh2 χ
[
∂2τ + 3
a˙
a
∂τ +
1
a2
− l(l+ 1)
2a2 cosh2 χ
]
Hττ
− l(l+ 1) tanhχ
2a
Hn − (l(l+ 1)− 2)
4a2 cosh2 χ
v,
D3 =
aPτ
2l(l+ 1)
+ a
[
∂τ − a˙
a
]
Hn. (A30)
From the condition ∂τD1 = 0, we can set D1 as an arbitrary function of χ. This is due to the fact that the gauge
condition (A28) does not completely fix the gauge. Therefore we must impose an additional condition. Here we choose
D1 = 0. The first two equations D1 = 0 and D3 = 0 can be solved for Pτ and Hn.
As the expression for D1 is rather complicated, we first consider the consistency condition for D3. The condition
∂χD3 = 0 determines λ3 as
λ3 =
a
sinh2 χ
[
∂2τ −
a˙
a
∂τ − 2 a¨
a
− 1
a2
− l(l+ 1)− 4
2a2 cosh2 χ
]
w + a3 coth2 χ
[
∂2τ + 3
a˙
a
∂τ − 1
a2
− l(l+ 1)− 4
2a2 cosh2 χ
]
Hττ
−2 tanhχ
(
1 +
l(l + 1)
2 sinh2 χ
)
Hn − (l(l + 1)− 2)
2l(l+ 1)a cosh2 χ
(
1 +
l(l+ 1)
2 sinh2 χ
)
v +
a2 cothχ
2
Pw + α(χ)a, (A31)
where α(χ) is an arbitrary function of χ which arises due to the remaining gauge degrees of freedom. Here we simply
choose α(χ) = 0.
Using the relations which have been already obtained, the second level consistency conditions for the first gauge
condition, ∂χD1 = 0 reduces to[
∂2τ + 5
a˙
a
∂τ +
a¨
a
+ 3
(
a˙
a
)2
+
1
a2
− l(l+ 1)
2a2 cosh2 χ
]
E1 = 0, (A32)
where
E1 := Pw − 2
a sinhχ coshχ
[
∂2τ −
a˙
a
∂τ − 2 a¨
a
+
4
a2
− l(l+ 1) + 6
2a2 cosh2 χ
]
w
−2a cothχ
[
∂2τ + 3
a˙
a
∂τ +
4
a2
− l(l + 1) + 6
2a2 cosh2 χ
]
Hττ +
(l(l+ 1)− 2)
2a3 sinhχ cosh3 χ
v. (A33)
Again by choosing the simplest choice E1 = 0, we obtain the equation which determines Pw. Furthermore ∂χE1 = 0
gives the condition,
λ1 = − 2
sinhχ coshχ
[
∂2τ −
a˙
a
∂τ − 2 a¨
a
+
4
a2
− l(l + 1) + 6
2a2 cosh2 χ
]
w
−2a2 cothχ
[
∂2τ + 3
a˙
a
∂τ +
4
a2
− l(l + 1) + 6
2a2 cosh2 χ
]
Hττ +
(l(l + 1)− 2)
2a2 sinhχ cosh3 χ
v +
1
2a cosh2 χ
Pττ . (A34)
Now we find that the set of all the constraints closes and it becomes second class. Hence we can remove the
unphysical variables by using these constraints. Then the remaining variables are Pττ , w, v and Hττ . We define the
scalar-type and tensor-type variables by
Q
(e)ℓm
S := 4aH
(e)ℓm
ττ ,
Q
(e)ℓm
T :=
a2 cosh2 χ
2
[
H(e)ℓmnn
](TF)
= a2 cosh2 χH(e)ℓmττ + w
(e)ℓm, (A35)
where (TF) means the trace free part and we have used the fact that Hnn is rewritten by using the set of second class
constraints as
Hnn = 3Hττ +
2w
a2 cosh2 χ
. (A36)
Then the equations for QS and QT reduce to
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∂χQS =
ΠS
cosh2 χ
,
∂χΠS =
[
−ℓ(ℓ+ 1) + (3 − K̂S) cosh2 χ
]
QS,
∂χQT =
ΠT
cosh2 χ
,
∂χΠT =
[
−ℓ(ℓ+ 1)− K̂T cosh2 χ
]
QT , (A37)
where ΠS and ΠT are defined by
Π
(e)ℓm
S := 2P
(e)ℓm
ττ ,
Π
(e)ℓm
T := − cosh2 χ
[
ℓ(ℓ+ 1)aH(e)ℓmn + 2 tanhχ (w
(e)ℓm + a2 cosh2 χH(e)ℓmττ
]
, (A38)
and the derivative operators K̂S and K̂T are defined by
K̂S :=
[
−a3φ˙2 ∂
∂τ
1
aφ˙2
∂
∂τ
− a2b
]
,
K̂T :=
[
−a ∂
∂τ
a3
∂
∂τ
1
a2
]
. (A39)
All the other variables can be written in terms of QT/S and ΠT/S as
Hττ =
QS
4a
,
Hnn =
QS
4a
+
2QT
a2 cosh2 χ
,
Hn = − 2
ℓ(ℓ+ 1)a
[
tanhχ QT +
ΠT
cosh2 χ
]
,
Hτ = Hnτ = 0,
v =
4 cosh2 χ
ℓ(ℓ+ 1)− 2
[(
2− K̂T − ℓ(ℓ+ 1) + 2
2 cosh2 χ
)
QT +
tanhχ
cosh2 χ
ΠT
]
,
w = QT +
a cosh2 χ
4
QS ,
X = −
∂
∂τQS
8ab
Pnn =
2
a
[
2 tanhχ QT − ΠT
cosh2 χ
]
,
Pn =
8
a2
[(
1 +
ℓ(ℓ+ 1)− 2
2 cosh2 χ
)
QT +
tanhχ
cosh2 χ
ΠT
]
,
Pnτ = 4
(
∂
∂τ
− 2 a˙
a
)
QT ,
Pττ =
ΠS
2
,
Pτ =
4
a
(
∂
∂τ
− 2 a˙
a
)(
tanhχ QT +
ΠT
cosh2 χ
)
,
Pw =
2
a3 cosh2 χ
(
2 tanhχ QT − ΠT
cosh2 χ
)
,
Pv =
2
ℓ(ℓ+ 1)a3
[(
4− 3K̂T − 2
cosh2 χ
)
tanhχ QT +
(
2− K̂T + ℓ(ℓ+ 1)− 4
2 cosh2 χ
)
ΠT
cosh2 χ
]
,
PX =
∂
∂τ
ΠS . (A40)
Of course, Eqs. (A37) and (A40) are consistent with the equations that the mode functions satisfy.
Substituting (A40) into the canonical form of the action∫
dχ
∫
dτ L(e)ℓm :=
∫
dχ
∫
dτ
∑
ℓ,m
∑
i
P
(e)ℓm
i
(
∂χH
(e)ℓm
i
)
− h(e)
 , (A41)
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the reduced action becomes∫
dχ
∫
dτ L(e)(red) =
∑
ℓ,m
8
(ℓ − 1)ℓ(ℓ+ 1)(ℓ + 2)
∫
dχ
∫
dτ
a3
[
ΠT K̂T (K̂T − 1) (∂χQT )
−1
2
(
1
cosh2 χ
ΠT K̂T (K̂T − 1)ΠT +QT K̂T (K̂T − 1)
{
ℓ(ℓ+ 1) + K̂T cosh
2 χ
}
QT
)]
+
∑
ℓ,m
∫
dχ
∫
dτ
a3φ˙2
×
[
ΠSK̂S (∂χQS)− 1
2
(
1
cosh2 χ
ΠSK̂SΠT +QSK̂S
{
ℓ(ℓ+ 1) + (K̂S − 3) cosh2 χ
}
QS
)]
. (A42)
APPENDIX B: SOME BOUNDS ON W IN THE THIN WALL CASE
For the case of thin wall bubbles, the scalar field ceases to move in the true and false vacuum limits. Then the
geometry can be approximated by a pure de Sitter one. Comparing Eqs. (3.6) and (3.9), we have
W ′ +W 2 = 4 +
µ2
cosh2 η
, (B1)
where
µ2 =
m2
H2
− 2,
and m2 = d2V/dφ2(η = ±∞).
Solving Eq. (B1) perturbatively, the asymptotic behavior of W is found as
W → ±2± 2
3
µ2e±2η for η → ∓∞. (B2)
From Eq. (B1), we can prove that
W > 2 (B3)
is maintained in the false vacuum side under the condition, µ2 > 0. The proof is as follows. If W could become
equal to or smaller than 2, there would be a point η = ηc at which W = 2 for the first time and W
′ ≤ 0 there. But
this contradicts with Eq. (B1). In the true vacuum side, the mass is not necessarily large compared with H . As a
minimum requirement, we shall assume that m2 > 0 in the true vacuum side. If m2 = 0, we can solve (3.8) as
φ′ ∝ 2 cosh2 η − 3 coshη sinh η + sinh2 η tanh η = 3 + e
−2η
1 + e2η
∝ cosh(η + δ)
cosh η
e−2η ,
where a fixed number δ := ln
√
3 > 0 is introduced. Then W0 =W |m2=0 is given by
W0 = tanh(η + δ)− tanh η − 2 . (B4)
Now, let us show W < W0 when µ
2 > −2. Namely, we prove that in true vacuum
g =W −W0 < 0. (B5)
In fact, from Eq. (B2) we have
g → −2
3
(µ2 + 2)e−2η < 0 for η →∞.
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Now if g = 0 at η = ηc as we decrease η from infinity, we must have g
′ ≤ 0 there. But
g′|g=0 = µ
2 + 2
cosh2 ηc
> 0, (B6)
which is a contradiction. Thus g < 0 in true vacuum. Since W0 < 0, this also implies
W 2 > W 20 . (B7)
Let us denote the wall region as the region where neither (B3) nor (B7) is satisfied. Then it is straightforward to
show that, provided that the wall is located at η > 0, the integral (3.17) is always smaller than π provided that the
wall region has a width ∆η << 1.
APPENDIX C: AN EXACTLY SOLUBLE MODEL
Here we present a model in which both the scalar- and tensor-type perturbation equations for the evolution inside
the bubble can be solved analytically. We follow the notation used in sections IV and V.
Consider the case,
φ′ =
µ
2 sinh 2ζ
. (C1)
In this case, we can solve Eq. (5.23) for Q as
Q = Q0(− tanh ζ)ǫ ,
where
ǫ =
−1 +√1 + 4A2
2
, A2 :=
κ
32
µ2 .
From Eq. (5.21), we have
h20 := h
2(ζ → −∞) = Q20(1 + 2ǫ).
Therefore
Q =
h0√
1 + 2ǫ
(− tanh ζ)ǫ. (C2)
In the limit ζ → −∞
a→ 2
Q0
eζ =
2
h0
eη ,
where in the last equality we assume that the scale factor takes the de Sitter form. Thus we find ∆η := η − ζ as
e2∆η = 1 + 2ǫ.
It is worthwhile to analyze the general behaviors of φ and a near the nucleation point, i.e., in the limit η → −∞.
If we expand
φ = φ0 + φ2e
2η + φ4e
4η + · · · ,
a =
2
h0
eη
(
1 + a2e
2η + · · ·) , (C3)
we obtain
a2 = 1,
φ2 = − 3
2κ
∂V0
V0
,
36
φ4 =
φ2
6
(
2− ∂
2V0
h20
)
, (C4)
where the suffix 0 denotes a quantity at η → −∞.
The scalar field potential can be reconstructed as follows. Integrating Eq. (C1), we have
φ =
µ
4
ln | tanh ζ|, ,
where we have set φ = 0 at the nucleation point. Thus
− tanh ζ = e4φ/µ.
For definiteness, we assume µ < 0, which implies φ rolls toward its positive direction. Let us first examine the meaning
of the parameter ǫ. In terms of ǫ, µ is expressed as
µ = −4
√
2ǫ(1 + ǫ)
κ
.
We note that, from Eqs. (C3) and (C4), we have
µ =
3∂V0
κV0
(1 + 2ǫ) ,
which implies
∂V0
V0
= −
√
32κǫ(1 + ǫ)
9(1 + 2ǫ)2
,
where V0 and V
′
0 are the values of the potential and its φ-derivative, respectively, at the nucleation point. Furthermore,
expanding φ to the next order in e2ζ , we find φ4 = 0 in the present case. Hence
M20 := ∂
2V0 = 2h
2
0 .
Thus the curvature of the potential is relatively large at the nucleation point.
Now we reconstruct the potential. From Eqs. (5.22) and (5.21) together with Eq. (C2), the potential V is given by
V =
3
κ
Q2
(
(3 + 2ǫ)(1 + ǫ)
3
+
ǫ(1− 2ǫ)
3
tanh2 ζ
)
=
V0
3(1 + 2ǫ)
exp
[
−
√
2κǫ
1 + ǫ
φ
](
(3 + 2ǫ)(1 + ǫ) + ǫ(1− 2ǫ) exp
[
−
√
2κ
ǫ(1 + ǫ)
φ
])
=
V0
3(1 + 2ǫ)
(
(3 + 2ǫ)(1 + ǫ) exp
[
−
√
2κǫ
1 + ǫ
φ
]
+ ǫ(1− 2ǫ) exp
[
−
√
2κ(1 + ǫ)
ǫ
φ
])
. (C5)
Assuming ǫ≪ 1, the potential becomes very flat for φ >∼
√
ǫ/κ.
Now let us consider the scalar-type perturbation. The equation (4.15) for qp in this model becomes[
d2
dζ2
− 4A
2
sinh2 2ζ
+ p2
]
qp = 0.
Setting z = e4ζ , this equation reduces to[
d2
dz2
+
1
z
d
dz
− A
2
(z − 1)2 +
A2
z(z − 1) +
p2
16z2
]
qp = 0.
This can be solved in terms of a hypergeometric function. The solution is
q˜p = eip(ζ+∆η)(1− e4ζ)1+ǫ2F1
[
1 + ǫ, 1 + ǫ+
ip
2
; 1 +
ip
2
; e4ζ
]
. (C6)
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where we have already choosen the boundary condition q˜p → eipη as η → −∞. Computing the behaviour of the
background and of q˜p as ζ → 0, we find
a→
√
1 + 2ǫ
h0
ζ−1−ǫ
φ′ → µ
4
ζ−1 (C7)
q˜p → eip∆η Γ(1 + 2ǫ)Γ(1 + ip/2)
Γ(1 + ǫ)Γ(1 + ǫ+ ip/2)
(−4ζ)−ǫ,
from where the scalar transfer function is found to be given by
T pS = −h0eip∆η2−2ǫ−1/2
√
κ
(ǫ+ 1)(2ǫ+ 1)
ǫ
Γ(1 + 2ǫ)Γ(1 + ip/2)
Γ(1 + ǫ)Γ(1 + ǫ+ ip/2)
. (C8)
For the tensor-type perturbation, the equation (5.10) for w turns out to be exactly the same as the one for q in
this model. Therefore one has w˜ = q˜, and thus
w˜p → eipη = eip(ζ+∆η), (ζ → −∞),
w˜p → eip∆η Γ(1 + 2ǫ)Γ(1 + ip/2)
Γ(1 + ǫ)Γ(1 + ǫ+ ip/2)
(−4ζ)−ǫ, (ζ → 0). (C9)
In particular, the phase β introduced in Eq. (5.34) of section VC is found as
β = ∆η +
1
p
arg
(
Γ(1 + ip/2)
Γ(1 + ǫ+ ip/2)
)
≈ (1− π
2
12
)ǫ (ǫ≪ 1). (C10)
The last line agrees with the analysis in section VC under the small back reaction approximation. Finally, the tensor
transfer function is given by
T pT = −h0eip∆η4−ǫκ
√
2ǫ+ 1
Γ(1 + 2ǫ)Γ(1 + ip/2)
(p2 + 1)Γ(1 + ǫ)Γ(1 + ǫ+ ip/2)
. (C11)
APPENDIX D: EXACTLY SOLUBLE EXPONENTIAL HT MODEL
In [31] an analytically soluble exponential model in the context of the Hawking-Turok Open inflation was considered.
In this model the potential is given by5
V =
3H20
κ
e
√
2κ/3φ. (D1)
The exact analytical solutions for the background are [31]
a(ηC) =
√
2
H0
tanh1/2 ηC
cosh ηC
(D2)
φ(ηC) = −
√
3
2κ
ln tanh ηC , (D3)
where ηC = − ln(tan τ/2). The range of ηC is (0,∞). In this model the reflection coefficient ̺+ can be analytically
computed for both scalar and tensor perturbations, so a closed expression for the power spectrum can be given (notice
that the transmission coefficient σ− vanishes because the singularity acts as a reflecting boundary).
We should mention that perturbations in a Hawking-Turok model with linear potential has been considered in [13].
5In fact, this potential is a particular case of the potential discussed in appendix C with ǫ = 1/2. There only the evolution of
the modes after nucleation is considered, whereas here we consider the normalization of the primordial spectrum.
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1. Scalar power spectrum
In order to compute the power spectrum of the scalar perturbation on the comoving hypersurface Rc, we follow the
formalism described in section IV. We need to find the reflection coefficient ̺+ and the special solution q˜
p for this
model.
To compute ̺+ in Eq. (4.4), we need to solve the equation for the perturbations outside the light-cone. The
equation (2.18) for q turns out to be
− qp′′ + 3
sinh2 2ηC
qp = p2qp. (D4)
The general solution of this equation can be expressed in terms of a hypergeometric function (just taking Eq. (C6)
with ǫ = 1/2 and ζ = −ηC),
qp = e−ipηC (1− e−4ηC )3/22F1
[
3
2
,
3 + ip
2
; 1 +
ip
2
; e−4ηC
]
. (D5)
and its complex conjugate. This particular solution tends to e−ipηC as ηC →∞ and diverges as η1/2C when ηC → 0+.
Then, the normalized solution which corresponds to a wave coming from ηC =∞ which bounces against the singularity
at ηC → 0+ is
iqp+ = q
p − Γ(1 + ip/2)Γ(3/2− ip/2)
Γ(1 − ip/2)Γ(3/2+ ip/2) q
p, (D6)
which is everywhere regular. The reflection coefficient ̺+ can be read from iq
p
+,
̺+ = −Γ(1 + ip/2)Γ(3/2− ip/2)
Γ(1− ip/2)Γ(3/2 + ip/2) . (D7)
Notice that in this case a complete set of modes is given by qp+ with p > 0.
The modes are continued inside the light-cone by means of the analytical continuation ηC = −ηR − iπ/2. Their
evolution inside the bubble is just then given by the analytical continuation of Eq. (D6). In fact, the analytic
continuation of qp is just the solution q˜p we need to compute the transfer function
q˜p = eipηR(1− e4ηR)3/22F1
[
3
2
,
3 + ip
2
; 1 +
ip
2
; e4ηR
]
. (D8)
Now we compute the assymptotic form of q˜p and of the background as aR →∞ . As ηR goes to 0, we find
q˜p → 1√
π(−ηR)1/2
Γ(1 + ip/2)
Γ(3/2 + ip/2)
, (D9)
φ′ →
√
3
2κ
1
ηR
, (D10)
a→
√
2
H0
1
(−ηR)3/2 . (D11)
Using the results above, the scalar transfer function (4.16) for this model turns out to be
T pS = H0
√
3κ
π
Γ(1 + ip/2)
(p2 + 1)Γ(3/2 + ip/2)
. (D12)
Using Eq. (4.18), we finally find the primordial power spectrum for the scalar curvature perturbation,
〈|Rpc |2〉 =
3κH20
π
1
(p2 + 4)(p2 + 1)
. (D13)
The power spectrum of temperature anisotropies predicted for this model due to scalar perturbations is shown in
Fig. 6.
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FIG. 6. The spectrum of temperature anisotropies predicted for the exponential Hawking-Turok model described in ap-
pendix D. We have choosen the cosmological parameters h = 0.70, Ωm = 0.35, ΩB=0.05, ΩΛ = 0, YHe = 0.24, and Nν = 3.04.
We show the individual contributions from the scalar (S) and tensor (T) modes, as well as the total contribution. Since inflation
never ends for an exponential potential, we have artificially truncated the potential so that the number of e-foldings corresponds
to a present value of the density parameter Ω0 = 0.4. Notice that the spectrum is finite in spite of the singular nature of the
background.
2. Tensor power spectrum
For the present model, the equation (2.39) for the tensor perturbation variable wp coincides with the one for qp,
−w′′p +
3
sinh2 2ηC
wp = p
2wp. (D14)
The reflection coefficient in Eq. (5.2) for the tensor perturbation is then the one computed in the previos section, Eq.
(D7), and the solution w˜p coincides with q˜p, Eq. (D8).
Collecting these results, the tensor transfer function (5.16) for this model is given by
T pT = −
2κH0√
2π
Γ(1 + ip/2)
(p2 + 1)Γ(3/2 + ip/2)
, (D15)
and the power spectrum by
〈|U (+)pℓm|2〉 = |N˜ Tp |2
〈∣∣∣∣QpTa2
∣∣∣∣2
〉
=
8κH20
π(p2 + 1)2
. (D16)
The power spectrum of temperature anisotropies predicted for this model due to tensor perturbations is shown in
Fig. 6.
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