One of the principal challenges facing the structural health monitoring community is taking large, heterogeneous sets of data collected from sensors, and extracting information that allows the estimation of the damage condition of a structure. Another important challenge is to collect relevant data from a structure in a manner that is cost-effective, and respects the size, weight, cost, energy consumption and bandwidth limitations placed on the system. In this work, we established the suitability of compressed sensing to address both challenges. A digital version of a compressed sensor is implemented on-board a microcontroller similar to those used in embedded SHM sensor nodes. The sensor node is tested in a surrogate SHM application using acceleration measurements. Currently, the prototype compressed sensor is capable of collecting compressed coefficients from measurements and sending them to an off-board processor for signal reconstruction using ' 1 norm minimization. A compressed version of the matched filter known as the smashed filter has also been implemented on-board the sensor node, and its suitability for detecting structural damage will be discussed.
Introduction
Data for structural health monitoring (SHM) applications are generally collected using a distributed sensor network. Distributed sensor networks made up of nodes with hard-wired data and communication lines generally have high installation costs, particularly in the retrofit mode. Lynch et al. 1 reported that hard-wire installation could consume 75% of the total testing time and installation costs could consume 25% of the total system costs. The goal is to transition to low-power, wireless sensor networks featuring minimal installation costs. 2 Two of the major problems with these types of sensor networks are the minimization of energy and communication bandwidth. Compressed sensing techniques hold promise to help address both of these demands. By collecting compressed coefficients, the signal of interest can be represented using a fraction of the measurements required by traditional Nyquist sampling. The result is reduced energy consumption for data collection, storage and transmission. 3, 4 In addition, the bandwidth required to transmit the sampled signal is also significantly reduced. The focus of this work is to evaluate the applicability of compressed sensing techniques to expand the capabilities of wireless sensor networks for SHM applications. First, a novel, compressive sensing-based framework for implementing low-power SHM wireless sensor networks will be proposed. Next, three compressed sensing techniques are characterized in order to demonstrate their applicability to the proposed wireless sensor network framework for SHM applications. The compressed sensing techniques that are investigated in this research are as follows. First, ' 1 norm minimization-based techniques will be used to reconstruct experimentally measured and compressed acceleration signals from a surrogate three-story structure excited at a single frequency. These reconstructions will make use of the Fourier basis. Next, ' 1 norm minimization-based techniques will be used to execute signal reconstruction on the same experimentally measured and compressed acceleration signals. The difference in this case is that instead of simply using the Fourier basis to execute the reconstructions, the authors will make use of an over-complete Fourier dictionary. Finally, often in SHM research, we are not interested in the measurement of acceleration time series. What we are often really interested in is the classification of the structure as damaged or undamaged. This work will explore the use of a recently developed, compressed version of the matched filter referred to as the 'smashed filter'. 5 The goal of the smashed filter is to implement a matched filter directly in the compressed domain without the requirement of reconstructing the original signal from the compressed measurement coefficients. The potential advantage of the smashed filter is that damage classification can take place with a small number of compressed measurements as compared to the number needed for a reconstruction from compressed measurements, or the number that need to be collected for a conventional measurement. The combination of smashed filtering and ' 1 norm minimization-based techniques are what make the proposed compressed sensing wireless sensor network framework possible.
Proposed compressed sensing wireless sensor network framework
The results that are presented in this work using ' 1 norm minimization and the smashed filter suggest a signal classification approach that will better enable the use of novel, low-power, low-bandwidth, robust wireless sensor networks in SHM applications. The main power consumer in wireless sensor nodes is generally the wireless transmission of data. For this reason, the proposed framework should reduce the amount of data needed for wireless transmission and subsequent data classification. The proposed framework has two main processing stages. The first stage is an extremely lowpower smashed filter processor. The details on the implementation of the smashed filter are described in the 'Smashed filter' section. The smashed filter stage will collect a minimum of coefficients needed to perform adequately reliable classification. The smashed filter is simply a matrix-vector multiplication operation over integers and can be performed on-board an embedded sensor node relatively easily. Alternatively, the very small number of smashed filter coefficients can be transmitted to other sensor nodes or base stations for further analysis. If preliminary smashed filter analysis indicates that the wireless sensor node is experiencing an 'event of interest', it may be deemed wise to request an adequate number of compressed coefficients be transmitted to a base station to perform ' 1 norm minimization reconstruction. The reconstruction of the signal would serve to better understand and interpret the event of interest. In order to further minimize the number of required compressed coefficients that must be transmitted, the base station could make use of dynamic updating techniques for ' 1 minimization as described by Asif and Romberg. 6 In this way, the base station could perform reconstruction and request more CS measurements if it determines that the reconstructed signal is still changing significantly as measurements are added. Once it is deemed that an adequate reconstruction of the signal has been obtained, various feature extraction and classification techniques previously developed by the SHM community can be leveraged to perform detailed analysis on the measurements.
Background of compressed sensing
Compressed sensing has been a prolific research topic in applied mathematics and statistics over the last few years. Excellent tutorials covering the basics of compressed sensing can be found in studies by Candes 7, 9 and Baraniuk. 8 The main advantage of compressed sensing is that it offers an opportunity to capture a signal using fewer measurements than are suggested necessary by Nyquist sampling theorem. The only restriction on the signal being measured is that it has a sparse representation in some basis. The term 'sparse' indicates that only a small number of the basis coefficients used to represent a signal are non-zero. Alternatively, it can be stated that signal is made up of a linear combination of only a small number of the vectors in the basis. In order to accomplish sub-Nyquist sampling performance, a new type of measurement must be collected. Instead of collecting measurements in the traditional manner, these new measurements must consist of a set of linear combinations of traditional measurements. This sampling can be thought of as applying a set of functionals to the measured signal that consists of a dot product of the original measured signal with specifically selected vectors. The result of this dot product is referred to as a compressed measurement or a compressed coefficient. The set of specifically selected vectors that are used to generate the compressed coefficients must satisfy certain properties. A sufficient condition for compressed sensing reconstruction to work using newly discovered ' 1 norm minimization techniques is that these vectors satisfy the restricted isometry property (RIP). 10 Intuitively, this means that a sparse linear combination of the chosen vectors cannot be used to represent the basis vectors that can sparsely represent the measured signal. This is a related condition known as incoherence. 8 The significant finding of the compressed sensing community is that if an N-dimensional signal can be sparsely represented in some basis, then it is possible to measure that signal using 'M' compressed measurements where M \ N. In order to generate the signal from the compressed measurements, it is necessary to solve a convex ' 1 norm minimization problem for which there are established solution techniques. The result of using these techniques is that fewer measurements need to be collected, transmitted and stored in memory. The need for fewer measurements can save energy, time, costs, memory and communication bandwidth requirements. We will now expand on the background theory more formally for both clarity and to establish notation. For the purpose of this research, we will confine ourselves to the real linear matrix space. Consider a signal of interest x with a dimension N. The signal x can be represented as
where C is an N3N matrix whose columns capture the orthonormal basis and 's' is the representation of the signal in the C domain. In the case of compressed sensing, we are interested in the case where x is compressible in some domain. That is, the number of significant non-zero elements of s is equal to K and K ( N . K is known as the 'sparsity' of the signal. A measurement matrix 'F' is then introduced to produce compressed sensing coefficients y.
where F has M ( N rows. At this point, it is important to note that this equation represents an underdetermined system of linear equations. One of the major breakthroughs of the compressed sensing community was the finding that assuming K ( N , it is possible to recover x from y assuming that the matrix F possesses the RIP and x is sparse in some basis. 7 An example of a sparse signal would be a signal that only contains a few non-zero Fourier coefficients such as a sum of decaying harmonics that represents a structure's impulse response. The direct formulation of this problem is finding the vector s with minimal l 0 norm. Unfortunately, l 0 norm minimization is numerically unstable and computationally expensive. 9 It has been shown though that the l 0 can be replaced with an ' 1 norm relaxation. 8 The ' 1 norm minimization problem 7, 10 can be solved to recover sparse signals from the compressed coefficients y. Amazingly, it is possible to recover x using M measurements following the relation
where c is a constant that has empirically been found to approximately equal 4.0. 9 Equation (3) implies that it is possible to reconstruct a sparse signal x using far fewer measurements than elements in x. In this work, the ' 1 norm regularization approach will be explored for recovering the signal x from compressed coefficients y. The ' 1 norm minimization problem can be written as following
This problem is commonly referred to as 'basis pursuit'.
14 Basis pursuit is a convex optimization problem that can be reduced to a linear program for which solution techniques are readily available. At this point, it is important to observe that measured signals tend to be corrupted by small amounts of non-sparse noise. In this case, it is often preferable to adopt a trade-off between perfectly matching the compressed coefficients and the sparsity of the reconstructed signal. The purpose of this formulation is to reduce the amount of effort the solver puts into fitting noise on the signal. In order to do this, the ' 1 norm regularization problem can be used
The ' 1 norm regularization problem was used throughout this work because often measured SHM signals are subject to a variety of noise and we feel the results from using this approach will be more helpful to the SHM community.
To date, the literature contains few examples of compressed sensing techniques being applied to the SHM field. The earliest work found that exploited compressed sensing for SHM applications was that by Cortial et al. 11 Cortial applied compressed sensing techniques to a simulated SHM sensor network with a high spatial resolution installed on-board an F-16. Cortial found there was potential to use a subset of his distributed sensors to locate and identify damage to the F-16 caused by an explosive bullet when compressed sensing techniques were applied. More recently, Bao et al. 12 applied compressed sensing techniques to acceleration data collected from the SHM system for the Shandong Binzhou Yellow River highway bridge. This work found that for a given signal reconstruction error, conventional techniques such as wavelet data compression enjoyed a higher compression ratio than compressed sensing applied using either the Fourier or wavelet basis. Despite the results presented by Bao, the author believes that compressed sensing techniques offer advantages that offset the compression ratio penalty when compared to conventional compression techniques. For instance, compressed coefficient is 'democratic' in the sense that no one coefficient carries any more information than any other. This property could help enable the design of measurement systems that fail gracefully if the system experiences partial malfunctions. Compressed sensing also offers the possibility of enabling low-power measurement hardware such as that required for wireless sensor networks. This advantage will be particularly important for long-endurance applications such as those common in many SHM applications. O'Connor et al. 13 studied the use of compressed sampling techniques for wireless sensor node applications. As part of this work, the effect that compressed sensing would have on the lifetime of a sensor node battery was analysed. In addition to improving sensor node battery life, by applying compressed sensing techniques such as the over-complete dictionary, 14 the performance of compressed sensing for damage detection applications can be improved.
Experimental set-up
In order to evaluate the applicability of compressed sensing for embedded SHM sensor nodes, a digital prototype of a compressed sensor node was built and tested on an appropriate structure. The SHM measurements tend to have certain characteristics that are not typically seen in many other applications that are not currently being explored in the compressed sensing literature. The signals collected from structural systems operating in their linear regime are typically decomposed into Fourier basis coefficients. Oftentimes, the Fourier basis provides a sparse representation for these signals, which is not surprising because the solutions to the differential equations that describe linear structural systems are a linear combination of complex exponentials. One of the most important distinguishing characteristics of real structural systems is that they often feature damping that cannot be ignored. This damping tends to broaden the width of peaks in the Fourier basis representation, and thus causes the signals to decrease in sparsity. Compressed sensing theory indicates that as a signal becomes less sparse, more compressed coefficients are required to reconstruct the original signal. The authors felt that it was important that an evaluation of compressed sensing for SHM applications use data that included the effect of damping. Furthermore, in order to make this work of greater use to the SHM community, the authors decided it would be worthwhile to use a test structure that has straightforward, well-characterized dynamics in order to facilitate the ability of the SHM community to evaluate how compressed sensing techniques might perform on their structures of interest. In order to achieve these goals, it was decided to perform these compressed sensing experiments using a surrogate three-story structure as shown in Figure 1 . The three-story structure is ideal for this work because it is straightforward to model using 4 degrees of freedom, but it also includes damping effects, and can easily be subject to reversible nonlinearities indicative of damage. These non-linearities take the form of adjustable bumpers that serve to limit the relative motion between the floors. The dynamics of this structure have also been extensively characterized both experimentally and in simulation. 15, 16 The prototype sensor node consisted of an ATmega1281 microcontroller, an integrated circuit piezoelectric (ICP Ò ) accelerometer, and the associated amplification and ICP circuitry required to interface the analogue-to-digital converter (ADC) of the microcontroller to the ICP accelerometer. The accelerometer was then attached to the second floor of the representative three-story structure 15, 16 as shown in Figure 1 . The accelerometer was oriented to measure the transverse vibration of the three-story structure. An electromagnetic shaker was then attached to the base of the three-story structure to provide a source of excitation. The excitation to the structure was a sine wave with a frequency of 30.7 Hz that corresponds to the first resonant frequency of this structure. In order to introduce damage into the structure, a bumper was used to induce a non-linear response when the relative transverse displacement between the second floor and the base would exceed a threshold value. This non-linearity could represent damage such as a crack opening and closing. The signal from the accelerometer was sampled by the ATmega1281 with a 10-bit ADC at a sampling rate of about 3000 Hz. The sampling rate is significantly higher than the structural excitation frequency in order to capture the higher frequency dynamics caused by induced non-linearities. In this work, 256-point time-series data were collected by the Atmega1281 and subsequently converted into compressed measurements by the microcontroller.
The elements of the measurement matrix F were chosen to be either 61. The 61 measurement matrix was selected in order to allow the generation of the compressed coefficients on-board the microcontroller using integer arithmetic. This is in contrast to the use of floating point arithmetic that would be required when using a measurement matrix with entries sampled from a Gaussian distribution as is often seen in compressed sensing research. The generation of the measurement matrix F was accomplished using a series of linear feedback shift register (LFSR) pseudo-random number generators similar to that mentioned in Laska et al. 17 Each Galois LFSR was used to generate one row of the measurement matrix. The Galois LFSRs were each seeded with different numbers taken in sequence from an arithmetic progression. The use of the arithmetic progression allowed the measurement matrix to be encoded with a single seed number, the number of required compressed measurements and the number of conventional data points (N) that would normally be collected. These three numbers can easily be transmitted to the microcontroller with a minimum of energy usage and communication bandwidth. A capability like this will be important if a command must be sent to a deployed compressed sensor node that indicates it should change its measurement matrix to match the measurement matrix being used for the reconstruction. Going forward, having the capability to change the measurement matrix may be important because certain classes of measurement matrices may have certain advantages over others in terms of their energy usage or cost-to-implement while still maintaining the appropriate reconstruction characteristics. As the research along these lines progresses, new classes of measurement matrices may be discovered that in some sense offer better performance than current measurement matrices. Sparse measurement matrices often exhibit some desirable characteristics along these lines. 18 Furthermore, by using deterministic LFSRs, the measurement matrix can be generated on the fly as compressed coefficients are calculated. The result is a significant decrease in the memory requirements to store potentially very large measurement matrices on-board an embedded sensor node.
The ATmega1281 was placed on-board an STK500 evaluation board. A base station laptop was then connected to the STK500 in order to facilitate the debugging of the compressed sensing algorithms and to expedite the collection of compressed coefficients from the embedded sensor node. For the purpose of this experiment, the ATmega1281 would transmit both the compressed measurements as well as the original signal when it was queried for a measurement. By collecting both pieces of data, the reconstructed signal derived from the compressed coefficients can be compared to the original signal in order to evaluate the performance of compressed sensing techniques.
Results from ' 1 norm regularization experiments
The structure described in the previous section was placed in a configuration so that it could assume either a damaged state or an undamaged state. In the undamaged state, the output from the accelerometer should assume a sine wave with a frequency of 30.7 Hz that corresponds to the shaker excitation frequency. In the damaged state, the bumper interacts with the structure and the frequency content of the resulting output from the structure is more widely distributed across the spectrum. For this work, we assume that the resulting signals from the structure should be sparse in the Fourier basis. The data x were collected from the structure in both the damaged and undamaged states and were subjected to the compressed sensing measurement process to generate the compressed coefficients y.
where F is an M3N matrix generated using LFSRs. The resulting elements of F take values of 61. M indicates the number of compressed coefficients and N is the length of the original signal. The resulting compressed measurements were then cast into an ' 1 norm regularization problem to attempt recovery of the original signal. The ' 1 norm regularization problem can be written as following
In this work, C was taken to be the Fourier basis. At this point, a few remarks will be made to indicate why the ' 1 norm regularization problem was used throughout this work. The original ' 1 -based optimization problem used for decomposing a signal into its constituent components derived from an over-complete dictionary is known as basis pursuit.
14 For clarity, the basis pursuit problem corresponding to the notation of this work is stated as
The basis pursuit problem will often not be used because real measurements are not strictly sparse. However, they can often be approximated as sparse. Noise on measurements will adversely affect the sparsity of a measured signal. The constraint in the basis pursuit problem requires one to obtain the compressed representation of both the signal and the noise. This constraint is not entirely advantageous because there is generally no need to fit the noise. In many cases, it is preferable to find a good approximation to the signal of interest. The advantage of the ' 1 norm regularization problem is that it provides the parameter g to trade-off between the size of the residual error and the sparsity of s. It is worth noting that the ' 1 norm regularization problem is a rewritten version of the commonly used basis pursuit denoising problem, 14, 19 which was conceived to deal with noisy measurements. For clarity, the basis pursuit denoising problem is stated as
The numerical optimization performed in this work was executed using the CVXMOD numerical optimization software. 20 The ' 1 norm regularization form of the problem was used for this work because it has generally converged to a solution in fewer iterations than basis pursuit denoising when using the CVXMOD numerical solver. The two optimization problems produce indistinguishable results for the purpose of this research. The 256-point time-series data were collected from the structure using the ATmega1281 and were transmitted to the base station laptop. The resulting compressed coefficients were subjected to the ' 1 norm regularization with g = 1.0. The value of g was selected heuristically. The basis in which the signal is sparse, C, is taken to be the Fourier basis. The ' 1 norm regularization problem was solved using 16, 32, 64 and 128 compressed coefficients for both the damaged and undamaged cases. These correspond to using only 6.25%, 12.5%, 25% and 50%, respectively, of the original number of measurements. The authors have specifically chosen to use as many as 50% of the length of the original signal (128 measurements) in order to facilitate a comparison of the signals reconstructed from the compressed coefficients versus the Fourier basis coefficients that make up the uncompressed signal. The resulting reconstructions can be found in Figures 2 and 3 . The values of the Fourier basis coefficients for the undamaged and damaged cases are found in Figures 4 and 5 , respectively. At this point, please note the method used to display the Fourier coefficients. Generally, Fourier coefficients are complex numbers and are visualized using separate magnitude/phase plots or a real/imaginary component plots. We did not feel that these representations were suitable for describing compressed sensing results because they can make it difficult to visually determine how sparse a signal is. Sparsity is an important concept in compressed sensing and we felt it would also be important to use a different representation of the results in order to facilitate the ability of SHM researchers to compare these results with other techniques. In order to alleviate this problem and better communicate the performance of compressed sensing, the Fourier basis information is plotted in terms of the cosine and sine coefficients of the uncompressed, measured signal as well as the signals reconstructed from compressed measurements. The cosine coefficients are plotted from low to high frequency, and then the sine components are plotted from high to low frequency. This plotting method should cause the Fourier basis coefficient plots to appear roughly mirrored about the centre of the plot. This phenomenon occurs for the same reason that a raw discrete Fourier transform's spectrum appears mirrored about its centre frequency bin. The discrete Fourier transform also samples from low-to highfrequency components, and then once it hits the Nyquist frequency it starts going from high-frequency components back to zero. This plotting style has the advantage that it allows all the Fourier basis coefficients to be plotted on a single plot in order to clearly illustrate sparsity characteristics, while its symmetric nature facilitates the ability of researchers to see how the sine and cosine components of comparable frequency relate to one another.
By looking at the Fourier coefficient plots in Figures  4 and 5 , it can be seen that the undamaged signal has approximately 12 non-zero components and the damaged signal has approximately 24 non-zero components. From this information, it is expected that more compressed coefficients will be required to reconstruct the damaged signal as opposed to the undamaged signal. For the reconstructed signals in Figures 2 and 3 , we can see that the nature of the output signal does not begin to become apparent until about 64 compressed coefficients are taken. This result is to be expected because prior empirical results 9 suggest that the reconstruction should require about 4 3 K coefficients, or about 48 coefficients in the undamaged case and 96 coefficients in the damaged case. From the plots, we see the reconstructed signal captures the original signal fairly well once 128 compressed coefficients (half the original number of measurements) are used in the reconstruction. It is important to note that having half the number of compressed coefficients is not equivalent to having half of the Fourier coefficients. The major gain seen in only requiring 128 compressed coefficients to perform the reconstruction is that only 128 compressed measurements need to be made upfront. In many applications, this will require less power to collect, less memory to store and less bandwidth/power to wirelessly transmit. Furthermore, these compressed coefficients are strictly real numbers. Fourier coefficients, on the other hand, are generally complex numbers that have both a real and imaginary part. Every unique complex Fourier coefficient must be represented using two real-valued coefficients as opposed to the single real-valued number needed to represent a compressed coefficient. The implication is that complex Fourier coefficients generally have 23 the memory requirements of compressed coefficients.
Next, consider the plots of the Fourier basis coefficients displayed in Figures 4 and 5 . The first noteworthy aspect of these plots is that the reconstructed signal features the most dominant peak in the Fourier basis coefficients even when only 16 compressed coefficients are used in the reconstruction. This result suggests that if only an estimate of the dominant frequency of a signal is required, it may be possible to produce an accurate estimate using only a very small number of compressed coefficients. In the case of 16 coefficients, significant spurious basis coefficients appear that are not present in the conventional Fourier coefficients of the original signal. This result indicates what can go wrong if too few coefficients are used. However, once 32 or more coefficients are used, the spurious coefficients become small. At 32 and higher compressed coefficients, spurious small but non-zero values of the basis coefficients appear across the coefficient vector. There is no immediately obvious bias as to how these non-zero, small components are distributed across the coefficient vector. As the number of compressed coefficients used is increased, the magnitude of these spurious components diminishes to 0. In addition, as the number of compressed coefficients increases, the less dominant peaks in the Fourier basis coefficients begin to emerge. Once 128 compressed coefficients are used in the optimization, the Fourier basis coefficients of the original signal and the reconstructed signal are very similar, which is not surprising because only 128 Fourier coefficients are needed to perfectly reconstruct the signal.
It is interesting to note that in both the undamaged and damaged cases, the signal reconstructions seem to basically become less 'fuzzy' or come more into focus as additional coefficients are included in the ' 1 norm regularization process. As we use more compressed coefficients, the signal comes more into focus. This phenomenon illustrates the democratic property possessed by compressed coefficients. Compressed coefficients are democratic in the sense that no particular compressed coefficient carries any more information than any other. If any compressed coefficient were to be lost, it could simply be replaced by another compressed coefficient. Alternatively, although not shown explicitly in this study, if the coefficient could not be replaced, the resulting reconstructed signal would simply go slightly out of focus, but the main features of the signal would still be intact. The democratic nature of compressed coefficients can be exploited to produce measurement systems that degrade gracefully with minor failures and losses in communication.
' 1 reconstruction with over-complete dictionaries
Often, signals associated with SHM applications are generated by systems that are nearly linear being excited by oscillatory sources. As a result, it is natural to represent these signals in the Fourier domain using the discrete Fourier transform. Generally, the frequency content of the signals being measured does not exactly correspond to the frequencies being sampled by the discrete Fourier transform of the signal captured by the data acquisition. The result is the emergence of the 'leakage' phenomenon commonly encountered in Fourier analysis. 21 The leakage effectively decreases the sparsity of a measured signal in the discrete Fourier basis. The underlying signal being sampled may only contain a single frequency component, but if its frequency is in-between the frequencies sampled by the discrete Fourier transform, it will manifest itself as nonzero content at many frequencies. The result is that the signal is less sparse in the discrete Fourier basis. One method for effectively regaining sparsity in the signal is to use an over-complete dictionary for C instead of a basis. The term 'over-complete dictionary' refers to a set of vectors that contains a complete set of basis vectors plus additional vectors not in the original basis set.
14 Here, the over-complete Fourier basis is used to reconstruct the signal. The over-complete Fourier basis is generated by sampling the standard discrete Fourier basis more finely in frequency. The over-complete Fourier basis is generated by
for n = 0, . . . , N À 1, where N is the length of the vectors and L is the multiplicative factor by which the dictionary is over-complete. For this work, L is taken to be 2, so the over-complete dictionary contains two times as many vectors as the standard Fourier basis. The over-complete dictionary basically includes the frequency components in-between those sampled by the standard Fourier basis. The ' 1 norm regularization problem described by equation (5) was repeated for both the healthy and damaged signals. C was replaced with the over-complete Fourier dictionary and g = 1.0. The ' 1 norm regularization problem was solved using 8, 16, 32 and 64 compressed coefficients for both the damaged and undamaged cases. The reconstruction of the healthy signal can be found in Figure 6 and the reconstruction of the damaged signal is found in Figure 7 . First, compare Figure 2 with Figure 6 . Clearly, the reconstruction using the over-complete dictionary outperforms the reconstructions using the standard Fourier basis. In this case, when using the over-complete dictionary the performance when using only 16 compressed coefficients is roughly similar to the case when using 32 compressed coefficients with the standard Fourier dictionary. Across all the reconstructions for the healthy case with L=2, using the over-complete dictionary produces reconstructions that are comparable to the reconstructions achieved using the standard Fourier basis, but with two times as many compressed measurements. The reconstructions shown in Figure 7 show a similar result. Significantly fewer compressed measurements are needed to reconstruct a signal generated by a linear system when an over-complete Fourier basis is used to perform the reconstruction. 
Smashed filter
In SHM, the main concern is generally the detection of damage and not necessarily the collection of accurate time series. With this in mind, it was decided to investigate alternate techniques to try and detect the presence of damage while using a relatively small number of compressed coefficients. An extension of the matched filter to the compressed domain known as the 'smashed filter' seemed an appropriate technique to evaluate. 5 The matched filter is an optimal detection scheme often used in radar and sonar applications for detecting the presence of a known signal obscured by white Gaussian noise. 22 The implementation is simply
where x is the measured signal, h i is the signal whose presence is being ascertained, N is the length of the signal and T (N 2 1) is the test statistic. The subscript i is used to indicate the i-th signal of interest drawn from a set of many signals that are currently being considered. If the value of the test statistic T(N 2 1) is above a user-defined threshold, the decision is made that the signal is present in the measurement. The smashed filter is implemented in basically the same manner as the conventional matched filter. The main difference is that the smashed filters are generated by taking time-shifted versions of the signals of interest, and then subjecting them to the measurement process F. The time-shifted versions of the signal of interest are used because in this work, the arrival in time of the signal of interest is not known. In order to compensate for this lack of knowledge, a dictionary of time-shifted versions of the signal of interest is used instead. The matched filters in the compressed domain H i for the discrete time-shift n are generated from the signals of interest h i as follows
The smashed filter can then be written as
where y is the measured signal in the compressed domain, H i is the compressed version of the signal whose presence is being ascertained also referred to as the 'smashed filter', M is the number of compressed coefficients and T (N 2 1) is the test statistic. The test statistic essentially consists of the inner product of the compressed version of the measured signal with the smashed filter. For this work, training signals from both the damaged and undamaged states were collected. The training signal for the damaged case was collected in a different data collection session in order to allow the possibility for a small mismatch between the training data and the data acquired from the partially damaged structure. The length of the original measured signal was 256 points. To account for the possibility of a shift in time between the measured signal and the original matched filter, 255 additional circular time-shifted versions of each matched filter were generated and then compressed into smashed filters. All of the H i smashed filters are normalized to have the same energy. Once the smashed filters were generated, 303 experiments resulting in 128 compressed coefficients per experiment were collected from the structure in both the damaged and healthy cases. Subsets of the 128 compressed coefficients were then used to evaluate the performance of the smashed filter for various numbers of compressed coefficients. To implement the smashed filter, the inner product of the compressed coefficients and the smashed filter vectors was calculated for each experiment. The smashed filter with the largest inner product was then selected and the experiment was classified as damaged or healthy based on whether or not the corresponding smashed filter came from the damaged or healthy case. Figures 8 and 9 illustrate the results of applying the smashed filter to the experiments for the healthy and damaged cases, respectively. Table 1 shows the numerical results of these experiments. From these data, we see that once at least 16 compressed coefficients are used to calculate smashed filters, the probability of misclassifications become very low: no more than eight in 303 experiments and usually less. It is noteworthy that the number of compressed coefficients needed to achieve accurate classification with the smashed filter is only 1/16 the number of data points in the original time series measurement. Based on these results, the smashed filter has the potential to significantly reduce the number of measurements needed to classify whether a structure is damaged.
Conclusion
The contribution of this work is the development of a two-stage compressed sensing framework with the potential to conserve energy and communication bandwidth in embedded wireless sensor nodes for SHM applications. The fitness of the two-stage compressed sensing framework for SHM applications has been shown by executing performance evaluations of ' 1 norm regularization to reconstruct time series measurements of acceleration collected from representative structures. This work was followed by an evaluation of the smashed filter for damage classification in the same representative structure. It was found that the smashed filter has potential to significantly reduce the number of measurements required to classify the state of health of a structure. The two-stage compressed sensing framework proposed in this work can readily be applied to embedded wireless sensor networks for SHM applications with the effect of lowering bandwidth and power requirements. In order to make this system a reality, future research should consider the use of sparse binary measurement matrices F in order to reduce the time and energy needed to apply the digital compressed sensing matrix-vector multiplication used to generate the compressed measurements. 23 It is also important to select an appropriate dictionary of signals that better positions the optimization routine to find a sparse representation. Ongoing research by the authors is revealing that the choice of the dictionary used to perform the signal reconstruction has a significant effect on the quality of the reconstruction. Preliminary results suggest that the choice of the reconstruction dictionary is application dependent. Another technique that looks very promising for SHM applications is the SpaRCS procedure for recovering low-rank and sparse matrices from compressive measurement. 24 For many applications, the low-rank portion of this matrix would correspond to the system dynamics, and the sparse portion would correspond to anomalous damage expressing itself in the measurement. This technique would be particularly useful for SHM applications that require fullfield measurements and long-term monitoring of structures for anomalous events.
The adoption of a multi-stage compressed sensing framework has the potential to significantly reduce the power and bandwidth requirements of a wireless sensor network for SHM applications. The further development and analysis of potential compressed sensing wireless sensor network frameworks for SHM applications will be the focus of future research efforts.
