Abstract-Feature (or descriptor) extraction from images and videos is a very crucial task in almost all computer vision systems. It consists of extracting characteristics describing important information in the images and videos. Different global (or holistic) methods such as Principal Component Analysis (PCA) have been widely studied and applied but lately local descriptors (such as LBP, SIFT and Gabor) have gained more attention due to their robustness to challenges such as pose and illumination changes. This tutorial gives an exhaustive overview of different image and video descriptors which can be found in literature with an emphasis on the most recent developments in the field.
I. SHORT DESCRIPTION
Developing pattern recognition systems involves two crucial issues: image representation and classifier design. The aim of image representation is to derive a set of features from the raw images which minimizes the intra-class variations (i.e. within instances of a same object) and maximizes the extra-class variations (i.e. between images of different objects). Obviously, if inadequate representations are adopted, even the most sophisticated classifiers fail to accomplish the recognition task. Therefore, it is important to carefully decide on what representation to adopt when designing pattern recognition systems. Ideally, the representation should: (i) discriminate different objects well while tolerating within-class variations; (ii) be easily extracted from the raw images/videos in order to allow fast processing; and (iii) lie in a low dimensional space (short vector length) in order to avoid a computationally expensive classifier. Naturally, it is not easy to find features which meet all these criteria because of the large variability in object appearances due to different imaging factors such as scale, orientation, pose, lighting conditions, etc. Thus, a key issue in pattern recognition and computer vision is finding efficient image and video descriptors.
In literature, different global (or holistic) methods such as Principal Component Analysis (PCA) have been widely studied and applied but lately local descriptors (such as LBP, WLD, LPQ, SIFT, Gabor, DCT and HOG) have gained more attention due to their robustness to challenges such as pose and illumination changes. This tutorial gives an exhaustive overview of different image and video descriptors which can be found in literature with an emphasis on the most recent developments in the field.
To explain and demonstrate the use of image and video descriptors, the local binary pattern (LBP) operator is chosen as an example of methods for computing descriptors. LBP is shown to be very efficient in describing image and video appearances and provides outstanding results in representing and analyzing different patterns in both still images and video sequences. The LBP operator is defined as a gray-scale invariant texture measure, derived from a general definition of texture in a local neighborhood. Due to its discriminative power and computational simplicity, the LBP texture operator has become a popular approach in various applications, including visual inspection, image retrieval, remote sensing, biomedical image analysis, face image analysis, motion analysis, environment modelling, and outdoor scene analysis.
In the LBP approach to face analysis, the face image is divided into several regions from which the LBP features are extracted and concatenated into an enhanced feature histogram which is used as a face descriptor. The approach has evolved to be a growing success and has been adopted and further developed by a large number of research groups and companies around the world. The use of histograms as features also makes the LBP approach robust to face misalignment and pose variations.
The original LBP operator was defined to only deal with the spatial information, but recently it has been extended to a spatiotemporal representation for dynamic texture (DT) analysis. This has yielded to so called Volume Local Binary Pattern operator (VLBP). The idea behind VLBP consists of looking at dynamic texture as a set of volumes in the (X,Y,T)-space where X and Y denote the spatial coordinates and T the frame index (time). The neighborhood of each pixel is thus defined in a three dimensional space. Then, similarly to LBP, volume textons can be defined and extracted into histograms. Therefore, VLBP combines motion and appearance into a dynamic texture description.
This tutorial will also address the emerging applications and recent use of texture features in pattern analysis especially from video sequences. While many works consider the video sequences only as collections of frames and apply still image based methods, recent developments showed outstanding results when using texture based spatiotemporal representations for describing and analysing patterns and events in video sequences.
After the presentation, the participants will become aware of the state-of-the-art in image and video descriptors and their development in computer vision. Particularly, they will understand the fundamental theory behind Local Binary Patterns (LBP). They will also be advised on effective and proper use of LBP in various applications. With the provided source code and material, the participants will be ready to use LBP in their own research.
