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Riassunto
Si presenta la realizzazione, con tecnologie open-source, di un data
warehouse per il supporto alle decisioni inerenti le valutazioni delle
performance di un sistema di trouble ticketing.
Tale sistema e` utilizzato da una nota azienda leader nel mercato dei
servizi finanziari e lo scopo finale di tale lavoro e` quello di analizzare le
performance nella gestione delle criticita` rilevate sui loro sistemi
informativi, per verificare eventuali punti di debolezza e decidere dove
intervenire.
Dopo aver illustrato cosa si intende per sistema di trouble ticketing e
perche´ viene utilizzato dall’azienda committente, vengono esposte
nella seguente tesi le fasi che hanno portato alla costruzione e
realizzazione del data warehouse, ovvero: lo studio dei processi e
l’analisi dei requisiti, la progettazione, l’analisi degli strumenti
software utilizzati, la realizzazione delle procedure di estrazione,
trasformazione e caricamento (ETL), l’analisi e sviluppo
dell’applicazione, nonche´ la realizzazione del sistema di reporting.
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Capitolo 1
Introduzione
Per le aziende di medie-grandi dimensioni, ed in un contesto dove la
competitivita` e` un fattore determinato anche dalla velocita` con cui si
risolvono le criticita`, spesso vengono utilizzati strumenti di
monitoraggio dei sistemi informativi che consentono di attivare le
risoluzioni ai problemi o le risposte alle richieste degli utenti in tempi
molto piu` brevi.
Le richieste effettuate dagli utenti sono di diversa natura: possono
essere di bassa rilevanza, come ad esempio l’invio di documentazione,
oppure riguardare problemi che portano a situazioni di momentanea
interruzione del lavoro, come la visualizzazione di un messaggio di
errore su un’applicazione da essi utilizzata.
In passato spesso il meccanismo di gestione delle segnalazioni era
realizzato separatamente per ciascuna applicazione. Vi era quindi un
numero elevato di applicazioni da dover gestire per poter rispondere a
tutte le esigenze dei propri utenti.
Nel tempo si e` fatta sempre piu` forte l’esigenza di uniformare tali
applicazioni in un unico sistema, allo scopo di eliminare le diverse
logiche di gestione e far cooperare i vari i collaboratori/fornitori di cui
le aziende si avvalgono, e ridurre cosı` i tempi di risoluzione delle varie
problematiche segnalate.
9
CAPITOLO 1. INTRODUZIONE
Le aziende si sono, quindi, dotate di sistemi di trouble ticketing,
ovvero sistemi grazie ai quali ogni problema sollevato produce un
ticket. Quest’ultimo permette in qualsiasi momento di monitorare il
problema ad esso associato in modo da verificare lo stato di evoluzione
e l’operatore al quale e` in carico.
Grazie a tali sistemi e` possibile monitorare i tempi inerenti la
risoluzione dei problemi sollevati dagli utenti e comprendere quale sia
il rapporto tra i problemi che si presentano e i problemi che vengono
risolti.
Il monitoraggio del tempo di gestione del ticket e` spesso comparato
con dei tempi di riferimento, denominati service level agreement, che
definiscono le tempistiche stimate per la risoluzione di un ticket a
seconda della tipologia dello stesso. In questo modo e` possibile, tra
l’altro, comprendere se i propri collaboratori riescono a risolvere i
problemi nei tempi stabiliti, oppure comprendere le cause che hanno
portato ad un mancato rispetto degli stessi.
E` per tali ragioni che l’azienda finanziaria ha commissionato il
progetto di business intelligence descritto in questo lavoro di tesi: dato
un sistema di trouble ticketing analizzarne le performance rispetto ai
service level agreement.
Tale lavoro di tesi, qui di seguito esposto, mette in evidenza le
differenti fasi in cui e` stato organizzato il lavoro avendo come obiettivo
finale la realizzazione di un data warehouse che risponda alle esigenze
del committente.
Si e` proceduto, in prima analisi, allo studio della base di dati
dell’azienda dalla quale sono state estratte le informazioni utili alla
realizzazione del data warehouse.
Successivamente tutte le fasi di realizzazione del progetto sono state
svolte con un forte coinvolgimento del committente. A tale scopo sono
stati realizzati alla fine di ciascuna fase dei report riassuntivi e/o
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rappresentanti lo stato evolutivo del progetto.
1.1 Rassegna della letteratura
Per l’analisi dei processi aziendali, ai fini della progettazione del data
warehouse, si e` fatto ampio riferimento al libro [Kimball02].
Per quanto riguarda la progettazione del data warehouse il testo di
riferimento e` [Albano13]. E` risultato utile come strumento guida per la
definizione delle fasi che hanno portato alla realizzazione del data
warehouse, a partire dall’analisi iniziale della base di dati.
Per lo studio degli strumenti di sviluppo adottati ed esposti nel
presente lavoro di tesi il testo di riferimento e` [Bouman09].
Quest’ultimo fornisce notevoli dettagli inerenti l’utilizzo della suite di
Pentaho, a partire dalla configurazione degli strumenti fino alla
realizzazione di output. Sono state di supporto in questo libro anche le
informazioni inerenti le fasi di estrazione, trasformazione e
caricamento dei dati.
Per la comprensione degli strumenti utilizzati per la realizzazione
del data warehouse si fa riferimento anche a [Pentaho12].
La fase di creazione del cubo OLAP si fa riferimento a [Ruggieri12].
Per comprendere il funzionamento del sistema di trouble ticketing
Jira, si fa riferimento a [Jira13].
1.2 Contenuto della tesi
Si descrive il progetto realizzato durante un’attivita` di stage aziendale
presso la Bnova s.r.l, con sede a Massa.
Il progetto e` consistito in un lavoro di monitoraggio dei sistemi
informativi dell’azienda per mezzo della piattaforma di business
intelligence Pentaho BI Suite.
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Nel Capitolo 2 vengono esposte la realta` aziendale, le tecniche
precedentemente adottate dall’azienda committente per la risoluzione
dei problemi sollevati dai clienti e le motivazioni che hanno indotto ad
adottare un sistema di business intelligence.
Nel Capitolo 3 si descrive la fase di analisi dei requisiti, con la
progettazione dei data mart per rispondere alle esigenze del
committente.
Nel Capitolo 4 viene esposta la progettazione finale dei data mart in
accordo con il committente.
Nel Capitolo 5 vengono descritti gli strumenti di sviluppo utilizzati
presso l’azienda dove e` stato svolto il mio lavoro di tesi, ovvero la suite
di Pentaho.
Nel Capitolo 6 vengono trattate le fasi di estrazione, trasformazione
e caricamento (ETL) dei dati.
Nel Capitolo 7 si espongono i risultati ottenuti grazie all’analisi
OLAP.
Nel Capitolo 8 si descrive la fase di reportistica, utilizzando lo
strumento Pentaho Report Designer.
Vengono infine esposte le conclusioni derivanti da tale lavoro di tesi.
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Presentazione del caso
Si introduce la realta` aziendale dell’azienda committente, per poi
specificare le motivazioni che hanno portato all’utilizzo di un sistema
di trouble ticketing e, successivamente, alla business intelligence.
Viene infine descritta una porzione della base di dati di riferimento,
non inserendola interamente in quanto si compone di circa 130 tabelle,
gran parte delle quali non considerate interessanti per le analisi
richieste.
2.1 La realta` aziendale
L’azienda committente, leader nel mercato dei servizi finanziari,
volendo monitorare l’efficienza dei propri sistemi informativi, si e`
rivolta all’azienda presso la quale e` stato svolto il mio lavoro di tesi allo
scopo di realizzare un sistema di business intelligence.
Il modello di servizio in tale azienda, ovvero il modello utilizzato
per la gestione delle attivita` inerenti la manutenzione delle applicazioni
(application maintenance), oltre ad essere composto da unita` applicative,
puo` essere suddiviso in:
• modello operativo, il quale pone l’attenzione sulle attivita` e sui
13
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processi da compiere noche` sul monitoraggio dei tempi per
svolgerli;
• modello di controllo, che pone l’attenzione sulle analisi
quantitative e qualitative delle attivita`/processi e sull’analisi dei
tempi;
• modello organizzativo, inerente la struttura e le relazioni interne
ed esterne.
Da questa classificazione si puo` notare come, in tale azienda,
l’attenzione e` posta soprattutto sul fattore tempo, tanto da essere
costantemente monitorato.
In passato il modello di servizio dell’azienda prevedeva che le unita`
applicative fossero separate tra loro, senza alcuna collaborazione; lo
stesso era per il lavoro svolto dai suoi collaboratori.
Successivamente sono sorte differenti problematiche, dovute
soprattutto alla presenza di un numero elevato di applicazioni per
gestire i problemi sollevati dai diversi utenti.
Per tali ragioni vi e` stato un cambiamento radicale nel modello del
servizio, passando da un modello con le unita` applicative
completamente separate, ad un altro il cui scopo fondamentale puo`
essere riassunto in una sola parola: collaborazione.
Le problematiche sollevate dagli utenti attualmente sono gestite da
un unico sistema che unifica tutte le applicazioni, in modo tale da non
avere piu` una gestione differente per ogni tipologia di problema.
L’azienda, quindi, fa riferimento ad un sistema di servizi integrato,
realizzato grazie ad un raggruppamento delle attivita` svolte nelle
seguenti macro-categorie:
• issue, ovvero segnalazione di avvenimenti che, pregiudicando la
normale operativita` dell’utente, puo` dar vita ad un problema. A
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questo tipo di attivita` vengono assegnate delle priorita`, a seconda
del tipo di problema sollevato, in base alle quali deve essere risolto
in tempi piu` o meno brevi;
• request, sono semplici richieste che richiedono tempi di risoluzione
brevi, normalmente inferiori ad un giorno;
• enhancement, ovvero interventi applicativi che possono richiedere
piu` di un giorno di intervento. Vengono compresi in questa
classificazione, per esempio, le PIM, ovvero Piccole
Implementazioni o piccole evolutive, inerenti interventi
straordinari. Di solito comprendono una fase di valutazione del
problema, seguita da una fase di approvazione da parte del
cliente prima della risoluzione del problema stesso.
Grazie a questa classificazione vi e` un’uniformita` tra i problemi che
si presentano presso l’azienda, i quali possono essere risolti anche
mediante la cooperazione tra i differenti collaboratori.
Rimanendo ferma la necessita` dell’azienda di dover monitorare i
tempi di risoluzione dei problemi sollevati, sorge quella di individuare
dei tempi di riferimento. Questi ultimi costituiscono i parametri cui
fare il confronto con i tempi effettivamente impiegati in modo da poter
verificare se le risoluzioni avvengono nel tempo ipotizzato.
Questa esigenza ha portato alla necessita` di dover individuare dei
service level agreement, degli indicatori chiave di prestazioni1, che
differenziano i diversi servizi offerti in base alla loro tipologia e alla
priorita`/gravita` del problema sollevato.
Questi livelli di servizio offrono una maggiore garanzia al cliente in
quanto coloro che devono risolvere il problema sono tenuti a rispettare i
tempi previsti, pena il pagamento di penali o la rescissione del contratto
tra l’azienda fornitrice del servizio e il cliente.
1conosciuti come KPI, ovvero Key Perfomance Indicators
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A tal proposito l’azienda ha deciso di avvalersi di un sistema di
trouble ticketing per poter realizzare il modello del servizio basato sulla
cooperazione aziendale e sul rispetto dei service level agreement.
I sistemi di trouble ticketing hanno come scopo quello gestire i
problemi che vengono sollevati dagli utenti, in modo da ottimizzare i
processi aziendali e la produttivita` complessiva.
Si espone il funzionamento di tali sistemi nella sezione seguente.
2.2 I sistemi di trouble ticketing
In un sistema tradizionale, un generico cliente segnala un problema,
generalmente tramite posta elettronica e, nel caso non riceva alcuna
risposta da nessun operatore, provvede al sollecito con nuovi messaggi.
Essendo tali messaggi presenti in una mailing list, i differenti
operatori non sono a conoscenza ne´ se il problema e` stato risolto, ne´
tantomeno chi e` colui che lo sta risolvendo.
Con i sistemi di trouble ticketing, detti anche di trouble report, invece
per ogni richiesta fatta da un cliente viene generato un ticket
(richiesta/segnalazione), che viene salvato in una base di dati. In
questo modo tutti gli operatori in grado di risolvere il problema sono a
conoscenza non solo della richiesta effettuata dal cliente, ma anche
della persona che se ne sta occupando.
E` possibile, inoltre, che piu` persone in sequenza risolvano il
problema sollevato, ma l’utente finale e` a conoscenza solo dello stato in
cui si trova un ticket in un istante di tempo e della eventuale
risoluzione o meno del problema e non della sequenza completa delle
comunicazioni realizzate tra i differenti operatori.
Quest’ultimi possono essere organizzati in gruppi di lavoro, in modo
da collaborare tra loro per poter risolvere il problema sollevato da un
utente.
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Per ogni ticket, a seconda del problema segnalato, l’operatore
incaricato vi assegna una priorita` in base alla quale sono stabiliti dei
tempi di risoluzione che devono, o dovrebbero, essere rispettati. Ad
esempio un ticket con una priorita` elevata deve essere risolto in tempi
sicuramente piu` brevi rispetto ad un ticket con priorita` bassa.
Il ticket viene considerato chiuso quando viene inviata la risposta al
cliente.
Nel caso in cui, invece, un cliente invia un messaggio inerente un
ticket gia` chiuso, quest’ultimo viene considerato riaperto e trattato come
nuova richiesta.
Per quanto riguarda l’azienda committente, il sistema di trouble
ticketing utilizzato e` il sistema Jira.
2.3 Jira
Jira e` un tool di trouble ticketing scritto in java e, come tale, puo` essere
inserito come plug-in di supporto utilizzato per il bug tracking e per il
project management.
Ha un’architettura modulare che permette l’integrazione di terze
parti, fornite sia gratuitamente che a pagamento.
Viene fornito gratuitamente solo per i progetti open source che
soddisfano determinati criteri e per alcune tipologie di organizzazioni
(ad esempio le organizzazioni no-profit oppure non commerciali),
altrimenti viene rilasciato con licenza proprietaria.
Gli elementi fondamentali di Jira sono i seguenti:
• issue: problema sollevato da un utente, che puo` essere formato da
piu` sub-task, ovvero porzioni del problema che vengono affidati a
diversi operatori;
17
CAPITOLO 2. PRESENTAZIONE DEL CASO
• project: rappresenta l’insieme di diversi problemi e puo`
appartenere ad una determinata categoria. Ogni progetto puo`
avere diverse versioni ed essere formato da diverse componenti.
Quanto specificato puo` essere compreso meglio attraverso la
seguente figura:
Figura 2.1: Elementi principali di Jira
In Jira un problema, una volta aperto, ovvero preso in carico da un
operatore, puo` attraversare le seguenti fasi che formano un flusso di
lavoro:
• Open: apertura dell’issue;
• In progress: una volta aperto un nuovo flusso di lavoro il problema
attraversa questa seconda fase in cui gli operatori prendono in
carico il problema, ma attualmente non e` ancora risolto;
• Resolved: il problema e` stato risolto, ma non e` stato ancora chiuso
il flusso di lavoro;
• Closed: il flusso viene chiuso. Da notare che non necessariamente
il problema deve essere risolto per essere chiuso; potrebbe
verificarsi, a causa di diversi fattori, l’ipotesi in cui il problema
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non sia risolvibile oppure sia stato risolto dall’utente e, quindi,
non necessita alcun intervento da parte dell’operatore.
• Reopened: un problema, identificato da un ticket, precedentemente
chiuso viene riaperto dal cliente.
Quando un ticket viene preso in carico, lo stato non puo` essere
modificato finche´ non viene chiuso il flusso di lavoro.
Quanto appena descritto puo` essere rappresentato nella seguente
figura:
Figura 2.2: Flusso di lavoro in Jira
Come si puo` anche notare nella figura, un flusso di lavoro in Jira non
puo` essere cancellato.
In Jira un flusso di lavoro e` caratterizzato da step e transizioni.
Gli step rappresentano gli stati attraversati da un problema e sono
evidenziati nella figura precedente con il colore blu. Quando un
problema si trova in quello step, il suo stato non puo` essere modificato
finche´ non passa allo step successivo.
Una transizione, invece, permette il passaggio da uno step all’altro.
Essa e` un collegamento a senso unico ovvero, nel caso in cui sia
19
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necessario un collegamento bidirezionale tra due step, sono necessarie
due transizioni.
Una volta inserita una singola segnalazione, ovvero un problema
sollevato da un utente viene data la possibilita` di seguirne l’andamento
a mezzo posta elettronica, attraverso un sistema che tiene traccia del
singolo ticket.
Le persone che risolvono le problematiche che si presentano
possono avere un ruolo e far parte di un gruppo. Il ruolo e` univoco per
ogni progetto, ma differente tra i vari progetti. Infatti per ognuno e`
possibile definire un amministratore dello stesso, che non
necessariamente coincide con l’amministratore dell’intero sistema di
Jira.
Differente e` il concetto di gruppo non collegato al progetto ovvero
una persona, indipendentemente da progetti cui partecipa, puo` far
parte di diversi gruppi ed avere differenti ruoli. In Jira, quindi, sono
due concetti completamente differenti.
2.4 L’esigenza di utilizzare la business
intelligence
Dalla necessita` di dover confrontare i tempi effettivamente impiegati per
risolvere i problemi sollevati con i service level agreement e dalla necessita`
di comprendere il rapporto esistente tra i ticket aperti e quelli chiusi e/o
risolti, nasce l’esigenza per l’azienda committente di munirsi di sistemi
di business intelligence.
Le varie fasi che compongono un lavoro di business intelligence, dalla
definizione del data warehouse fino alla produzione di report,
consentono di implementare un sistema completo per rispondere alle
esigenze analitiche e di monitoraggio.
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Il punto di partenza e` stato la comprensione delle richieste del
committente.
2.5 Individuazione del problema
In seguito alle analisi da noi condotte per poter soddisfare le richieste
del committente, e` emersa la necessita` di monitorare due aspetti:
1. Poter analizzare ogni giorno il numero dei ticket in base allo stato
in cui si trovano. Per gli stati che puo` assumere un ticket vi sono
degli stati definiti dal sistema Jira ovvero: aperto, in lavorazione,
riaperto, risolto, chiuso. Oltre a questi, sono stati individuati
dall’azienda committente ulteriori stati aggiuntivi: in lavorazione
terze parti, in approvazione, da lavorare, verifica sospesa,
lavorazione sospesa, test sospeso, da testare, approvazione
sospesa, in verifica, annullato, sospeso e in test;
2. confrontare il tempo impiegato per risolvere un problema con i
service level agreement, ovvero i tempi di riferimento definiti
contrattualmente. In questo secondo caso, quindi, si vuole
calcolare il tempo di permanenza del ticket in determinati stati,
ovvero il tempo che un utente incaricato impiega per modificare
lo stato ad un ticket. I service level agreement normalmente sono
definiti in base alla tipologia di ticket (enhancement, request e issue)
ed in base alla gravita` del problema (bloccante, critica,
importante, media, bassa). I ticket che hanno tipologia request,
vista la loro natura, non prevedono alcuna priorita` e, quindi,
avranno un livello di servizio generico e valido per tutti i ticket di
questo tipo.
Per quanto riguarda il monitoraggio dei ticket, a seconda del loro
stato, e` stato notato che gran parte dei ticket cambiano stato durante il
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corso della giornata. E` sorto il problema inerente la considerazione o
meno di tutti gli stati attraversati da un ticket.
Se volessimo conoscere, per esempio, i ticket aperti e chiusi e
tenessimo traccia dei vari passaggi di stato, nel corso di una giornata
un ticket aperto e poi chiuso verrebbe conteggiato come se fossero due
ticket differenti producendo risultati errati.
Per verificare lo stato assunto dal ticket in un giorno, quindi, e`
importante conoscere solo l’ultimo stato in cui si trova, ignorando i vari
stati attraversati, in modo che un ticket a fine giornata venga
conteggiato una sola volta.
Per quanto riguarda il rispetto dei service level agreement diventa
rilevante, invece, conoscere i passaggi di stato del ticket. In questo
modo e` possibile calcolare il tempo impiegato da un ticket per
attraversare quel determinato stato.
L’azienda, pero`, non vuole monitorare tutti gli stati attraversati dal
ticket, ma solo lo stato inerente il tempo di lavorazione e, per i ticket con
tipologia issue, anche lo stato inerente il tempo di presa in carico. A tale
scopo e` stato stabilito che nel primo caso si vuole monitorare lo stato ”in
lavorazione” e nel secondo il tempo impiegato dall’apertura del ticket
fino allo stato ”in approvazione”.
Per comprendere come monitorare tali tempi si supponga che un
ticket con tipogia issue attraversi i seguenti stati:
Figura 2.3: Esempio di passaggi di stato di un ticket con tipologia issue
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Le informazioni da memorizzare sono: l’ultimo stato raggiunto (che
nell’esempio e` lo stato ”lavorazione sospesa”), il tempo impiegato per
attraversare la fase ”in lavorazione” e per raggiungere la fase ”in
approvazione”, che nella figura sono i tempi compresi nelle parentesi
graffe. Nel caso in cui un ticket con tipologia issue attraversasse solo
uno di questi due stati verra` effettuato il calcolo solo per quel tempo;
viene scartato se, invece, non attraversasse nessuno dei due stati da
sottoporre a monitoraggio.
Sorge, quindi, la necessita` di:
1. tenere traccia dell’ultimo stato in cui si trova il ticket nell’arco
della giornata, in modo da misurarne l’andamento in relazione ad
un qualsiasi soggetto di analisi (dimensione) ignorando, in questo
caso, il tempo impiegato per raggiungere quello stato;
2. confrontare il tempo impiegato da un ticket per attraversare un
determinato stato rispetto ai service level agreement. In questo caso
bisogna considerare sia gli stati attraversati da un ticket sia il
tempo effettivamente impiegato per quello stato.
Per poter monitorare quest’ultimo processo bisogna differenziare i
ticket in base alla loro tipologia in quanto, a seconda di quest’ultima, vi
saranno tempi di riferimento differenti.
Per i ticket con tipologia request l’azienda committente ha definito
come tempo di risoluzione (di lavorazione) 8 ore lavorative. Nel caso in
cui una request non venga risolta entro tale limite non rispetta il service
level agreement.
Per la tipologia enhancement viene fatta una valutazione iniziale per
verificare il tempo necessario per risolvere la richiesta. In questo
secondo caso il tempo di riferimento non solo puo` essere differente per
ogni enhancement, ma viene valutato di volta in volta. Il rispetto del
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service level agreement viene fatto in base alla stima di risoluzione fatta
durante la valutazione.
Per i ticket classificati come issue l’azienda committente ha stabilito
che i tempi di riferimento dipendono dalla priorita` e/o gravita` del
problema. Per tale tipologia di ticket bisogna non solo calcolare se il
tempo di risoluzione rispetti o meno il service level agreement, ma
bisogna valutare se il problema e` stato preso in carico nei tempi
stabiliti. A tal proposito si fa riferimento alla seguente tabella:
Gravita` tempoPresaInCarico tempoDiLavorazione
(P1) Bloccante 1/2 ora 1 ora
(P2) Critica 1 ora 8 ore
(P3) Importante 1 ora 16 ore
(P4) Media 1 ora 24 ore
(P5) Bassa 2 ore 24 ore
In cui:
• L’attributo gravita` indica la tipologia di gravita` del problema che il
fornitore e` tenuto a risolvere. Normalmente il concetto di gravita`
del problema si differenzia rispetto al concetto di priorita` ma, in
questo caso, entrambi vengono usati indifferentemente;
• L’attributo TempoPresaInCarico indica, a seconda della gravita`
del problema, il tempo trascorso dall’apertura della segnalazione
all’inizio della presa in carico, in funzione della gravita` del
problema;
• L’attributo TempoDiLavorazione indica il tempo che
bisognerebbe impiegare per poter risolvere un problema con
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quella determinata gravita`.
Dopo l’individuazione dei processi da monitorare e` stato stabilito di
voler misurare:
1. il numero di ticket per ultimo stato e per tipologia;
2. il numero di ticket per progetto e per ultimo stato raggiunto;
3. il numero di ticket per progetto e per tipologia;
4. il numero di ticket per priorita` e per progetto di appartenenza;
5. il numero di ticket chiusi in una data e aperti fino a quella data,
essendo presenti ticket che sono aperti in un giorno ma non
necessariamente chiusi e/o risolti in quel giorno;
6. il numero di ticket che rispettano o meno i service level agreement
per progetto, tipolgia di tempo monitorato e periodo temporale;
7. Per i ticket che non rispettano i service level agreement si vuole
conoscere il tempo medio di eccedenza rispetto il tempo di
riferimento per tipologia di ticket, prorita` e periodo temporale;
8. il numero di ticket che rispettano o meno i service level agreement a
seconda della tipologia di tempo da analizzare, ovvero il tempo di
lavorazione o di presa in carico.
2.6 Analisi dei dati operazionali
E` stato fatto uno studio preliminare della base di dati operazionale
della quale si descrivono le tabelle piu` significative, esposte nella
Figura 2.4..
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Nella tabella Jiraissue tra i valori presenti al suo interno vi sono
quelli inerenti, per ogni ticket, l’ultimo stato in cui si trova e la data in
cui e` passato in quello stato, la data di apertura del ticket e, nel caso in
cui si trovasse in uno stato finale di risoluzione, anche la data della
risoluzione.
Tutte le date comprendono sia le ore che i minuti. Per ogni ticket
viene anche specificato quale utente fa richiesta di risoluzione di quel
problema, che potrebbe essere chiamato utente richiedente e quale
utente ha modificato lo stato del ticket in quella data, che potrebbe
essere denominato utente incaricato.
La tabella Artstate non e` presente nella base di dati che mette a
disposizione Jira, bensı` e` una tabella aggiuntiva inserita dall’azienda
committente. Lo scopo della sua esistenza e del suo utilizzo e` tenere
traccia di tutti i passaggi di stato esistenti per ogni ticket.
Al suo interno e` presente una colonna denominata
timeoriginalestimate che assume valori non nulli solo per i problemi
classificati come enhancement. Solo tali problemi, infatti, richiedono una
stima iniziale, seguita da una conferma da parte dell’utente di
procedere o meno alla risoluzione.
La tabella Issuetype specifica le tipologie di problema che si possono
presentare. Nel caso specifico i valori utili per l’azienda committente
sono i gia` citati enhancement request e issue.
Nella tabella Priority vengono specificati i diversi livelli di priorita`
che puo` avere un problema; tale valore e` opzionale in quanto potrebbe
non essere significativo (ad esempio come per i problemi con tipologia
request).
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La tabella Resolution contiene le tipologie di risoluzione di un
determinato problema, ad esempio ”risolta con l’ok dell’utente”.
Nella tabella Issuestatus sono previste una serie di stati che il ticket
puo` attraversare dalla sua apertura fino alla sua chiusura o di
risoluzione o di annullamento, ad esempio ”in lavorazione”.
La tabella Project descrive il progetto a cui il ticket e` riferito.
La tabella ProjectVersion prevede una gestione delle versioni di ogni
progetto per indicarne la sua evoluzione. Il numero di versione puo`
dipendere da fattori quali: le naturali evoluzioni dei programmi
utilizzati o evolutive legate ai ticket elaborati.
La rappresentazione grafica di tali tabelle e` la seguente:
Figura 2.4: Porzione della base di dati operazionale di riferimento
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2.7 Riassunto
E` stato descritto il contesto aziendale dell’azienda committente e il
funzionamento dei sistemi di trouble ticketing. In seguito sono state
descritte le motivazioni che hanno portato all’utilizzo della business
intelligence e sono stati individuati i processi da dover monitorare. E`
stata esposta, infine, una porzione della base di dati contenente i dati
utili per la realizzazione del data warehouse.
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Progettazione iniziale dei data
mart
Si espone la fase di analisi dei requisiti, suddivisa in due sottofasi,
ovvero la raccolta e la specifica dei requisiti.
Come descritto in [Albano13], la specifica dei requisiti risulta
particolarmente importante in quanto produce una descrizione dei
requisiti di analisi dei dati che ne evidenzi le caratteristiche salienti da
modellare poi con la progettazione concettuale.
Quest’ultima fase, esposta alla fine del presente capitolo, e` una
progettazione concettuale iniziale cui segue una fase di rielaborazione
dei dati e si conclude con la progettazione finale che viene descritta nel
capitolo successivo.
3.1 Specifica dei requisti del fatto ”ultimo stato
del ticket”
Partendo dal primo processo da monitorare, ovvero l’“ultimo stato del
ticket”, si espone di seguito la definizione dei requisiti di analisi per tale
processo, in accordo con il committente.
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Lo scopo e` evidenziare le dimensioni con gli attributi utili, le misure
richieste e la granularita` dei fatti.
N. Requisiti di analisi Dimensioni Misure Metriche
1 Numero di ticket per stato e
per tipologia
Stato,
Tipologia
Conteggio
2 Numero di ticket per
progetto e stato
Progetto,
Stato
Conteggio
3 Numero di ticket per
progetto e tipologia
Progetto,
tipologia
Conteggio
4 Numero di ticket per
priorita` e per progetto
Progetto,
priorita`
Conteggio
5 Numero di ticket aperti ogni
mese e quanti ancora aperti
Stato,
DataUltimo
Conteggio
a partire dai mesi precedenti
e ticket chiusi in quel mese
Stato,
DataApertura
Il fatto
Si riporta in formato tabellare la descrizione del fatto ”ultimo stato del
ticket”. A seguito della specifica dei requisiti e` emerso che il fatto non
ha misure e che tutte le analisi sono da effettuare mediante conteggio
dei record.
Per quanto riguarda la granularita` del fatto, ai fini della
soddisfazione delle richieste del committente, interessa conoscere
l’ultimo stato di un ticket in un determinato periodo di tempo, ovvero
un giorno.
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Fatto Dimensioni Misure
preliminari preliminari
Un fatto riguarda l’ultimo
stato in cui si trova un ticket
in un determinato istante di
tempo
Progetto, Stato,
Tipologia, Priorita`,
UtenteRichiedente,
UtenteIncaricato,
DataApertura,
DataUltimoStato
La dimensione Utente non e` una dimensione utile alle analisi
richieste, ma e` stata inserita in quanto espressamente richiesto
dall’azienda committente per eventuali analisi future.
Le dimensioni
Si descrivono ora le dimensioni di analisi individuate e i relativi
attributi.
Nome Descrizione Granularita`
Progetto Definisce il singolo progetto Un progetto
Utente Definisce il singolo utente che gestisce il Un utente
Incaricato cambiamento di stato del ticket
Utente Definisce l’utente che richiede la risolu- Un utente
Richiedente zione di un problema cui e` associato quel
ticket
Stato Definisce l’ultimo stato raggiunto da un
ticket
Uno stato
Tipologia Definisce la tipologia del ticket Una
tipologia
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Priorita` Definisce la priorita` del ticket Una
priorita`
Data Definisce la data in cui quel ticket e` stato Una data
Apertura aperto
DataUltimo Definisce la data in cui il ticket e` passato Una data
Stato in quell’ultimo stato
Gli attributi dimensionali
Di seguito per ogni dimensione vengono elencati gli attributi e una loro
breve descrizione.
Dimensione Progetto
Attributo Descrizione
nomeSintetico Nome chiave del progetto
nomeProgetto Nome del progetto
Descrizione Breve descrizione del progetto
Versione Versione del progetto
Dimensione UtenteIncaricato
Attributo Descrizione
UserName nome utente
NomeECognome Nome e cognome dell’utente incaricato a risolvere
un problema
IndirizzoMail Indirizzo mail dell’utente
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Dimensione UtenteRichiedente
Attributo Descrizione
UserName nome utente
NomeECognome Nome e cognome dell’utente che richiede la
risoluzione a quel problema
IndirizzoMail Indirizzo mail dell’utente
Dimensione DataApertura
Attributo Descrizione
Data Data di apertura del ticket
Giorno Numero del giorno della data
giornoSettimana Giorno della settimana della data
nomeMese Nome del mese della data
Mese Mese della data
Trimestre Numero del trimestre
Semestre Numero del semestre
Anno Anno di riferimento
Ore Ora in cui il ticket e` stato aperto
Minuti Minuti in cui il ticket e` stato aperto
Dimensione DataUltimoStato
Attributo Descrizione
Data Data in cui il ticket raggiunge l’ultimo stato
Giorno Numero del giorno della data
giornoSettimana Giorno della settimana della data
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nomeMese Nome del mese della data
Mese Mese della data
Trimestre Numero del trimestre
Semestre Numero del semestre
Anno Anno di riferimento
Ore Ora in cui il ticket e` passato nell’ultimo stato
Minuti Minuti in cui il ticket e` passato nell’ultimo stato
Dimensione Stato
Attributo Descrizione
nomeStato Stato in cui si trova il ticket
TipoRisoluzione Tipo di chiusura del ticket
Dimensione Tipologia
Attributo Descrizione
Tipologia Tipologia del ticket
Dimensione Priorita`
Attributo Descrizione
Priorita` Priorita` assegnata al ticket
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Le gerarchie dimensionali
Si descrivono le gerarchie dimensionali specificando per ogni
dimensione le possibili gerarchie fra gli attributi e il loro tipo
(bilanciata, incompleta, ricorsiva).
Dimensione Descrizione gerarchia Tipo di gerarchia
DataApertura Giorno → Mese → Trimestre →
Semestre→ Anno
Bilanciata
DataUltimoStato Giorno → Mese → Trimestre →
Semestre→ Anno
Bilanciata
La gerarchia, in entrambi i casi, e` bilanciata in quanto sono sempre
presenti tutti gli attributi.
L’attributo descrittivo
Viene descritto di seguito l’attributo descrittivo del fatto non
considerato come dimensione degenere in quanto non usato nelle
analisi successive per fare dei raggruppamenti [Albano13].
Attributo nomeTicket
Attributo Descrizione
NomeTicket Nome del ticket
Il trattamento delle dimensioni che cambiano nel tempo
Un altro aspetto importante, tipico della progettazione dei data
warehouse, e` inerente al tipo di strategia da usare per trattare le
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dimensioni con attributi che possono cambiare nel tempo, cosı` come
specificato in [Albano13]. Infatti, e` possibile che gli attributi
dimensionali cambiano il loro valore con il passare del tempo e tale
cambiamento puo` essere:
• Frequente, ovvero il loro valore subisce variazioni di frequente;
• Lento, ovvero gli attributi dimensionali subiscono cambiamenti
raramente, ad esempio un utente puo` cambiare luogo di
residenza. Si parla in questo caso di slowly change dimension
(SCD).
Tale differenziazione e` necessaria in quanto, a seconda della tipologia di
cambiamento, vi sara` un differente trattamento nella modellazione.
Le tipologie di cambiamento possono essere distinte in:
1. TIPO 1: si perde la storia. Se un attributo dimensionale cambia il
proprio valore, allora il vecchio valore viene sovrascritto con il
nuovo. E` sicuramente la soluzione piu` semplice, ma in questo
modo non e` possibile fare delle analisi storiche in quanto e` come
se quell’attributo avesse avuto da sempre il nuovo valore.
2. TIPO 2: si conserva la storia. Se un attributo dimensionale cambia
nel tempo viene conservato sia il valore iniziale che il valore
aggiornato. Viene, inoltre, memorizzata la durata di tali valori,
ovvero nella tabella dimensionale saranno presenti, per ogni
cambiamento, due attributi aggiuntivi, di solito denominati
rispettivamente date-from e date-to, per indicare che quella
dimensione assume quel valore da una data iniziale ad una data
finale.
Grazie a questa tipologia di trattamento dei cambiamenti e`
possibile realizzare delle analisi storiche in quanto fino alla data
del cambiamento si fara` riferimento al vecchio valore e dopo si
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fara` riferimento al nuovo. Lo svantaggio di tale approccio e` un
incremento dei dati presenti nella tabella dimensionale.
3. TIPO 3: si conserva la storia e la data della modifica. Se una
dimensione cambia valore viene tenuta traccia anche della data in
cui tale dimensione ha subı`to il cambiamento. In questo caso
vengono aggiunte, per ogni cambiamento, due colonne: una per
la data della modifica e un’altra per il nuovo valore.
4. TIPO 4: cambiamento frequente. Gli attributi dimensionali vengono
memorizzati in due tabelle, una con gli attributi che non cambiano
o che cambiano lentamente e l’altra con gli attributi che cambiano
frequentemente.
Viene esposto di seguito come viene trattato il cambiamento delle
dimensioni nel tempo nel caso specifico.
Nome dimensione Attributi modificabili Trattamento modifiche
Progetto Versione Tipo 2
Utente Ruolo Tipo 1
Stato Stato Tipo 2
Tipologia Tipologia Tipo 2
Priorita` Priorita` Tipo 2
In particolare si e` scelto di trattare con il tipo 2:
• Lo stato e la tipologia in quanto e` possibile, per esempio, che
vengano modificati degli stati oppure cambi il nome di una
tipologia di ticket; in questo caso si vuole tenere traccia dei vari
passaggi;
• La versione del progetto in quanto, in futuro, si potrebbe
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realizzare un confronto tra le diverse versioni di uno stesso
progetto per comprenderne l’evoluzione;
• La priorita` in quanto e` possibile, per esempio, modificare il valore
ad un ticket, assegnandogli una priorita` differente, cui un utente
abbia attribuito priorita` alta ma che, in realta`; in questo caso si
vuole tenere traccia anche di tali cambiamenti.
3.1.1 Progettazione concettuale iniziale del data mart
‘’ultimo stato del ticket”
Per la progettazione concettuale e` stato usato il modello del
Dimensional Fact Model (DFM), secondo il quale al centro vi e`
rappresentato il fatto, al suo interno vi sono le misure (che possono
anche mancare) e le dimensioni vengono modellate con degli archi
uscenti collegate al fatto [Albano13].
Dalle analisi precedentemente esposte e` stato realizzato un possibile
schema concettuale iniziale del data mart ‘’ultimo stato del ticket”,
visualizzato nella figura successiva:
Figura 3.1: Schema concettuale iniziale del fatto ”ultimo stato del ticket”
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Come e` possibile notare in fugura la dimensione Data e la
dimensione Utente sono delle dimensioni condivise in quanto esistono,
in entrambi i casi, piu` dimensioni che condividono gli stessi attributi
dimensionali. La dimensione Data, infatti, rappresenta sia la data di
apertura del ticket che la data in cui passa nell’ultimo stato; la
dimensione Utente, invece, rappresenta una dimensione condivisa tra
la dimensione utenteRichiedente e la dimensione utenteIncaricato.
3.1.2 Specifica dei requisiti per il fatto ”rispetto s.l.a. per
ticket”
In questa sezione vengono esposti i requisiti piu` significativi per il fatto
”rispetto s.l.a. per ticket”.
Come specificato precedentemente l’esigenza di dover realizzare
questo secondo fatto e` emersa dall’impossibilita` di poter rispondere
alle esigenze del committente solo con il fatto ‘’ultimo stato del ticket”.
Si evidenzia la specifica dei requisiti con le dimensioni e gli attributi
utili, le misure richieste e la granularita` dei fatti.
N. Requisiti di analisi Dimensioni Misure Metriche
6 Numero dei ticket
che rispettano o
meno gli s.l.a. per
progetto e tipologia
di tempo
Progetto,
Rispetto,
TipoTempo
Conteggio
7 Tempo medio di
eccedenza dei ticket
Tipologia,
Priorita`,
tempoImpiegato,
tempo
Media
che non rispettano i DataUltimo diRiferimento,
service level agreement Stato eccedenza
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per tipologia e
priorita`
8 Numero di ticket che
rispettano gli s.l.a. e
numero di ticket che
non li rispettano, in
base alla tipologia
e alla priorita`
del ticket e alla
tempistica misurata
(lavorazione o presa
in carico)
Rispetto,
Tipologia,
Priorita`
TipoTempo
Conteggio
Successivamente bisogna scegliere sia la granularita` che la natura del
fatto.
In questi casi, ovvero nei casi in cui un fatto deve attraversare delle
fasi, dei cambiamenti nel tempo, di solito la natura del fatto e` del tipo
istantanea accumulata (Accumulating Snapshot Fact) che rappresenta
l’informazione sugli stati di un evento che ha una certa durata. Un
esempio e` la pratica di richiesta di un mutuo, in cui si vogliono
conoscere tutte le fasi che portano alla conclusione dell’operazione
come la presentazione della domanda e l’approvazione. Il caso
specifico rientrerebbe in tale classificazione perche` presenti dei
cambiamenti di stato dei ticket nel tempo.
L’azienda, pero`, non vuole conoscere tutti i passaggi di stato ma
solo determinati stati in cui il ticket puo` trovarsi, ovvero lo stato ’in
lavorazione’ e solo per i ticket con tipologia issue lo stato ’in
approvazione’. La natura del fatto, pertanto, e` di tipo istantanea
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(Transaction Fact) in cui l’informazione su uno specifico evento che si e`
verificato durante l’esecuzione di un processo aziendale.
Il fatto
Si riporta in formato tabellare la descrizione del fatto ”rispetto s.l.a. per
ticket”.
Per quanto riguarda la granularita` del fatto, ai fini della
soddisfazione delle richieste del committente, interessa conoscere il
rispetto (o meno) dei service level agreement dei ticket in un determinato
periodo di tempo, ovvero un giorno.
Fatto Dimensioni Misure
preliminari preliminari
Il fatto riguarda il rispetto
(o meno) dei service level
agreement dei ticket in
relazione alla loro tipologia
Progetto,
Tipologia,
Priorita`, Stato,
DataUltimoStato,
Rispetto,
TipoTempo
tempoDiRiferimento,
tempoImpiegato,
Eccedenza
Le dimensioni
Si descrivono ora le dimensioni di analisi individuate e i relativi
attributi.
Nome Descrizione Granularita`
Stato Definisce lo stato in cui si puo` trovare
ogni ticket
Uno stato
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Tipologia Definisce la tipologia del ticket Una tipologia
Priorita` Definisce la priorita` del ticket Una priorita`
Progetto Definisce il singolo progetto Un progetto
DataUltimo Definisce la data dell’ultimo stato Una data
Stato raggiunto dal ticket
Rispetto Definisce il rispetto (“S” se il tempo e`
nel s.l.a. e “N” altrimenti) del tempo di
riferimento (service level agreement)
Un rispetto
TipoTempo Definisce la tipologia di tempo
monitorato (”in lavorazione” o ”presa in
carico”)
Una tipologia
di tempo
Gli attributi dimensionali
Di seguito per ogni dimensione vengono elencati gli attributi e una loro
breve descrizione.
Dimensione Tipologia
Attributo Descrizione
Tipologia Tipologia del ticket
Dimensione Stato
Attributo Descrizione
nomeStato Stato in cui si trova il ticket
TipoRisoluzione Tipo di chiusura del ticket
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Dimensione Priorita`
Attributo Descrizione
Priorita` Priorita` assegnata al ticket
Dimensione Progetto
Attributo Descrizione
nomeSintetico Nome chiave del progetto
nomeProgetto Nome del progetto
Descrizione Breve descrizione del progetto
Versione Versione del progetto
Dimensione DataUltimoStato
Attributo Descrizione
Data Data in cui il ticket raggiunge l’ultimo stato
Giorno Numero del giorno della data
giornoSettimana Giorno della settimana della data
nomeMese Nome del mese della data
Mese Mese della data
Trimestre Numero del trimestre
Semestre Numero del semestre
Anno Anno di riferimento
Ore Ora in cui il ticket e` passato nell’ultimo stato
Minuti Minuti in cui il ticket e` passato nell’ultimo stato
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Dimensione Rispetto
Attributo Descrizione
Rispetto Rispetto (“S” se il tempo e` nel s.l.a. e “N” se il
tempo e` stato superato)
Dimensione TipoTempo
Attributo Descrizione
tipoTempo tipologia di tempo da monitorare (”in
lavorazione” per tutte le tipologie di ticket e
”presa in carico” per la tipologia issue)
Le gerarchie dimensionali e l’attributo descrittivo
Si descrivono le gerarchie dimensionali specificando per ogni
dimensione le possibili gerarchie fra gli attributi e il loro tipo
(bilanciata, incompleta, ricorsiva).
Dimensione Descrizione gerarchia Tipo di gerarchia
Data Data → Mese → Trimestre →
Semestre→ Anno
Bilanciata
Per quanto riguarda l’attributo descrittivo, esso risulta il medesimo
del data mart ”ultimo stato del ticket”.
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Il trattamento delle dimensioni che cambiano nel tempo
Viene esposto di seguito come viene trattato il cambiamento delle
dimensioni nel tempo nel caso specifico.
Nome dimensione Attributi modificabili Trattemento modifiche
Progetto Versione Tipo 2
Stato Stato Tipo 2
Priorita` Priorita` Tipo 2
Tipologia Tipologia Tipo 2
TipoTempo tipoTempo Tipo 2
Le misure
Si descrivono le misure del data mart ”rispetto s.l.a. per ticket”
specificando se sono derivabili da altre misure, la loro aggregabilita` e la
descrizione.
Misure
Misura Descrizione Aggregabilita` Derivata
tempo Indica il tempo impiegato Semiadditiva No
Impiegato dal ticket in quello stato
tempoDi Indica il tempo stabilito Semiadditiva No
Riferimento necessario per risolvere un
problema in un determinato
stato
eccedenza tempoImpiegato
- tempoDiRiferimento
Semiadditiva Si
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Le misure sono semiadditive rispetto alle dimensioni priorita` e
tipologia di ticket in quanto non possono essere aggregate con la
funzione somma per gruppi di dati con valori diversi di tali
dimensioni. Questo perche` le misure assumono valori diversi in
funzione sia della tipologia che della priorita`.
Non sono, inoltre, additive per progetto in quanto sono presenti
ticket con tempi di risoluzione e di riferimento differenti legati alla
priorita`. I risultati prodotti, quindi, nel caso in cui si sommassero tali
tempi per progetto, non avrebbero alcun significato.
3.1.3 Progettazione concettuale iniziale del data mart
‘’rispetto s.l.a. per ticket”
La progettazione concettuale del secondo data mart e` esposta nella
seguente figura:
Figura 3.2: Schema concettuale iniziale del fatto ”rispetto s.l.a. per
ticket”
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3.2 Riassunto
E` stata presentata la fase di raccolta dei requisiti dei due data mart.
E` stata, inoltre, presentata una possibile progettazione concettuale
iniziale di entrambi, realizzata utilizzando il modello del Dimensional
Fact Model (DMF).
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Progettazione finale dei data
mart
Vengono esposte le fasi di progettazione concettuale finale e logica dei
data mart e le considerazioni che hanno portato alle modifiche
riguardanti la progettazione iniziale dei data mart tenendo presente le
esigenze del committente.
4.1 Progettazione concettuale finale
Dopo la progettazione concettuale iniziale sono state fatte delle
considerazioni che hanno portato alla fase successiva, ovvero la
progettazione concettuale finale.
Le considerazioni sono state le seguenti:
1. Essendo le dimensioni priorita` e tipologia degeneri, ovvero sono
dimensioni che non hanno attributi, si e` scelto di unirle e
realizzare una dimensione combinata (junk dimension)
denominata segnalazione; e` stato inoltre deciso di inserirle in una
gerarchia (priorita`→ tipologia).
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Analizzando i dati e` emerso, inoltre, che i ticket con tipologia
request non hanno priorita`; si e` deciso, in accordo con il
committente, di assegnare a questi ticket una priorita` denominata
irrilevante;
2. E` stato scelto di raggruppare gli stati in tre macro categorie,
identificate con l’attributo macroStato, ovvero aperto, sospeso e
chiuso, realizzando cosı` una gerarchia bilanciata. In questo modo
le analisi successive risulteranno semplificate essendo in un
livello minore di dettaglio, fermo restante la possibilita` di
aumentarne il livello;
3. L’attributo descrittivo nomeTicket, nella fase di progettazione
logica, e` stato inserito all’interno della tabella dei fatti;
4. Per non avere delle tabelle dimensionali con troppi dati, per le
dimensioni inerenti le date si e` scelto di separare la parte delle
date dalle ore e dai minuti, inserendo questi ultimi due attributi
in una tabella dimensionale a parte, denominata orario. Essendo
presente sia l’orario di apertura del ticket che l’orario dell’ultimo
stato in cui esso si trova, anche per tale dimensione ne e` presente
una condivisa;
5. Essendo, per il secondo data mart, le dimensioni rispetto e
tipoTempo degeneri,si e` scelto di inserirle in una dimensione
combinata denominata rispettoSLA.
Dopo tali considerazioni sono stati realizzati gli schemi concettuali
finali dei data mart e la progettazione logica degli stessi.
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4.1.1 Schema concettuale finale del fatto ”ultimo stato
del ticket”
La figura che segue rappresenta lo schema concettuale finale del primo
data mart:
Figura 4.1: Schema concettuale finale del fatto ”ultimo stato del ticket”
4.1.2 Schema concettuale finale del fatto ”rispetto s.l.a.
per ticket”
Figura 4.2: Schema concettuale finale del fatto ”rispetto s.l.a. per ticket”
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4.2 Progettazione logica
Come specificato in [Albano13], dopo aver realizzato gli schemi
concettuali dei data mart si passa alla realizzazione dello schema logico.
Se si sceglie di gestire il modello multidimensionale con un sistema
ROLAP (Relational On Line Analytical Processing) si parla di schema
logico o relazionale.
I modelli logici relazionali possono essere [Kimball02]:
• Nel caso in cui vi sia la presenza di una sola tabella dei fatti in
relazione con piu` tabelle dimensionali si parla di schema a stella;
• Nel caso in cui vi sia una tabella dei fatti in relazione con piu`
tabelle dimensionali che sono in relazione con altre tabelle
dimensionali allora lo schema e` a fiocco di neve;
• Nel caso in cui vi sia la presenza di piu` tabelle dei fatti che
condividono tutte o alcune dimensioni, si parla di schema a
costellazione.
Nel caso specifico lo schema relazionale adottato per ogni data mart e`
uno schema a stella: ogni dimensione e` inserita in una tabella relazionale
per ognuna delle quali viene definita una chiave primaria surrogata, un
valore numerico generato automaticamente in fase di caricamento.
Per ogni tabella dimensionale esiste anche una riga con valori di
default per gestire i casi in cui non esistono valori della dimensione per
il fatto, evitando cosı` di inserire valori nulli nella tabella dei fatti.
La tabella dei fatti, invece, deve possedere tutte le chiavi primarie
surrogate delle tabelle dimensionali, gli attributi descrittivi e le
eventuali misure.
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4.2.1 Progettazione logica del fatto ”ultimo stato del
ticket”
Si presenta il modello logico del fatto ”ultimo stato del ticket”,
rappresentato nella figura seguente.
Figura 4.3: Schema a stella del fatto ”ultimo stato del ticket”
4.2.2 Progettazione logica del fatto ”rispetto s.l.a. per
ticket”
Figura 4.4: Schema a stella del fatto ”rispetto s.l.a per ticket”
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Tale figura rappresenta il modello logico del fatto ”rispetto s.l.a per
ticket”.
4.2.3 Progettazione logica del data warehouse
Come si puo` notare dalla modellazione concettuale e dagli schemi logici
dei due data mart, vi e` la condivisione di tutte le dimensioni tranne della
dimensione utente.
Lo schema relazionale del data warehouse, pertanto, e` uno schema a
costellazione: vi sono due tabelle dei fatti che condividono piu`
dimensioni, rappresentato nella seguente figura:
Figura 4.5: Schema a costellazione del data warehouse
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4.3 Riassunto
E` stata presentata la fase di progettazione concettuale finale dei data
mart, dopo aver esposto le considerazioni che hanno portato ad una
rielaborazione dei data mart individuati durante la progettazione
concettuale iniziale. E` stata, infine, presentata la modellazione logica
sia dei data mart e del data warehouse.
54
Capitolo 5
Ambiente di sviluppo
Si descrivono i software utilizzati all’interno dell’azienda presso la
quale e` stato svolto il presente lavoro di tesi, tracciando in questo modo
l’ambiente nel quale il data warehouse e` stato sviluppato1.
Al termine del presente capitolo, inoltre, vengono evidenziati sia i
vantaggi che gli svantaggi emersi dall’utilizzo di tali software open
source per la business intelligence.
5.1 La suite Pentaho BI
Pentaho puo` essere considerata una vera e propria suite piuttosto che
un singolo prodotto; comprende una collezione di programmi, scritti in
java, che possono essere utilizzati singolarmente oppure integrati con
altri strumenti non facenti parte della suite.
Sono previste due differenti versioni, ovvero l’Enterprise Edition
(E.E.) e la Community Edition (C.E.); la prima ha una licenza
commerciale e per tale ragione possiede qualche componente
aggiuntivo rispetto alla Community Edition, che e` interamente open
source. La versione utilizzata durante il mio lavoro di tesi e` la
Community Edition.
1Si fa riferimento a [Bouman09]
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Cosı` come specificato in [Bouman09], la struttura definisce solo i
livelli e non i programmi che devono essere utilizzati. Questo perche´
viene data la possibilita` di integrare i programmi di Pentaho con altri
non facenti parte della suite, lasciando cosı` ampia liberta` di utilizzo.
La suite di Pentaho BI ha una struttura modulare, che puo` essere
visualizzata nella seguente figura:
Figura 5.1: struttura di Pentaho B.I.
Per ogni livello sono presenti dei programmi che possono essere
classificati in diversi modi; tra le varie classificazioni di notevole
importanza e` quella riguardante la classificazione in client, server e
programmi desktop.
I programmi server sono quelle applicazioni che rispondono alle
richieste dei programmi desktop che, invece, possono essere installati
su di un computer locale, ovvero ogni utente che volesse utilizzarli puo`
averli sulla propria macchina.
Viene esposta qui di seguito una descrizione dei programmi presenti
secondo la classificazione appena citata.
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5.1.1 Pentaho business intelligence Server
Pentaho business intelligence Server comprende una collezione di
programmi, tra i quali Mondrian, che lavorano insieme per fornire una
serie di funzionalita` fondamentali. Sono dei java servlet e, come tali,
devono essere inseriti in un servlet container per essere eseguiti.
I livelli facenti parte di Pentaho business intelligence Server sono tre:
la piattaforma, che garantisce servizi utili sia agli utenti finali, come
servizi di logging, attraverso Pentaho User Console, e sia agli
amministratori, come la gestione di un insieme di connessioni al
database con Pentaho Enterprise Console; i BI component, che offrono
funzionalita` tipiche della business intelligence e, infine, il livello di
presentazione, che viene usato per esplorare e aprire contenuti esistenti
attraverso una user console.
Si descrive di seguito Mondrian, il Pentaho server utilizzato
durante il mio lavoro di tesi e la Pentaho user console per
comprenderne la loro utilita`.
Mondrian
Mondrian e` un server OLAP2 , open source scritto in Java, la cui
architettura si compone di quattro layer:
• Il presentation layer che determina cio` che l’utente finale puo` vedere
sullo schermo e come puo` interagire. In un sistema multi-utente, il
presentation layer esisterebbe sul computer di ciascun utente finale;
• Il dimensional layer analizza, convalida ed esegue query MDX 3 ;
• Lo star layer, grazie al quale e` possibile avere a disposizione una
cache di aggregazioni; nel caso in cui venissero richieste delle
2Piu` precisamente Pentaho Mondrian e` un HOLAP, rimandando al capitolo relativo
alle analisi OLAP per ulteriori dettagli.
3L’MDX, acronimo di MultiDimensional eXpression, e` un linguaggio standard per
le interrogazioni sulle basi di dati multidimensionali
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celle, viene prima controllato se sono presenti nella cache e, in
caso negativo, viene inoltrata la richiesta allo storage layer. Viene
utilizzato quindi per ridurre i tempi di risposta;
• Lo storage layer, e` un RDBMS che fornisce celle di dati aggregati e
membri delle tabelle delle dimensioni.
Il dimensional layer e lo star layer, devono essere presenti sulla stessa
macchina. Lo storage layer potrebbe essere su un macchina differente e,
per potervi accedere e` necessaria una connessione JDBC.
In questo modo, ovvero utilizzando delle connessioni JDBC, lo
strumento e` indipendente dal DBMS utilizzato poiche´ per cambiare
connessione ad una base di dati basta avere a disposizione il
corrispondente driver.
Pentaho User Console
E` lo strumento che viene affidato all’utente finale il quale, una volta
che gli sviluppatori hanno realizzato la soluzione di business intelligence,
puo` esplorare i dati attraverso la realizzazione di report e dashboard.
Comprende al suo interno JPivot, una libreria di tag JSP
personalizzati che permette agli utenti di effettuare le operazioni
tipiche di navigazione previste nell’analisi OLAP.
E` prevista anche una funzionalita` di reporting in modalita` self
service basata su modelli di metadati.
Oltre a questo strumento, all’interno di Pentaho User Console
possono essere messi a disposizione dei report istituzionali, ovvero dei
report in cui le operazioni che puo` svolgere l’utente sono limitate, ma il
loro contenuto puo` essere certificato in termini di attendibilita` dei dati.
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5.1.2 Le applicazioni desktop della suite
Le applicazioni desktop della suite Pentaho sono tutte quelle che
consentono di interagire direttamente con i dati aziendali senza passare
attraverso un server, utilizzando l’applicazione installata in locale sulla
macchina dello sviluppatore.
Si descrivono brevemente i tool grafici facenti parte delle
applicazioni desktop di Pentaho.
Pentaho Metadata Editor (PME)
Viene utilizzato per creare metadati, utilizzati come uno strato
intermedio tra la base di dati relazionale e l’utente finale.
Quest’ultimo, infatti, se volesse realizzare dei report sulle tabelle di
una base di dati relazionale dovrebbe conoscere il linguaggio SQL, il
linguaggio di interrogazione comprensibile al DBMS per produrre i
risultati desiderati.
I metadati, invece, permettono di descrivere le tabelle presenti in
una base di dati relazionale, le relazioni esistenti e le colonne che le
compongono, offrendo all’utente la possibilita` di creare report senza
avere alcuna conoscenza dell’SQL.
Pentaho Schema WorkBench (PSW)
E` un tool grafico che serve per creare gli schemi multi-dimensionali.
Gli output sono dei file XML con la definizione di cubi che saranno
l’input per Mondrian.
Un altro aspetto importante di Pentaho Schema Workbench e` che
permette la pubblicazione diretta dello schema sul server Pentaho per
essere successivamente utilizzato dall’utente tramite la Pentaho User
Console.
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Pentaho Aggregation Designer (PAD)
E` un tool che semplifica la creazione e la distribuzione di tabelle di
aggregazione, avendo come scopo il miglioramento delle performance
dei cubi con Mondrian.
Tali tabelle, infatti, contengono al loro interno misure pre-aggregate
realizzate a partire dalla tabella dei fatti.
Lo scopo e` rispondere piu` velocemente a query che richiedono un
determinato livello di aggregazione.
Avendo dati gia` aggregati, infatti, i tempi di risposta sono
notevolmente inferiori rispetto a una query che deve prima fare delle
aggregazioni per produrre il risultato desiderato. Non e` utile creare
tutte le possibili tabelle aggregate per produrre dei risultati, ma creare
solo quelle che permettano di semplificare e velocizzare una risposta a
una query.
Mondrian, quindi, per ogni query che deve elaborare verifica di
volta in volta se e` piu` utile produrre il risultato attraverso la tabella dei
fatti, oppure, utilizzando una delle tabelle aggregate create attraverso
tale strumento.
Pentaho Report Designer (PRD)
Pentaho Report Designer e` un tool grafico che viene utilizzato per
creare, modificare e pubblicare report sulla piattaforma di Pentaho.
Ampia trattazione di questo tool e` presente in questo lavoro di tesi
nel capitolo dedicato alla realizzazione dei report.
Data Integration (PDI)
E` un tool grafico che serve per realizzare l’estrazione, la
trasformazione e il caricamento dei dati nel data warehouse.
Nel presente elaborato viene trattato in maniera piu` approfondita
nel capitolo successivo, dedicato al processo etl.
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Weka
Weka e` un software open source scritto in Java utile per il Data Mining
e per l’apprendimento automatico.
Attraverso le tecniche di data mining e` possibile avere una
previsione dei nuovi comportamenti dei dati e, per rispondere a queste
esigenze, Weka e` stato integrato all’interno di Pentaho come strumento
aggiuntivo.
5.1.3 Vantaggi e svantaggi dell’utilizzo della suite di
Pentaho BI
Dall’utilizzo degli strumenti facenti parte della suite di Pentaho BI sono
emersi sia vantaggi che svantaggi.
I vantaggi individuati sono i seguenti:
• Elevata portabilita` essendo le applicazioni tutte realizzate in java;
• Possibilita` di aggiungere nuove funzionalita` e/o nuovi step,
dando allo sviluppatore ampia liberta` di utilizzo;
• Facile integrazioni con altri programmi non facenti parte della
suite, grazie all’architettura modulare;
• Piattaforma indipendente dalla base di dati di input: basta avere
a disposizione i driver java, sottoforma di file con estensione .jar e
copiarli in una serie di cartelle opportune;
• Presenza di un forum sul quale discutere con altri utenti di
eventuali problemi o soluzioni.
Gli svantaggi riscontrati, invece, sono i seguenti:
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• Processo di configurazione iniziale: necessita` di accedere
frequentemente ai file di configurazione;
• Necessita di un minimo di conoscenza delle applicazioni java;
vengono richieste delle competenze tecniche (ad esempio copiare
i file jar per una connessione non presente e/o configurare dei file
descrittivi di proprieta` con estenzione .properties).
5.2 Il database Oracle
La base di dati che contiene i dati dai quali si e` partiti per la
realizzazione del data warehouse e` basata sul motore Oracle, un
tradizionale RDBMS (Relational DataBase Management System),
ovvero un sistema di gestione di database (DBMS) basato sul modello
relazionale.
Gli elementi fondamentali di Oracle sono essenzialmente due: gli
schemi e le tabelle. I primi identificano un utente cui possono essere
associate diverse tabelle, che contengono i dati veri e propri.
Sono previste, quindi, differenti tabelle per ogni schema, che puo`
essere considerato un modo per raggruppare le tabella appartenenti allo
stesso utente.
Oracle prevede anche il concetto di permesso: ogni persona che
vuole connettersi ad una base di dati di Oracle in base al proprio ruolo
puo` possedere o meno determinati permessi per svolgere le operazioni
sulle tabelle.
Supporta, inoltre, tutte le piu` importanti funzioni dell’SQL analitico
e gli operatori OLAP, rendendolo particolarmente adatto per svolgere
operazioni di business intelligence.
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5.3 Riassunto
Sono state esposte le versioni esistenti della suite di Pentaho BI ovvero
la Community Edition e la Enterprise Edition, specificando le differenze
esistenti.
Sono stati descritti gli strumenti della suite di Pentaho BI C.E.
utilizzati per realizzare il lavoro di tesi, classificati in programmi server
e client.
E` stato inoltre presentato il data base Oracle.
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Estrazione, Trasformazione e
Caricamento dei dati (ETL)
Dopo aver descritto gli strumenti di sviluppo presenti nella suite di
Pentaho BI, in questa sezione vengono esposte le fasi di elaborazione,
trasformazione e caricamento utilizzando lo strumento Pentaho Data
Integration.
6.1 Cosa si intende per ETL
Definito il disegno del data warehouse, deve essere realizzato l’etl dei
dati.
Come specificato anche in [Ruggieri12], l’ETL e` un processo che puo`
essere suddiviso in sotto-processi, ovvero:
• Estrazione: e` la prima fase di tale processo, grazie alla quale i dati
vengo estratti da una sorgente o da differenti fonti. Esistono due
tipologie di estrazione: statica, che viene effettuata quando il data
warehouse deve essere popolato per la prima volta, a differenza
dell’estrazione incrementale, usata per l’aggiornamento periodico
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del data warehouse, che cattura solamente i cambiamenti avvenuti
dall’ultima estrazione;
• Trasformazione: in questa fase i dati vengono manipolati; tipici
esempi di trasformazioni sono l’eliminazione dei valori nulli, che
potrebbero portare a risultati errati durante le analisi, la
concatenazione di valori, come il nome dell’utente con il suo
cognome, oppure la gestione delle chiavi esterne, riguardante la
loro generazione e il lookup;
• Caricamento: in questa fase i dati vengono caricati nel data
warehouse. Esistono due differenti tipologie, ovvero si parla di
caricamento in modalita` batch, in cui i dati vengono integralmente
riscritti sostituendo i precedenti, o in modalita` incrementale
periodica grazie alla quale si rilevano e inseriscono nel data
warehouse solo i cambiamenti avvenuti a partire dall’ultimo
caricamento.
6.2 Pentaho Data Integration
Per realizzare le fasi del processo di ETL la suite di Pentaho fornisce lo
strumento denominato Pentaho Data Integration.
I concetti chiave di tale strumento sono due:
• Trasformazione: processo atomico che realizza una singola fase
dell’etl. E` composta da differenti step, ognuno dei quali e` una
singola operazione. Una caratteristica della trasformazione e` che
ogni step per essere attivato non necessita della terminazione
dello step precedente; infatti si attiva non appena quest’ultimo
inizia a produrre degli output. Il lavoro dei differenti step e`
quindi asincrono.
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I vari step sono collegati tra loro attraverso dei connettori
denominati hop.
• Job: puo` essere costituito da una o piu` trasformazioni.
Generalmente vengono utilizzati per identificare il flusso di
lavoro, ovvero quale e` l’ordine delle trasformazioni che devono
essere eseguite in sequenza.
Pentaho Data Integration e` formato da vari componenti, tra i quali
Spoon, lo strumento grafico che permette di creare job e trasformazioni,
producendo come output finale dei file XML.
Prevede una serie di step predefiniti gia` presenti al suo interno,
organizzati per categorie in base alle loro funzionalita`, ma e` possibile
anche creare degli step personalizzati utilizzando il linguaggio Java,
dando allo sviluppatore la possibilita` di personalizzare job e
trasformazioni. Si espongono di seguito le singole fasi del processo
ETL nel caso di specie.
6.3 Fase di estrazione
Per la fase di estrazione il punto di partenza sono le fonti dei dati, che
in questo caso risulta essere univoca, ovvero un database di Oracle.
Durante questa fase vengono estratte dalla base di dati le tabelle e
i rispettivi campi utili per la realizzazione dei data mart, a partire dai
requisiti di analisi individuati nel Capitolo 3.
L’azienda committente ha messo a disposizione per la stesura della
presente tesi solo un sottoinsieme di record contenente circa 170 ticket
emessi nei mesi compresi da gennaio a maggio dell’anno 2013.
Prima di creare sia trasformazioni che job in Pentaho Data
Integration bisogna realizzare una connessione alla base di dati di
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origine, avendone a disposizione il driver, altrimenti il prelievo delle
tabelle non e` possibile.
Come specificato nel precedente paragrafo, le trasformazioni sono
suddivise per categoria di appartenenza. Particolare importanza riveste
la categoria di input in quanto comprende gli step che permettono di
realizzare la fase di caricamento.
Tra gli step appartenenti a tale categoria particolare attenzione
meritano quelli usati piu` frequentemente durante il lavoro di tesi, di
cui nel seguito viene fornita una breve descrizione.
Table input
Grazie a questo step e` possibile connettersi, nel caso specifico, ad
una base di dati di Oracle dove sono presenti i dati o, piu` in generale,
ad un qualsiasi base di dati. A tale scopo viene generata una query sql
attraverso la quale e` possibile selezionare i campi che interessano per la
realizzazione del data warehouse.
Dimension Lookup/ Update
Questo step riveste particolare importanza per la sua duplice
funzione: permette di effettuare le operazioni di lookup e di gestire il
cambiamento delle dimensioni nel tempo.
Calculator
Attraverso questo step e` possibile effettuare operazioni come, ad
esempio, l’estrazione del giorno da una data, oppure la concatenazione
del nome degli utenti con il rispettivo cognome.
Number Range
Questo step risulta particolarmente importante in quanto permette,
dato un limite inferiore e superiore, di creare degli intervalli. E` stato
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utilizzato tale step per la creazione di fasce orarie ritenendo non utile
fare delle analisi per singola ora o singolo minuto.
6.4 Fase di trasformazione
Considerata conclusa la fase di estrazione dei dati, si passa alla fase di
trasformazione, grazie alla quale vengono effettuate delle modifiche ai
dati.
Importante durante questa fase e` stata l’eliminazione dei valori
nulli, che avrebbero potuto portare a risultati non esatti soprattutto se
aggregati. Per esempio, i valori nulli durante un conteggio non sono
stati presi in considerazione.
Per tale ragione per i valori numerici in caso di valore nullo o, come
per il campo resolution, in caso di valore pari a -1, e` stato sostituito con
valore 0, mentre per i campi di tipo stringa e` stato utilizzato il valore
NA (non ammissibile), come per l’attributo tipoDiRisoluzione.
Prima di procedere alla fase di caricamento, particolare importanza
viene data alla fase di trasformazione del secondo data mart.
Come prima operazione sono stati distinti i ticket a partire dalla
tipologia di appartenenza, in quanto per ogni tipologia vi saranno
tempi di riferimento differenti. Successivamente e` stato calcolato il
tempo di lavorazione e di presa in carico in minuti, e, sempre a seconda
della tipologia, i tempi sono stati confrontati con i service level agreement.
Quanto appena descritto e` rappresentato nella Figura 6.1.
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Figura 6.1: Trasformazione per il data mart ”rispetto s.l.a. per ticket”
6.5 Fase di caricamento
Successivamente si passa al caricamento dei dati all’interno del data
warehouse, realizzato per il primo data mart come esposto di seguito.
Come operazione preliminare e` stata presa la tabella contenente i
dati relativi agli ultimi stati di ogni ticket (la tabella jiraissue) e sono state
estratte le ore e i minuti dalla data di apertura del ticket e dalla data del
suo ultimo stato. In seguito e` stata fatta la lookup con le dimensioni e
sono stati selezionati solo i ticket ancora aperti fino a quel momento e
i ticketi chiusi in quel giorno. Infine, e` stato caricato il tutto all’interno
del data mart denominato factStatoTicket.
Il periodo di riferimento per il caricamento del data warehouse e` il
giorno. Cio` significa che ogni giorno deve essere automaticamente
avviata una trasformazione (o un job) che controlli se ci sono stati dei
cambiamenti di stato ai ticket gia` presenti all’interno del data mart,
oppure se sono stati aggiunti altri ticket.
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Per realizzare cio` e` stato utilizzato lo step denominato
insert/update, presente anche nella figura. Quest’ultimo aggiunge un
ticket nel caso in cui esso non sia presente nel data mart e,
diversamente, procede all’aggiornamento della riga corrispondente nel
caso in cui sia gia` presente ma ha subı`to qualche cambiamento.
La figura seguente espone quanto appena descritto:
Figura 6.2: Caricamento del data mart ”ultimo stato del ticket”
Il caricamento del secondo data mart e` analogo al primo tranne per la
tabella contenente i dati che, in questo caso, e` la tabella artstate.
6.6 Riassunto
E` stata descritta la fase di estrazione, trasformazione e caricamento dei
dati (ETL). Dopo aver introdotto cosa si intende per ETL sono stati
descritte le fasi nel caso specifico.
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Dopo aver presentato la progettazione concettuale e logica dei data mart
e le fasi dell’ETL che hanno portato ad una preparazione dei dati, si
passa alla fase successiva, ovvero all’analisi multidimensionale
mediante sistemi OLAP.
Viene descritto cosa si intende per sistemi OLAP e viene presentato
lo strumento utilizzato per creare i cubi e, infine, vengono esposti i
risultati delle analisi OLAP realizzate.
7.1 Analisi OLAP
La definizione di OLAP venne proposta per la prima volta da E.F.
CODD1 , secondo il quale vengono usate 12 regole per caratterizzare il
concetto di OLAP; successivamente, invece, venne introdotto il
modello FASMI2 che caratterizza tali applicazioni come:
• Veloce (Fast): i sistemi OLAP devono fornire risultati in tempi
molto brevi, di solito in qualche secondo;
1autore del modello relazionale dei dati, nel rapporto Providing OLAP to User
Analysist: An IT Mandate
2Da Nigel Pendse, The OLAP Report , 2004
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• Analisi (Analysis): devono essere fornite una serie di funzioni
analitiche in modo da non dover utilizzare degli opportuni
programmi per crearle;
• Condiviso (Shared): generalmente un sistema OLAP e` condiviso,
pertanto dovrebbero essere previsti meccanismi per regolare
l’accesso ai dati;
• Multidimensionale (Multidimensional): fornire una visione
multidimensionale dei dati.
Le applicazioni OLAP, pertanto, permettono di effettuare analisi dei
dati sui data warehouse e/o sui data mart, dando risposte in tempi brevi.
Questa tipologia di sistemi si differenziano dai sistemi OLTP (On Line
Transaction Processing) che realizzano analisi sulle basi di dati per
differenti scopi rispetto alle analisi OLAP.
Utilizzando i sistemi OLTP, infatti, e` possibile realizzare analisi che
supportano l’operativita`, soprattutto per ottimizzare le transazioni;
attraverso le applicazioni OLAP, invece, vengono realizzare analisi dei
dati inerenti il supporto alle decisioni.
Come specificato in [Ruggieri12] e [Albano13] le analisi OLAP, grazie
alla comunicazione tra un OLAP client e un OLAP server, forniscono una
vista multidimensionale su un data warehouse, attraverso la generazione
di particolari strutture, denominati cubi.
Questi ultimi permettono di esplorare un data warehouse o un data
mart con differenti strumenti quali tabelle pivot, oppure grafi
bidimensionali e/o tridimensionali. A partire dallo schema del data
warehouse, infatti, e utilizzando un motore OLAP, ovvero nel caso
specifico utilizzando Pentaho Mondrian, e` possibile ottenere una vista
multidimensionale del data warehouse realizzato in precedenza.
Possono esistere differenti tipologie di interazione tra un OLAP client
e un OLAP server, ovvero:
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• Il data warehouse e` memorizzato in un sistema relazionale,
denominato Data server, e le interazioni con l’OLAP client
avvengono in SQL. Il beneficio di questa soluzione e` che si usa
una tecnologia standard di solito gia` disponibile. La figura
seguente evidenzia quanto appena esposto:
• L’OLAP client interagisce con un sistema locale DOLAP (Desktop
OLAP) che gestisce piccole quantita` di dati estratti dal OLAP
server, dal Data server o da un DBMS operazionale, come si puo`
vedere nella seguente figura:
• L’OLAP client interagisce con un OLAP server, un sistema che
fornisce una visione multidimensionale a cubo dei dati di un data
mart analizzabili operazioni tipiche come slice, dice, drill down,
roll up, pivot. L’OLAP client, quindi, interagisce attraverso il
linguaggio MDX, il quale viene interpretato e tradotto dall’OLAP
server nel linguaggio SQL, che comunica direttamente con il
DBMS. La seguente figura riassume quanto appena descritto:
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Esistono differenti tipologie di OLAP server, ovvero:
- MOLAP (Multidimensional OLAP), il quale mantiene nella
memoria locale sia i dati del cubo, prelevati dal Data server, che
gli aggregati del cubo esteso (viste materializzate), utilizzando
opportune strutture a matrici. La soluzione fornisce ottime
prestazioni, ma non e` adatta per grandi quantita` di dati;
- ROLAP (Relational OLAP), che memorizza sia i dati del cubo
sia gli aggregati del cubo esteso nel Data server;
- HOLAP (Hybrid OLAP), che memorizza nella memoria
locale gli aggregati del cubo esteso in opportune strutture a
matrici e lascia i dati del cubo nel Data server.
Pentaho Mondrian rientra in quest’ultima classificazione. Si
mostra attraverso la seguente figura come avviene la
comunicazione tra client e server nel caso specifico:
Figura 7.1: Gestione comunicazione con Pentaho Mondrian
L’utente richiede, generalmente attraverso un browser web, di
navigare un cubo presente sulla console di Pentaho, per analizzare i
risultati prodotti. Questo e` possibile grazie a strumenti che
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trasformano le richieste dell’utente in query MDX, come JPivot o Saiku,
un altro strumento grafico che permette di effettuare analisi OLAP.
Cosı` come previsto dall’architettura di Pentaho, inoltre, tale strumento
puo` essere integrato all’interno della suite, alternativamente a JPivot.
Le query MDX verranno inoltrate a Pentaho Mondrian che,
attraverso una connessione JDBC, riesce ad accedere allo RDBMS a cui
e` stata fatta la richiesta, trasformando la richiesta dell’utente in una o
piu` query SQL, per produrre i risultati desiderati.
Questi ultimi saranno nuovamente inoltrati a JPivot o Saiku e
verranno visualizzati graficamente all’utente in base alla richiesta che
aveva fatto in precedenza.
Esposta la gestione della comunicazione, di seguito viene descritta
la realizzazione dei cubi mediante lo strumento della suite Pentaho
Schema Workbench.
7.1.1 Pentaho Schema Workbench
Per realizzare il cubo OLAP utile per le analisi successive la suite di
Pentaho prevede lo strumento Pentaho Schema Workbench.
Essendo un’interfaccia grafica permette in maniera intuitiva di
realizzare i cubi e definire le gerarchie presenti al suo interno. Lo
strumento, automaticamente, crea un file XML contenente i cubi.
Come prima operazione bisogna definire la tabella relazionale che
contiene il fatto: nel primo caso sara` la factUltimoStatoTicket e nel
secondo sara` factRispettoSla.
Successivamente vengono inserite le dimensioni specificando,
anche, in questo caso specificando le tabelle relazionali che contengono
i dati.
Nel caso in cui dichiarando una dimensione non fosse specificata
alcuna tabella relazionale lo strumento considera come tabella
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contenente i dati quella di default, che per ogni cubo e` la tabella dei
fatti.
Nel caso in cui i cubi condividono le dimensioni, come, ad esempio,
la dimensione DataUltimoStato, cliccando con il tasto destro sull’icona
‘’Schema” vengono create delle dimensioni condivise attraverso il
comando ‘’Dimension”. Terminata la creazione della dimensione basta
cliccare con il tasto destro su ogni cubo su ‘’Dimension Usage” e
inserire la dimensione che si vuole utilizzare (nell’esempio
DataUltimoStato).
Le dimensioni condivise vengono create anche nel caso in cui
esistesse solo un cubo, ma fosse presente al suo interno una dimensione
condivisa. Ad esempio, la dimensione Utente e` dichiarata come
condivisa perche´ nel primo cubo e` presente sia la dimensione
UtenteRichiedente sia UtenteIncaricato.
Attraverso la creazione di dimensioni condivise si evitano
operazioni ridondanti dovute alla duplicazione delle dimensioni per
ogni cubo.
Nello specifico, il cubo inerente il fatto ‘’ultimo stato del ticket”
utilizza solo dimensioni condivise, mentre nel cubo del fatto ‘’rispetto
s.l.a. per ticket” e` presente una dimensione aggiuntiva (rispettoSLA)
che viene dichiarata direttamente all’interno del cubo in quanto non
condivisa.
Particolare attenzione merita l’attributo descrittivo nomeTicket,
anch’esso presente in entrambi i data mart. Viene dichiarato come
dimensione e, non specificando alcuna tabella relazionale, viene
utilizza la tabella di default, ovvero per ogni cubo la propria tabella dei
fatti.
Per quanto riguarda le misure, Pentaho Schema Workbench
permette di specificare anche l’operazione di aggregazione che si vuole
utilizzare. Nel cubo ”ultimo stato del ticket” e` stata specificata come
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aggegazione una distinct-count sull’id del ticket, essendo rilevante ai
fini delle analisi solo il conteggio del numero dei ticket. Nel secondo
cubo l’operatore di aggegazione e` la media.
Il risultato prodotto puo` essere visualizzato nelle figure successive in
cui le dimensioni condivise sono quelle che sono sullo stesso livello dei
cubi, mentre vedendo ogni signolo cubo e` possibile notare le dimensioni
usate all’interno di ogni tabella dei fatti, le misure specificate e la tabella
relazionale contenente i dati:
Figura 7.2: Struttura cubi OLAP
Fase successiva alla creazione dei cubi e` la pubblicazione sulla
Pentaho User Console. Una volta effettuata tale operazione e` possibile
aprire un qualsiasi web browser ed espolare i cubi attraverso strumenti
come JPivot e Saiku.
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7.2 Realizzazione dei cubi OLAP
Per le analisi multimensionali e` stato utilizzato, a partire dalla Pentaho
User Console, lo strumento Saiku perche` piu` semplice nell’utilizzo e piu`
veloce nella produzione di risultati.
7.2.1 Analisi multidimensionali per il fatto ”ultimo stato
del ticket”
Si espongono di seguito le analisi multidimensionali realizzate per il
fatto ”ultimo stato del ticket”.
Requisito n. 1
Nella figura seguente e` riportato l’andamento dei ticket raggruppati
tipologia e per macro stato e per stato di appartenenza:
Figura 7.3: Ticket per tipologia, macro stato e stato
Per visualizzare il numero di ticket indipententemente dallo stato,
basta eliminare quest’ultimo attributo ottenendo quanto rappresentato
nella seguente figura:
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Figura 7.4: Ticket per tipologia e macro stato
Requisto n. 2
In questo caso si vuole conoscere il numero di ticket per progetto e
stato. L’analisi realizzata e` la seguente:
Figura 7.5: Ticket per progetto e macro stato
A partire dalla figura si nota che per il progetto SINISTRI – Sirio il
numero di ticket chusi e` piu` del 50% del totale dei ticket che gestiscono
i collaboratori facenti parte di tale progetto.
Da tale rappresentazione sembrerebbe, invece, che per il primo
progetto, ovvero AGI – Bloomerang AIM sono stati chiusi piu` ticket
rispetto quelli aperti. In questo caso e` possibile o che esistono dei ticket
chiusi nello stesso giorno in cui sono stati aperti, oppure che sono stati
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chiusi ticket aperti nei giorni precedenti.
Requisito n. 3
Il terzo requisito richiede di analizzare il numero di ticket sia per
tipologia che per progetto, ed e` possibile visualizzare i risultati grazie
alla seguente figura:
Figura 7.6: Ticket per progetto e tipologia
Grazie a questa analisi e` possibile notare come il progetto
denominato SINISTRI – Sirio sia quello che possiede il numero piu`
elevato di ticket, in particolare di issue.
7.2.2 Analisi multidimensionali per il fatto ”rispetto
s.l.a. per ticket”
Si espongono di seguito le analisi multidimensionali per il fatto ”rispetto
s.l.a. per ticket”.
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Requisito n. 6
L’azienda vuole conoscere il numero dei ticket che rispettano o non
meno i service level agreement per progetto, tipologia e priorita` del ticket
a seconda della tipologia di tempo (presa in carico oin lavorazione). Il
risultato prodotto e` il seguente:
Figura 7.7: Ticket per progetto e tipologia
In tale figura, che rappresenta i ticket presenti sono per i primi
quattro progetti, confrontando i risultati con quelli prodotti grazie al
rispetto al requisito n. 3 (numero di ticket per progetto e tipologia) si
puo` notare come sia presente un numero inferiore di ticket per ogni
progetto che se ne occupa. Ad esempio il progetto CRV - Test sono
presenti, nel requisito n.3, 4 ticket con tipologia issue mentre come
risultato di questo requisito e` presente solo 1 ticket con tipologia issue.
Questo perche` i rimanenti ticket evidentemente non sono ancora
passati per lo stato ”in lavorazione” e neanche per lo stato ”in
approvazione”.
Sono stati considerati irrilevanti ai fini di questa analisi e, per tale
ragione, non sono stati presi in considerazione.
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Requisito n. 7
Per conoscere il tempo medio di eccedenza dei ticket che non
rispettano i service level agreement per tipologia, priorita` e data,
l’analisi realizzata e` la seguente:
Figura 7.8: Tempo medio di eccedenza
Tramite lo strumento Saiku, sono state inserite nelle righe la tipologia
e la priorita` e nelle colonne sia rispettoSLA,di cui e` stato selezionato solo
il ’N’ che indica il mancato rispetto dei service level agreement, sia il mese
dell’ultimo stato raggiunto e la media dell’eccedenza.
Come si puo` notare dalla figura, i ticket che hanno priorita` ’media’
nel mese di marzo hanno superato i service level agreement per 928 minuti,
pari a circa 15 ore lavorative.
Requisito n. 8
Si vuole conoscere in questo caso il numero di ticket che rispettano o
meno i service level agreement in base alla tipologia, alla priorita` del ticket
e alla tempistica misurata (lavorazione o presa in carico). Il risultato
prodotto puo` essere visualizzato nella Figura 7.9.
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Figura 7.9: Ticket per progetto e tipologia
7.3 Riassunto
E` stata presentata l’analisi OLAP, dopo aver esposto cosa si intende per
OLAP e le motivazioni che portano alla realizzazione di tali analisi.
Sono state esposti i risultati prodotti in base alle analisi realizzate nel
caso specifico, dopo aver specificato come vengono realizzati i cubi
grazie allo strumento Pentaho Schema Workbench.
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Realizzazione dei report
Viene descritto Pentaho Report Designer, lo strumento che ha portato
alla realizzazione dell’ultima fase di questo lavoro di tesi, la reportistica,
nonche´ i report espressamente richiesti dall’azienda committente.
8.1 Perche´ e` utile la reportistica
Dopo aver preparato i dati ed averli caricati all’interno dei data mart
durante il processo dell’etl, possono essere presentati all’utente finale
per poterli analizzare; il modo piu` semplice e` attraverso una
visualizzazione grafica, come tabelle a doppia entrata e/o report.
Per report si intendono quegli strumenti che permettono di
visualizzare graficamente i risultati ottenuti a partire dalla
realizzazione del data warehouse, in modo da fornire una piu` facile
interpretazione da parte degli utilizzatori finali, ovvero i clienti.
Per poterli realizzare e` stato utilizzato lo strumento Pentaho report
designer, che si espone di seguito.
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8.2 Pentaho Report Designer
Cosı` come sottolineato anche in [Bouman09], terminato un progetto di
business intelligence, il 75% circa di tale lavoro verra` esplorato
attraverso il reporting; per un 20% circa verranno applicate tecniche di
data mining, mentre per la restante parte viene usato per indicare il
totale degli utenti che utilizzano tali dati.
Grazie allo strumento Pentaho Report Designer e` possibile, una
volta definita la struttura del report, creare un file XML che costituisce
l’input per un motore report che permette di ottenere il report in
differenti formati.
Una volta lanciato il programma, la schermata principale e` un report
vuoto, come si puo` vedere nella seguente figura:
Figura 8.1: Schermata iniziale di Pentaho Report Designer
Nella parte centrale e` presente un report vuoto suddiviso in sezioni.
Tale suddivisione permette di realizzare la struttura fisica del report.
Nel Page Header e` possibile inserire gli elementi che dovranno
comparire in ogni pagina del report come, ad esempio, il logo
dell’azienda, cosı` come gli elementi inseriti nel Page Footer. Nel Report
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Header, invece, vengono inseriti gli elementi che saranno presenti solo
nella prima pagina.
La parte piu` importante del report e` costituita dalla sezione Details,
ovvero la parte centrale di tale report vuoto, essendo al suo interno
inseriti tutti gli elementi che si vogliono visualizzare all’utente finale,
come grafici oppure tabelle. Al suo interno possono essere inseriti i
risultati delle interrogazioni sulla sorgente dei dati.
Nella parte di destra puo` essere definita:
• La struttura fisica del report: per ogni elemento che compone il
report e` possibile specificare tutti gli elementi inerenti la
visualizzazione grafica, come la tipologia e il colore del carattere;
• I dati che compongono il report, ovvero, come tutti gli strumenti
che compongono la suite, anche per Pentaho Report designer
bisogna avere a disposizione i driver necessari per realizzare la
connessione JDBC ad una base di dati e, nel caso specifico, al base
di dati di Oracle. Bisogna, inoltre, specificare la query realizzata
nel linguaggio SQL che si vuole associare ai risultati che si
vogliono visualizzare. Quindi, per ogni risultato, si puo` associare
una sola interrogazione e, nel caso si volessero utilizzare piu`
query per produrre risultati differenti, si devono creare tanti
sub-report quante sono le differenti interrogazioni create.
Nella parte sinistra, invece, e` possibile notare gli elementi grafici che
possono essere inseriti nel report, come grafici oppure messaggi di testo.
8.3 I report realizzati
A partire dalle richieste dell’azienda committente, e` emersa la necessita`
di dover realizzare dei report istituzionali mediante lo strumento
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Pentaho Report Designer.
Tale scelta e` stata fatta perche` dei requisiti di analisi richiesti se
soddisfatti mediante la sola esplorazione del cubo potrebbero portare a
risultati errati e, quindi, ad una scorretta interpretazione degli stessi.
Requisito n. 2
Per poter visualizzare il numero di ticket per stato e progetto, il report
realizzato e` rappresentato nella seguente figura:
Figura 8.2: ticket per progetto, macro stato e stato
87
CAPITOLO 8. REALIZZAZIONE DEI REPORT
La query eseguita e` la seguente:
In cui $progetto e` un parametro che viene scelto dall’utente finale.
Quest’ultimo, infatti, puo` selezionare un progetto e vedere i dati nel
dettaglio oppure scegliere di visualizzare tutti i i ticket
indipendentemente dal progetto non effettuando alcuna selezione.
L’utente, nella figura ha selezionando il progetto Marketing -
Customer Analytics (CA). Vengono, quindi, visualizzati il numero di
ticket aperti e chiusi appartenenti a quel progetto, nonche` l’elenco dei
ticket raggruppati per macro stato.
Requisito n. 4
Per poter visualizzare in numero di ticket per priorita` e per progetto e`
stata eseguita la seguente query:
Figura 8.3: ticket per priorita` e per progetto
La rappresentazione grafica di tale report puo` essere visualizzata
nella Figura 8.4.
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Figura 8.4: ticket per priorita` e per progetto
La rappresentazione grafica, invece, dei ticket per priorita` senza
tener presente il progetto e` la seguente:
Figura 8.5: ticket per priorita`
Requisito n. 5
Per la realizzazione di questo report si deve tener presente che i ticket
chiusi sono quelli chiusi durante il giorno o mese di riferimento; i ticket
aperti, invece, sono i ticket aperti in quella data o in quel mese, cui
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devono essere sommati i ticket ancora aperti a partire dai giorni
precedenti. Questi ultimi, quindi, sono dati che si accumulano nel
tempo.
Per tale ragione e` stato realizzato il seguente report, che visualizza
l’andamento dei ticket chiusi in quel mese e dei ticket che non sono
ancora chiusi ma che sono aperti o sospesi alla data di riferimento:
Figura 8.6: ticket aperti fino a quel mese e chiusi in quel mese
In tale rappresentazione grafica:
• le colonne rappresentano il numero totale di ticket presenti per
mese;
• la linea rossa rappresenta la somma cumulativa dei ticket aperti in
quel mese, tenendo presente anche quelli aperti a partire dal mese
precedente;
• la linea blu rappresenta il numero di ticket chiusi in quel mese.
.
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Requisito n. 7
Tale requisito richiede la rappresentazione del tempo medio di
eccedenza dei ticket che non rispettano i service level agreement per
tipologia, priorita` e data dell’ultimo stato raggiunto. I ticket sono stati,
quindi, prima raggruppati per tipologia e poi, a seconda di
quest’ultima, e` stato calcolato il tempo medio di eccedenza.
La seguente figura rappresenta l’eccedenza media dei ticket con
tipologia issue:
Figura 8.7: Eccedenza dei ticket con tipologia issue per priorita` e data
8.4 Riassunto
E` stata presentata l’ultima fase di tale lavoro di tesi: la realizzazione di
report. Dopo aver introdotto cosa si intende per reportistica, e` stato
esposto lo strumento utilizzato, ovvero Pentaho Report Designer,
descrivendo i report realizzati per l’azienda committente.
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L’obiettivo dell’azienda committente era quello di monitorare i tempi
di risoluzione a problematiche che venivano sollevate dagli utenti e che
dovevano essere risolte dai propri collaboratori. Tali tempi dovevano
essere valutati nel rispetto dei tempi di riferimento, dei livelli di
servizio, denominati service level agreement.
Tali livelli dipendono sia dalla tipologia di problema che dalla
priorita` del problema, ovvero un problema con priorita` alta necessita di
un tempo di risoluzione piu` elevato rispetto un problema con priorita`
bassa.
Da qui la necessita` di utilizzare la business intelligence per
monitorare tali tempi.
Il lavoro richiesto, realizzato a partire dallo studio della base di dati,
ha riguardato tutte le fasi di progettazione, ovvero:
1. Specifica dei requisiti di analisi;
2. Progettazione concettuale e logica dei data mart e, in seguito, del
data warehouse;
3. Analisi OLAP e produzione di report che permettessero di
visualizzare graficamente i risultati prodotti a partire dai requisiti
di analisi.
A conclusione del lavoro di tesi si puo` affermare che le esigenze
informative dell’azienda committente sono state soddisfatte: il data
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warehouse realizzato e i report creati sono stati ritenuti capaci di
descrivere in modo chiaro ed esaustivo il contesto di interesse e di
fornire informazioni utili per prendere decisioni.
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