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Unmanned Aerial Systems (UAS) are rapidly blurring the lines between 
traditional and close range photogrammetry, and between surveying and 
photogrammetry.  UAS are providing an economic platform for performing aerial 
surveying on small projects.  The focus of this research was to describe traditional 
photogrammetric imagery and Light Detection and Ranging (LiDAR) geospatial 
products, describe close range photogrammetry (CRP), introduce UAS and computer 
vision (CV), and investigate whether industry mapping standards for accuracy can be met 
using UAS collection and CV processing.  A 120-acre site was selected and 97 aerial 
targets were surveyed for evaluation purposes.  Four UAS flights of varying heights 
above ground level (AGL) were executed, and three different target patterns of varying 
distances between targets were analyzed for compliance with American Society for 
Photogrammetry and Remote Sensing (ASPRS) and National Standard for Spatial Data 
Accuracy (NSSDA) mapping standards.  This analysis resulted in twelve datasets.  Error 
patterns were evaluated and reasons for these errors were determined.  The relationship 
between the AGL, ground sample distance, target spacing and the root mean square error 
of the targets is exploited by this research to develop guidelines that use the ASPRS and 
NSSDA map standard as the template.  These guidelines allow the user to select the 
desired mapping accuracy and determine what target spacing and AGL is required to 
produce the desired accuracy.  These guidelines also address how UAS/CV phenomena 
affect map accuracy.  General guidelines and recommendations are presented that give 
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Physical sciences, social sciences, and biological sciences overlap in the areas of 
geographic information systems (GIS), surveying, remote sensing, and cartography (see 
Figure 1.1).  These sciences share the common subjects of mathematics and logic (Jensen 
2007).  The recent use of unmanned aircraft systems (UASs) to collect imagery and 
computer vision (CV) technology for image processing reinforces the idea that these 





The use of UASs and CV as a new tool for collecting and generating valuable 
data is bringing GIS professionals, remote sensing professionals, cartographers, and 
Figure 1.1.  Interaction model between sciences and disciplines.  Model depicting 
the relationship between geographic information sciences as they relate to 
mathematics, logic, the physical sciences, the biological sciences, and the social 




professional land surveyors closer together than ever before.  More specifically, the use 
of UASs and CV is rapidly blurring the lines between traditional photogrammetry (TP), 
close range photogrammetry (CRP), terrestrial photogrammetry, and surveying.  For 
example, the use of UAS provides an economic platform for performing aerial surveying 
on small projects.  These small projects are typically defined as large-scale maps (Federal 
Geographic Data Committee 1998).  Large-scale maps were originally defined as having 
a map scale of 1:20,000 ft or larger (Specification and Standards Committee, American 
Society for Photogrammetry and Remote Sensing Standards 1990).  The use of UASs on 
small projects means sites that were previously too small either economically or 
logistically to survey with TP are now prime candidates for collecting imagery with a 
UAS.  The optimal-size site for UAS imaging in a cost-effective manner was considered 
to be four sq mi or less at the time this research was conducted (Whitehead 2011).  This 
optimal size will change, however as UAS performance characteristics improve.  The 
cost-effectiveness of using a UAS on small sites does not take into account the possibility 
that the Federal Aviation Administration (FAA) of the United States may require UASs 
to remain in the operator’s line of sight.   
Using a UAS to capture imagery and CV for processing images is unlike any 
other currently available technology.  This can create problems for the typical user with a 
background in TP.  The flight planning methods for using a UAS to capture images and 
the subsequent image processing shares many similarities rooted in TP, CRP, CV, and 
light detection and ranging (LiDAR).  However, there are new challenges for ensuring 
the quality of data produced by using this new technology.  Images captured with a UAS 
and then processed with CV to create orthometrically rectified image (orthoimage or 
3 
 
orthoimagery) mosaics (orthomosaics) and digital elevation data (DED) have unique 
requirements for ensuring the desired results (Mikhail, Bethel and McGlone 2001; Maune 
2007).  For example, the map accuracy of both orthomosaics and DED that are produced 
by UAS and CV technology can seem unpredictable.  Traditional photogrammetrists and 
CV enthusiasts argue whether or not CV methods can produce spatially accurate models 
of either terrain or objects.  Therefore, a study is needed to evaluate the use of UASs for 
image collection and CV for image processing as they relate to the map accuracy of the 
products this technology can create.   
This research evaluates how TP, CRP, CV, and LiDAR technologies relate to the 
use of UASs to collect and generate geospatial data (United States Environmental 
Protecton Agency 2012).  The research goal is to investigate whether industry standards 
for map accuracy can be met using the new technologies of UAS image collection and 
CV image processing.  The orthomosaics and DED created from this technology are 
evaluated and analyzed as they relate to map accuracy, survey-target-spacing guidelines, 
and other general guidelines that affect map accuracy.    
 
1.2. RELEVANT DEFINITIONS 
Understanding the definitions and discussing the relationships between DED, 
photogrammetry, CRP, CV, LiDAR, and UASs provides useful information for 
development of this research.   
 Digital Elevation Data.  A number of different surfaces were used  
throughout this research.  A surface was used to rectify an image(s) to create an 
orthoimage and/or orthomosaics.  Others surfaces were used to represent either elevation 
4 
 
or terrain data.  Thus, an explanation of DED was necessary.  Surface model definitions 
were taken from The DEM Users Manual (Maune 2007) and the following explanation 
was adapted from this reference.   
1.2.1.1 Digital elevation model.  The term “digital elevation model” (DEM)  
has multiple meanings.  As a generic term, it represents digital topographic and/or 
bathymetric data, in all its various forms.  Unless specifically referred to as a digital 
surface model (DSM), a DEM implies using elevations of the terrain (bare-earth z-
values) that are void of vegetation and manmade features.  This bare-earth DEM is 
generally synonymous with a digital terrain model (DTM); a DTM can, however be 
created from almost any DED.  Furthermore, the United States Geological Survey 
(USGS) considers a DEM to be the digital cartographic representation of a terrain’s 
elevation at regularly spaced intervals, in the x and y directions.  The z-values are 
referenced to a common vertical datum.  The term DEM is commonly referred to as the 
surface used to orthometrically rectify an image to the earth’s surface.   
1.2.1.2 Digital terrain model.  The term DTM also has multiple meanings.   
As used herein, DTMs may be similar to DEMs, but they frequently incorporate the 
elevation of significant topographic features on the land, plus mass points and breaklines 
that are irregularly spaced to better characterize the true shape of the bare-earth terrain.  
The net result of DTMs is the distinctive terrain features are more clearly defined and 
precisely located more closely than other DED.  Additionally, the contours generated 
from DTMs more closely approximate the true shape of the terrain.  DTMs are 
technically superior to gridded DEMs for many applications (e.g., contour maps).   
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1.2.1.3 Digital surface model.  A “digital surface model” (DSM) is similar to   
both a DEM and DTM.  A DSM depicts the elevation of top reflective surfaces of 
buildings, trees, towers, and other features elevated above the bare earth.  A DSM is 
useful for 3-D building modeling and tree canopy.  However, the DSM is not as useful as 
either a DTM or a DEM when the end product requires a bare earth surface.  Filtering 
that is used to remove the above ground features will create data voids.  Therefore, the 
DSM is not always an acceptable model.    
 Photogrammetry.  Photogrammetry has been defined by the American   
Society for Photogrammetry and Remote Sensing (ASPRS) as “the art, science, and 
technology of obtaining reliable information about physical objects and the environment 
through the process of recording, measuring and interpreting photographic images and 
patterns of recorded radiant electromagnetic radiant energy and other phenomena”  
(American Society for Photogrammetry and Remote Sensing 2004, p. 2). 
Photogrammetry is as old as modern photography and can be dated to the mid-
nineteenth century.  Photogrammetry has been well developed and the methods used are 
well defined.  The components of photogrammetry are illustrated in Figure 1.2.  
Luhmann (2006) describes the following four steps are included in the photogrammetric 
process: 
1. Recording  
2. Pre-processing  
3. Orientation  







Figure 1.2.  Photogrammetry Data Model.  Model indicating what type of information 
can go into and come out of photogrammetric methods.  (Wiora 2001) 
 
 
Recording involves survey targeting, scale bar (reference) lengths, and image collection.  
Pre-processing includes the computation of point coordinates and/or distances from 
survey observations, laboratory work, and both numbering and archiving of imagery.  
Orientation (aerial triangulation) consists of the measurement of image points, the 
approximation of starting values for unknown quantities (to be determined through 
measurement and analysis), the bundle adjustment, and the removal of outliers.  
Measurement and analysis completes the process by creating 3-D points and orthoimage 
rectification. 
Photogrammetry involves using metric cameras with known interior parameters 
that are used with exterior orientations to calculate three-dimensional (3-D) coordinates.  
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A metric camera is constructed so that its photographic characteristics do not change 
from photograph to photograph and in which each image is minimally distorted―i.e., a 
camera with calibration constants remain unchanged over long periods of time and 
providing minimal distortion (Joint Committee of the American Society for 
Photogrammetry and Remote Sensing, American Congress on Surveying and Mapping, 
American Society of Civil Engineers n.d.).  A metric camera is sometimes also called a 
precise camera or a stable camera.  Moffitt and Mikhail (1980) describe the camera’s 
photogrammetric characteristics as the following: 
1. The focal length of the camera lens.  
2. The radial and tangential distortion of the lens.  
3. The resolving power of the lens.  
4. The position of the principal point with respect to the fiducial marks.  
5. The flatness of the focal plane.  
6. The relative positions of, or the distances between, the fiducial marks.   
(p. 91-92) 
 
The interior orientation of a camera is known as “the determination of the 
calibrated focal length and the coordinates, in the focal plane, of the principal point of the 
camera, and the numbers giving the radial and tangential distortion” (Joint Committee of 
the American Society for Photogrammetry and Remote Sensing, American Congress on 
Surveying and Mapping, American Society of Civil Engineers n.d).  This definition 
explains the coordinate system’s origin, axes, and orientation.  It also includes the 
position (location and orientation) of the image with respect to the camera’s coordinate 
system. 
These interior orientations are used with exterior orientations to calculate 3-D 
coordinates.  The exterior orientation is known as the set of quantities that fixes the 
camera’s location and orientation at the instant the photograph is taken.  Such a set 
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consists of three coordinates (location) and three angles (orientation).  (Joint Committee 
of the American Society for Photogrammetry and Remote Sensing, American Congress 
on Surveying and Mapping, American Society of Civil Engineers n.d.)  
Aerial triangulation (AT) is “the determination of horizontal and/or vertical 
coordinates of points on the ground from measurements of angles, distances, or 
coordinates of points on overlapping aerial photographs and from already known 
coordinates of points on the ground” (Joint Committee of the American Society for 
Photogrammetry and Remote Sensing, American Congress on Surveying and Mapping, 
American Society of Civil Engineers n.d.).  Traditionally, both the AT and the survey 
control are calculated as bundle block adjustments.  The adjustment includes matching tie 
points between imagery and measuring survey control established through ground-based 
activities.  An AT adjustment is based on the principle of colinearity.  This principle 
holds that the geometry on which the adjustment is based is that of bundles of rays 
passing through perspective centers and joining ground points to image points.   
Such AT methods have been tested and are trusted by geospatial professionals.  
Direct georeferencing (DG) has recently become an alternate and/or aid to traditional 
photogrammetric AT methods (Cramer, Stallmann, Haala 2000, p. 3).  The process of DG 
consists of collecting accurate and rapid measurements of the imaging sensor’s 
geographic location and orientation.  Global Navigation Satellite Systems (GNSS) are 
used to measure the imaging sensor’s geographic location, and an inertial navigation 
system (INS) is used to determine the orientation.  These measurements are taken during 
the acquisition flight to determine the geographic location and orientation of each camera 
exposure or photo event.  The photo event’s geographic location is measured at a rate of 
9 
 
1 to 5 Hz; the orientation is measured at a rate of 100 to 200 Hz.  Computer vision-like 
algorithms, sometimes called auto-correlation (AC), have recently been used to assist AT.  
Krzystek et al. (1995) described the different types of AC assisted AT as follows: 
There are two types of AC-assisted AT; the first is semi-automatic AT 
(SAAT), and the second is automatic AT (AAT).  AAT is an autonomous 
batch process, which intelligently pre-selects tie point areas and 
subsequently applies a matching strategy for automatic point transfer.  
SAAT is interactive and provides image-matching tools for semi-
automatic measurement of manually pre-selected tie points and built-in 
bundle adjustment procedures for on-line triangulation purposes.  (p. 215) 
   
These AT techniques are performed on imagery collected by metric digital 
cameras that have geometric stability.  The limitation of using TP on imagery captured by 
a UAS is that many of the assumptions used are not applicable to non-metric cameras.  
TP requires the use of metric cameras (as previously noted).  This requirement implies 
that the camera’s metrics and distortions are both constant and predictable.  Many 
software programs designed for TP produce less than desirable results because metric 
cameras are required.  Examples of this problem are discussed in the literature review of 
this research (Chapter 2.0).   
 Close Range Photogrammetry.  Close range photogrammetry is a  
subset of photogrammetry that is differentiated from aerial photogrammetry by the type 
of input photographs involved.  In CRP, photographs are taken either from the ground or 
aerial positions that are at a closer distance to the subject than that of typical aerial 
photogrammetry.  Luhmann et al. (2006) defined object-to-camera distance in CRP as 
being less than 1,000 ft above ground level (AGL).  The Bureau of Land Management 
(BLM) agrees with this definition, however, notes that the FAA requires a minimum safe 
flying height above populated areas of 1,000 ft (Matthews 2008, p. 11).  Terrestrial 
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photogrammetry is a term sometimes used when discussing CRP.  Luhmann et al. (2006) 
suggested that terrestrial photogrammetry is another subset of photogrammetry.  It 
defines terrestrial photogrammetry in terms of the camera’s location relative to the earth’s 
surface rather than an object-to-camera distance.  The BLM categorizes low- (i.e., above-
ground) level aerial and terrestrial photogrammetry both to be CRP.  This research 
considers low height (up to 1,000 ft) AGL of a UAS to be CRP.   
Close range photogrammetry is used to collect measurements and create models 
in archaeology, accident reconstruction, architecture, biology, engineering, film 
production, forensics, mining, and other applications.  Like aerial photogrammetry, CRP 
typically uses either metric, semi-metric, or non-metric cameras.  (Both metric and semi-
metric cameras are explained in section 1.2.2 of this research.)  Semi-metric cameras 
retain some or all of their metric properties to a level of acceptance.  These cameras are 
often chosen carefully after numerous models have been tested for their metric-like 
behavior.   
Medium- and large-format cameras are typically used for traditional 
photogrammetry.  Small-format commercial, off-the-shelf (COTS) cameras (like that 
pictured in Figure 1.3) are widely used for UAS image collection, another subset of CRP.  
A common criticism, or perceived limitation, of small-format aerial photography is the 
camera’s geometric instability, limited precision, and unpredictable accuracy (Warner 
and Carson 2006).  This criticism becomes even more significant when applied to digital 
cameras and their lower-quality lenses.  These cameras are subject to instability, that is, 
the lack of a camera’s ability to retain the metric properties described in Section 1.2.2.  
This instability can be overcome for a UAS collection with reasonably stable cameras 
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and a high image overlap.  Additionally, close range between the camera and subject can 
aid in overcoming the impacts of the camera’s instability.  Computer Vision algorithms 
are used to process images taken from such close range systems as UASs.   
A Ricoh1 GR Digital III camera has been integrated into the Trimble/Gatewing 
X1002 small unmanned aircraft system (sUAS) and used for this research; and it is 
pictured in Figure 1.3.  The X100 sUAS is described in detail in Section 4.1.4.  The 
Ricoh GR Digital III was chosen for some of its desirable specifications.  These camera 
specifications are listed in Table 1.1 and include a fixed focal length, compact size, light 
weight, universal serial bus (USB) connection for external photo-event trigger, ability to 





Figure 1.3.  Ricoh GR Digital III.  A non-metric COTS camera. 
 
 
                                                 
1 Ricoh was founded in 1938 to manufacture and sell sensitized paper.  The company was expanded in 
1950 to include the manufacturing and selling of cameras.   
2 Trimble, a geographic positioning company, founded in 1978.  Trimble acquired Gatewing, a sUAS 
manufacturer in Belgium in April of 2012.  Gatewing’s first sUAS model was the X100. 
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Max 3648 x 2736
Min 640 x 480
Used 3648 x 2736






Shutter Speed 1/800 - 1/2000 seconds







Ricoh GRD II Camera Specifications
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Close range photogrammetry follows most of the photogrammetric process 
described in Section 1.2.2.  The exception to the photogrammetric process is the 
georeferencing of the sensor position and orientations for each photo event may be 
measured or calculated in a different manner.  The CRP process may include either 
traditional photogrammetry techniques or the CV techniques explained in the next 
section.   
 Computer Vision.  The Dictionary of Computer Vision and Image  
Processing (Fisher et al. 2014) states that: 
Computer Vision is a broad term for the processing of image data.  Every 
professional will have a different definition that distinguishes computer 
vision from machine vision, image processing or pattern recognition.  The 
boundary is not clear, but the main issues that lead to this term being used 
are an emphasis on the underlying theories of optics, light and surfaces; 
underlying statistical, property and shape models; theory-based algorithms 
(in contrast to commercially exploitable algorithms); and issues related to 
what humans broadly relate to [image] “understanding” as contrasted with 
“automation” (p. 55).   
 
Computer vision image processing is becoming more commonplace in the 
photogrammetric mapping industry.  The increased use of CV is due, in part, to the 
improvement in digital image capture, the advancement of desktop computing, and the 
availability of cloud/cluster data-processing.  Photogrammetry (see Section 1.2.2) uses a 
traditional photogrammetric AT and/or DG to measure the sensor’s geographic location 
and orientation with expensive, heavy, and accurate equipment.  The UASs may or may 
not use this equipment.  The UAS methodology may employ lightweight, less accurate 
GNSS and INS equipment.  This equipment is typically used only for navigation and 
aerodynamic control purposes.  Instead, parallax between matched pixels (tie points) 
from overlapping imagery is used to determine a sensor’s geographic position and 
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orientation.  Computer vision algorithms are used to calculate a camera’s position and 
orientation.  Camera position and orientation measurements taken during acquisition (as 
with either DG and/or AT) are not used.  This CV method of calculating camera position 
and orientation could be loosely referred to as “reverse photogrammetry.”  
Photogrammetry uses a metric camera’s stable geometry, interior and exterior 
orientations (as explained in Section 1.2.2) to calculate Cartesian coordinates of the 
object’s surface.  Conversely, CV uses the matched pixels (tie points) on the surface of 
the object to calculate the position and orientation of the camera.   
The first two steps in the photogrammetric process described in Section 1.2.2 are 
similar to the initial steps in the CV process.  The third step in the photogrammetric 
process described in Section 1.2.2 is orientation and measurement and differs from the 
CV process.  Orientation occurs when the image points are measured, the starting values 
for unknown quantities are approximated, bundle adjustments are made, and outliers are 
removed.  Photogrammetry and CV use different methods to calculate the camera’s 
position and orientation.  Both methods require measuring conjugate points between as 
many images as possible.  These conjugate points are called image tie points and are 
defined as “a point in a digital image or aerial photograph that represents the same 
location in an adjacent image or aerial photograph.”  (Environmental Systems Research 
Institute n.d.)  Image tie points are found through a process known as pixel matching (see 
Section 4.2.1.1) and are automatically determined with CV techniques, while 
photogrammetry would have the user manually read the tie points and survey targets.  
Computer vision also uses many more tie points than photogrammetry.  The starting 
values for unknown quantities (such as the camera’s metric properties; see Section 1.2.2), 
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otherwise known as camera calibration, may or may not be known.  Most CV algorithms 
either do not use any values for the calibration or uses estimated values for a starting 
point.  The bundle adjustment performs a self-calibration (rather than using a known 
calibration) of the camera by simultaneously calculating the parameters of both interior 
and exterior orientations as well as the survey target’s coordinates.  This self-calibration 
can be performed because CV uses greater image overlap than photogrammetry.  This 
process is referred to as multi-image configuration (Luhmann et al. 2006).  Computer 
vision may have as few as two, but as many as 40 or more, rays for a single tie point.  
The final data adjustment is then performed, and outliers are removed.   
A representation of CV is given in Figure 1.4.  It can be implied that the camera 
position and orientation were determined by the matched pixels (tie points) on the surface 
of the object.  This CV process is in contrast to photogrammetry, where the camera’s 
position and orientation is measured and projected onto the surface of the object.  Rather, 
CV uses images of the object to reconstruct the camera’s position and orientation.  The 
CV process produces Cartesian coordinates for the pixels that have been matched (tie 
points).  These matched pixels result in a point cloud that can be used to extract desirable 
information about the object captured.  This point cloud is considered a DSM, as defined 








Figure 1.4.  Computer vision model.  Model indicating points matched on an object and 
the corresponding sensor locations.  (Luhmann et al. 2006)   
 
 
The limitation of using CV is the DSM it creates can contain points that either are 
not on the desired surface or are completely erroneous.  These points are considered 
“noise” and/or “outliers” and can degrade the accuracy of a surface created from this 
data.  This situation requires significant blunder detection and surface filtering.  Both 
blunder detection and surface filtering can vary by software developer and can add to the 
unpredictability of UAS and CV data.  A number of factors can introduce noise onto a 
CV surface.  These factors will be evaluated and explained throughout this research.   
Computer vision is the predominant methodology used to process images that are 
collected from UASs.  This method is acceptable because non-metric cameras can be 
used.  Furthermore, CV methodology may or may not require geographic position and 
orientation to be known.   
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 Photogrammetry vs. Computer Vision.  Many traditional  
photogrammetrists are hesitant to adopt the use of both UAS and CV to create 
orthomosaics and DED.  Mundy (1993) describes a typical statement made by a well-
known expert that explains this situation:  
Photogrammetry is a mature subject with well-established problem 
descriptions and solutions.  As a consequence, photogrammetrists are 
generally not very tolerant of results couched in alternative 
terminology and with somewhat different goals.  This is not to say 
that there is any deficiency of stubbornness and dogma on the 
computer vision side.  The IU [image understanding] community is 
largely unaware of much of the historical photogrammetry literature.  
Many results developed over the last decade by IU researchers were 
already known early in this century by photogrammetrists, and 
existing photogrammetric theory still has much to offer to the 
problems of object recognition and scene modeling.  At the same 
time, results from IU can help to advance photogrammetry both in the 
discovery of completely new approaches as well as the automation of 
control point correspondence and complex feature extraction.  (p. 92)  
 
Mundy (1993) also described the objectives of CV and photogrammetry.  It notes 
that CV has a desired outcome that relates to object recognition, navigation, and object 
modeling.  In contrast, photogrammetry focuses on mapping.  Close range 
photogrammetry is a subset of photogrammetry that involves short object-to-camera 
distances.  The debate between photogrammetrists and CV enthusiasts concerns map and 
object reconstruction accuracy.  Computer vision enthusiasts are incorrectly assumed to 
be less concerned about accuracy than photogrammetrists.  Thus, photogrammetrists have 
been reluctant to adopt CV.  This debate notwithstanding, the two disciplines have, over 
time, grown closer together.  Mundy (1993) stated “the advancement of new algorithms, 
hardware, and the charge-coupled device (CCD) has brought the two [disciplines] closer 
together than they may realize (p. 93).”  This closer relationship has become evident 
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because of the advancement of the UAS industry.  Computer vision is used by the UAS 
user for the processing of images and photogrammetry uses CV assisted AT.  However, 
there are a number of photogrammetrists that doubt the ability to produce accurate results 
from UAS without metric cameras.   
 Light Detection and Ranging.  The National Oceanic and Atmospheric  
Administration (NOAA) defined LiDAR technology as a remote-sensing method that 
uses light in the form of a pulsed laser to measure ranges (variable distances) to the earth.  
These light pulses—combined with other data recorded by the airborne system— 
generate precise, three-dimensional information about the earth’s shape and surface 
characteristics (National Oceanic and Atmospheric Administration 2014).  An example of 




   (a)      (b) 
   (c) 
 
Figure 1.5.  Examples of LiDAR data.  Views in plan (a), profile (c), and an oblique 
image (b) of the same location.  (Pennsylvania State University n.d.) 
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This LiDAR technology has become a common tool for the photogrammetric and 
remote-sensing industry for the same reasons CV has become common.  The practical use 
of CV is one of the reasons that LiDAR is commonplace (Beraldin et al. 2010). 
Two types of LiDAR sensor measurement processes are used in industry; time-of-
flight and phase-based (Beraldin et al. 2010).  Time-of-flight measurements capture the 
velocity of a light wave by emitting repetitive, short laser pulses.  The range can be 
determined by measuring the time delay (time-of-flight) of a laser pulse.  The method 
represented in Figure 1.6  is considered a discrete echo system.  These systems can have 





Figure 1.6.  Time-of-flight measurement technique used by LiDAR sensors.   
(Beraldin et al. 2010) 
 
 
A phase-based measurement is also a time-of-flight measurement.  Rather than 
laser pulses, however, phase-based measurements use both amplitude modulation (AM) 
and frequency modulation (FM) to measure the phase difference between the modulated 
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emitted signal and the received signals (echos).  These two types of LiDAR are 





Figure 1.7.  Phase-based measurement technique for LiDAR sensors.   




Analysis can be performed to determine features on and above the earth’s surface 
from discrete echo or full waveform LiDAR.  The signal changes as the LiDAR comes 





Figure 1.8.  Changes that occur in the LiDAR signal.  The pulse changes as it comes into 
contact with different objects.  (Beraldin et al. 2010) 
 
 
Note that the signal energy in Figure 1.8 changes as it comes into contact with 
objects (e.g., trees, earth’s surface).  These echoes have varying signal strengths that can 
be used to categorize the signal returns into points with Cartesian coordinates.  These 
categorized echoes result in a LiDAR point cloud that can be filtered and/or segmented 
into precise information.  Users often want a point cloud in which all above-ground 
features have been removed.  Here, only the last echo of the laser pulse is classified as 
bare earth by using filtering techniques.  This process produces what is called a bare-
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earth surface, as defined in Section 1.2.1.1 and indicated by the brown surface in Figure 
1.9.  A DSM is produced by using only the first echo of a LiDAR pulse.  This DSM is 





Figure 1.9.  Visualization of multiple LiDAR returns in a forest canopy.  Showing first 
returns from the top of canopy (DSM), second returns from forest understory, and third 
returns near or on the ground (DEM).  The bare-earth surface produced from post-
processing is also shown (DTM).  (Pennsylvania State University n.d.) 
 
 
A comparison between point clouds generated by LiDAR and CV is limited.  The 
CV generated point clouds resemble LiDAR point clouds.  The CV data contains red, 
green, and blue (RGB) values that are associated with the point.  The LiDAR point has an 
associated intensity value.  A comparison between surfaces generated by LiDAR and CV 
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is also limited.  A surface created by CV methods is a DSM.  A LiDAR surface can be 
either a DSM or a bare-earth DEM.  The ability to capture echoes does not exist in CV 
data.  Therefore, the use of CV data can make creating a bare-earth DEM more difficult.   
 Unmanned Aerial Systems.  There are numerous terms and definitions  
related to what many refer to as a UAS.  One of the first was “unmanned aerial vehicle” 
(UAV).  This term was supplanted by “unmanned aircraft system” (UAS), as indicated by 
the removal of UAV from the glossary of the Joint Publication 3-52 (Joint Chiefs of Staff 
2010).  The Department of Defense defines a UAS as “that system whose components 
include the necessary equipment, network, and personnel to control an unmanned 
aircraft” (Department of Defense 2010, p. 325).  These UASs can range in size from less 
than 20 lbs to more than 1,320 lbs, as listed in Table 1.2. 
The FAA defines a UAS as an “unmanned aircraft (UA) and all of the associated 
support equipment, control station, data links, telemetry, communications and navigation 
equipment, etc., necessary to operate the unmanned aircraft”  (Federal Aviation 
Administration 2014). Others refer to a UAS as an unmanned aerial system.  The 
preferred term is, however, “unmanned aircraft system.”  Additional terms include 
“micro,” “mini,” and “small UAS (sUAS).”  The FAA refers to a sUAS as an UAS that 
weighs less than 55 lbs. (Joint Planning and Development Office 2013).  This last 
definition would include groups one and two of Table 1.2.  The FAA proposed a new 
category of UAS weighing less than 4.4 lbs in a press release in February of 2015  





Table 1.2.  Department of Defense grouping of UASs by weight.  (Department of 





Unmanned aircraft systems first were used in the United States during the Civil 
War when Union and Confederate forces launched ballons loaded with explosive devices.  
Internationally, the Japanese launched balloon bombs in World War II.  The United 
States initiated a UAS program, Operation Aphrodite, in World War II, placing “retired” 
aircraft in an unmanned role as cruise missles.  Later, large numbers of UASs (named 
Firebees), officially refered to as drones, were used in the Vietnam war for 
reconnaisance.  Military officials continued to recognize the worth of UASs as the 
Predator was developed  for reconnaisance, remote targeting, and deployment of missles 
and deployed in the 1990s (Garamone 2002).  More recently, UASs were used regularly 
during the wars in Afghanastan and Iraq for reconnaisance, remote targeting, and 
25 
 
deployment of missles.  Currently, UASs are being used not only for military operations 
but also for commerical applications, such as agriculture, forestry, archeology, mining, 
construction, and emergency response.  This research focuses on the use of UASs in both 
surveying and mapping.   
Unmanned aircraft systems are rapidly blurring the lines between TP, CRP, 
terrestrial photogrammetry, and surveying.  Project sites that would have been too 
expensive to map with TP can now be either surveyed or mapped with a UAS.  Computer 
vision techniques that were previously limited to terrestrial photogrammetry or CRP are 
now used to process images collected with a UAS.  Advancements in desktop computing, 
computer memory, and graphics cards have allowed the typical user to utilize once-
cumbersome CV algorithms.  Software developers have also made such methods 
available to the everyday user.   
 Unmanned aircraft systems can be used in high-risk situations where manned 
systems cannot be flown.  A UAS can fly at altitudes below the clouds, eliminating the 
expense of human pilots (Eisenbeib 2009).  Additionally, most UASs have lower 
operating costs than manned aircraft.  Assuming the legal authority to fly a UAS, there is, 
however, a limit to the size of a project for which a UAS is suitable, (typically sites of 
four square miles or less; Whitehead, 2011).   
 
1.3. MAP ACCURACY STANDARDS 
Three map accuracy standards are used in the United States today.  These 
standards are listed chronologically as follows: (Abdullah 2008) 
 The National Map Accuracy (NMAS) Standard 
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 The American Society for Photogrammetry and Remote Sensing 
(ASPRS) Standard 
 The National Standard for Spatial Data Accuracy (NSSDA) 
The Federal Geographic Data Committee (FGDC) “Geospatial Positioning 
Accuracy Standards Part 3: National Standard for Spatial Data Accuracy (NSSDA)” was 
used in this research (Federal Geographic Data Committee 1998).  This new NSSDA 
standard further defined the “American Society for Photogrammetry and Remote Sensing 
(ASPRS) Accuracy Standards for Large-Scale Maps” that were formalized in 1990 
(American Society for Photogrammetry and Remote Sensing 1990).  Many refer to the 
map accuracy calculations from the NSSDA standard as “meeting the ASPRS’s map 
accuracy standard.”  The NSSDA standard, however, develops map accuracy calculations 
that require a confidence level to be defined for a given map accuracy.  NSSDA requires 
the value of the root-mean-square error (RMSE) of the map’s check points to be lower 
than the limiting RMSE that has been set by the ASPRS.  This value must represent the 
RMSE at the 95% confidence level for comparable accuracy levels.  NSSDA refers to 
this as “accuracy.”  The NSSDA map accuracy standard requires map accuracy testing by 
an “independent source of higher accuracy” with a minimum of 20 check points.  
NSSDA states that “when 20 points are tested, the 95% confidence level allows one point 
to fail the threshold given in the product specifications” (Federal Geographic Data 
Committee 1998, p. 4).  This compiled data is typically reported as a dataset that has been 
either compiled or tested to meet the 95% confidence level.  This research utilizes the 
“tested to meet” statement.     
27 
 
The introduction of the topic of map accuracy would not be complete without a 
discussion of statistics.  There is variability of understanding, and thus expression by 
many writers about what is known as errors, residuals, observations and the use of the 
plus/minus symbol (±).  Mikhail and Gracie (1981, p. 2) states that “Measurement is a 
process that is subject to variation.”  Surveying, photogrammetry, and related sciences 
use measurements extensively.   
We desire to measure as accurately as possible, however, “We may seek a fixed 
value for a quantity that we conceive to be the true value, but what we get in reality is 
nothing more than an estimate of the true value” (ibid., p. 3).  The difference between the 
measured value of a quantity and the true value is known as error.  And, “the theory of 
errors is equivalent to what is now known as the theory of observations” (ibid., p. 3).  
Therefore, if we treat the observations as an estimate, we can use them for expressing 
variation in the observed values.   This estimate can be used to calculate a residual, which 
“is the quantity that is actually used to express variation in the measurement” (ibid., p. 3).  
Residuals can be either positive or negative values.  Most of the literature discussed in 
Chapter 2 uses the terms error(s) and residual(s) in a variety of contexts.  This research 
uses the definitions found in this section.   
When a residual is squared and combined (by addition or subtraction with other 
squared residuals), and the square root is taken of the sum, as with the RMSE, the value 
expressed (solely a stylistic choice) as an absolute value.  This value can also be 
represented with the sybmol “±,“ because when a square root is taken of a positive 
number, there is a positive root and a negative root.  Similarly, the NSSDA accuracy 
calculations described earlier in this section and section 5.2.3, require the use of 
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probability to quantify a confidence level, just as RSME possesses a confidence level (of 
68%).  This value is also typically represented in many publications with the ± symbol.  
Most of the literature found in Chapter 2 does not address the use of the ± symbol.  This 
research uses these definitions described here, however, the ± symbol is suppressed when 
expressing the RSME and NSSDA values to more closely resemble how the NSSDA 
standard expresses these values.   
 
1.4. INVESTIGATION 
 Research Significance.  The question remains as to whether or not  
UAS/CV-generated geospatial data (Environmental Protection Agency 2012) can meet 
acceptable, published industry map accuracy standards presented in Section 1.3.  The 
ongoing debate between photogrammetrists and CV professionals (as described in 
Section 1.2.5) concerning map and object reconstruction accuracy is the catalyst for this 
investigation.   
 Research Goal.  The goal of this research (as described in Section 1.1) is to 
investigate whether industry standards for map accuracy can be met using the new 
technologies of UAS image collection and CV image processing to create orthomosaics 
and DED.  The geospatial products created from this technology are evaluated and 
analyzed as they relate to map accuracy, survey-target-spacing guidelines, and more 
general guidelines that affect map accuracy.  This research hypothesizes (as explained in 
Chapter 3) that map accuracy calculated from UAS/CV data can be predicted by the 
distance between GCPs with targets, and that guidelines can be developed that address 
the phenomena that affect map accuracy. 
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 Organization of Dissertation.  This dissertation contains eight chapters.    
Chapter 1 gives the background of UAS and CV technology, defines relevant definitions 
and explains the debate between photogrammetrists and CV enthusiasts, and introduces 
industry map accuracy standards.  Before proceeding to Chapter 2, it is important to note 
that this dissertation is referred to as “research.”  The intention is not to degrade the 
significance of the dissertation, but rather, to provide a clear distinction between this 
dissertation and the works of others.  Chapter 2 contains the literature review where these 
works are compared and contrasted as they relate to this research.  Chapter 3 explains the 
hypothesis and objectives and Chapter 4 outlines the methodology of this research.  This 
research was conducted in an attempt to determine the maximum allowable distance 
between GCPs that results in UAS/CV–generated geospatial data meeting the NSSDA 
map accuracy standards.  Data collection was performed to optimize UAS image-
collection and CV image processing.  Chapter 5 presents the results of the optimized data 
collection.  Error patterns are displayed and the map accuracy of the geospatial products 
is measured in compliance with industry standards.  This geospatial data, created from 
the UAS/CV process, were used for evaluating and analyzing the map accuracy of the 
data by varying the height AGL and the distance between surveyed ground control points 
(GCPs) with targets.  Error patterns and map accuracy results are then evaluated and 
analyzed to prepare for the creation of the guidelines presented in Chapter 6.  
Consequently, factors that affect the map accuracy of the geospatial data are recognized 
and general guidelines for optimizing a UAS image collection and CV image processing 
are created.  Chapter 7 summarizes the research and makes conclusions about the 
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findings.  The research is concluded by providing the broader impacts it can have on 
education, contributions to the field, and future work.   




2. LITERATURE REVIEW 
2.1. INTRODUCTION 
Unmanned aircraft systems (UAS)—otherwise known as “drones”—have recently 
become frequent topics in the United States media.  Much of this publicity has been 
centered on the use of UASs in a military role (Anand 2007).  The civilian potential of 
UASs was highlighted in a 2013 interview that CEO of Amazon.com, Inc., Jeff Bezos, 
gave on 60 Minutes (CBS News 2013).  In the interview, Bezos declared Amazon’s intent 
to use drones to deliver packages.  His statement attracted widespread public attention. 
While the feasibility of using drones to deliver packages is debatable, Bezos did 
bring much-needed attention to the current situation concerning the operation of UASs in 
the United States’ national airspace system (NAS).  Such use is currently illegal for 
commercial purposes without a Section 333 Exemption being granted by the Federal 
Aviation Administration (FAA).  Only public agencies can apply for a certificate of 
authorization (COA) to deploy a UAS.  Manufacturers can apply for an experimental 
certificate known as a special airworthiness certificate (SAC), which allows UAS flights 
to be conducted for research and development, marketing, and training purposes.  All 
other use is currently banned by the FAA.  The FAA has been directed by the 112th 
Congress of the United States, through the FAA Modernization and Reform Act of 2012 
(Federal Aviation Administration 2012) to implement a roadmap for the integration of 
UASs into the NAS by 2021.  Several of the milestones set forth in the act, however, 
have already expired.  This act requires the FAA to “provide for the safe integration of 
civil unmanned aircraft systems into the national airspace system as soon as practicable, 
but not later than September 30, 2015” (ibid., p. 64).  The FAA published draft rules for 
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sUAS in February 2015 (Federal Aviation Administration 2015).  The Bezos interview 
shed light on just how far behind the United States is on implementing this technology 
into the United States’ NAS.  Several other countries already have safely integrated UAS 
use into their airspace system. 
A number of countries, including the United Kingdom, Australia, Canada, and 
Japan have successfully implemented the use of UASs into their respective civilian 
airspace.  The United Kingdom’s Civil Aviation Authority (CAA) “has been particularly 
active with civil UAS regulation development, issuing guidance on civil as well as 
military UAS operation in May 2002” (Dalamagkidis, Valavanis and Piegl 2012, p. 71).  
The Australian Civil Aviation and Safety Authority (CASA) “was the first agency to 
issue civil UAS regulations in 2002” (ibid., p. 72).  Unmanned aircraft systems 
operations in Canada “are possible after an application for a Special Flight Operation 
Certificate (SFOC)” (ibid., p. 73).  Japan began “using unmanned helicopters for 
agricultural applications almost 20 years ago” (ibid., p. 74); there are indications that 
there are 12,000 operators licensed to use UASs in Japan, and the applications for such 
licenses are increasing.   
Many of the commercial uses for UASs go well beyond package delivery.  
Nations other than the U.S. have approved the prolific use of this technology for a variety 
of purposes.  Numerous papers describe such uses of UASs.  Anand (2007) states the 
following: 
Nations are using UASs domestically to secure pipelines and offshore oil 
platforms, monitor criminal activity, spot fires or disasters and take 
pictures.  There are countless other applications for UASs, including crop 




The references in this research, such as surveying and mapping, are included in 
Anand’s (2007) “collecting various data” category.  Other references discuss UAS and 
CV applications, photogrammetry and LiDAR compared to CV; calibration of non-metric 
or commercial off-the-shelf (COTS) cameras; and map accuracy evaluations of 
orthomosaics and DED.  Additionally, many references discuss how height AGL and the 
number of GCPs used affect mapping accuracy.  Finally, some references discuss factors 
such as shadow movement, image motion, and low texture, all of which can have a 
negative effect on map accuracy.  Since 2009, many articles have been written about the 
accuracy of using UAS for image collection, and CV techniques for image processing.  
This chapter will highlight some of these references.    
Questions often arise regarding the mapping accuracy of orthomosaics and DED 
that is achievable from both UASs and CV technology.  These technologies are referred 
together, here in this research as UAS/CV.  Evaluating the map accuracy of orthomosaics 
and DED involves the use of higher-accuracy reference data from an independent source.  
The Federal Geographic Data Committee (1998) states “accuracy testing by an 
independent source of higher accuracy is the preferred test for positional accuracy” (p. 4).  
This fundamental accuracy concept will serve as the basis for comparing and contrasting 
the information found in this literature review. 
This fundamental accuracy concept is best explained by first describing the data 
adjustment process involved in TP and UAS/CV methodology.  Two adjustments of the 
imagery must be made before the map accuracy of orthomosaics and DED created from 
UAS/CV can be evaluated.  The first adjustment removes the geographic displacement of 
the imagery collected by UASs and their low-cost global navigation satellite systems 
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(GNSS) and inertial measuring units (IMU).  The second is the bundle adjustment 
described in Section 1.2.2.  The use of low-cost GNSSs and IMUs by UASs, create a 
geographic location certainty of the sensor position and orientation in a range of 2-10 ft.  
This error cannot be systematically removed without first determining it by comparing 
with the positions of survey targets on the ground (GCPs).  Otherwise, this data is only 
georeferenced by DG.  Bundle adjustments for both the TP and the CV methods may 
require GCPs that can constrain the adjustments.  Most of the studies reviewed here 
involve either one or both of these adjustment techniques.  Measuring GCPs that are not 
included in the bundle adjustment is the benchmark for independently testing the quality 
of these techniques. 
Much of the literature included here is centered on testing of map accuracy that is 
included in the bundle adjustment.  Testing map accuracy requires calculating the 
difference between the locations of the measured survey targets, or GCPs, and the same 
locations derived using the CV software.  The information found in the literature involves 
calculating residuals and/or errors that are found within the bundle adjustment solutions.  
These are residuals and/or errors from the same GCPs used in the bundle adjustment that 
the CV software uses to adjust the imagery.  These are GCPs that have already been 
included in the bundle adjustment rather than being withheld for independent testing.  
Relying solely on the GCPs to calculate error included in the bundle adjustment is in 
contrast to the requirement of having independent check points.  Map accuracy is 
determined by comparing derived positions with the positions of either GCPs or other 
data that has been withheld from the bundle adjustment calculations.  Using independent 
GCPs and/or other data is required for compliance with industry mapping standards 
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(Federal Geographic Data Committee 1998, p. 1-11).  Much of the literature reviewed did 
not include independent checks of the adjusted data.  This discussion also includes target 
spacing as a variable that affects map accuracy, TP techniques used on non-metric 
cameras, and LiDAR versus CV techniques.   
 
2.2. REVIEW OF THE LITERATURE 
As mentioned earlier in Section 2.1, the basis for comparing and contrasting the 
literature is based on dependent and independent variable testing of GCPs’ positions.  
Reference of similarities (or lack of) to this research, such as predicting map accuracy of 
orthomosaics and DED as it relates to GCP spacing and other phenomena that affect map 
accuracy will be noted.  The literature included in this review is presented in 
chronological order.   
Eisenbeib (2009) addressed several of the topics related to the types of UASs, 
their classifications, advantages and disadvantages, project workflows, mission planning, 
data processing, applications, and accuracy determinations.  Two notable projects 
focused on archeology sites: the Pinchango Alto site in Peru and the Copán site in 
Honduras.   
The Pinchango Alto site included surfaces that had been created by TP 
techniques, terrestrial laser scans (TLS), sUASs and CV software, and both sUASs and 
TP software.  The surface that was created by using UAS/CV techniques included the use 
of a non-metric camera and images collected at a height AGL that resulted in a GSD of 3 
cm.  These results are listed in Table 2.1. 
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Table 2.1.  Residuals from surface-to-surface comparisons.  Map accuracy of 
surfaces either collected by or created from TLS (Laser), TP (Manual), CV (SAT-PP), 





Eisenbeib (2009) shows that both the TLS (Laser) and the UAS/CV (SAT-PP3) 
datasets correlated well with not only each other, but also to the GCPs.  This correlation 
resulted in an RMSE accuracy of less than 1 cm for all three datasets as shown by the 
mean in the first three columns of Table 2.1.  Eisenbeib also shows DSMs extracted from 
the UAS imagery using TP software known as NGATE4 and LPS5.  A similar comparison 
conducted between the UAS/CV (SAT-PP) and the TP (manual) surface revealed a 
degraded level of accuracy.  This low accuracy reinforces the idea that these TP software 
suites, are not as adept as the UAS/CV methodology for creating DSMs from non-metric 
cameras.  The expectation of TP software to employ metric cameras is a common theme 
found in the literature review and introduced in this research (Section 1.2.2).  Eisenbeib 
(2009) indicates that “the automatic measurement of tie points in LPS core V8.9 turned 
                                                 
3 The University of Technology Dresden developed traditional photogrammetric software known as SAT-
PP that has been adapted to emulate CV software. 
4 Next-Generation Automatic Terrain Extraction (NGATE) is image-processing software that utilizes image 
matching. 
5 Leica Photogrammetry Suite (LPS) is a complete photogrammetric software suite created by Leica. 
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out to be time consuming and error prone, as LPS was designed for the standard aerial 
case, implying the use of calibrated aerial cameras” (p. 118). 
The Pinchango Alto study also pointed out that the major differences in the 
UAS/CV surface are located near walls and structures where smoothing may cause 
problems.  The UAS/CV surface, however, did provide an advantage for surface 
coverage of points where “the laser was unable to acquire points in the holes [obscured 
areas] (p. 118).”  The use of the word “holes” in Eisenbeib is somewhat confusing.  
These areas described as “holes” are not necessarily morphologic holes in the terrain or 
surface.  They are, however, missing data from the laser scan due to obscured areas.  In 
some situations, the camera in the UAS was able to capture images of areas that were 
obscured by objects blocking the line of sight of the laser.  
The Copán site in Honduras resulted in an AT solution with RMS values of 2 cm 
in the horizontal plane and 1 cm in the vertical plane for 5 GCPs.  Eisenbeib (2009) 
reinforced the possibility that TP software is not an ideal solution when using non-metric 
cameras.  The Copán site involved an independent surface-to-surface study between both 
the TP and CV methods.  No predictions of map accuracy were attempted.  Furthermore, 
no evaluations were made that could relate GCP spacing and the effect the spacing might 
have on map accuracy.   
Kung et al. (2011) studied the expected relationship between ground-sample 
distance and map accuracy.  This relationship was examined by comparing the impact of 
both incorporating GCPs and not incorporating GCPs in the bundle adjustment.  Figure 




           (a)           (b) 
 




Figure 2.1 (a) illustrates the map accuracy that was determined without GCPs; the 
map accuracy that was determined with GCPs is illustrated in 2.1 (b).  The use of GCPs 
compensated for the GNSS’s positional measurement uncertainty of the geographic 
location of the camera.  The camera’s positional uncertainty can be reduced from meters 
to decimeters and smaller by including GCPs in the bundle adjustment.  Kung et al. 
(2011) reports the resulting map accuracy was between 0.05 and 0.2 m when GCPs were 
included.  The map accuracy was between 2 and 8 m when GCPs were not included. 
Kung et al. (2011) also notes that “this accuracy cannot be achieved for all parts 
of the ortho [image] mosaic” (p. 4).  The success of pixel matching varies when areas are 
not well textured within the imagery and/or next to vertical structures (as mentioned in 
Eisenbeib (2009) such as near buildings or trees).  Image texture is defined as “variations 
in the appearance of a surface arising from spatial variations in the color, reflectance, or 
lightness of a surface” (Fisher et al. 2014, p. 53).  A lack of texture results in anomalies in 
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image matching.  (These anomalies are discussed in more detail in subsequent chapters in 
this research.)  Areas with large discontinuities in either elevation or depth may also 
cause anomalies.  Such anomalies are similar to those labeled by the Environmental 
Systems Research Institute (ESRI) as “mixels” (ESRI n.d.).  A “mixel” is a pixel that 
may represent the average of several spectral classes.  These mixels are typically 





A mixel can also be described as a pixel that contains an average of either 
elevations or depths created from CV algorithms.  A mixel can have an erroneous 
elevation for a pixel location.  Kung et al. (2011) notes that a comparison of a DSM 
created by CV with a surface created by LiDAR would help provide a clearer 
understanding of the behavior of CV technology near elevation discontinuities.  Some of 
the literature covered later in this review will discuss a comparison of CV methodology 
Figure 2.2.  Mixel.  A pixel that may have a digital number that represents an 
average of several spectral classes is a called a mixel.  (Environmental 




with LiDAR technology.  It should be noted that a surface created from a traditional 
photogrammetric stereo compilation exercise was interesting to compare with a surface 
created by CV methodology.  These two methods of surface creation are starkly different.  
Traditional photogrammetric methods allow a user to manually measure points on the 
surface.  Computer vision, however, automatically calculates these points on the surface.  
Studies that used this methodology are represented in this literature review. 
Kung et al. (2011) uses datasets that included as few as 51 images and as many as 
526.  The GSDs were between 5.7 cm and 33.08 cm.  Importantly, independent GCPs 
were not used to calculate map accuracy.  A range of between 12 and 19 GCPs was used 
for accuracy measurement, however, the same GCPs were also used in the AT bundle 
adjustment.  Therefore, this study does not include map accuracy testing using 
independent GCPs.  Again, no predictions of map accuracy were attempted, nor were 
evaluations attempted to study GCP spacing and the effect the spacing might have on 
map accuracy. 
Vallet, Panissod and Tracol (2011) offers a meaningful comparison of AT 
accuracy with the vertical accuracy of surfaces created by TP, CV methodology, and 
LiDAR.  The study uses the senseFly swinglet CAM6 sUAS, as shown in Figure 2.3.  The 
senseFly swinglet CAM is comparable to the sUAS used in this research (see Section 
4.1.4).  The swinglet CAM has a 32 in wingspan, a 30-minute flight time, and uses a non-
metric (12-megapixel) camera (Canon Ixus 120IS).  An autopilot (similar to the one used 
in this research) navigates the swinglet CAM to waypoints where the camera is triggered 
                                                 
6 A senseFly swinglet is a complete unmanned aircraft system created for aerial surveying and mapping.  
SenseFly is a Parrot company.   
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to take images.  The biggest difference between this swinglet CAM and the sUAS in this 
research is the maximum operating wind speed.  The swinglet CAM operates in a 
maximum wind speed of 12.4 mph while the Gatewing X100 can fly in wind speeds as 




Figure 2.3.  senseFly swinglet CAM.  A sUAS used to collect imagery for a comparison 
between TP and CV.  The wingspan is 32 in and the total weight is 1.1 lbs.  (Vallet, 
Panissod and Tracol 2011, p. 1) 
 
 
Vallet, Panissod and Tracol (2011) uses two image-processing workflows and a 
LiDAR workflow to compare DSM and/or DTM accuracy of all three workflows.  The 
first workflow involved TP image processing methodology that utilized both SOCET 
SET7 and BINGO8 to produce a DSM from a non-metric camera.  A comparison is made 
between the DSMs created by both TP, CV and the DTM created from the LiDAR.  The 
                                                 
7 SOCET SET is a photogrammetric software owned by BAE Systems that is used for aerial triangulation. 
8 BINGO is bundle adjustment software that is owned by BAE Systems. 
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second workflow used Pix4D’s9 dense image matching (CV methodology) to create a 
DSM.  Finally, a third workflow was implemented that used the LiDAR data collected by 
the Helimap System10.  This system uses a metric camera to collect imagery and a 
LiDAR sensor to collect a point cloud.  The imagery collected is used to produce an 
orthomosaic and the point cloud is used to create a DTM.  The LiDAR data was filtered 
to produce a bare-earth model, and the orthoimagery were created with a 4 in GSD.  This 
data is referred to as the “reference data.” 
These three workflows are particularly different in their processes and abilities to 
produce similar orthomosaics and DED.  Initially, the TP and CV workflows can begin 
with different (or no) camera calibrations.  Vallet, Panissod and Tracol (2011) notes the 
TP workflow includes a self-calibration for the camera parameters rather than a 
predetermined camera calibration from laboratory testing.  The AT was performed 
incorporating the non-metric camera mounted in the swinglet CAM.  The AT from the 
TP workflow resulted in a calculated focal length of 29.073 mm.  The AT from the CV 
workflow resulted in a calculated focal length of 29.725 mm.  The variation between the 
calculated focal lengths is 2.24%.  This is a large number when discussing camera 
calibrations.  The distortions modeled in the TP workflow were found to be large, and 
thus, inhibit accurate stereo image plotting.  Vallet, Panissod and Tracol implies that the 
CV software (Pix4D) handles the distortion better than the TP software and thus allows 
for more accurate stereo-plotting.  It also indicated that the root mean square (RMS) of 
the bundle adjustment performed by SOCET SET was half that of the Pix4D bundle 
                                                 
9 Pix4D is a UAS image-processing and mapping software program owned by Parrot. 
10 The Helimap System is a Swiss company that provides both LiDAR and traditional photogrammetric 
services.   
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adjustment.  The bundle adjustment accuracy results were not tested by measuring 
independent GCPs.  It was compared to the image space (camera’s coordinate system), 
object space (object coordinate system), and 12 GCPs (summarized in Table 2.2).  No 
explanation of the objects used for the location of the 12 GCPs is given, however, it was 
discovered that the GCP’s used for accuracy testing were the same GCPs used in the 
bundle adjustments of the imagery (both, TP and CV).  The same use of GCPs was 





Table 2.2 Bundle adjustment accuracy results.  Accuracy results of the reference data 
using TP & DG (AT-ref), sUAS data using TP (AT-SOCET SET), and sUAS data using 
CV (AT-Pix4D).  (Vallet, Panissod and Tracol 2011, p. 4) 
 
 
The imagery set from the swinglet CAM (TP and CV) and Helimap (TP) was 
used to create DSMs and the LiDAR was used to create a DTM.  The creation of this 
DED resulted in three DSMs and one DTM (reference) used for a height comparison.  It 
was noted that on flat terrain, the differences between the LiDAR DTM and the Pix-4D 
DTM did not exceed ± 15 cm in elevation.  Vallet, Panissod and Tracol (2011) points out 
that a large discrepancy began to appear with terrain discontinuities (e.g., buildings and 
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walls).  The CV process tended to smooth out these types of discontinuities while LiDAR 
tended to represent them more accurately.  Both processes produced surface 
discrepancies when vegetation was present.  The LiDAR collection was able to penetrate 
the vegetation and measure some locations on the ground.  The CV pixel matching 
process was not able to calculate a Cartesian coordinate on the ground when vegetation 
was present.     
The DSMs created by SOCET SET NGATE (TP), Pix4D (CV), and the DTM 
created by LiDAR were compared to the same GCPs used in the AT bundle adjustment.  
Using the same GCPs in the bundle adjustment and as surface checkpoints does not 
provide an independent measurement of map accuracy; independent quality control 
“checkpoints” were not investigated.  The height difference between the DSMs/DTM and 
the same GCPs used in the bundle adjustment are listed in Table 2.3. 
 
 
Table 2.3.  The comparison of average height difference (in meters) between surfaces 
(DSMs/DTM) and GCPs.  These surfaces were created by reference data (LiDAR), CV 







The LiDAR surface (DTM) matched the GCPs more accurately than it did the 
other two surfaces (DSMs).  The dense-image-matching technique (CV) used by Pix4D 
generated a comparison to GCPs that had half the deviation on average as the TP 
technology (NGATE).  It should be noted, however, that both the CV and the TP 
workflows created high variability in the surface model.  This variability was indicated 
by higher standard deviations and shown by the large maximum values of 0.223 m and 
0.835 m, respectively.  Therefore, although the results might technically satisfy a specific 
map accuracy requirement, one should be careful to understand both the advantages and 
disadvantages of the CV methodology. 
The residuals between the planimetric features and the 12 GCPs were much 
different than the surface comparisons.  The LiDAR surface was not used in this 
planimetric comparison.  Orthomosaics from SOCET SET (TP) and Pix4D (CV) were 
used to evaluate planimetric map accuracy.  By inspection, planimetric features such as 
paint stripes were identified in each of the orthomosaics and evaluated for horizontal map 
accuracy.  Horizontal differences in the geographic location of these planimetric features 
were examined.  The planimetric features measured in the orthomosaic created by 
SOCET SET (TP) from the swinglet CAM, matched very well with the reference 
orthomosaic created by SOCET SET (TP) from the Helimap system.  The planimetric 
features measured in the orthomosaic created by Pix4D (CV) from the swinglet CAM 
were found to have a horizontal displacement of 10 cm to 15 cm.  This horizontal 
displacement was believed to have been created by the image mosaicking technique used 
by PIX4D.  (This research found that the mosaicing techniques by PIX4D have 
significantly improved since this paper was published in 2011.)   
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Similar to the planimetric feature analysis, the horizontal map accuracy was 
evaluated by comparing the horizontal location of the GCP’s measured from the 
orthomosaics.  The horizontal Cartesian coordinates (x,y) from the image-measured 
GCPs were compared to the surveyed Cartesian coordinates (x,y).  The horizontal 
residuals between the image-measured GCPs and the surveyed location are shown in 
Table 2.4.  SOCET SET (TP) produced results almost twice as accurate as the results 
from PIX-4D (CV).  The GCPs are, however, the same GCPs used in the bundle 
adjustment.  Again, making these horizontal residuals a dependent check on map 
accuracy.   
 
 
Table 2.4.  Horizontal map accuracy results.  The difference between the Cartesian 
coordinates (x,y) of GCPs measured from the orthomosaics and their corresponding 





Vallet, Panissod and Tracol (2011) focused on the concept that CV methodology 
outperforms TP when non-metric cameras are used for surface and orthomosaic creation.  
The TP’s accuracy seems to be limited by its inability to model a non-metric camera’s 
distortion of non-metric cameras (as discovered in other studies in this literature review).  
The dense-image matching techniques and bundle adjustment used by the CV software to 
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calculate a camera calibration (self-calibration), produce a more spatially accurate 
surface.  No predictions of map accuracy were attempted.  Moreover, no evaluations of 
GCP spacing and the effect the spacing might have on map accuracy were made.  
Additionally, none of the accuracy checks involving GCPs included independent variable 
testing.  The same GCPs used in the bundle adjustments were also used to check the 
spatial accuracy of the data created by the same bundle adjustments.   
Gulch (2011) presents TP accuracy and non-metric camera calibration results 
using an UAS to collect imagery.  The Personal Aerial Mapping System (PAMS)11 was 
used to empirically investigate image quality, direct georeferencing, and ground control 
(GCPs).  Surface creation (DSM) resulted in an erroneous “dome” that is up to 10 m in 
height and represented in Figure 2.4.  This error in elevation of the surface is most likely 
a result of camera distortion.  Similar camera distortion discoveries were found in the 
previously described Vallet, Panissod and Tracol (2011).  This erroneous surface is likely 
to be the result of using TP methodology that cannot compensate for the variability of 
non-metric cameras.  The TP methods require a stable camera calibration.  In contrast, 
CV software allows for a variable camera calibration and performs a self-calibration.  
Positional errors of the GCPs within the bundle adjustment were 12 cm in the horizontal 




                                                 
11 PAMS is a complete package of hardware and software for unmanned aerial surveying and mapping 







The GNSS static surveying techniques were used to measure the geographic 
location of 20 GCPs.  Two experiments were conducted using these GCPs.  The first 
experiment included four GCPs in the AT bundle adjustment and 16 GCPs as 
independent checkpoints.  The second experiment included 10 GCPs in the AT bundle 
adjustment and 10 GCPs as independent checkpoints.  Gulch (2011) stresses the need for 
GCPs to control the solution’s accuracy, stating that UAS/CV technology is not a 
replacement for classical photogrammetric flights.  Finally, Gulch (2011) notes that UAS 
test flights could be performed in future studies for site calibration, rather than rely on a 
laboratory camera calibration.  Such experiments would reflect the most modern 
Figure 2.4.  Non-metric camera distortion represented in a DSM.  The 
distortion, indicated by contours, is likely caused by an unstable camera 
calibration used by traditional photogrammetric methods.  The red area 
indicates a high point of 10 m in the DSM.  The contours are shown with a 2.5 
m interval.  (Gulch 2011)
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UAS/CV methodology in practice today.  No map accuracy predictions were attempted.  
Moreover, no evaluations of GCP spacing and the effect the spacing might have on map 
accuracy were made.  It should be noted, however, that the GCPs used as checkpoints did 
provide independent verification. 
Gatewing (n.d.) published a case study conducted on a dredged spoil pile.  This 
study used nine independent GCPs to evaluate map accuracy.  The site is a dredge deposit 
(as illustrated in Figure 2.5).  This project included 440 images with a nominal GSD of 5 
cm.  The spoil pile had a length of 1.5 km and a width of 0.3 km. 
The GCPs’ locations are plotted in Figure 2.6.  A total of 15 GCPs were used on 
this project.  The bundle adjustment included 6 GCPs, and 9 GCPs were used for the 
independent checkpoints.  
A DSM was created by the UAS/CV software.  Comparisons between the known 
positions of the independent check points (i.e. 9 GCPs) and the DSM were made.  The 
results of this comparison are shown in Table 2.5 and graphed in Figure 2.7. 
The map accuracy results for the horizontal plane result in a RMS error (RMSE) 
at the sub-pixel level.  The map accuracy results for the vertical plane are 1.5 to 2 times 
the pixel level.  These RMSE results are the desired map accuracy evaluations that are 
meaningful to this research.  Gatewing (n.d.) did not use the minimum required 20 GCPs 
as independent checks necessary to meet the 95% confidence level.  This study is, 








Figure 2.5.  Orthomosaic of a dredge deposit.  This dredge deposit 1.5 km long and a 0.3 











Table 2.5.  The results of independent comparison between 9 GCPs and the DSM in 











LiDAR data is well known to have a systematic error in the vertical plane that can 
be adjusted to meet the desired surface.  In contrast, CV results vary, making it more 
difficult to filter the DSM and accurately depict the actual surface.  The DSM created by 
the CV methodology has a higher degree of variability that is dependent on the filtering 
techniques the software utilizes. 
The final results of an independent comparison between 9 GCPs and the DSM are 
listed in Table 2.6. 
Gatewing (n.d.) made no predictions of map accuracy.  No evaluations of the 












Ahmad (2011) used CV methods to create orthomosaics from imagery collected 
by a UAS.  The orthomosaics were independently compared to planimetric (horizontal) 
features that were digitized from the orthomosaics to their corresponding locations on the 
ground.  The planimetric comparison indicated a 3-D RMSE of 0.623 m.  These RMSEs 
are some of the largest discovered in this review.  Most RMSE results found in this 
review were in the decimeter to centimeter range; few were more than one-half meter as 
found in Ahmad (2011).  These large errors may have occurred because the solution did 
not use GCPs in the bundle adjustment.  Ahmad (2011) also reports the images were 
acquired with a forward lap of approximately 60% and a side lap of approximately 30%.  
The UAS/CV methods typically require an image overlap (in forward and side lap) in the 
range of 75 to 85%.  Such methods would explain the degraded accuracy.  Ahmad (2011) 
did not explain how the solution utilized GCPs; it also did not mention either the test 
site’s size, the height AGL, or the GSD.  Ahmad (2011) made no predictions of map 
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accuracy.  No evaluations of the GCP spacing and the effect the spacing might have on 
the resulting map accuracy were made.  
Whitehead (2011) states that “on average, a UAV survey will generate between 
100 and 500 photos” (p. 2).  It reports anecdotal experience with several projects that 
include independent checkpoints at 200 to 300 meter spacing.  In such situations, an RMS 
of less than 15 cm in the horizontal plane and 20 cm in the vertical plane was achieved.  
With such results, the study reported being able to create 50 cm contours.  Whitehead 
(2011) made no predictions of map accuracy.  No evaluations of the GCP spacing and the 
effect the spacing might have on the resulting map accuracy were made.  
Haala et al. (2011) studied both bundle adjustment accuracy and surface-to-
surface comparisons of UAS collected imagery.  This study did not adjust the imagery for 
absolute accuracy because the GNSS positions the UAS collected during the flight 
drifted.  The accuracy of the GCPs used in the bundle adjustment, however, was 
evaluated; by comparing the results to a LiDAR surface.  This LiDAR surface was 
created three years before the UAS flight.  Haala et al. (2011) used the sUAS depicted in 
Figure 2.8 and the Canon IXUS 100 IS camera pictured in Figure 2.9 to collect imagery 
with an 8 cm GSD. 
Twenty-six control points (as indicated with the yellow triangles in Figure 2.10) 
were used in the bundle adjustment.  The AT solution used a mixture of manual and 
automatic image matching.  The automatically matched points are referred to as tie 
points.  The residual’s standard deviation for these tie points was 6 cm in the horizontal 
plane and 20 cm in the vertical plane.  These residuals are not absolute accuracies since 
the geographic location of the entire image block was not solved.  The results of this 
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study correspond to other studies that reported the horizontal residuals to be at the one 






















Additionally, Haala et al. (2011) notes the negative effect that image motion has 
on recognizing and measuring the center of targets.  The causes and results of image 
motion are described as “imaging from a moving platform results in blurred images due 
to the finite exposure or integration time” (Mikhail et al. 2001, p. 62).  Cameras used in 
sUASs do not typically have image-motion compensation and are, thus, susceptible to 
this phenomenon.  Figure 2.11 illustrates how differently the same target can appear in 
images due to image motion.  Image motion has an effect on accuracy because the image 
matching (CV) is more difficult, producing fewer matched pixels (tie points).   
Figure 2.10.  Location map of the Vaihingen/Enz test site.  There were 26 
GCPs used in bundle adjustment of the 31 indicated by a yellow triangle.  





Figure 2.11.  Images of targets with the effects of image motion.  These images 
containing the same targets that are distorted by the effect of image motion.  (Images are 
pixelated due to enlargement and the distortion caused by image motion.) 





Finally, Haala et al. (2011) compared a DSM created with Inpho MATCH T12 
software to a LiDAR surface taken three years earlier.  The surface comparison was used 
only to evaluate the applicability of noting large differences between two surfaces (e.g. 
either a quarry excavation or a surface of vegetation); it was not used to evaluate 
accuracy between the two surfaces.  The RMS of the height differences between the two 
surfaces was 4.5 m, with a maximum difference of ± 50 m.  These height differences can 
be attributed to the differences in vegetation and the excavation in parts of the project 
site.  Haala et al. (2011) notes a “clear upward bowing in the middle of the block” (p. 5).  
This bowing is similar to the results in Gulch (2011), referenced in this literature review.  
Haala et al. (2011) explains that bowing might occur when non-metric cameras and TP 
software are used.   
Possibly the most intensive field study in terms of GCPs was presented at the 
2011 Unmanned Aerial Vehicle in Geomatics Conference in Zurich, Switzerland.  The 
survey described in Rock, Ries and Udelhoven (2011) included 1,042 GCPs located with 
a total station (as illustrated in Figure 2.12).  
Rock, Ries and Udelhoven (2011) uses three different datasets in this study as 
reference data to evaluate the DSMs.  The first dataset included GCPs that were placed at 
even spacing.  This even spacing did not allow for abrupt changes in grade, break lines, 
and other topographically complex areas.  The second dataset included an additional 
2,000 points that were surveyed at discrete locations.  These discrete locations are at 
                                                 




important vertical relief locations that provide a higher density of known positions at 









A large amount of GCPs was used to perform a topographically intense study of 
sensor orientation accuracy.  Two important determinations were made.  The first was 
that the standard deviation decreased as the GCPs used in the AT solution increased.  The 
RMSE results of the AT solution are plotted in Figure 2.13. 
 
 
Figure 2.12.  Location map of project area including 1,042 GCPs. 
GCPs are indicated in red and yellow.  (Rock, Ries and 





Figure 2.13.  The RMSE results taken from an AT solution using a large number of 




The second determination was that the accuracy of exterior orientation (EO) 







Figure 2.14.  Exterior orientation (EO) accuracy in the vertical plane (Z).  Vertical EO 
accuracy converges as more GCPs are used in the bundle adjustment.  (Rock, Ries and 




The AT solutions used thus far included as many as 10 GCPs per image.  The use 
of that many GCPs was considered here to be impractical for commercial applications.  
Providing a large number of GCPs per image collected would not be economical.  
Therefore, the number of GCPs used per image was limited to five for the remainder of 
this study.   
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Digital surface models were created for each of the datasets and then compared to 
other DSMs.  An RMSE was calculated for each comparison of DSMs.  Rock, Ries and 
Udelhoven (2011) points out that the vertical accuracy was directly related to the height 






Rock, Ries and Udelhoven (2011) also notes that accuracy can be affected not 
only by shadows but also by their movement due to the passage of time from exposure to 
exposure.  The loss of accuracy is most noticeable in low altitude imagery, where small 
differences in a shadow’s location can be detected at the single pixel level. 
 Rock, Ries and Udelhoven (2011) utilized only TP methodology throughout their 
study.  Comparing the TP results with the CV results would have been beneficial.  The 
Figure 2.15.  The height AGL vs. the mean EO accuracy for the Z component.  




EO calculated for the sensor could be affected by the fact that TP methodology does not 
handle non-metric cameras as well as CV methods do.  The inability of TP to effectively 
use non-metric cameras is a common theme throughout this review.  
Skarlatos et al. (2013) compiled a study that investigated map accuracies obtained 
from DG and using GCPs with UAS/CV technology.  This study acknowledges that 
“spotting and selecting these points [GCPs] along with their documentation becomes the 
most tedious part of the mapping process”  (p. 1).  The time-consuming process of 
surveying GCPs makes determining the minimum number of GCPs required to produce a 
specific map accuracy an important endeavor.   
Skarlatos et al. (2013) also uses the senseFly swinglet sUAS and Canon IXUS 
100IS described earlier in this review to investigate two project sites.  The first site was a 
square (or block) area of 1.15 sq km and the second site was a 2.2 km-long corridor area 
with a width of 160 m.  These project sites provided a relevant study of the AT results 
and the GCP requirements for the two distinctly different configurations.  Agisoft 
Photoscan13 applied a full bundle adjustment to adjust the imagery.   
The sUAS flight  for the block project in the Skarlatos et al. study was designed to 
collect imagery with 70% overlap in all directions.  A total of 75 images were captured at 
a height AGL of 264 m that resulted in an 8 cm GSD.  The size of the block project is 
1.14 sq km and pictured in Figure 2.16.    Notice that the footprints of the image 
collection are regular and conform to a block configuration with forward and side lap.   
 
                                                 
13 Agisoft is a Russian company founded in 2006 that develops automatic 3-D-modeling and mapping 




(a)                                                                     (b) 
 
Figure 2.16.  Block project site.  (a) Block project site encompassing 1.14 sq km. (b) 
Block layout of image collection.  (Skarlatos et al. 2013) 
 
 
The GCPs were surveyed using GNSS surveying equipment with real time 
kinematic (RTK) technology for a total of 18 GCPs.  Five georeferencing scenarios were 
evaluated.  The first scenario used only the GNSS data from the autopilot and is named 
DGEO (direct georeferencing).  The remaining four scenarios used 4, 5, 7, and 8 GCPs in 
their respective bundle adjustments.  These remaining GCPs were used as independent 
checkpoints.  The map accuracy results taken from the five scenarios for the block project 






Table 2.7.  Map accuracy results from the block project site for direct georeferenced 





The DGEO scenario revealed that the horizontal map accuracy was 0.81 m, well 
within the accuracy expected for a single-frequency GNSS.  The remaining four 
scenarios (using GCPs) indicated that map accuracy in the horizontal plane can be 
improved if additional GCPs are used.  Skarlatos et al. (2013) states map accuracy in the 
vertical plane is not improved when more GCPs are added to a project with a block 
configuration.  The GCP’s layout for the DGEO scenario was not homogeneous and in 
some cases, there were large distances between GCPs.  Figure 2.3 indicates a fairly 
sporadic configuration of  GCPs.  A more evenly spaced layout of GCPs with more 
independent checkpoints might produce results similar to this research.  This research 
investigates whether or not vertical map accuracy of UAS/CV data can be improved 
using GCPs that are closer together and at regular intervals.  The RMSs in the horizontal 
plane for the different scnarios were between 2.0 times the pixel size of 8 cm to as much 
as 2.6 times the pixel size of 8 cm.  The RMS in the vertical plane was between 4.5 times 
and 5.25 times the pixel size of 8 cm.  The analysis resulted in a horizontal to vertical 
map accuracy range of approximately 1:2 to 1:3 when the DGEO scenario was removed.   
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The sUAS flight for the corridor project (pictured in Figure 2.17) in the Skarlatos 
et al. study was designed to collect imagery with 80% overlap in all directions.  A total of 
107 images were captured at a height AGL of 160 m that resulted in a 4 cm GSD.  Notice 
that the footprints of the image collection are a single image wide forming a long line of 
images without neighboring images with sidelap.  
The GCPs were surveyed using GNSS surveying equipment with RTK 
technology for a total of 16 GCPs.  Six scenarios were evaluated.  Only the GNSS data 
from the autopilot (DGEO) was used in the first scenario; the remaining five scenarios 
used varying numbers of GCPs in the bundle adjustment.  Two GCPs were used at each 
end of the project and three were added along the route.  The remaining GCPs were used 
as independent checkpoints.  The map accuracy results taken from the six scenarios for 




(a)                                              (b) 
 
Figure 2.17.  Corridor project site.  (a) Corridor project site 2.2 km long and 160 m wide.  




Table 2.8.  Map accuracy results from the corridor project site for direct georeferenced 





The DGEO scenario revealed that the horizontal map accuracy was 4.59 m.  This 
map accuracy is much lower than the block project due to the limited width of the 
corridor project.  The map accuracy results indicated a strong correlation with the 
direction of the flight.  Potentially, a second (or third) line of images adjacent to the 
single line of images collected, could improve these accuracies. The remaining five 
scenarios (using GCPs) revealed that the map accuracy in the vertical plane can be 
improved if additional GCPs are added.  These vertical map accuracy results are similar 
to the results found in this research.  This study states that the map accuracy in the 
horizontal plane is not improved by adding more GCPs.  Improvement in horizontal map 
accuracy is, however, indicated by the RMS XY from scenario 1 (0.61 m) and the RMS 
XY from scenario 4 (0.13 m).  Skarlatos et al. (2013) ignores scenario 5 RMS values, 
stating that it was based on internal accuracy and cannot be considered representative.  
The RMSs in the horizontal plane for the scenarios were between 2-6 times the pixel size 
of 8 cm.  The RMSs in the vertical plane ranged from 3.25 times the pixel size of 4 cm to 
as much as 15.25 times the pixel size.  The analysis resulted in a horizontal to vertical 
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map accuracy range of approximately 1:1 to 1:2 when both the DGEO and scenario 1 
were removed. 
The significant variability in map accuracy results at both sites in this study, 
reinforces the idea that care should be taken when planning sUAS image acquisition and 
the use of GCPs.  This research will investigate whether or not, the configuration of 
image collection and GCPs has an effect on map accuracy.  A minimum number of GCPs 
can be used, but there maybe map accuracy consequences that the UAS/CV user should 
be aware of.  For example, the red ellipse with yellow shading in Figure 2.18 indicates a 
large area that does not have control points.  The level of pixel matching and self-
calibration may have detriorated between the control points that bookend this corridor.  
This could be the reason that GCP 03 has high horizontal and vertical residuals even 




Figure 2.18.  A block imagery project indicating control and check points.  Triangles 
indicating control points and circles indicating check points.  The size of the triangle or 
circle indicates planimetric residuals (XY) and the color indicates the vertical (Z) 
residuals in meters.  Red ellipse with yellow shading indicates a large area without 
control points.  (Skarlatos et al. 2013) 
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Barry and Coakley (2013) conducts a study that is quite similar to that discussed 
in this research.  The map accuracy test was performed with a C-Astral Bramor14 sUAS 
(see Figure 2.19).  This sUAS has a wingspan of 7.5 ft and could fly for up to 100 







Barry and Coakley (2013) notes that GNSS data is spatially accurate in both 
absolute and relative terms.  It does not, however, contain the richness of UAS/CV data.  
The CV data generated is much like a LiDAR surface.  Many more point locations are 
created than would be located by a terrestrial survey.  The UAS/CV methodology also 
produces an orthomosaic that a traditional survey does not provide. 
                                                 
14 C-ASTRAL Aerospace Ltd. is a company from Slovenia that manufactures a complete sUAS known as 
the Bramor. 
Figure 2.19.  C-ASTRAL Bramor sUAS.  Bramor has a wingspan of 7.5 ft and 
flight endurance of 100 minutes.  (Barry and Coakley 2013) 
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Barry and Coakley (2013) began with a ground control survey that provided both 
dependent and independent GCPs.  These GCPs have an accuracy between 1 cm and 2.5 
cm as is commonly feasible with GNSS and RTK procedures.  The sUAS was flown at a 
height AGL of 90 m, providing a GSD of 1 cm.  Ten GCPs were used in the AT bundle 
adjustment, and 45 independent checkpoints were available to test the DSM accuracy.  A 
CV software known as Agisoft PhotoScan (previously described) created the DSM.  The 
error was calculated by subtracting the measured location of the GCPs in the imagery 
from the same location in the DSM.  This error analysis resulted in an RMSE of 2.3 cm in 
the horizontal plane and 3.5 cm in the vertical plane.  This RMSE correlates well with 
ASPRS map accuracy standards.  The NSSDA accuracy results at the 95% confidence 
level were 4.1 cm in the horizontal plane and 6.8 cm in the vertical plane.  This combined 
accuracy correlates with an NSSDA map accuracy suitable for a of 1:200 map scale.   
Barry and Coakley (2013) is the first and only study that measures NSSDA map 
accuracy from an orthomosaic and DSM created from UAS/CV methodology.  This study 
did not, however, address either the important variables of target spacing or 
configuration.  It also did not conduct multiple flights with varying height AGL.  Thus, 
no predictions about the map accuracy related to these variables were made.  
 
2.3. THE CURRENT STUDY 
This research was conducted to further refine and expand upon the research in the 
above-referenced literature.  Many of the studies included in this review were pioneering 
in their own right, introducing the world to the UAS/CV methodology.  Additional 
studies began a discussion about both TP and UAS/CV methodology, and evaluated 
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which is more accurate for use with non-metric cameras.  There is, however, much more 
to be learned about the UAS/CV methodology than has been presented thus far.   
There are many phenomena that affect the map accuracy of the products that can 
be created by using UAS/CV technology.  Several of the studies in this literature review 
addressed the phenomena that affect the ability of UAS/CV technology to produce 
accurate orthomosaics and DED.  These studies discussed the effect of shadows, varying 
heights AGL, low texture, and image motion.  Discussion of these phenomena provided 
valuable insight that may be exploited to control map accuracy with a UAS/CV.  These 
phenomena are further studied and addressed, and guidelines are developed in Chapters 5 
and 6 of this research.   
This research focuses on predicting the map accuracy of orthomosaics and DED 
generated with UAS/CV technology at a given height AGL, with a specific target spacing 
and a specific target configuration.  The subjects in this literature review rarely performed 
independent testing of GCPs, and only one correlated the results to NSSDA map 
accuracy.  Reporting map accuracy in terms of the mapping standards is the method that 
is used in this research to evaluate the quality of mapping products.  Many practitioners 
use these standards to specify and/or evaluate the quality of orthomosaics and DED for a 
project.  None of the studies in this literature review attempted to predict the impact of 
varying height AGL, target spacing, or target configurations on map accuracy achievable 





3. HYPOTHESIS AND OBJECTIVES 
3.1. HYPOTHESIS 
Images can be collected by UASs and CV image processing can be used together 
to create orthometrically rectified images (orthoimages) that can be assembled together to 
make a mosaic (orthomosaic) of orthoimages (Mikhail, Bethel and McGlone 2001).  The 
CV process can also be used to create point clouds of data.  These clouds contain points 
with three-dimensional Cartesian coordinates that can be used for topographic mapping.  
The question remains: can maps created from UAS/CV data meet industry map accuracy 
standards?  It also remains to be determined whether or not guidelines can be developed 
that address UAS/CV the factors that affect the resulting map accuracy.  This research 
hypothesizes that map accuracy calculated from UAS/CV data can be predicted by the 
distance between GCPs with targets and that guidelines can be developed that address the 
phenomena that affect map accuracy.  The objectives described in the following section 
were established to evaluate whether or not this hypothesis can be validated. 
 
3.2. OBJECTIVES 
 Data Collection and Analysis Plan.  A control survey of image-visible  
targets, otherwise known as ground control points (GCPs), was conducted to evaluate 
mapping accuracy.  A site of approximately 120 acres, with 97 GCPs, was surveyed to 
facilitate the testing and evaluation of the hypothesis.  Targets approximately 3 ft square 
were selected and centered on most of the GCPs to allow for the visual observation in the 
collected imagery.  Four sUAS flights at varying heights AGL were performed.  Twelve 
datasets with varying distance between targets used in the bundle adjustment were 
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created.  Varying the heights AGL and distance between targets allowed for an optimal 
analysis of the UAS/CV data created.   
 Data Collection and Image Processing.  Ground control points were  
placed at approximately 250 ft intervals and 97 GCPs were surveyed.  The GCPs’ 
positions were measured in three dimensions (3-D) during the UAS/CV image 
processing.  Selected GCPs were used in the bundle adjustment (enabled); and the 
remaining GCPs were used for independent checkpoints (as-check).  Five GCPs forming 
an “X” pattern with varying spacing were enabled during CV image processing.  Both 
orthomosaics and DSMs were created and presented for evaluation and analysis.   
 Data Evaluation and Analysis.  The resulting map accuracies of the    
 orthomosaics and DSMs were calculated.  The orthomosaics and DSMs were evaluated 
based on various patterns of targets at varying AGL heights.  The difference between the 
ground-surveyed target location and the location that was determined from the CV image 
processing was calculated.  The map accuracy was determined by comparing it to the 
map accuracy required by industry standards.  The data was analyzed to postulate the 
optimum distance between targets and the pattern required to generate a map accuracy 
that meets industry standards.  The UAS/CV factors that may affect map accuracy were 




4.1. DATA COLLECTION  
Approximately 120 acres containing 100 GCPs was surveyed in 3-D to allow for 
map accuracy testing.  Targets of approximately 3 ft by 3 ft were centered over the GCPs.  
The targets gave the ability to visually recognize the targets within the collected UAS 
imagery.  Four sUAS flights were executed, and the imagery was processed in CV 
software.  The CV software was used to measure (from the imagery) the 3-D positions of 
the GCPs used in the bundle adjustment.  Orthomosaics and DSMs were created for each 
of the datasets.  Third-party software was used to independently measure the remaining 
GCPs that served as checkpoints for map accuracy evaluation.   
 Site Location.  The data collection site is situated on the  
Southern Illinois University Edwardsville (SIUE) campus.  The location was rural, 
sparsely populated, and a safe distance from restricted airspace.  The project site was 
northeast of St. Louis, Missouri (see Figure 4.1) and is represented by the blue-and-white 







Figure 4.1.  Project location map of the sUAS test site near Edwardsville, IL. 
 
 
This site offered ideal terrain and topographic features (e.g. open and flat) for not 
only current, but also future evaluations.  The site is ideal because it provides both rural 
and urban topography with agricultural acreage and a university campus.  The entire site 
is pictured in Figure 4.2 and shows the approximately 120 acre site, in yellow with a red 
outline.  This site is identified here as Area 01.  An enlarged image of the site is located 










 Survey Control Plan.  Both primary and secondary survey control were  
established in Area 01.  A local real time network (RTN) was available for real-time 
kinematic (RTK) GNSS surveying; it was used to survey the GCPs.  The Trimble R8 
GNSS equipment with both an integrated antenna and receiver was used as an RTK 
rover.  This RTK rover was connected to the RTN over a cellular data network and used 
to measure the locations of the GCPs.  The use of the RTN and the RTK GNSS rover 
allowed the survey measurement to include both the Global Positioning System (GPS) of 
the United States and the Global Navigation Satellite System (GLONASS) of the Russian 
Ministry of Defense.  The range poles were of bi-pod style and made of carbon fiber.  
The bubble levels on each range pole were checked before each surveying session.  
Figure 4.2.  Area 01 project site of 120 acres.  
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Additionally, previously measured primary control points were measured daily and 
compared to the known coordinate values.  The centers of the targets placed over the 
GCPs were measured twice, and a search for significant differences was made to 
eliminate blunders.  The coordinates from each measurement of a GCP were averaged for 
the final location.  The use of the RTN eliminates the errors caused by long GNSS 
baselines between a base and rover.  This error is eliminated because the RTN calculates 
a “virtual base station” near the operator of a connected RTK rover.  The remaining 
theoretical error is reduced to the dimensions stated in the manufacturer’s specified 
performance for kinematic surveying.  The Trimble R8 GNSS equipment was used to 
survey on this project, has a specified positional accuracy of 10 mm (0.0328 ft) + 1 ppm 
RMS in the horizontal plane and 20 mm (0.656 ft) + 1 ppm in the vertical plane.  Since 
the use of a RTN eliminates the GNSS baseline, the ppm term can be ignored.   
The North American Datum of 1983 (NAD83), epoch 2011, was used as the 
horizontal datum.  The West Zone of the Illinois state plane coordinate system (SPCS), 
was the planar system that was used for the horizontal coordinate system.  The GEOID 
2012A geoid model was applied to the Geodetic Reference System (GRS80) ellipsoid 
heights obtained with the RTK GNSS equipment (and RTN).  This application develops 
orthometric heights (elevations) on the North American Vertical Datum of 1988 
(NAVD88).  The geoid is “The equipotential surface of the Earth's gravity field which 
best fits, in a least squares sense, global mean sea level” (National Geodetic Survey 
2001).  The geoid is an estimate of this surface.  Therfore, there are variations (residuals) 
between the geoid and local monumentation established by the National Geodetic Survey.  
This research did not attempt to remove or compensate for these residuals.  
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 Targeting.  Targeting for the subject site included GCPs with targets  
placed at 250 ft intervals.  The GNSS equipment was used with RTK methods to survey 
the targets.  Blue Max15 targets are presented in Figure 4.3.  These targets provided GCP 









A target plan was created for use with this research and future projects.  It 
included 14 rows and 10 columns of target locations.  The final target plan for this project 
is indicated in Figure 4.4 with red hatching. 
 
                                                 
15 Blue Max targets are manufactured and sold by Stakemill Measuring Systems, a surveying equipment 
and supply company.   
Figure 4.3.  Blue Max targets.  These targets were used to mark the 
GCP location on the ground in Area 01.  These 3 ft wide and 3 ft tall 







Figure 4.4.  Target location plan.  Target locations used in this research are 
indicated in the red hatched area by both a point number and a red circle.  The 
remaining locations will be used for future research.  Row and column 
numbers were used for point numbering.    
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Photo-identifiable (PID) points such as those shown in Figure 4.5 were used as 
additional target locations.  Using PIDs allowed a study of the feasibility in lieu of 
targeted GCPs.  When PIDs were identified in the field, they were also surveyed.  The 








Selected targets were used (enabled) in the bundle adjustment, while others were 
used for independent checkpoints (as-check).  Patterns of 5 GCPs (and targets) that 
formed an “X” were enabled.  These “X” patterns were defined by the number of GCPs 
that were between the enabled targets.  For example, the “X” pattern that encompassed 
the space of three targets across and three targets down corresponds to the 3 x 3 naming 
convention.  Every third GCP in a column and row, however was an enabled target (ET).  
In addition to the first and third enabled targets, the target at the intersection of the “X” 
was also enabled, thus corresponding to the +1 naming convention.  A similar naming 
convention was used to create the 5 x 5 + 1 and 7 x 7 + 1 target patterns.  These target 
patterns, with 250 ft between GCPs correlated with a nominal enabled target spacing of 
500 ft, 1000 ft, and 1500 ft, respectively, for the targets enabled in the adjustments.  The 
intention of this naming convention is to focus on the row and column number (sequence) 
of the GCPs that are to become enabled targets (ETs).  Potentially, an alternative method 
for understanding the naming convention is to think in terms of spaces between GCPs 
rather than the number of GCPs.  For example, the 3 x 3 +1 target configuration would 
include three GCPs across both the top and the side of the “X.”  The first GCP is enabled, 
the second GCP is a check point, and the third GCP is enabled.  This leaves two spaces 
between the three GCPs involved for a total of (2 x 250 ft) 500 ft (nominal) between 
GCPs that were enabled.  This results in the following formula to understand the naming 






Target configuration of 3 x 3 +1:  3 GCPs – 1 = 2 spaces = 2 x 250 ft = 500 ft   
Target configuration of 5 x 5 +1:  5 GCPs – 1 = 4 spaces = 4 x 250 ft = 1,000 ft   
Target configuration of 7 x 7 +1:  7 GCPs – 1 = 6 spaces = 6 x 250 ft = 1,500 ft   
 
Figure 4.6 indicates the naming convention for the 3 x 3 + 1 target pattern.  The 
blue plus-sign markers represent the enabled targets, and the black plus-signs represent 
the independent checkpoints (as-check).  Similar GCP layouts for the 5 x 5 + 1 and 7 x 7 
+ 1 patterns are represented in Figures 4.7 and 4.8.  Figures 4.9, 4.10, and 4.11 represent 
an enlarged version of the different target configurations indicating the location of 










Figure 4.6.  A 3 x 3 + 1 target pattern with 500 ft between enabled 
targets.  Every third GCP in a column and row is an enabled target (ET); 
and it is represented by a blue plus sign. 
2 
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Figure 4.7.  A 5 x 5 + 1 target pattern with 1,000 ft between enabled targets.  Every fifth 






Figure 4.8.  A 7 x 7 + 1 target pattern with 1,500 ft between enabled targets.  Every 




















 Flight and Image Collection.  A Gatewing (a Trimble Navigation  





Figure 4.12.  Gatewing X100 model B.  This model weighed 4.4 lbs, had a wingspan of 
39 in, and had a flight endurance of 45 minutes.  (Gatewing n.d.) 
 
 
This sUAS was the first-generation production model built by Gatewing.  This 
sUAS provided a stable collection mechanism.  This UAS is capable of keeping the 
image overlap reasonably consistent as a result of a properly designed pre-flight plan; and 
real-time autopilot navigation calculations to trigger the shutter release.  Such 
performance controls are a requirement for proper UAS image collection and CV 
processing.  The X100 model B uses an electric brushless motor, weighing 4.4 lbs, and 
imagery is captured with a Ricoh GRD III digital camera (as described in Section 1.2.3).   
The images were collected to maximize the ability to evaluate the relationship 
between GSD and resulting horizontal and vertical map accuracy.  Flights at varying 
AGL heights resulted in GSDs between 0.108 ft and 0.328 ft.  Image overlap was held 
constant at 75% for both a forward lap (the flight direction) and a side lap (from flight 
line to flight line).  Both the flight and image collection plans are listed in Table 4.1.  
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Four flights were processed with CV software for each of the three target patterns.  This 
processing resulted in resulted in 12 datasets.   
 
 





Camera: Ricoh GRD III 
Flight Parameters 
Flight Area 
Size AGL GSD Overlap Duration 
(acres) (ft) (ft) % (min) 
1 1 120 328 0.108 75% 36 
3 1 120 394 0.131 75% 31 
5 1 120 492 0.164 75% 30 
11 1 120 984 0.328 75% 21 
 
 
4.1.4.1 Log files.  Log files were automatically recorded by the sUAS’s autopilot  
for each of the four flights.  Log files include metrics such as the speed, pitch, yaw, and 
roll of the sUAS during flight.  These metrics were used to analyze the speed, pitch, yaw, 
and roll of the sUAS during flight.  The log files also recorded the flight paths of the 









The log file also included geographic locations (geotags), simultaneously 
recorded with the time during which the images were collected (photo events).  The 
geotags were then matched with the corresponding images to provide the geographic 
location of the images in the CV software.  The location of each photo event was 
generated by correlating the latitude, longitude, and ellipsoid height (in the geotag’s 
information) with the appropriate photo event.  The pitch, yaw, and roll were then used to 
note the camera’s orientation at the time of the photo event.  This photo event location 
process is referred to as a georeferencing of the imagery.   
 
 
Figure 4.13.  sUAS flight 5 flight path. 
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4.2. IMAGE PROCESSING  
The CV processing of the images produced GSDs between 0.108 ft and 0.328 ft 
with a 75% image overlap.  Computer vision techniques were used for image matching, 
and specific GCPs were enabled and used for image bundle block adjustments.  Enabled 
GCPs were included in the adjustments while the remaining GCPs were withheld for use 
as independent checkpoints (as-check).  The blue plus-signs pictured in Figures 4.6, 4.7, 
and 4.8 represent the GCPs that were included in separate adjustments.  Patterns of 3 x 3 
+ 1, 5 x 5 + 1, and 7 x 7 + 1 produced three adjustments per flight for the four flights that 
were created.  This procedure created a total of 12 sets of processed images.   
Trimble Business Center16 (TBC) with a photogrammetry module was used to 
process the imagery examined in this research.  This software uses CV methodology to 
process UAS imagery and generate orthomosaics and DED.  A complete flight path 
displayed in TBC is represented in Figure 4.14.   
 
                                                 
16 Trimble Business Center with a photogrammetry module, is surveying software that uses a computer-





Figure 4.14.  Path of flight 5; as depicted in Trimble Business Center. 
 
 
 Pixel Matching.  Properly georeferenced images were used to begin pixel 
matching among overlapping images.  The TBC software uses the terms “image 
alignment” to refer to pixel matching and “tie points” to refer to the resulting matched 
pixels.  Pixel matching is a process whereby unique pixels from one image are correlated 
to identical and unique pixels in another image.  These matched pixels represent the same 





Figure 4.15.  Pixel matching using an 8 x 8 kernel.   
(Seoul National University Computer Vision Lab n.d.) 
 
 
The example in Figure 4.15 matches a set of pixels in images of a book that were 
taken from different perspectives.  A search for a match is not based solely on a single 
pixel.  Rather, the search is performed in small patches referred to as kernels.  For 
example, a 3 x 3 kernel would be 3 pixels wide by 3 pixels high and contain a total of 9 
pixels.  Figure 4.15 is a kernel that is 8 x 8 pixels.  Various-sized kernels can be used to 
identify unique features in images.  Feature uniqueness is an important factor in the 
success of pixel matching.  Figure 4.16 represents a window that can be used to recognize 





(a)                         (b)         (c) 
Figure 4.16.  Pixel or feature uniqueness.  (a) not unique, (b) moderately unique, and (c) 
significantly unique. (Frolova & Simakov 2004, p.13) 
 
 
The process of identifying a feature by CV software is illustrated in Figure 4.16.  
A search window (denoted by the green square) is used by the software to identify a 
feature (the black line) found in imagery.  Figure 4.16 (a), the “flat” region, indicates that 
no change has occurred in any direction inside the green pixel.  This representation is not 
unique because the feature is not located in the pixel.  Figure 4.16 (b), the “edge” region, 
indicates that no change has occurred in the direction of the line.  This representation is 
moderately unique because part of the feature is located in the pixel.  Finally, Figure 4.16 
(c), the “corner” region, indicates that change can occur in any direction.  This feature is 
significantly unique and provides good pixel matching.  A unique corner of the feature is 
located in the window.   
Pixel matching is a key function that TBC and other CV software packages 
perform.  A sample of alignment statistics (pixel matching) for flight 5 can be seen in 
Figure 4.17.  This “Flight Mission Adjustment Report” generated by TBC, provides 
information on the coordinate system, the total number of images, the flight altitude, and 
the GSD, and more.  The top portion of the report includes general information such as 
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the project’s name, the time zone, the horizontal coordinate system, and the vertical 
datum.  The summary portion provides flight altitude, GSD, processing status, total 
number of images processed, and number, if any, excluded from processing.  The TBC 
help files explain the remaining sections of the report as follows: 
Station Statistics:  
This table shows the mean displacement in 3D of all stations from their 
original raw GNSS positions recorded on board the aerial photo station. 
Tie Points Statistics:  
Standard deviation: This row shows the distances within which 68% of the 
tie points are located from their real-world locations in 3D. 
Maximum deviation: This row shows the maximum distances that tie 
points are located from their real-world locations in 3D. 
Point Populations: This table lists the number of tie points that were 
calculated from two observations, three observations, and so on.   
(Trimble Navigation 2013) 
 
Important information can be extracted from this report with further investigation of its 
contents.  Such investigation would be warranted if 
 some of the images are excluded from processing   
 the mean initial displacement is not close to zero   
 the standard deviation is not close to the value of the project GSD   
 the maximum deviation exceeds five times the standard deviation, or  
 the combined number of tie points for the first two rows in the table (two 
observations per point and three observations per point) exceeds the 




Figure 4.17.  Flight mission adjustment report created by TBC. 
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The image alignment becomes more stable as the number of tie points that are matched 
across images increases. 
 Measuring Targets.  The target’s center was manually located so that the  
 Blue Max targets and PIDs could be digitally measured in the TBC software.  An 





Figure 4.18.  Measured target 107 in TBC.  This measurement results in 16 observation 
rays.  (Image is pixelated due to zoom level.) 
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Each target is measured in individual images that contain the target.  Target 107 
produced 16 observation rays as illustrated in Figure 4.18.  The number of measured 
targets in Figures 4.18 and 4.19 are as few as 13 and as many as 17, respectively.  In this 
research, as few as 5 and as many as 41 target measurements were made for tie points in 
the datasets.  These measured targets created observation rays that connected to adjacent 
images containing the same target.  This process is indicated by the lines (observation 






Figure 4.19.  Observation rays.  These observation rays indicate that measurements 
were taken from the target location in an image to the GCPs on the ground. 
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 Bundle Block Adjustment.  After all the visible targets were measured, a  
bundle adjustment was performed using the enabled targets.  This adjustment further 
refined the camera calibrations (self-calibrations) and ultimately led to the calculated 
positions of the matched pixels.  A bundle block adjustment is a form of aerotriangulation 
that is based on the principle of collinearity.  Thus, the geometry on which the adjustment 
is based is that of bundles of observation rays passing through perspective centers, 
joining ground points to image points (Joint Committee of the American Society for 
Photogrammetry and Remote Sensing n.d.).  Figure 4.20 illustrates the bundle block 




 Figure 4.20.  Bundle block adjustment.  A representation of a bundle 
block adjustment indicating all of the observation rays passing through 
perspective centers, joining ground points to image points.   
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A bundle block adjustment uses the targets that TBC designates as “enabled” to 
constrain the bundle block adjustment.  The remaining targets were used as independent 
(as-check) checkpoints.  Table 4.2 is the TBC generated “Ground Control Point 
Residuals” portion of the Flight Mission Adjustment Report.  A survey target symbol is 
used to indicate the location of each enabled target and a checkmark is used to indicate 
the location of each checkpoint.  For example, point  308 in Table 4.2 is a checkpoint (as-










 Error Calculation.  The ground control point residuals of each of the  
check marked targets were calculated by TBC.  It was then used to tabulate these 
residuals in the Flight Mission Adjustment Report.  These residuals were not the RMSEs, 
but were instead described by the TBC help file as “the observations made to a specific 
GCP along with their 3-D residuals (the difference between the observation and the true 
location of the point)” (Trimble Navigation 2013).  A discussion with personnel at 
Trimble, revealed that this somewhat opaque definition requires further explanation.   
A diagram representing the residual for one Cartesian direction is given in Figure 
4.21.  The residuals calculated by TBC are the difference between the Cartesian 
coordinates of the GCP and a vector that is perpendicular to the observation ray.  This 
observation ray passes through the measured target location, indicated by the white 
dashed lines in Figure 4.21.  This residual calculation indicates the potential error found 
in every single observation ray.  This indicator is helpful when determining whether or 
not the user made any mistakes in the measurement of the center of the target.  It is also 
helpful for detecting blunders in the solution.  Large residuals that may indicate blunders 
can be investigated and the target measurements can be either corrected, adjusted, or the 
image can be eliminated from the solution.  Such residuals, however, may not be a true 
indicator of the resulting map accuracy of the orthomosaics and DSMs created.  
Moreover, the residual calculation required to evaluate map accuracy is the difference 
between the Cartesian coordinates of the GCPs and the resulting target locations found in 
both the orthomosaic and the DSM.  This correct measurement is indicated with the blue 






Figure 4.21.  Geometry of the ground control point residuals.  This diagram indicates the 
geometry of the ground control point residuals that were taken from the Flight Mission 
Adjustment Report created in TBC. 
 
 
The diagram in Figure 4.21 indicates how the residuals (white) reported in the 
Flight Mission Adjustment Report could be a conservative estimate of the residuals (blue) 
required to test map accuracy.  The horizontal residual would be a closer representation 
of the true residual (0.028 ft / 0.030 ft), and the vertical residual would be almost one-half 
the true residual (0.022 ft / 0.043 ft).   
The residuals reported in the Flight Adjustment Report were used to evaluate the 
strength (or weakness) of the collection of observation rays at specific locations.  The 
RMSE was calculated for all of the observation rays at each GCP location.  This RMSE 
is used as the indicator of the strength of the observation rays.  The RMSE and other 
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statistical information were calculated by first converting the reports that TBC generates 
into a readable text file.  The text file was edited and then imported into a database where 
the RMSE and other statistics are calculated for each of the 12 datasets.  The results of 
flight 5 with a 3 x 3 + 1 target configuration are listed in Table 4.3.  This table contains 
column headings that include the point number, the consecutive number, the target 
coordinates, and their corresponding RMSEs.  The column heading named “Count” 
indicates the number of images in which a survey target is measured in (i.e. the number 
of observation rays for that GCP).  A higher value could potentially produce a better 






Table 4.3.  Flight 5 - 3 x 3 + 1 observation rays’ RMSE and count for each GCP. 
 
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 0.12 0.17 0.06 13
106 2 772619.86 2339968.33 441.81 0.16 0.14 0.06 17
108 3 772757.85 2340447.45 447.83 0.09 0.09 0.05 15
110 4 772898.28 2340945.58 463.15 0.10 0.08 0.03 11
205 5 772311.86 2339796.25 440.57 0.08 0.14 0.06 16
207 6 772448.34 2340276.48 447.63 0.06 0.05 0.02 16
209 7 772587.30 2340754.79 453.86 0.08 0.07 0.04 14
304 8 772001.06 2339623.37 437.89 0.12 0.26 0.08 15
306 9 772138.67 2340104.80 445.62 0.05 0.07 0.04 17
308 10 772276.81 2340585.23 453.20 0.07 0.06 0.03 17
310 11 772416.34 2341025.18 463.01 0.17 0.20 0.07 16
405 12 771829.20 2339933.76 442.03 0.09 0.16 0.07 17
407 13 772002.82 2340414.39 451.08 0.05 0.05 0.02 17
409 14 772105.87 2340895.15 458.64 0.08 0.13 0.06 17
504 15 771518.48 2339752.87 438.20 0.14 0.26 0.08 17
506 16 771658.52 2340242.47 445.28 0.08 0.15 0.06 17
508 17 771796.20 2340723.18 453.78 0.11 0.06 0.05 18
510 18 771931.74 2341137.28 460.90 0.08 0.19 0.08 14
605 19 771348.93 2340071.38 438.97 0.13 0.10 0.06 18
607 20 771487.02 2340552.03 447.24 0.07 0.07 0.02 17
609 21 771624.62 2341033.09 457.18 0.06 0.14 0.07 15
704 22 771066.65 2339900.04 434.35 0.08 0.21 0.08 17
706 23 771177.83 2340379.95 439.12 0.06 0.14 0.04 17
708 24 771315.75 2340860.84 450.03 0.04 0.05 0.02 14
710 25 771451.65 2341224.70 464.11 0.06 0.16 0.05 14
805 26 770881.65 2340208.83 437.87 0.08 0.09 0.04 20
807 27 771006.79 2340689.91 443.27 0.07 0.06 0.03 16
809 28 771143.68 2341170.09 453.16 0.05 0.13 0.04 18
904 29 770559.50 2340037.03 433.09 0.07 0.24 0.09 17
906 30 770673.80 2340521.95 440.17 0.07 0.12 0.05 18
908 31 770835.24 2340999.06 447.42 0.16 0.14 0.06 16
910 32 770972.10 2341359.46 462.37 0.07 0.15 0.06 14
1005 33 770387.83 2340346.96 439.81 0.06 0.13 0.05 15
1007 34 770563.52 2340803.30 446.39 0.09 0.12 0.05 18
1009 35 770652.17 2341248.52 452.89 0.13 0.06 0.05 16
1106 36 770216.79 2340667.20 441.19 0.08 0.21 0.08 17
1108 37 770260.32 2341106.96 446.89 0.09 0.07 0.04 14
1110 38 770492.39 2341473.76 461.46 0.12 0.15 0.06 16
1207 39 770048.00 2340965.36 443.76 0.09 0.10 0.06 15
1209 40 770228.09 2341398.65 455.96 0.10 0.07 0.06 13
1305 41 772792.76 2339657.19 439.23 0.16 0.06 0.04 16
1307 42 772928.71 2340138.53 443.13 0.10 0.15 0.06 17
1309 43 773066.72 2340618.93 449.08 0.11 0.16 0.06 13
Min 0.036 0.049 0.018 11
Max 0.171 0.261 0.085 20
Average 0.091 0.126 0.053 16
Standard Deviation 0.033 0.057 0.017 2
RMSE 0.097 0.138 0.056 16




The RMSE of the observation rays for each flight was calculated.  This 
calculation included the RMSE of the values of the northing, easting, and elevation for 
each checkpoint and target configuration.  The statistical results for flight 5, with a target 
configuration of 3 x 3 + 1 are tabulated in Table 4.4.  A complete listing of the results is 
given in Appendix B.   
 
 
Table 4.4.  Flight 5 - 3 x 3 + 1 Statistics 
 
  RMSE 
Statistic Northing Easting Elevation Count 
Min 0.036 0.049 0.018 11.000 
Max 0.171 0.261 0.085 20.000 
Average 0.091 0.126 0.053 15.930 
Standard Deviation 0.033 0.057 0.017 1.744 




A similar calculation of the RMSE of the values of the northing, easting, and 
elevation for each enabled target (rather than the checkpoints) could be used to evaluate 
the quality of the enabled target measurements.  This could be advantageous when 
attempting to locate mistakes, blunders, and/or error in enabled target measurements.  
This research included inspection of the enabled targets’ observation rays’ residuals (see 
Table 4.2) to investigate potential mistakes, blunders, and/or error in the enabled target 
measurements.  Enabled targets with high residuals that could not be corrected, were 




        Error patterns, map accuracy results, and comparisons of map accuracy as they 
relate to height AGL, GSD, target size, target spacing, target identification, enabled 
targets per image, enabled targets per solution, ASPRS RMSE, and NSSDA accuracy 
results are presented in this chapter.    
 
5.1. ERROR PATTERNS   
This section contains figures that represent both horizontal and vertical RMSE of 
the observation rays (as explained in Section 4.2.1.2).  All the figures in this section are 
oriented with north to the top of the page.  These figures have raster images that represent 
RMSE values with contours.  The green represents smaller errors (lower RMSE values), 
and the red represents larger errors (higher RMSE values).  The blue crosses represent the 
ETs’ locations, and the black crosses represent the checkpoints.  The legend contains 
information about the flight, the target pattern, and any additional information within the 
figure.  For example, SIUE-01-3x3+1 (NEZ-RMS)-HELD means this figure contains 
information about flight 1 with a target pattern of 3 x 3 + 1.  The remainder of the title 
represents that the figure is a plot of the RMS of the north, east, and z-elevation (NEZ-
RMS) of targets that were enabled (HELD).   
Notice the pattern of greater error in Figure 5.1 (along the right and left edges, 















































Images surrounding ET 1310 are indicated within red ellipses in Figure 5.1.  
Fewer images, however, may be adjacent to the targets.  The number of adjacent images 
varies depending on the direction observed from the targets.  There are three images 
above (north of) ET 1310 and one image right (east) of ET 1310.  Thus, it is important to 
have a sufficient number of images between the target and the edge of the image-
collection area to achieve good map accuracy.  The total amount of pixels in adjacent 
images that can be matched decreases as the number of images decreases.  Increased 
error occurs in areas with fewer images adjacent to the target.  The CV solution of pixel 
matching is stronger when several images are present outside the area of interest.  An 
example of this situation (for flight 5 with a target configuration 3 x 3 + 1) is illustrated 





Figure 5.2.  Pixel matching example for flight 5 with a 3 x 3 + 1 target configuration.  
More images are present above (north of) ET 1310 (three) than to the right (east) of ET 
1310 (one) resulting in fewer images available for pixel matching to the right (east) of the 







Notice target number 1310, indicated by a red circle with a yellow fill in Figure 
5.2.  At least three rows of images are present above (north of) ET 1310.  There is, 
however, only one row of images present to the right (east) of ET 1310.  Additional rows 
of images generate more favorable results for CV processing.  Additional imagery 
adjacent to the area of interest should be collected to intentionally improve map accuracy 
during the process of flight planning.  This additional imagery increases the number of 
images for pixel matching and leads to improved map accuracy.   
As described in Section 4.1.3, some of the PIDs may not be ideal for accurately 
measuring specific locations on the object.  Note the red ellipse for flight 11, near ET 
1310, in Figure 5.3.  This location is an area in which the targets had less than desirable 
















































As an example, PID target 1310 is pictured in Figure 5.4.  This PID is a paint 
stripe on a bicycle trail.  The stripe is faded and difficult to recognize in the images.  The 
inability of the user to measure the target accurately in TBC resulted in lower accuracy of 
GCP measurement.  The use of these poorly defined features caused a greater apparent 
error in the accuracy of the observation rays at this location.  Blue Max targets would 





Figure 5.4.  PID 1310 located at a poorly defined feature. 
 
 
Figure 5.5 and 5.6 reinforce the concept that more images adjacent to the targets 
produce reduced error (similar in that regard to Figure 5.1).   
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Notice the degraded accuracy (indicated in red) in Figure 5.6.  This area is 
indicated with the red ellipses for flight 11, near target numbers 808 and 908.  This is an 






Figure 5.7.  Flight 11 with targets 808 and 908 and a target configuration of 5 x 5 + 1. 
 
 
The limestone surface reflected too much light, creating a phenomenon known as 
“washout.”  Washout occurs where the scene texture is too low for effective pixel 
matching to occur.  This phenomenon (to be discussed further in Section 6.2.1) led to 
higher measured errors at the location of targets 808 and 908.   
Note flight 3, with a target configuration of 5 x 5 + 1, pictured in Figure 5.8.  This 
flight’s imagery was overexposed, clearly indicating a lack-of-texture problem, washing 
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out the image even more than in the previous example.  The target in Figure 5.8 is 





Figure 5.8.  Flight 3 with target 908; showing image washout. 
 
 
Target 1008 (pictured in Figure 5.9) is another example of a low-quality PID 
leading to increased error.  This PID does not have a sharp corner for target 
measurement.  This can result in the loss of measurement accuracy around this target as 






Figure 5.9.  Target 1008 indicates a less than desirable location for a PID. 
 
 
An error pattern that is typical of any five-target configuration forming a cross is 
pictured in Figure 5.10.  The area beneath (south of) the cross (indicated by the red X for 
flight 1 in Figure 5.10) has the smallest error (indicated in green).  This area contains the 
GCPs that were enabled (ETs) in TBC to constrain the bundle adjustment.  The highest 
error (indicated with the red ellipses) is found in the area of the GCPs designated in TBC 
as checkpoints (as-check).  These are locations that should be looked at closely to 
determine the maximum error found during the UAS/CV process.  Such areas of 
maximum error are along the edges of the area of interest at positions that are the furthest 
away from the enabled targets.  Additional targets could be placed in these locations.  
Doing so, however, may be impractical due to the additional cost.   
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All the flights that used the 7 x 7 + 1 target configuration are illustrated in both 
Figures 5.10 and 5.11.  Notice that these figures have similar error patterns as previously 
discussed for the 3 x 3 + 1 and the 5 x 5 +1 target patterns.  The highest errors are located 
along the edges of the area of interest, while the lowest errors follow a cross pattern.  
This figure is presented to reinforce the typical error patterns that were consistently 
































































































5.2. MAP ACCURACY 
The ASPRS and NSSDA mapping standards were used to evaluate map accuracy 
as described in Section 1.3.  Residuals were determined by taking the difference between 
the resulting target locations’ Cartesian coordinates, measured in the orthomosaics and 
DSMs created by the CV software, and the GCPs’ locations’ Cartesian coordinates.  
These residuals were used to calculate RMSE values used as the basis to determine map 
accuracy.  This section includes a discussion on how the RMSE values for the 12 datasets 
were calculated.   
 Independent Map Accuracy Testing.  Trimble Business Center was used   
to create both orthomosaics and DSMs for each of the 12 datasets.  The orthomosaics and 
DSMs were imported into the software program Global Mapper17.  Global Mapper has 
tools that allow the user to measure the horizontal location of the targets in the 
orthoimagery and interpolate a corresponding elevation from the DSMs.  The 
orthomosaic created for flight 5 with a target configuration 3 x 3 + 1 is pictured in Figure 
5.12 and an enlargement of ET 207 is pictured in Figure 5.13.  The DSM created for 
flight 5 with a target configuration 3 x 3 + 1 is shown in Figure 5.14 and an enlargement 
of ET 207 with a profile of the nearby surface is shown in Figure 5.15.   
The target locations measured on either the orthomosaics or DSMs are referred to 
here as “measured,” and the surveyed location of the GCPs is referred to as “surveyed.”  
Each target’s Cartesian coordinates were measured, and the resulting points were 
separated into the categories of enabled and as-check points.  The as-check points’ 
residuals were calculated by subtracting the measured coordinates from the surveyed 
                                                 




coordinates.  The RMSE and other statistics of these residuals were then tabulated for 
each dataset.  This procedure was followed so that map accuracy could be evaluated 































































































































































































































 ASPRS Standard.  Flight 5, with a 3 x 3 + 1 target configuration,  
will be used as the example throughout this section.  This discussion is representative of 
how all flight were analyzed.  Table 5.1 contains the statistical results of the RMSE 
calculations for this flight.  The residuals between the measured and surveyed locations 
were calculated by subtracting their respective Cartesian coordinate values.  The residuals 
were then used to calculate the RMSEs for the northing, easting, and elevation.  The 
remaining statistics found in Table 5.1 are related to converting ASPRS statistics into 
NSSDA statistics (found in Section 5.2.3). 
The ASPRS standard uses the larger value of either the RMSEx or the RMSEy to 
evaluate map accuracy.  Therefore, in Table 5.1, the easting (x) RMSEx of 0.15 ft is the 
resulting ASPRS horizontal RMSE.  The RMSEz  of 0.14 ft is the resulting ASPRS 
vertical RMSE.  Graphs of the horizontal and vertical RMSE values of the as-check 
points for flight 5 with a 3 x 3 + 1 target configuration are shown in Figures 5.16 and 
5.17, respectively.  A complete set of tables that list the ASPRS RMSE calculations for 




Table 5.1.  Flight 5 with a 3 x 3 + 1 target configuration residuals, RMSE values, and 





N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772481.99 2339485.70 436.43 772481.91 2339485.58 436.58 -0.09 -0.11 0.15 0.01 0.01 0.02 0.02
106 772620.03 2339968.22 441.75 772619.86 2339968.33 441.81 -0.17 0.11 0.06 0.03 0.01 0.00 0.04
108 772757.92 2340447.35 447.64 772757.85 2340447.45 447.83 -0.07 0.10 0.19 0.01 0.01 0.04 0.02
110 772898.26 2340945.51 463.17 772898.28 2340945.58 463.15 0.03 0.07 -0.02 0.00 0.01 0.00 0.01
205 772311.91 2339796.45 440.61 772311.86 2339796.25 440.57 -0.06 -0.20 -0.03 0.00 0.04 0.00 0.04
207 772448.35 2340276.48 447.46 772448.34 2340276.48 447.63 -0.01 0.00 0.17 0.00 0.00 0.03 0.00
209 772587.37 2340754.78 453.76 772587.30 2340754.79 453.86 -0.07 0.01 0.10 0.00 0.00 0.01 0.00
304 772001.15 2339623.68 437.81 772001.06 2339623.37 437.89 -0.09 -0.31 0.08 0.01 0.10 0.01 0.10
306 772138.67 2340104.88 445.60 772138.67 2340104.80 445.62 0.01 -0.09 0.02 0.00 0.01 0.00 0.01
308 772276.76 2340585.22 453.16 772276.81 2340585.23 453.20 0.05 0.01 0.04 0.00 0.00 0.00 0.00
310 772416.20 2341025.02 462.96 772416.34 2341025.18 463.01 0.14 0.16 0.05 0.02 0.03 0.00 0.04
405 771829.24 2339933.96 442.00 771829.20 2339933.76 442.03 -0.04 -0.20 0.03 0.00 0.04 0.00 0.04
407 772002.79 2340414.38 451.07 772002.82 2340414.39 451.08 0.03 0.01 0.01 0.00 0.00 0.00 0.00
409 772105.78 2340895.05 458.47 772105.87 2340895.15 458.64 0.09 0.10 0.17 0.01 0.01 0.03 0.02
504 771518.63 2339753.14 438.09 771518.48 2339752.87 438.20 -0.14 -0.27 0.12 0.02 0.07 0.01 0.09
506 771658.60 2340242.59 445.38 771658.52 2340242.47 445.28 -0.08 -0.12 -0.10 0.01 0.01 0.01 0.02
508 771796.26 2340723.25 453.80 771796.20 2340723.18 453.78 -0.06 -0.07 -0.02 0.00 0.00 0.00 0.01
510 771931.83 2341137.06 460.61 771931.74 2341137.28 460.90 -0.09 0.22 0.29 0.01 0.05 0.08 0.06
605 771349.09 2340071.47 439.03 771348.93 2340071.38 438.97 -0.17 -0.10 -0.06 0.03 0.01 0.00 0.04
607 771487.10 2340552.00 447.39 771487.02 2340552.03 447.24 -0.08 0.03 -0.15 0.01 0.00 0.02 0.01
609 771624.66 2341033.03 457.20 771624.62 2341033.09 457.18 -0.04 0.06 -0.01 0.00 0.00 0.00 0.01
704 771066.74 2339900.30 434.18 771066.65 2339900.04 434.35 -0.09 -0.26 0.17 0.01 0.07 0.03 0.08
706 771177.84 2340380.19 439.12 771177.83 2340379.95 439.12 -0.01 -0.24 0.01 0.00 0.06 0.00 0.06
708 771315.81 2340860.81 450.10 771315.75 2340860.84 450.03 -0.06 0.03 -0.08 0.00 0.00 0.01 0.00
710 771451.66 2341224.47 464.11 771451.65 2341224.70 464.11 -0.01 0.23 0.00 0.00 0.05 0.00 0.05
805 770881.68 2340209.03 437.72 770881.65 2340208.83 437.87 -0.03 -0.20 0.16 0.00 0.04 0.02 0.04
807 771006.76 2340690.02 443.20 771006.79 2340689.91 443.27 0.03 -0.11 0.06 0.00 0.01 0.00 0.01
809 771143.62 2341170.07 453.08 771143.68 2341170.09 453.16 0.05 0.02 0.08 0.00 0.00 0.01 0.00
904 770559.58 2340037.35 432.86 770559.50 2340037.03 433.09 -0.08 -0.32 0.23 0.01 0.10 0.05 0.11
906 770673.87 2340522.04 440.19 770673.80 2340521.95 440.17 -0.07 -0.09 -0.02 0.01 0.01 0.00 0.01
908 770835.14 2340998.95 447.18 770835.24 2340999.06 447.42 0.10 0.11 0.23 0.01 0.01 0.06 0.02
910 770972.16 2341359.33 462.14 770972.10 2341359.46 462.37 -0.06 0.12 0.22 0.00 0.02 0.05 0.02
1005 770387.79 2340347.19 439.84 770387.83 2340346.96 439.81 0.04 -0.23 -0.03 0.00 0.05 0.00 0.05
1007 770563.65 2340803.34 446.41 770563.52 2340803.30 446.39 -0.13 -0.04 -0.02 0.02 0.00 0.00 0.02
1009 770652.05 2341248.49 452.61 770652.17 2341248.52 452.89 0.12 0.02 0.28 0.01 0.00 0.08 0.01
1106 770216.77 2340667.53 441.13 770216.79 2340667.20 441.19 0.02 -0.33 0.06 0.00 0.11 0.00 0.11
1108 770260.45 2341106.95 446.64 770260.32 2341106.96 446.89 -0.13 0.01 0.25 0.02 0.00 0.06 0.02
1110 770492.24 2341473.60 461.36 770492.39 2341473.76 461.46 0.15 0.16 0.10 0.02 0.03 0.01 0.05
1207 770048.13 2340965.35 443.49 770048.00 2340965.36 443.76 -0.12 0.01 0.26 0.02 0.00 0.07 0.02
1209 770228.05 2341398.68 455.63 770228.09 2341398.65 455.96 0.04 -0.03 0.33 0.00 0.00 0.11 0.00
1305 772792.95 2339657.29 439.27 772792.76 2339657.19 439.23 -0.19 -0.10 -0.05 0.04 0.01 0.00 0.05
1307 772928.76 2340138.48 443.14 772928.71 2340138.53 443.13 -0.05 0.06 -0.01 0.00 0.00 0.00 0.01
1309 773066.83 2340618.77 449.08 773066.72 2340618.93 449.08 -0.12 0.16 0.00 0.01 0.02 0.00 0.04
Max 0.151 0.227 0.332 Sum 0.346 1.014 Sum 0.834 Sum 1.360
Min -0.188 -0.329 -0.148 Average 0.008 0.024 Average 0.019 Average 0.032
RMSE 0.090 0.154 RMSEz 0.139 RMSEr 0.178
y x NSSDA 0.273 NSSDA 0.308
Residuals N2 +
Residuals E2 (ft)
FLIGHT 05 - 3x3+1  MAP ACCURACY STATISTICS



























































Flight 05 - 3x3+1 Elevation Residuals vs. Point Number
Residuals Z (ft)
RMSE = 0.15 ft 




These horizontal and vertical RMSE values were used to determine the ASPRS map 
accuracy.  They will be discussed in Sections 5.3.2 and 5.3.3, respectively.  This map 
accuracy is referred to here as “ASPRS RMSE.”   
 NSSDA Standard.  A normal distribution of the RMSE values about the  
zero value was assumed for converting the RMSE values in the horizontal and vertical 
planes from ASPRS RMSE values to NSSDA accuracy values   (FGDC, Federal 
Geographic Data Committee, 1998).  The RMSE values of the northing (y) and easting 
(x) in Table 5.1 can be used to calculate the NSSDA accuracy.  The hypotenuse of the 
right triangle, with the two legs formed by the RMSEx and RMSEy values, was computed 
so that the NSSDA horizontal error (radial) could be calculated.  This radial error is 
known as the RMSEr.  The formula below (FGDC 1998, p. 10), with the values listed in 
Table 5.1 can be used to calculate it. 
 
RMSEr = sqrt[RMSEx2 + RMSE y2] = sqrt[(0.15)2 + (0.09)2 ] = 0.18 ft.   
      
Case 1 of the FGDC (1998, p. 10) standards assumes that the RMSEx and RMSEy values 
are approximately the same.  If this condition is valid, the NSSDA standard can be used 
to calculate the accuracyr.  The value of this accuracyr is calculated to be 0.31 ft using the 
following formula (FGDC 1998, p. 10) and the RMSEr value of 0.18 ft. 
 





The NSSDA vertical accuracy was computed by the following formula (FGDC 1998, p. 
11) using the RMSEz value from Table 5.1. 
 
Accuracyz = 1.9600 * RMSEz = 1.9600 * 0.14 = 0.27 ft. 
 
The NSSDA refers to these calculations as “accuracy.”  This accuracy is referred to here 
as “NSSDA accuracy” for purposes of clarity.  A complete set of tables that show the 
NSSDA accuracy calculations is included in Appendix C. 
These horizontal and vertical map accuracy values were used to state the NSSDA 
accuracy values that were determined by the above-described processes, and are 
formatted as follows: 
 
tested ____ ft horizontal accuracy at a 95% confidence level   
tested ____ ft vertical accuracy at a 95% confidence level   
 
This differs from the ASPRS standard by qualifying the RMSE values at the 95% 
confidence level rather than a limiting RMSE value.   
 ASPRS and NSSDA Results.  Both ASPRS RMSE value and  
NSSDA accuracy calculations were performed for all flights and target configurations.  
They are tabulated in Table 5.2.  Both will be referred to as “map accuracy” when they 
are collectively discussed.  
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5.3. EVALUATION AND ANALYSIS OF THE DATA  
Evaluation of the UAS/CV checkpoints was performed by correlating the 
calculated map accuracy to the industry standards described in Section 1.3.  The 
evaluation of map accuracy requires a table that relates the ASPRS limiting (maximum) 
RMSE values (ASPRS 1990, p. 1068) to the NSSDA accuracy values.  The NSSDA 
accuracy for each dataset was analyzed to determine a correlation between the maximum 
allowable distance between enabled targets and the accuracy standard (for a given GSD 
and image overlap).  Guidelines created from these results, and hypotheses for degraded 
map accuracy, are given in Chapter 6. 
 Evaluation.  The target coordinates measured in Global Mapper for the 
position of the checkpoints were evaluated according to how well they matched the true 
surveyed locations, as indicated in Section 5.2.1.  The targets used as checkpoints were 
evaluated by calculating their ASPRS RMSE values, as indicated in Section 5.2.2.  This 
map accuracy was evaluated by comparing the calculated ASPRS RMSE values to the 
map accuracy required by ASPRS industry standards.  If the RMSE value was lower than 
the ASPRS limiting RMSE value in the standard, both the level and the class were 
determined from Tables 2-2 and 2-3 of the United States Army Corps of Engineers’ 
Manual (EM) 1110-1-1000 (Engineers 2002, p. 8-9).  Suggestions and observations were 
made when the ASPRS RMSE value did not meet the standard.  Any inabilities to meet 
the RMSE value requirements were noted and guidelines were created to improve map 
accuracy with UAS/CV technology.   
The widely accepted industry standard for map accuracy originated with the 




The following sections describe map accuracy standards from ASPRS and NSSDA.  The 
tables included in the following section are taken from the USACE EM; they summarize 
current ASPRS map accuracy standards.  Both the ASPRS standards and the EM tables 
were adapted to represent values that are correlated to the “tested to meet” NSSDA 
accuracy standards.     
 ASPRS Horizontal Standard.  The ASPRS map accuracy standards for 
planimetric features of well-defined points in the horizontal or two-dimensional (2-D) 
plane are summarized in Table 5.3 (Engineers 2002, p. 8).   
 
 





For example, a 1” = 50 ft target map scale requires an ASPRS RMSE value of 
less than 0.5 ft for planimetric features to meet the class 1 standard, as indicated by the 




for this evaluation.  The heights AGL were varied for the sUAS flights to investigate 
whether or not the orthomosaics met these requirements.   
 ASPRS Vertical Standard.  The ASPRS map accuracy standards for  









The ASPRS limiting RMSE values for contours, topographic features, and spot or 
digital terrain model (DTM) elevation points are defined in Table 5.4.  The spot or DTM 
elevation points have lower ASPRS limiting RMSE values (i.e., better map accuracy) 
than the topographic feature points.  The stricter requirement for the spot or DTM 
elevation points is used here.  Therefore, using the stricter requirement (spot or DTM 
points) provides a conservative approach to meeting the ASPRS map accuracy 




points will also meet the accuracy requirement.  For example, the 1-ft contour interval 
(CI) requires an ASPRS Limiting RMSE value for class 1 of less than 0.17 ft for the 
“spot or DTM elevation points” as indicated by the red ellipse.  Varying heights AGL 
were investigated to determine whether or not the DSMs could meet the ASPRS 
standards.   
 NSSDA Horizontal Standard.  The equivalent NSSDA horizontal  
accuracy value for a given ASPRS limiting RMSE was calculated in a manner similar to 
the process described in Section 5.2.3.  These calculations were performed to translate the 
horizontal ASPRS limiting RMSE values from Table 5.3 to the equivalent NSSDA 
horizontal accuracies.  The ASPRS limiting RMSE values of the northing (y) and the 
easting (x) in Table 5.3 were used to calculate the related NSSDA accuracy at the 95% 
confidence level.  The hypotenuse of the right triangle, with the two legs formed by the 
RMSEx and RMSEy   values were computed so that the NSSDA horizontal error (radial) 
could be calculated (FGDC 1998, p. 10).  This radial error is known as the RMSEr and 
was calculated by the formula below using the values for the target map scale of 1 in = 50 
ft from Table 5.3, as indicated by the red ellipse. 
 
RMSEr  = sqrt[RMSEx2 + RMSE y2] = sqrt[(0.5)2 + (0.5)2 ] = 0.707 ft.   
 
 The RMSEx and RMSEy values are assumed to be the same.  This condition satisfies case 
1 of the NSSDA standard (FGDC 1998, p. 10).  For such a case, the following formula 





Accuracyr = 1.7308 * RMSEr = 1.7308 * 0.707 = 1.22 ft.   
 
The NSSDA horizontal accuracy value is indicated in Table 5.5 by a red ellipse.  The 
above calculations were performed for all ASPRS limiting RMSE values in Figure 5.3 
and are listed in Table 5.5. 
 
 
Table 5.5.  NSSDA planimetric (horizontal) accuracy table.  This table was translated 





Class 1 Class 2 Class 3 1"=x ft Class 1 Class 2 Class 3
1 : 50             0.031 0.061 0.092 5 1 : 60             0.12 0.24 0.37
1 : 100           0.061 0.122 0.184 10 1 : 120           0.24 0.49 0.73
1 : 300           0.184 0.367 0.551 20 1 : 240           0.49 0.98 1.47
1 : 400           0.245 0.490 0.734 30 1 : 360           0.73 1.47 2.20
1 : 500           0.306 0.612 0.918 40 1 : 480           0.98 1.96 2.94
1 : 1,000        0.612 1.224 1.836 50 1 : 600           1.22 2.45 3.67
1 : 2,000        1.224 2.448 3.672 60 1 : 720           1.47 2.94 4.41
1 : 2,500        1.530 3.060 4.589 100 1 : 1,200        2.45 4.90 7.34
1 : 3,000        1.836 3.672 5.507 200 1 : 2,400        4.90 9.79 14.69
1 : 4,000        2.448 4.895 7.343 300 1 : 3,600        7.34 14.69 22.03
1 : 5,000        3.060 6.119 9.179 400 1 : 4,800        9.79 19.58 29.37
1 : 8,000        4.895 9.791 14.686 500 1 : 6,000        12.24 24.48 36.72
1 : 9,000        5.507 11.015 16.522 600 1 : 7,200        14.69 29.37 44.06
1 : 10,000      6.119 12.239 18.358 800 1 : 9,600        19.58 39.16 58.75
1 : 16,000      9.791 19.582 29.373 1000 1 : 12,000      24.48 48.95 73.43
1 : 20,000      12.239 24.477 36.716 1667 1 : 20,000      40.80 81.61 122.41
Ratio (m/m) Ratio (ft/ft)
Map Scale (Meters) Map Scale (Feet)
NSSDA Planimetric Feature Accuracy Requirement (Ground X or Y) for Well-Defined Points




 NSSDA Vertical Standard.  The equivalent NSSDA vertical 
accuracy values for a given ASPRS limiting RMSE were calculated in a manner similar 
to that described in Section 5.2.3.  These calculations were performed to translate the 
limiting vertical ASPRS RMSE values from Table 5.3 to the equivalent NSSDA vertical 
accuracy.  The NSSDA vertical accuracy values are computed with the following 
formula; using the limiting vertical ASPRS RMSEz value of the 1-ft contour interval with 
class 1 accuracy from Table 5.4 of 0.17 ft. 
 
Accuracyz = 1.9600 * RMSEz = 1.9600 * 0.17 = 0.33 ft. 
 
This vertical accuracy value is indicated in Table 5.4 by a red ellipse.  The above 
calculations were performed for all ASPRS limiting RMSE values in Table 5.4 and listed 





Table 5.6.  NSSDA elevation (vertical) accuracy table.  This table was translated from 
Table 5.4. 
 
NSSDA Topographic Elevation Accuracy Requirement (Z) for Well-Defined Points
NSSDA 95% CL (Meters) NSSDA 95% CL (Feet) 
Target Spot or Digital Terrain Target Spot or Digital Terrain 
Contour Model Elevation Points Contour Model Elevation Points 
Interval (m) Class 1 Class 2 Class 3 Interval (ft) Class 1 Class 2 Class 3 
0.125 0.041 0.082 0.123 0.25 0.08 0.16 0.25 
0.25 0.082 0.163 0.245 0.5 0.16 0.33 0.49 
0.5 0.163 0.327 0.490 1 0.33 0.65 0.98 
1 0.327 0.653 0.980 2 0.65 1.31 1.96 
2 0.653 1.307 1.960 3 0.98 1.96 2.94 
3 0.980 1.960 2.940 4 1.31 2.61 3.92 
4 1.307 2.613 3.920 5 1.63 3.27 4.90 
5 1.633 3.267 4.900 10 3.27 6.53 9.80 
 
 
 Analysis.  The orthomosaics and DSMs created from the UAS/CV datasets 
were analyzed for their compliance with industry map accuracy standards.  The main 
objective of the analysis was to hypothesize the maximum allowable distance between 
ETs that meets the ASPRS/NSSDA standards (developed in Section 5.3).  The patterns of 
3 x 3 + 1, 5 x 5 + 1, and 7 x 7 + 1 targets were analyzed for their relationship to the 
calculated map accuracy.  A determination was made to predict map accuracy based on 
target configurations, the GSD, and the AGL heights.  Error patterns of the observation 
rays and their relationships to CV image processing suggest standards of practice that 
may be carried out advantageously by the UAS/CV user.  These error patterns and 
relationships to the UAS/CV process provide valuable information on the circumstances 




RMSE and NSSSDA accuracy results indicate what map accuracy may be obtained from 
a UAS/CV for a given camera, a sUAS with a similar flight, and image-collection 
performance.   
5.3.6.1 Height AGL.  The map accuracy of the UAS/CV data varied for a number 
 of reasons.  The most intuitive reason is the fact that the GSD became larger (had less 
resolution) as the height AGL of the UAS increased.  Thus, for a given height AGL and 
target configuration, map accuracy decreased as height AGL increased.  Two datasets 
were investigated in an attempt to analyze this relationship.  The first dataset used the 
RMSE from the observation rays (explained in Section 4.2.1.2) and the ASPRS RMSE 
values from Table 5.2.  The second dataset used the ASPRS RMSE values divided by the 
GSD.   
5.3.6.1.1 RMSE of observation rays and ASPRS RMSE.  The first  
investigation was conducted to analyze the RMSE values taken from the observation rays 
and the ASPRS RMSE values calculated from the orthomosaics and DSMs of each 
dataset.  The horizontal RMSE results of the observation rays are illustrated in Figure 
5.18 and the vertical RMSE results are illustrated in Figure 5.19.  The horizontal ASPRS 
RMSE results are illustrated in Figure 5.20 and the vertical ASPRS RMSE results are 
illustrated in Figure 5.21.  Anomalies are indicated with ellipses in Figures 5.18 through 
5.21.  Two of the anomalies occurred at the height AGL of 393.7 ft (flight 3).  A third 
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Figure 5.18.  Horizontal RMSE of observation rays vs. height AGL. 
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Figure 5.20.  ASPRS Horizontal RMSE vs. height AGL. 




The green ellipses in Figures 5.18 and 5.19 indicate an anomaly that occurred in 
the results for the flight at the 393.7 height AGL (flight 3) with a target configuration of 7 
x 7 + 1.  This anomaly reveals an exaggerated RMSE value for the 7 x 7 + 1 target 
configuration when compared to the 3 x 3 + 1 and 5 x 5 + 1 target configurations.  Two 
factors may be contributing to the error at this anomaly:  1) the images may have been 
erroneously georeferenced, and/or 2) the number of ETs may be weak.   
Regarding the first factor, the images collected for flight 3, near the ET of 210, 
appear to have been erroneously georeferenced.  The image numbers are not consecutive 
in Figure 5.22.  This ET had a horizontal RMSE for the observation rays of 0.106 ft, 
which was worse than any of the RMSE values for other enabled targets.  An inaccurate 
recording of the image’s geographic position and/or flawed pixel matching of the image 









Figure 5.22.  Incorrectly georeferenced images near GCP 210 in flight 3. 
 
 
Regarding the second factor, the 7 x 7 + 1 target pattern had only five ETs in the 
solution.  This small number of ETs may have been a contributor to the higher RMSE 
values of the observation rays.  The 7 x 7 + 1 target pattern was not repeated across the 
site as it was with the 3 x 3 + 1 and the 5 x 5 + 1 target patterns because a single instance 
of this configuration covered the entire site.  The latter target patterns had 42-45 and 11 
ETs in their respective solutions.  The 7 x 7 + 1 target pattern had only five ETs in its 
solution.  The reduced number of ETs is discussed in further detail in Section 5.3.6.4.   
The blue ellipses in Figures 5.20 and 5.21 indicate anomalies at the 984.2 height 




target configurations, regardless of the distance present between ETs.  These anomalies 
are most likely created by the need for larger targets at greater AGL heights.  The GSD at 
greater AGL heights resulted in fewer pixels representing a target.  This fewer number of 
pixels affect both target resolution and target measurement in the imagery.  The number 
of pixels required to represent the side of a target decreases by 50% between flight 4 and 
flight 11, as listed in Table 5.7.  This decrease was the largest flight-to-flight reduction in 
this comparison.   
 
 
Table 5.7.  Number of pixels in targets for each flight.  This % change indicates a 
significant reduction in pixels available from flight 4 to flight 11. 
 
Flight GSD Target Size # Pixels/Target Length Change 
  (ft) (ft) (pixels) % 
1 0.098 3 30.6 - 
3 0.131 3 22.9 -25% 
4 0.164 3 18.3 -20% 




The lower target resolution in flight 11 impedes the user’s ability to measure the 
target in the CV software (i.e. because the user will have fewer pixels to choose from) 
when locating the center of the target in the imagery.  Target ambiguity appears to cause 
variability in the map accuracy results.  Thus, flight 11 was not used for evaluating either 





 The anomaly indicated by the red ellipse at the height AGL of 393.7 ft (flight 3in 
Figure 5.21) indicates a higher ASPRS RMSE value than might be expected.  This 
expectation was the result of the belief that the ASPRS RMSE would increase as the 
height AGL increased.  The 393.7 ft AGL height had an ASPRS RMSE that was higher 
than the ASPRS RMSE with a lower AGL height (328.1 ft) for flight 1.  The ASPRS 
RMSE of the 492.1 ft AGL height (flight 5), however, was lower than the ASPRS RMSE 
of the lower AGL height of 393.7 ft (flight 3).  This phenomenon occurred when flight 3 
(at 393.7 ft AGL height) was collected with a camera ISO setting at 200.  The remaining 
flights were collected with a camera ISO setting of 100.  The higher ISO setting caused 
the imagery to become overexposed.  This overexposure introduced noise.  Thus, flight 3 
was not be used for either evaluating map accuracy or the development of ET spacing.  
This relationship is explained in Section 6.2.1.2.   
5.3.6.1.2 ASPRS RMSE as a function of ground sample distance.  This  
analysis included the ASPRS RMSE and GSD taken from the orthomosaics and DSMs.  
The ASPRS RMSE values were divided by the GSD to produce map accuracy results as a 
function of the GSD.  The horizontal ASPRS RMSE/GSD values versus the height AGL 
are illustrated in Figure 5.23.  The vertical ASPRS RMSE/GSD values versus the height 
AGL are illustrated in Figure 5.24.  These figures plot logarithmic trend lines that were 
developed to model this relationship. 
 The graphs pictured in Figures 5.23 and 5.24 indicate that proportional 
improvements (as a function of the GSD) occurred in map accuracy as the height AGL 
increased.  There were, however, limits to these improvements.  These limits occurred 




RMSE/GSD value of 0.6 ft/ft.  A UAS can collect imagery over a larger project area, at a 
larger height AGL given the same UAS flight-endurance time.  The proportional 
improvements (as a function of the GSD) of the fractional ASRPS RMSE/GSD values at 
the greater height AGL, could indicate an optimal situation for collecting large areas with 
a maximum map accuracy in relation to the GSD. 
5.3.6.2 Target size.  The target’s resolution was closely related to the 
height AGL.  The GSD increased as the height AGL increased, thus reducing the target’s 
resolution.  This relationship can best be explained by examining the resolution of the 
images and quality of the targets.  Figure 5.25 contains the images of targets for GCPs 
107, 1008, 1009, and 1206.  These targets become more difficult to interpret as both the 
GSD becomes greater and the height AGL increases, as described in Section 5.3.6.1.     







Figure 5.23.  Horizontal ASPRS RMSE/GSD vs. height AGL.  This relationship indicates 




y = -0.187ln(x) + 2.169
y = -1.097ln(x) + 8.3833
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y = -0.358ln(x) + 2.975
y = -0.731ln(x) + 5.6093
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Figure 5.24.  Vertical ASPRS RMSE/GSD vs. height AGL.  This relationship 






Figure 5.25.  Images of targets indicating degraded resolution as height AGL increased.  






Several of the images have targets that appear to be distorted.  This distortion may 
be caused by image motion, as discussed in Chapter 2.0 and addressed in Section 6.2.2.2 
of the guidelines 
In general, a degraded image resolution makes pixel matching more difficult.  
More precisely, it makes either determining or measuring the target’s center from the 
imagery more difficult.  Failing to accurately measure the target’s center degrades the 
bundle adjustment solution’s accuracy.  The flight 11 images indicate that measuring the 
target’s center would be much more difficult for this flight than it would be flight 1.   
5.3.6.3 Map accuracy vs. number of enabled targets per image.  A single  
image can include multiple ETs.  The number of ETs that are visible depends on the 
height AGL (and thus, the GSD) and the target configuration.  Figure 5.26 represents this 
situation for flight 11 with a target configuration of 3 x 3 + 1.  The maximum number of 
ETs in one image (9) is indicated by the red ellipses in Figure 5.26.  This number of ETs 

















































































































































































































































































































































































































































































































































































The largest height AGL produces the most ETs, and the smallest height AGL 
produces the least ETs in a single image.  For example, flight 11 at an AGL of 984.2 ft 
included 9, 2, and 1 ETs for each target configuration in a single image.  Conversely, 
flight 1, at an AGL height of 328.1 ft, produced only 1 ET in the image for each target 
configuration.  Also, for a constant AGL height, the number ETs included in an image 
increases as the distance between ETs decreases.  For example, the 3 x 3 + 1 target 
configuration (500 ft ET spacing) for flight 11 included 9 ETs while the 7 x 7 + 1 target 
configuration (1,500 ft ET spacing) included only 1 ET visible in a single image.   
Figures 5.27-29 illustrate the relationship between the NSSDA horizontal 
accuracy and the maximum number of ETs visible per image.  Figures 5.30-32 illustrate 
the relationship between the NSSDA vertical accuracy and the maximum number of ETs 
visible per image.  Flight 1 with an AGL height of 328.1 ft, and flight 3 with an AGL 
height of 393.7 ft, each had only 1 ET visible per image for each target configuration.  
These flights are shown on separate graphs for clarity.  These two flights along with their 
corresponding figures, indicate that the NSSDA accuracy decreases as the distance 
between targets (for a constant number of ETs in a single image) increased.  Thus, the 3 x 
3 + 1 target configuration for an AGL height had a better NSSDA accuracy than did the 7 
x 7 + 1 target configuration.  Flight 5, with an AGL height of 492.1 ft and flight 11, with 
AGL height of 984.2 ft, were included in the same graphic because they had differing 
maximum numbers of ETs visible per image.  This relationship indicates that, in addition 
to the target configuration, the numbers of ETs in the image also affect NSSDA accuracy.  




increased.  Thus, 9 ETs visible in an image produced a better NSSDA accuracy than did 1 







































Number of Enabled Targets
NSSDA Horizontal Acuracy 
vs. 
Number of Enabled Targets in One Image
1
Figure 5.27.  Flight 1: NSSDA horizontal accuracy vs. the number of enabled 












Figure 5.29.  Flights 5 and 11: NSSDA horizontal accuracy vs. number of enabled targets 
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11
Figure 5.28.  Flight 3: NSSDA horizontal accuracy vs. the number of enabled 
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Numbr of Enabled Targets
NSSDA Vertical Accuracy 
vs. 
Number of Enabled Targets in One Image
3
Figure 5.30.  Flight 1: NSSDA vertical accuracy vs. the number of enabled 
targets visible in one image. 
Figure 5.31 .  Flight 3: NSSDA vertical accuracy vs. the number of enabled targets 








Figure 5.32.  Flights 5 and 11: NSSDA vertical accuracy vs. the number of enabled 
targets visible in one image. 
 
 
5.3.6.4 Map accuracy vs. number of enabled targets per solution.  The  
relationship between map accuracy and the number of ETs in each solution (bundle 
adjustment) for the flights was examined in this research.  A summary of this relationship 
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The target configuration with the shortest distance between ETs includes the most 
ETs in a solution.  The 3 x 3 + 1 target configuration for all flights included between 42 
and 45 ETs in a solution.  The 7 x 7 + 1 target configuration included only 5 ETs in a 
total solution.   
The relationship between the NSSDA horizontal accuracy and the number of ETs 
included in the solutions is plotted in Figure 5.33.  The relationship between the NSSDA 
vertical accuracy and the number of ETs included in the solutions is illustrated in Figure 
5.34.  The NSSDA accuracy decreased as the number of ETs included in the solution 
decreased.  There is also a degree of variability in the graphs of these relationships.  This 
variability is demonstrated by the intersection of both the 5 ET and 11 ET lines.  The 
statistical-error theory would predict that fewer ETs produce a higher chance for 
variability in NSSDA accuracy because variability increases for a smaller sample size.  
This variability may explain why some of the lines cross in the left-most portion of the 










































Number of Enabled Targets in Total Solution
NSSDA Horizontal Accuracy 
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Number of Enabled Targets in Total Solution
NSSDA Vertical Acuracy 
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5.3.6.5 Map accuracy results.  A complete set of map accuracy results   
for all flight and target configurations is tabulated in Table 5.10.  This table includes a 
correlation of the map accuracy results to their corresponding ASPRS, National Map 
Accuracy Standards (NMAS), and NSSDA map accuracies.  The NMAS standard 
requires a 90% confidence level for both horizontal and vertical RMSEs.  The NSSDA 
standard requires a 95% confidence level for these RMSEs.  Both the NMAS and the 
NSSDA standards describe map accuracy as “accuracy.”  The ASPRS standards, 















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Map accuracy results from TP are historically known to indicate that horizontal 
map accuracy is better than vertical map accuracy for most projects.  This horizontal and 
vertical map accuracy relationship is described by the ratio of the air base to the height 
AGL.  The air base is the ground distance between flight lines.  This ratio is called the 
base-to-height ratio (B/H) (Moffitt and Mikhail 1980, p. 125).  The geometry of 
traditional photogrammetric image collection favors horizontal accuracy.  Similar results 
for UAS/CV map accuracy (e.g. horizontal map accuracy superior to vertical map 
accuracy) were found in the studies included in the literature review presented in Chapter 
2.  The results gathered during this research, however, found the relationship to be 
inverted.  That is, the vertical map accuracy is superior to that of the horizontal map 
accuracy.  There may be a number of reasons that explain these inverted results.  One 
reason may be that it is due to a greater number of observation rays than TP commonly 
uses in a solution for a similar area being mapped.  The large numbers of observation 
rays favor the CV algorithms that TBC utilizes.  
Techniques using TP aerotriangulation may utilize between two and nine 
observation rays at a limited number of target locations.  This low number of observation 
rays is indicated by the number of curves (e.g. two to nine in both the xy and z portions 
of this graph) in Figure 5.35.  The UAS/CV datasets in this research (processed with 
TBC), on the other hand, had as few as 5 and as many as 41 observation rays (as 
indicated in Section 5.3.6.4 and Table 5.9).  Both the horizontal and vertical accuracy 
increases as the number of observation rays increases.  This increase in both horizontal 
and vertical map accuracy decreased proportionally (compared to the next lowest number 




Figure 5.35.  For example, the proportional increase in both horizontal and vertical 
accuracy is apparently smaller between curves 8 and 9 than between curves 7 and 8.  The 
vertical accuracy may become better than the horizontal accuracy with a large number of 
observation rays.  Further investigation would be required to determine if this large 
number of observation rays results in a vertical accuracy that is better than the horizontal 
accuracy.   
There is also a point where vertical accuracy becomes better than the horizontal 
accuracy as the angle of convergence increases.  This point is shown in Figure 5.35 
where the horizontal (xy) and vertical (z) curves intersect.  The angles of convergence 
were not studied in this research.  Further investigation would be required to evaluate the 
angles of convergence.   
The inverted accuracy situation does not appear to have been demonstrated in any 
of the studies included in the literature review of this research.  Proving that a larger 
number of observation rays consistently improves vertical accuracy until it is better than 
horizontal accuracy would require further research.  It is clear that this research found the 
inversion of map accuracy (i.e. vertical map accuracy better than horizontal map 






Figure 5.35.  Theoretical average proportional accuracies of traditional photogrammetric 
aerotriangulation.  Accuracies are calculated from various numbers of observations (2-9) 




improvement in horizontal 
accuracy as the number of 
observation rays increase. 
Generally increasing 
vertical accuracy as 






Another reason, and perhaps most likely that the vertical map accuracy is more 
accurate than the horizontal map accuracy is because of both the CV algorithms and the 
filtering techniques used by TBC.  Specifically, the filtering techniques are favorable to 
the flat terrain of the project site.  The dense-image-matching routines used by TBC have 
been adapted from MATCH-T DSM (created by Inpho (a Trimble Company)) and used 
by certain researchers cited in the literature review of this research.  Representatives from 
Inpho were prohibited from disclosing the exact nature of the CV and filtering algorithms 
for proprietary reasons.  Several publications, however, are available that describe the 
nature of the algorithms.  Thus, some explanation of the processes used by TBC can be 
inferred.   
As with most CV software, TBC performs a self-calibration of the non-metric 
camera to minimize the effects of camera instability.  The next step in the CV process is 
the creation of a DSM through pixel matching and point filtering.  Both sequential multi-
image matching and robust 3-D-point filtering is used by TBC to perform these steps.    
The following has been adapted from Lemaire (2008).  MATCH-T DSM is a 
combination of two separate software programs known as MATCH-T and MATCH 
DSM.  Broadly described, the MATCH-T portion of the software is “mainly 
characterized by the feature-based matching technique being hierarchically applied in 
image pyramids and a robust surface reconstruction with finite elements” (Lemaire 2008, 
p. 1144).  Lemaire (2008) further described the DSM portion of the software as: 
Employing an “automatic measurement of an extremely large number of 
irregularly distributed surface points.  Robust statistics can successfully eliminate 
gross error to reduce the noise of the point cloud, as long as most of those points 
represent the surface and outliers caused by mismatches or displacement in the 




The best-suited image pairs are used to compute the 3-D points that comprise the 
DSM.  Each image pair produces a point cloud of 3-D points.  Both the image pairs and 
the associated point clouds are filtered by what Inpho identifies as sequential multi-image 
matching.  Numerous image pairs are grouped together and known as computation units.  
These computation units are used for point extraction and analyzed to select the best 
image pair.  The best image pair is based on an analysis of the DSM slope.  The 
algorithm selects images that have the best viewing angle of the image pair.  The 
direction of the image pair (model azimuth) is also selected.  The point-cloud extraction 
is performed in six main directions.  If the image pair does not create enough 3-D points, 
the algorithm selects the next-best-suited model.  This process creates a dense DSM from 
the imagery, which requires extensive filtering to correctly represent the actual surface.  
MATCH-T uses a surface interpolation that is 2.5-D, i.e. one z value is assigned for one 
xy coordinate.   
The filtering method used by MATCH-T DSM, however, is a true 3-D-filtering 
algorithm.  MATCH-T DSM algorithms allow for the selection of more than one z value 
for one xy coordinate.  Lemaire (2008, p. 1145) summarized this unnamed statistical 
analysis as one that “recognizes points with high redundancy and then selects those with 
the best accuracy.  The filtering realizes both a noise and data reduction without loss of 
information.”  This 3-D-point filtering is further described by Heuchel et al. (2011) as: 
Eliminating gross error of the 3-D points “with robust analysis based on the 
redudancy of the input data.  The smooth and sharp interpolation is a kind of 
adaptive filter that recognizes discontinuities in the DSM.  If the signal-to-noise 
ratio of the DMS is below a specific tolerance, the algorithm smooth[s] the 
surface with the direct [sorrounding] points; otherwise no interpolation is 




Both the dense-matching process and MATCH-T DSM’s 3-D point filtering 
produces a large number of 3-D points that effectively represent the surface.  The 3-D 
point filtering algorithm that smooths the surface by comparing them to surrounding 
points likely favors a flat terrain that resembles this research’s project site.  This 
favorable terrain, in turn, likely contributed to vertical map accuracies that were superior 
to the horizontal map accuracies observed in this research.  This research’s map accuracy 
results could be considered a unique situation.  This research observed map accuracy 
results that may not be found at sites with varying or less flat terrain.     
5.3.6.6 Map accuracy vs. target spacing.  Target spacing can be determined  
in one of two ways.  The first is to use the actual distance between the enabled targets; 
the second is to determine the distance between enabled targets in terms of the nominal 
GSD.  The number of pixels between targets can be calculated by dividing the distance 
between ETs by the nominal GSD.  This distance calculation results in the actual number 
of pixels between the ETs; and was used as to represent the ET spacing in this research.  
This ET spacing and the resulting NSSDA accuracy of the orthomosaics and DSMs was 
used for map accuracy analysis. 
5.3.6.6.1 Map accuracy vs. number of pixels between enabled targets. 
 Horizontal map accuracy.  The NSSDA horizontal accuracy analysis was 
developed using the graph illustrated in Figure 5.36.  Linear regression was used to 
develop a trend for the relationship between both the NSSDA horizontal accuracy and the 
number of pixels between ETs for each flight and target configuration.  Each flight was 
plotted with the horizontal map accuracy results for each target configuration (3 x 3 + 1, 
5 x 5 + 1, and 7 x 7 + 1) along the y-axis.  The corresponding spacing between ETs was 




configuration and the nominal distance between ETs.  For example, the 3 x 3 + 1 target 
configuration included a spacing of 500 (e.g. 2 x 250 ft) feet between ETs.  This ET 
spacing is represented below by the number of pixels between the ETs.  The linear-
regression equations are given in the graph.  
 Vertical map accuracy.  The NSSDA vertical accuracy was developed using the  
graph shown in Figure 5.37.  Linear-regression was used to develop a trend for the 
relationship between both the NSSDA vertical accuracy and the number of pixels 
between ETs for each flight and target configuration.  Each flight was plotted with the 
vertical map accuracy results of each target configuration (3 x 3 + 1, 5 x 5 + 1, and 7 x 7 
+ 1) along the y-axis.  The corresponding spacing between ETs was plotted along the x-
axis.  Again, recall from Section 4.1.3, that the ET spacing is represented by pixel units.  
For example, the 3 x 3 + 1 target configuration included a spacing of 500 (e.g. 2 x 250 ft) 
feet between ETs.  This ET spacing is defined below by the number of pixels between the 
































































































































































































































































































































































































 The NSSDA vertical accuracy appears to have improved in the second data point 
for each flight.  This improvement may indicate that there is an optimal target spacing.  
This potential optimal situation would, however, need to be tested further.  The linear-
regression indicated by including the second data point created an estimate of NSSDA 
vertical map accuracy for both the first and the third data points that is too high (low map 
accuracy value).  This inaccurate estimate could result in an erroneously high prediction 
of NSSDA vertical map accuracy near these data points.  Conversely, the linear 
regression indicated by including the second data point produced an estimate of NSSDA 
vertical map accuracy for the second data point that is too low (high map accuracy value).  
This distorted estimate could result in an erroneous prediction of NSSDA vertical map 
accuracy near these data points.  Therefore, for the purposes of this research, the second 
data point for each flight was removed from the linear-regression calculation.  This 
removal of the second data point allows for a conservative approach to predicting 
NSSDA vertical accuracy.  The second data point may be valid, however, further 
investigation would be necessary to determine the reason(s) for this higher than expected 
(low value) map accuracy.  The remaining data points as well as the corresponding 






















































































































































































































The main objective of the analysis was to hypothesize the maximum allowable 
distance between ETs that meets the ASPRS and NSSDA standards (developed in 
Section 5.3.1).  More data points were desirable, however, the ET spacing can be 





Guidelines that addressed how UAS/CV phenomena affected map accuracy were 
developed.  These guidelines include: map accuracy standards, adverse effects on map 
accuracy, procedures, and compatibility.  The map accuracy section comprised the focus 
of this research for predicting map accuracy in relation to the distance between ETs.  The 
adverse effects section address factors that adversely affect map accuracy.  A procedures 
section was developed which includes good practices for compensating for these negative 
factors.  Finally, the compatibility section explains the ability of this research and 
guidelines to be used with other UAS/CV related equipment.   
 
6.1. MAP ACCURACY STANDARDS   
The USACE tabulated the ASPRS map accuracy standards for both the horizontal 
and the vertical ASPRS limiting RMSE values, as listed in Tables 5.3 and 5.4, 
respectively.  The corresponding NSSDA accuracies that were calculated at the 95% 
confidence level are displayed in Tables 5.5 and 5.6.  These two NSSDA accuracy tables 
are repeated here (from Section 5.3) for purposes of clarity, as Tables 6.1 (horizontal) and 
6.3 (vertical), respectively.  These tables allow the user to select a specific NSSDA 
accuracy to determine the maximum allowable distance between ETs, thereby achieving 
the desired map accuracy.  The maximum allowable distance between ETs was tabulated 
(see Table 6.2 and 6.4) that corresponds to the desired NSSDA horizontal and vertical 
accuracies.  These accuracies are for a specific height AGL and thus, GSD for a specific 




 Map Accuracy vs. Number of Pixels Between Enabled Targets.   
Practitioners use two different methods to describe the maximum allowable 
distance between ETs.  The first is a simple distance in the desired units.  The second, 
however, uses the number of pixels to describe this distance.  Using pixels removes any 
unnecessary discussion of the type of units (English or metric).  This conversion to pixels 
is made by dividing the actual distance by the GSD.  The following discussions of both 
horizontal and vertical map accuracy use the number of pixels between ETs.   
6.1.1.1 Horizontal map accuracy.  The linear regression equations for  
NSSDA horizontal accuracy vs. the number of pixels between ETs is plotted on the graph 
in Figure 5.36.  These equations were used in combination with the NSSDA planimetric 
feature accuracy requirement table shown in Table 6.1.  The NSSDA horizontal accuracy 
value in either the x or the y direction was substituted for the y value in the linear-
regression equation.  The equation was solved for x, which presents the maximum 
allowable number of pixels between ETs needed to achieve the NSSDA horizontal 
accuracy.  The maximum allowable number of pixels could be converted to a maximum 
allowable distance between ETs by multiplying the former by the GSD.   
For example, the Class 1 map accuracy value for 1 in = 20 ft was 0.49 ft as 
indicated by the red circle in Table 6.1.  The resulting number of pixels for flight 1 was 
11,422 as illustrated in Figure 5.36.  Flight 1 had a GSD of 0.098 ft.  The product of these 
two numbers was 1,119 ft as indicated with the red circle in Table 6.2.  This product 
represents the maximum allowable distance between ETs that achieved a 0.49 ft NSSDA 




GSDs of 0.098 ft and 0.164 ft.  The resulting tables for the calculations for the relevant 
flights are in Appendix D. 
6.1.1.2 Vertical map accuracy.  The linear regression equations for NSSDA  
vertical accuracy vs. number of pixels between enabled targets are plotted on the graph in 
Figure 5.38.  These equations were used in combination with the NSSDA topographic 
elevation accuracy requirements listed in Table 6.3.  The NSSDA vertical accuracy z 
value was substituted for the y value in the linear regression equation.  It was solved for 
x, the maximum allowable number of pixels between ETs needed to achieve the NSSDA 
vertical accuracy.  The maximum number of pixels could then be converted to a 
maximum distance between ETs by multiplying the former by the GSD.   
For example, the Class 1 NSSDA vertical accuracy for a 1-ft contour interval was 
0.33 ft as indicated by the red circle in Table 6.3.  The resulting number of pixels for 
flight 1 was 12,932 as illustrated in Figure 5.38.  Flight 1 had a GSD of 0.098.  The 
product of these two numbers was 1,267 ft, as indicated by the red circle in Table 6.4.  
This product was the maximum allowable distance between ETs needed to produce the 
0.33 ft. NSSDA vertical accuracy.  This calculation was performed for flights 1 and 5 
with respective GSDs of 0.098 and 0.164 ft.  The resulting tables for the calculations for 
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Table 6.3.  USACE EM Table 2-3 Adapted for NSSDA Vertical Accuracy. 
  
NSSDA Topographic Elevation Accuracy Requirement (Z) for Well-Defined 
Points 
NSSDA 95% CL (Meters) NSSDA 95% CL (Feet) 
Target Spot or Digital Terrain Target Spot or Digital Terrain 
Contour Model Elevation Points Contour Model Elevation Points 
Interval (m) Class 1 Class 2 Class 3 Interval (ft) Class 1 Class 2 Class 3 
0.125 0.041 0.082 0.123 0.25 0.08 0.16 0.25 
0.25 0.082 0.163 0.245 0.5 0.16 0.33 0.49 
0.5 0.163 0.327 0.490 1 0.33 0.65 0.98 
1 0.327 0.653 0.980 2 0.65 1.31 1.96 
2 0.653 1.307 1.960 3 0.98 1.96 2.94 
3 0.980 1.960 2.940 4 1.31 2.61 3.92 
4 1.307 2.613 3.920 5 1.63 3.27 4.90 
5 1.633 3.267 4.900 10 3.27 6.53 9.80 
 
 
Table 6.4.  Maximum allowable distance between enabled targets in compliance with 
required NSSDA vertical accuracies for flight 1 with imagery at a GSD of 0.098 ft. 
 
GSD = 3 cm/0.098 ft  
NSSDA Topographic Elevation Accuracy Requirement (Z) for Well-Defined 
Points 
Distance Between Targets (Meters) Distance Between Targets (Feet) 
Target Spot or Digital Terrain Target Spot or Digital Terrain 
Contour Model Elevation Points Contour Model Elevation Points 
Interval (m) Class 1 Class 2 Class 3 Interval (ft) Class 1 Class 2 Class 3 
0.125  -   -   -  0.25  -   -          481 
0.25  -   -          147 0.5  -       1,267       2,840 
0.5  -          388         869 1      1,267       4,412       7,557 
1         388       1,351      2,313 2      4,412     10,702     16,991 
2      1,351       3,276      5,201 3      7,557     16,991     26,425 
3      2,313       5,201      8,089 4    10,702     23,280     35,859 
4      3,276       7,127    10,977 5    13,846     29,570     45,294 




The maximum allowable distance between ETs for NSSDA horizontal accuracy 
was 1,119 ft (see Table 6.2).  The maximum allowable distance between ETs for NSSDA 
vertical accuracy was 1,267 ft (see Table 6.4).  The smaller of the two numbers was 
chosen in an effort to meet both the horizontal and the vertical NSSDA accuracies 
desired.  The smaller distance between ETs, in this case, was 1,119 ft.  The user may 
decide to take an even more conservative approach by choosing a shorter distance than 
the one prescribed by these guidelines, due to the variability in the UAS/CV data.   
A complete set of tables for flights 1 and 5 at their respective GSDs can be found 
in Appendix D and Appendix E, respectively.  Cameras with similar specifications to the 
one used in this research could be used with these tables to identify the maximum 
allowable ET spacing.  This ET spacing is used to predict NSSDA map accuracy.  
Camera compatibility will be discussed in Section 6.4.2 of this research. 
 
6.2. ADVERSE EFFECTS ON MAP ACCURACY    
Additional factors can impact map accuracy when using a UAS/CV to collect and 
process imagery.  Some of these factors include lighting, shadows, and camera settings, 
all of which are related to light in one way or another.  Weather conditions, another 
factor, are also related to light.  They both have different adverse effects on map accuracy 
and are discussed in Section 6.2.2.   
 Light.  Computer vision is different from TP in a number of ways.  One of  
the primary differences is that CV is almost completely automated while TP requires 
manual intervention at different stages in the process (even though the TP process may 




human interpretation that the automated CV process does not require.  Instead, CV uses 
automated pixel matching algorithms, as discussed throughout this research.  If the object 
being recognized has either changed its position or the positon cannot be determined, 
then problems can arise with automated pixel matching.  Some of these problematic 
situations can be related to lighting conditions.   
Light is an important factor in providing high-quality images.  Optimal light 
conditions are sometimes overlooked with UAS/CV because the user is not particularly 
interested in obtaining perfect imagery.  Optimal light provides for aesthetically pleasing 
imagery with appropriate tone and balance that is typically found with TP practices.  
Light conditions should still be a consideration for those users who do not require high-
quality imagery.  Disregarding light conditions could have an adverse effect on CV 
results, as discussed in the next sections on shadows and camera settings. 
6.2.1.1 Shadows.  Shadows play an important role when discussing the  
adverse effects on map accuracy when practitioners use UAS/CV to collect and process 
imagery.  Shadows of objects are in constant motion.  Even shadows of stationary objects 
move as the sun’s apparent position in the sky changes.  If too much time elapses 
between the collection of adjacent images, pixel matching may be adversely affected 
because the shadows may be located in different positions in the images.  Gulch (2009) 
explains this phenomenon as “floating shadows due to the long time difference.  This 
results in floating point clouds describing a non-existing surface (p. 306).”  This non-
existing surface could produce inconsistent Cartesian coordinates and cause anomalies in 
the data.  As a result, images should be collected as quickly as possible.  Although 




patterns, flights that are both long and thin could cause extended time lapses between 





Figure 6.1.  Shadow movement from images collected at different photo event times. 
 
 
Early morning and late afternoon image collection should be avoided to help 
reduce and possibly eliminate shadow movement.  A sun angle that is greater than 30 
degrees from the horizon is desirable when collecting imagery for TP during optimal 
light conditions.  The angle that causes the most problems for CV is unknown, but the 30-
degree sun angle would be a reasonable starting point for flight restrictions.  Notice the 
light pole’s long shadow in the upper left of Figure 6.2.  Also, notice that the long 
shadows near the trees make it difficult to see detail within the target’s shadow area 
(indicated by a red ellipse).  This lack of image texture and detail could pose a problem 







Figure 6.2.  Tree shadows making it difficult to see target (located within red ellipse). 
 
 
6.2.1.2 Camera settings.  Image quality is determined, in part, by the 
International Standardization Organization (ISO) speed setting.  Image exposure is the 
complete process by which light enters a camera.  A camera’s main exposure controls 
include aperture, shutter speed, and ISO setting.  Aperture controls the amount of light 
that can be passed though the camera’s lens.  The shutter speed controls the duration that 
light strikes the camera’s sensor (otherwise known as the exposure).  The camera’s 
sensitivity to light is controlled by the ISO setting.  A low ISO indicates low sensitivity to 
light while a high ISO number indicates a higher sensitivity to light.  There are many 
combinations of aperture, shutter speed, and ISO that can achieve the same effective 




Image exposure settings that allow a camera to receive too high an amount of 
light can create over-exposed images and introduce noise.  This noise can occur if the 
ISO setting is too high, thus amplifying the electronic signal received by the charge-
coupled device (CCD).  The following explains noise in digital imagery: 
Some degree of noise is always present in any electronic device that transmits or 
receives a "signal.”  For televisions this signal is the broadcast data transmitted 
over cable or received at the antenna; for digital cameras, the signal is the light 
which hits the camera sensor.  Even though noise is unavoidable, it can become so 
small relative to the signal that it appears to be nonexistent.  The signal-to-noise 
ratio (SNR) is a useful and universal way of comparing the relative amounts of 
signal and noise for any electronic system; high ratios will have very little visible 
noise whereas the opposite is true for low ratios (Cambridge Colour n.d.). 
  
This explanation is in reference to Figures 6.3 and 6.4.  These images were taken 
with a camera that created an extremely noisy image of the word "signal" against a 
smooth background.  Figure 6.3 has a sufficiently high SNR that clearly separates the 
image’s information from the background noise.  Figure 6.4 has a low SNR and created 
an image where the levels of the "signal" and the levels of the noise are more similar.  In 
the image with a low SNR, it is harder to discern the word “signal” from the background.  
(Cambridge Colour n.d.)  Images that are noisy or have a low SNR do not provide 
optimal conditions for pixel matching between images.  The data’s overall map accuracy 



















An example of an over-exposed and noisy image is pictured in Figure 6.5.  Figure 
6.6 is an enlargement of where a target from the image in Figure 6.5 should be found.  
Notice how difficult it is to see any detail in the gravel parking lot.  Situations such as 
this are referred to as “washed out;” they were described previously in Section 5.1.  
Image washout makes it hard to recognize and measure the center of the target.  This 
difficulty often occurs at locations with a lighter background (such as the gravel parking 
lot in Figure 6.5) as these locations tend to fade or “washout” the image.  The lack of 
identifiable pixels that make up the target decreases image’s texture and leaves few 
unique features for the pixel matching algorithm to use.  Both, anomalies and voids can 






Figure 6.5.  Gravel parking lot with an example of image 





Figure 6.6.  Enlargement of a survey target that is subject to image “washout.”  The target 
is difficult to discern in the original image in Figure 6.5 due to washout. 
 
 
 Weather.  Most adverse weather conditions are related to light,  
wind, clouds, rain, and fog.  If the user does not require bright, sunny imagery (e.g. 
volumetric mapping), then the best situation is an overcast day with both few shadows 
and no wind.   
6.2.2.1 Light.  Lower levels of light than would exist on a bright, sunny day,  
create optimal conditions for UAS image collection.  Light conditions that have a 
negative effect on map accuracy with data created from the UAS/CV process were 
addressed in Section 6.2.1.  This section similarly describes these adverse conditions as 
they relate to weather.  A day with uniform cloud cover near 100% (overcast) reduces the 
chance of overexposure because it offers lower light conditions than a bright, sunny day.  
Shadows also have a negative effect on the CV process (as mentioned in Section 6.2.1.1).     
6.2.2.2 Wind.  High wind speeds can cause large amounts of pitch, yaw, and/or  
roll of the airframe.  Problems can occur if the airframe does not have a gimbal 
mechanism in the camera mount to correct this.  A large amount of pitch, yaw, and roll 
can cause large angles between rays to the same match point from overlapping images.  A 




images can create anomalies in the CV process.  Some of the images that contain high 
amounts of pitch, yaw, or roll may need to be removed from the computational process.  
This could result in gaps in data that could be detrimental to the success of project.  
Therefore, images captured as the UAS makes a turn at the end of a flight line are usually 
not typically desirable.   
Wind can also cause vertical objects, such as trees, to change position between 
images.  For instance, leaves and branches of a tree could be in one position in image one 
and in another position in image two.  This movement could make it difficult to match 
pixels.  Map accuracy could degrade because of incorrectly matched pixels.   
Tailwinds can also have an adverse effect on map accuracy.  Tailwinds that 
increase ground speed can cause image motion (as described in Section 5.3.6.2), where 
the image is distorted during the collection of the photo event.  This phenomena can 
cause a loss of map accuracy.  A tailwind can also cause the UAS engine to have high 
revolutions per minute (rpm) in order to avoid stalling, possibly inducing vibrations that 
can produce image motion.  Image motion can make locating the target’s exact center 
difficult, thus reducing the pixel matching’s effectiveness.   
6.2.2.3 Clouds.  An advantage of using a UAS is that it can fly below clouds, 
providing more opportunities to collect imagery than TP can provide.  Sporadic or sparse 
clouds (rather than solid over-cast clouds), however, can form shadows that may have an 
adverse effect on the CV process causing erroneous pixel matching.  An example of a 








Figure 6.7.  Orthomosaic showing cloud shadows in the image center.   
 
 
Cloud shadows can change position from one image to the next.  This movement 
can create pixel matching at a location that differs from the desired, particularly in areas 
with similar textures as visible in the cornfield pictured in Figure 6.7.   
6.2.2.4 Rain and fog.  As with most images collected for photogrammetric  
purposes, rain and fog should be avoided.  The adverse effects of these weather 
conditions are amplified when seen through camera lenses.  Additionally, equipment 
could be damaged by moisture if exposed to these elements.   
In summary, an overcast day with few shadows and no wind is ideal for UAS 
image collection.  Acceptable results can be obtained on a bright and sunny day with low 
wind, however, the potential for consequences must be taken into account, and increasing 





6.3. PROCEDURES   
Safety is paramount and should trump all other considerations when using a UAS.  
Good procedures can help the user avoid not only the pitfalls discussed earlier in this 
research, but also avoid injury to the operators and bystanders.  Good procedures involve 
adequate flight planning, accommodating for weather, optimizing lighting conditions, 
proper camera settings, and sound targeting. 
 Flight Planning.  The first requisite for collecting optimal UAS/CV  
imagery is a well-planned flight.  Such a plan includes safety, map-accuracy 
requirements, and the anticipation of possible adverse conditions.   
A flight plan should be carefully designed to deliver orthomosaics and DED with 
specific map accuracy requirements.  Moreover, the map accuracy guidelines for ET 
spacing in Section 6.1 should be conservatively applied.  Anticipating unfavorable 
conditions such as those described in Section 6.2 can be used for proper UAS flight 
planning.  Collecting more imagery than needed for the area of interest is also a 
component of sound flight planning.  As explained in this research, map accuracy errors 
are increased along edges of an area of interest.  Collecting additional images adjacent to 
the area of interest, however, decreased map accuracy errors.  Therefore, users should 
plan to collect at least one extra flight line beyond (outside of) the area of interest and/or 
beyond the outermost GCPs.  Collecting images with higher image overlap (than required 
by the map accuracy guidelines for ET spacing in Section 6.1) can be an effective method 




 Weather.  Avoiding adverse weather altogether would be ideal, but doing  
so is not always possible.  Strong crosswinds should be avoided when flying in other 
adverse weather.  High wind speed can have a negative effect on map accuracy results (as 
previously noted).  Strong crosswinds can result in too much “crab,” forcing flight lines 
to vary from their planned location.  Crab is the angle between the direction of flight and 
the axis of the aircraft (Moffitt and Mikhail 1980, p. 89).  This crab angle is required to 
keep the aircraft flying in the correct direction when crosswinds are present.  Parallel 
flight lines at the planned separation distance (airbase) are important for consistent image 
overlap.  High crosswinds can also cause the UAS to deviate from its intended flight 
path, and fly either too close to or too far away from an adjacent flight line.  This 
deviation from the flight plan can prevent the proper amount of image overlap from being 
obtained, resulting in fewer matched pixels than desired.   
Strong tailwinds should also be avoided.  These winds can cause ground speeds to 
increase so much that the camera cannot refresh in time to take the next photo event.  
Increased ground speeds can also cause image motion (as explained in Section 6.3).  
Finally, headwinds can cause vibrations that also create image motion.    
 Lighting.  Often, the need to collect imagery at a specific time  
and date becomes more important than the potential loss of map accuracy or the possibly 
of diminished aesthetics of the imagery.  Optimal lighting conditions should be sought 
when the project restrictions permit.  These conditions include avoiding a sun angle that 
increases shadows.  A starting point for this restriction could be collecting UAS imagery 




 Camera Settings.  Users should always be cautious with the camera setting 
for image exposure.  Overexposure can cause images to “washout” both in bright lighting 
conditions and on lighter-colored objects.  Planning for a slight underexposure (rather 
than an overexposure) would be advantageous.  Images can be adjusted to compensate for 
underexposure but not overexposure.  Image quality can be maintained by using an ISO 
setting that is as low as possible for the conditions at the site.   
 Targeting.  Targets need to be clearly visible in the imagery.  Thus, they  
need to be of sufficient size, and PIDs need to be easily recognized.  The target’s size 
should be adjusted according to the height AGL of the flight and the corresponding GSD.  
Map accuracy can be compromised if the target is too small or if the center cannot be 
measured easily in the image.  The minimum desired number of pixels per side of a target 
is approximately 20.  The PIDs that are not optimal for recognizing specific points on an 
object should not be used.  An object may appear to be an ideal target to a person 
standing on the ground, but it may not be ideal when viewed in the resulting image.  
Figures 5.4 and 5.9 are examples of poor PID locations.  Targets that are easy to identify 
on the ground but that may not be clearly visible in the imagery should be avoided.   
 
6.4. COMPATABILITY 
This research’s guidelines can be applied to the use of other UASs and cameras 
than those used in these experiments.  Both the UAS performance and some of the 
camera’s specifications should be similar.  At first glance, many UASs may seem to be 
similar.  Differences in performance of UASs, however, can be significant.  Similar 




specifications can affect CV processing if the imagery collection is not similar to the 
Gatewing X100 and the Ricoh GR Digital III.  Additionally, CV algorithms and data 
filtering should be similar to that used by TBC.   
 Unmanned Aircraft System Performance.  The autopilot’s performance   
on a UAS is an important element of proper image collection.  The autopilot should both 
determine and possibly predict many flight parameters to ensure that the photo events 
occur at the proper geographic location.  These photo events need to occur near their 
planned location to accomplish the desired image overlap.  Both tailwinds and headwinds 
must be accounted for in order to anticipate when the UAS will fly over a waypoint, 
triggering a photo event.  The GNSS drift and signal delay must be accounted for as well.  
A UAS that does not adjust rapidly when the UAS drifts offline could reduce image 
overlap and create image gaps.  Robust reaction and prediction routines in the autopilot 
software are important for ensuring that the flight plan is executed with the proper 
amount of image overlap.   
 Camera Specifications.  Camera specifications play an important role in  
guideline compatibility.  These guidelines do not require the use of a camera with the 
exact specifications as the Ricoh GRD III (described in Section 1.2.3).  The camera 
should, however, be similar.  The number of megapixels can differ as well.  Importance 
should instead be given to pixel pitch.  Pixel pitch is defined as “the distance from the 
center of an [light-emitting diode] LED cluster (or pixel) to the center of the next LED 
cluster (or pixel), measured in millimeters” (NanoLumens n.d.).  Pixel pitch is illustrated 






Figure 6.8.  Representation of pixel pitch as the distance between like pixels. 
 
 
Compatible cameras can have different numbers of pixels as long as the pixel 
pitch is similar.  The number of pixels, however, correlates to the image footprint on the 
ground.  This footprint should be considered when planning UAS flights with similar 
image overlap.  This research and guidelines can be used as a template for users who do 
not possess a UAS and camera that meet these requirements.  Experiments similar to 
those conducted in this research, can be used as a template for using a different UAS and 
camera.  The results from this research can be used also as a template for analyzing the 
results.    
 Computer Vision Algorithms.  Software with similar CV algorithms and 
filtering techniques should be used for compatibility with these guidelines.  Otherwise, 
the guidelines can be used as a template to define parameters for testing the map 




filtering methods can be independently tested for map accuracy in the same manner as 
this research. 
The CV algorithms and filtering techniques that TBC uses are adapted from the 
Inpho (a Trimble Company) software suite.  These CV algorithms and filtering 
techniques are robust and perform exceptionally well; they are explained in Section 
5.3.6.5.   
Many UAS/CV users will sometimes refer to map accuracy in terms of the GSD 
of the imagery collected.  For example, some CV algorithms produce horizontal ASPRS 
RMSE values between 1-2 times the GSD; they produce vertical ASPRS RMSE values 
between 2-3 times the GSD (as indicated in the literature review of this research).  
Algorithms used by TBC produced horizontal ASPRS RMSE values within a range of 
0.808 and 2.786 times GSD; they produced vertical ASPRS RMSE values within a range 
of 0.598 and 1.900 times GSD.  These ASPRS RMSE/GSD values are listed in Table 6.5 
with red for the maximum, and with green for the minimum values.  The average ASPRS 
RMSE/GSD values for each of the target configurations are listed at the bottom of the 
table.  The ASPRS RMSE/GSD values from Table 6.5 do not produce a “general rule.”  
Figures 6.9 and 6.10 indicate that such a rule cannot be determined for the ASPRS 
horizontal RMSE/GSD as it cannot be correlated with any of the ratios.  Rather, Figure 
6.9 indicates that the ratio is dependent on the number of pixels between enabled targets.  
The ratio generally becomes larger as the number of pixels between enabled targets 
increases, with the exception of flight 11 (considered an anomaly and excluded from the 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In review, the use of a UAS that is capable of executing a consistent flight plan is 
important as it will allow the user to adopt this research’s guidelines.  The use of a 
camera with similar pixel pitch specifications will also ensure proper compliance with the 
requirements of these guidelines.  Finally, using software with CV algorithms and 
filtering techniques that are similar to TBC will also provide compatibility with these 
guidelines.  If these conditions are met, the user can utilize this research’s guidelines to 
comply with map accuracy standards.  There may appear to be an abundance of 
restrictions placed on the compatibility of these guidelines; variability, however, is the 
nature of UAS/CV technology.  These restrictions are required to provide any degree of 
usefulness.  These restrictions and complexities may explain why many researchers have 
not been willing to offer such guidelines.  The methodology behind the development of 
these guidelines can be used as a template for a UAS/CV operator to create his or her 
own set of guidelines.  Those guidelines could then become useful when predicting 







7. SUMMARY AND CONCLUSIONS 
The goal of this research was to investigate whether or not professional needs in 
the form of industry standards for map accuracy can be met by using both unmanned 
aircraft systems (UAS) image collection and computer vision (CV) image processing.  
Subsequently, it was necessary to introduce terminology and discuss how traditional 
photogrammetry, close range photogrammetry, CV, and light detection and ranging 
(LiDAR) technologies relate to the use of UAS/CV to generate geospatial data.  A 
literature review was conducted to understand the existing body of knowledge as it 
relates to these subjects.  After confirming that the goal of this research had not been 
adequately addressed in the literature, a hypothesis and objectives were created.  
Furthermore, the methodology of the research was created and executed.  This 
methodology was used to measure map accuracy from orthomosaics and digital surface 
models (DSMs) created by UAS/CV.  The results were analyzed and guidelines were 
created.  These guidelines predict map accuracy in relation to target spacing, and address 
other variables that can have an impact on map accuracy.  
 
7.1. INTRODUCTION 
The results gathered during this research confirm that the use of UASs is rapidly 
blurring the lines between traditional photogrammetry (TP), close range photogrammetry 
(CRP), terrestrial photogrammetry, and surveying.  Small, traditional aerial surveying 
projects (e.g. the project site examined in this research), are candidates for the use of a 
UAS for image collection.  Furthermore, CV can be utilized to process imagery collected 




question to be answered by this research was: can industry mapping standards be met 
with the use of UAS/CV technology?  Both the orthomosaics and the DSMs created by 
the UAS/CV process were each tested in an effort to answer this question.  Guidelines 
and procedures for UAS/CV use were developed that can be used to predict map 
accuracy and address the other phenomena that affect map accuracy.    
 
7.2. LITERATURE REVIEW 
A discussion on the use of UAS/CV is a current and relevant topic.  Many articles 
have been written about UAS/CV since the UAS wave began in 2009.  Much of the 
literature revolved around the use of non-metric cameras.  Many studies were conducted 
that compared orthomosaics and digital elevation data (DED) created from TP software 
using these cameras.  Most TP software was designed for use with metric cameras (and 
predetermined camera calibrations) and did not perform well.  Comparisons were made 
between CV generated surfaces and LiDAR surfaces.  Both types of surfaces had factors 
that affected the quality of the surfaces such as mixels and LiDAR shadows.  Factors that 
affect map accuracy were introduced such as image motion, shadows, shadow movement, 
low texture, and image overlap.  Corridor and block shaped project sites were analyzed 
for the shape’s effect on map accuracy.   
No studies adequately addressed the use of target spacing and configuration to 
predict map accuracy.  Furthermore, very few studies involved the independent testing of 
either the orthomosaics or the DSMs created by UAS/CV.   
In this research, however both the orthomosaics and the DSMs were 




that can assist users to predict map accuracy based on industry standards and enabled 
target (ET) spacing.   
 
7.3. HYPOTHESIS AND OBJECTIVES 
This research hypothesized that map accuracy measured from UAS/CV data can 
be predicted by the distance between ground control points (GCPs) used as enabled 
targets, and that guidelines can be developed that address the factors that can affect map 
accuracy.  A data collection and analysis plan was formed to determine whether or not 
UAS/CV data can meet industry map standards.  This plan and analysis was also used to 
identify whether or not guidelines can be developed to address the UAS/CV phenomena 
that affect map accuracy.   
Objectives included a data collection and analysis plan, data collection and image 
processing, and data evaluation and analysis.  These objectives ensure that the hypothesis 
could be tested, error patterns recognized, and the data could be analyzed to determine 
the map accuracy of the data.   
The data collection and analysis plan included surveying GCP locations and 
installing targets (at these GCPs) at 250 ft intervals across a 120 acre project site.  The 
plan also included designating targets for inclusion in the bundle adjustments.  These 
targets are known as “enabled targets” (ETs).  The remaining targets were used as 
independent check points known as “as-check”.  The plan included executing four (small 
unmanned aircraft system) sUAS flights at varying above ground level (AGL) heights 
that result in varying ground sample distances (GSDs) of the images.  Three different 




orthomosaics and DSMs of 12 datasets.  These data sets allowed observation rays’ error 
patterns to be determined and the orthomosaics and DSMs to be tested for map accuracy.   
The data collection and image processing included surveying the 97 GCPs, 
collecting the imagery with four UAS flights, and processing the imagery from twelve 
datasets.  The GCPs with targets or PIDs were located at regular intervals of 
approximately 250 ft throughout the project’s site and surveyed in 3D.  The data was 
collected from four sUAS flights and twelve datasets were created by using three 
different enabled target (ET) spacings for each flight.  All the GCPs with targets were 
measured in the CV software.  Selected GCPs with targets were used in the bundle 
adjustment as ETs (enabled); and the remaining GCPs were used for independent 
checkpoints (as-check).  Five GCPs forming an “X” pattern with varying spacing were 
enabled during CV image processing.  Observation ray’s errors were calculated and any 
erroneous target measurements were eliminated.  Both orthomosaics and DSMs were 
created for each of the 12 datasets.   
Data evaluation and analysis included determining error patters of the observation 
rays and testing map accuracy of the datasets.  Error patterns of the observation rays were 
evaluated and patterns were analyzed.  The as-check targets from both the twelve datasets 
(orthomosaics and DSMs) were measured to independently test for map accuracy.  The 
resultant map accuracy was then related to the map accuracy required by industry 
standards.  The data was then analyzed to provide (in tabular form) the maximum 
allowable distance between ETs that meets industry map accuracy standards.  The 
UAS/CV factors that affected map accuracy were evaluated, and guidelines to address 





The methodology employed in this research included small unmanned aircraft 
system (sUAS) image collection and CV processing.  The sUAS imagery was collected 
over approximately 120 acres where 97 GCPs with targets or photo identifiable features 
(PIDs) were located.  These GCPs with targets or PIDs were located at regular intervals 
of 250 ft throughout the project’s site and surveyed in 3D.  The horizontal datum was the 
North American Datum of 1983 with an epoch of 2011 (NAD83 2011).  The horizontal 
coordinate system was the Illinois State Plane Coordinate System in the West Zone.  The 
vertical datum was the North American Vertical Datum of 1988 (NAVD88).  Four sUAS 
flights (as listed in Table 7.1) were flown at AGL heights of 328 ft, 394 ft, 492 ft, and 
984 ft with GSDs of 0.098 ft, 0.131 ft, 0.164 ft, and 0.328 ft, respectively.   
 
 






Camera: Ricoh GRD III 
Flight Parameters 
Flight Area 
Size AGL GSD Overlap Duration 
(acres) (ft) (ft) % (min) 
1 1 120 328 0.108 75% 36 
3 1 120 394 0.131 75% 31 
5 1 120 492 0.164 75% 30 






Three ET configurations were evaluated for each of the four flights, resulting in 
twelve datasets.  These ET configurations formed an “X” and were labeled as 3 x 3 + 1, 5 
x 5 + 1, and 7 x 7 + 1 with 500 ft, 1000 ft, and 1500 ft, respectively, between ETs (as 
listed in Table 7.2).   
 
 
Table 7.2.  UAS flight parameters, camera setting, and target information.   
 
FLIGHT PARAMETERS CAMERA TARGETS 
Flight AGL GSD % ISO Target Distance Between 
# (ft) (ft) Overlap   Configuration Enabled Targets (ft) 
1 328.1 0.098 75% 100 3x3+1 500 
1 328.1 0.098 75% 100 5x5+1 1000 
1 328.1 0.098 75% 100 7x7+1 1500 
3 393.7 0.131 75% 200 3x3+1 500 
3 393.7 0.131 75% 200 5x5+1 1000 
3 393.7 0.131 75% 200 7x7+1 1500 
5 492.1 0.164 75% 100 3x3+1 500 
5 492.1 0.164 75% 100 5x5+1 1000 
5 492.1 0.164 75% 100 7x7+1 1500 
11 984.2 0.328 75% 100 3x3+1 500 
11 984.2 0.328 75% 100 5x5+1 1000 
11 984.2 0.328 75% 100 7x7+1 1500 
 
 
The remaining targets and PIDs were used as checkpoints (as-check) for 
independent error and map accuracy testing.  Each image was processed through Trimble 
Business Center (TBC) for pixel matching, target measurements, and bundle block 




observation rays at each check point (as-check) were calculated.  Orthomosaics and 
DSMs were then produced by TBC for each of the 12 datasets. 
 
7.5. RESULTS 
The results were derived from error pattern analysis of the observation rays’ 
RMSE values.  Both the American Society for Photogrammetry and Remote Sensing 
(ASPRS) map accuracy and the National Standard for Spatial Data (NSSDA) accuracy 
were calculated from the orthomosaics and DSMs.  These observation rays’ RMSE 
values and map accuracy results were evaluated and analyzed to better understand their 
relationship with AGL heights, GSDs, target sizes, ET spacing, ETs per image, and ETs 
per solution. 
Error pattern results were examined to determine where the observation rays’ 
RMSE values indicated either trends or anomalies.  Reasons for these error trends and 
anomalies were investigated and analyzed in an attempt to identify their effect on 
observation error, and possibly map accuracy.  The results showed that the outside edges 
of the image collection area produced a higher error than did other portions of the site.  
The most prevalent error was in locations along the outer edge.  These areas did not have 
many images either outside the area of interest or at the actual image collection boundary.  
Error was particularly noticeable in locations that had very few images between GCPs 
and the actual image collection boundary.  A poor choice of some GCP locations due to 
ground features and locations for PIDs had a negative effect on accuracy.  The PIDs that 
were hard to measure in the imagery resulted in measurements that had a higher error 




this research.  This higher error was particularly prevalent in areas with shadows that 
made recognizing the PIDs (and even the Blue Max targets) more difficult.  Both camera 
overexposure and washout of images also caused higher error.  Washout made 
recognizing and measuring targets in areas with lighter backgrounds much harder, thus 
producing low image texture.  This loss of image texture also made it difficult for pixel 
matching algorithms to perform correctly.  A typical error pattern was confirmed around 
the 5-target configuration in the shape of an X that was used as a standard pattern in all of 
the datasets.  Detailed analysis of the error indicated a pattern of lower error following 
the legs of the X, with higher error found between the legs of the X.  This is an error 
pattern that can be expected every time this target configuration is used.   
Map accuracy of the orthoimagery and DSMs was independently tested in 
accordance with ASPRS and NSSDA map standards for all 12 datasets.  The 
orthoimagery and DSMs were imported into Global Mapper for independent map testing.  
Cartesian coordinates of targets at the as-check point locations were horizontally 
measured from the orthoimagery, and the elevation was interpolated from the DSMs.  
The residuals between coordinates of the as-check targets’ measured locations and their 
surveyed location as a GCPs were calculated.  Both the RMSE values and other statistics 
of data taken were tabulated for each dataset, as needed, to examine and evaluate map 
accuracy using the ASPRS and NSSDA standards.  The ASPRS RMSE values for: 
 horizontal positions were between 0.11 ft and 0.31 ft,  






The NSSDA accuracy values for: 
 horizontal positions were between 0.27 ft and 0.65 ft,  
 vertical positons were between of 0.25 ft and 0.70 ft.   
Evaluation of the map accuracy results, first, required calculating NSSDA 
accuracy equivalents to the limiting ASPRS RMSE values.  The observation rays’ RMSE 
values were analyzed for their relationship to AGL heights, GSD, target size, ET spacing, 
ETs per image, and ETs per solution.  The orthomosaics and DSMs were, then, also 
analyzed for a similar relationship.   
The horizontal and vertical RMSE values of the observation rays and the ASPRS 
RMSE values were analyzed in relation to the varying AGL heights: 328 ft, 394 ft, 492 ft, 
and 984 ft.  Anomalies were discovered that lead to clues about factors that affect map 
accuracy.  These factors included incorrectly georeferenced imagery, a lack of target 
pattern repeatability, incorrect camera exposure settings, and diminished target 
recognition.  The fractional ASPRS RMSE/GSD values were plotted in relation to the 
varying AGL heights for trend analysis.  In general, the observation ray error increased 
(i.e., map accuracy decreased) as the AGL height and corresponding GSD increased.  The 
fractional ASPRS RMSE/GSD values converged as they approached the largest height 
AGL (984 ft), indicating that a limit to map accuracy gains may exist at higher AGL 
heights.   
An incorrect and high camera ISO setting for flight 3 caused overexposure to 
occur.  It also introduced excessive noise and low texture into the imagery.  Thus, flight 3 
was eliminated from the map accuracy analysis that was related to the distance between 




measurements and resulted in higher RMSE values for the observation rays.  Finally, 
diminished target recognition of flight 11, with an AGL height of 984 ft, caused the 
variability in map accuracy results; therefore, flight 11 was also eliminated from map 
accuracy analysis that was related to the distance between ETs.    
Target size was analyzed as it related to the varying AGL heights.  The target 
resolution and, thus, clarity of the target in the image degraded as the height AGL 
increased.  This reduction of clarity of the target inhibited the ability to measure the 
center of the target in the CV software.   
The number of ETs per image and the total number of ETs per solution were also 
analyzed to better understand how they relate to NSSDA accuracy.  The number of ETs 
in a single image ranged from one to nine, and generally increased as the height AGL 
increased.  The number of ETs in a solution ranged from five to 45 as the distances 
between ETs decreased.  An increased number of ETs both in a single image and the total 
solution was found to positively affect NSSDA accuracy.  
NSSDA accuracy was analyzed as it relates to the map accuracy results found in 
the literature review, and from widely accepted TP results.  The vertical map accuracy 
results were found to be superior to the horizontal results.  This finding appears, at first to 
contradict TP expectations of map accuracy results.  It was theorized that, with a high 
redundancy of observation rays, vertical map accuracy could be superior to horizontal 
map accuracy.  Both, the redundancy and the filtering algorithms TBC uses may also 
favor the flat terrain seen on this research’s project site.   
The number of pixels between ETs for each of the datasets was analyzed to better 




was the focal point of this research.  Recall that flights 3 and 11 were eliminated due to a 
high ISO camera setting and diminished ability to read targets, respectively.  Therefore, 
flights 1 and 5 were used for this analysis.  The relationship between NSSDA horizontal 
accuracy and the number of pixels between ETs indicated that the NSSDA horizontal 
accuracy improved as the number of pixels between ETs decreased.   
A similar relationship was found to exist between NSSDA vertical accuracy and 
the number of pixels between ETs, with one exception.  The 5 x 5 +1 target configuration 
exhibited NSSDA vertical map accuracy improvements over the 3 x 3 +1 target 
configuration, even though, the  3 x 3 +1 target configuration possesses fewer pixels 
between ETs.  This discovery may indicate that an optimal ET spacing exists for vertical 
map accuracy, but that possibility was not discovered in this research.  The 5 x 5 +1 data 
point was eliminated from the trend analysis for NSSDA vertical accuracy in an effort to 
conservatively predict map accuracy.   
 
7.6. GUIDELINES 
Guidelines were developed that address how UAS/CV phenomena affect map 
accuracy.  These guidelines were an attempt to predict map accuracy in relation to the 
distance between ETs, and they also address factors that adversely affect map accuracy.   
Translated values of the limiting ASPRS RMSE to NSSDA accuracy were used to 
generate a table.  NSSDA accuracy, for a given AGL and GSD, can be predicted from 
these tables.  The maximum allowable ET distance can be calculated for both horizontal 
and vertical NSSDA accuracy requirements.  The smallest distance should, however, be 




These guidelines also addressed factors that can have an adverse effect on map 
accuracy (e.g. lighting, shadows, camera settings, and weather).  Optimal lighting 
conditions help produce aesthetically pleasing imagery with a proper tone and balance 
that is typically produced through TP practices.  Users who do not require high-quality 
imagery should still consider lighting conditions, as they can have an adverse effect on 
CV results.  Shadows move in adjacent images due to the time elapsed between photo 
events.  This movement can cause floating clouds of (matched) points to be calculated by 
the CV algorithms.  It can also result in the creation of erroneous Cartesian coordinates 
for pixel locations.  Bright, sunny days can create conditions in which images can be 
overexposed, images can contain washout, and excessive noise can be produced.  These 
phenomena can make it difficult to recognize targets.  This situation can adversely affect 
map accuracy due to the limited texture of the image and incorrectly matched pixels.   
Although weather is related to lighting, it has additional factors that negatively 
affect map accuracy.  For example, high winds can cause the camera to excessively pitch, 
yaw, and roll.  It can also cause the UAS to drift offline, creating either a reduction in the 
image overlap or outright gaps in image overlap.  Furthermore, it can cause objects’ (e.g. 
trees) shadows to be in apparently different locations between adjacent photos.  High 
tailwinds can also cause image motion, making targets more difficult to measure, and 
inhibit pixel matching.  One of the advantages of a UAS is that it can be flown below 
cloud cover.  Cloud shadows on the ground, however, can create problems for CV pixel 
matching algorithms.  Finally, rain and fog are amplified when viewed through a camera 




An overcast day with little wind and no rain or fog would be an ideal condition 
for UAS image collection.  Unfortunately, this ideal situation is not always possible.  
Therefore, consideration of the above factors should be a priority, and their relative risks 
should be balanced.  Possibly both smaller ET spacing and higher image overlap should 
be considered if even some of these factors are present during image collection.  This 
procedure can potentially prevent map accuracy results that are less than desired.   
The error analysis and guidelines created as part of this research were used to 
develop procedures that aid in maximizing map accuracy when a UAS/CV is used.  
Procedures involving flight planning, weather, lighting, camera settings, and targeting 
were each created.  Weather procedures were created for improving map accuracy that 
included avoiding adverse weather, compensating for adverse lighting conditions, and 
avoiding high winds.  The guidelines on target spacing and adverse conditions can be 
used to help prepare a proper flight plan.  Collecting more imagery than needed for the 
area of interest is a requirement.  Map accuracy errors are minimized along edges of an 
area of interest that has images that fall adjacent to and outside the immediate area of 
interest.  Users of UAS should plan to collect at least one extra flight line beyond (outside 
of) the area of interest and beyond the outermost GCPs.  Optimal lighting conditions 
include selection of either those times when the sun is nearly overhead to minimize 
shadows or anytime where there is uniform cloud cover near 100% (overcast) over the 
area of interest.  Collecting imagery with a higher image overlap than required by the 
map accuracy guidelines for ET spacing is an effective procedure for compensating for 
adverse conditions.  These adverse conditions include moving objects, shadows, and 




settings.  Overexposure creates images with noise and a low texture.  The user should 
choose an ISO that will cause slight underexposure, if any risk of overexposure is 
possible.  Targets should be of sufficient size so as to be easily measured in the imagery.  
A target should be no fewer than 20 pixels on each side, if rectangular.  The PIDs should 
be carefully selected to provide a feature that is clearly identifiable in the imagery.   
The compatibility of this research’s guidelines with other UAS and CV software 
was also discussed.  This research’s guidelines can indeed be applied to the use of other 
UASs and cameras.  The UAS performance, however, should be similar to that of the 
Trimble/Gatewing X100, and some of the camera specifications should be similar to 
those of the Ricoh GRD III.  Additionally, the CV algorithms and data filtering should be 
similar to those that TBC utilizes.  Both, the UAS and its autopilot should be able to 
manage wind, GNSS drift, and signal delay to ensure a consistent image overlap is 
achieved.  The number of megapixels in the camera is not as important as pixel pitch.  A 
CV-feature-matching technique is hierarchically applied in image pyramids and a surface 
reconstruction with finite elements by TBC.  The best-suited image pairs, along with the 
resulting 3-D points filtered by sequential multi-image matching are used to compute the 
surface’s reconstruction.  Software with similar CV techniques could possibly be 
compatible with these guidelines.  If the UAS and CV are compatible, then the map 
accuracy results should be within the range of 0.8 to 2.8 times the GSD for the horizontal 
ASPRS RMSE values and within the range of 0.6 to 1.9 times the GSD for the vertical 






In summary, map accuracy calculated in compliance with industry standards can 
be reasonably predicted for both orthomosaics and DSMs that are created by UAS/CV 
similar to those used in this research.  Map accuracy of orthomosaics and DSMs created 
by UAS/CV, however, is not as predictable as data produced by TP image collection and 
processing methods.  The UAS/CV process includes increased surface variability that is 
not prevalent in TP.  A conservative approach should always be taken when planning 
AGL, GSD, image overlap, and ET spacing for the successful execution of a UAS/CV 







8. BROADER IMPACTS 
8.1. CONTRIBUTION TO EDUCATION AND KNOWLEDGE DISSEMINATION 
This research and related studies included the opportunity to learn from industry 
experts in the United States, Europe, Canada, and Australia.  This opportunity included 
the topics of UAS/CV, photogrammetry, mobile mapping, surveying, and LiDAR.  This 
unique experience created knowledge that contributed to the value of this research.  If 
disseminated throughout the industry, this knowledge and experience could contribute to 
the education and professional practice of engineers, surveyors, and mappers, as well as 
those studying or working in related disciplines.  
This research and the resulting guidelines could be used to further educational 
opportunities on a broad scale.  Entire classes could be created that incorporate this 
research.  A remote sensing, photogrammetry, or advanced surveying class or elements of 
such classes could be developed from this material.  This research could also comprise a 
portion of any of the aforementioned classes or a portion of traditional classes that 
include the subject of surveying and mapping.  Civil engineering, construction, mining, 
geology, and architectural professionals and students may find the results of this research 
useful.  They may decide to use UAS/CV for their own applications, or they may develop 
an understanding of the technology that could assist them in procuring mapping services 
using a UAS.  Such professionals and students may also find this technology helpful 
when creating building information models (BIM), topographic mapping, volumetric 
surveys, infrastructure models, and other useful DED and 3-D models.   
The knowledge and experience from this research has the potential to be 




conferences, and blogs.  This research also has the potential to be integrated into bodies 
of work, journals, and conference proceedings related to surveying, mapping, 
photogrammetry, CV, construction, and UAS.  The knowledge obtained from completing 
this research can be a springboard to conduct more in-depth research (discussed in the 
future-work section of this research, Section 8.3).   
 
8.2. CONTRIBUTION TO THE FIELD 
This research enhances capability for utilizing UAS image collection and CV 
image processing.  It expands the knowledge base of map accuracy levels achievable with 
UAS/CV.  Predictions about the maximum allowable distance between ETs that comply 
with industry map accuracy standards were developed.  The guidelines not only address 
phenomena that negatively affect map accuracy, but also outline procedures to assist the 
UAS/CV user.   
The studies described in the literature review chapter of this research introduced 
the subject of phenomena that affect map accuracy.  This research, however, includes a 
much more extensive consideration of phenomena and may have discovered phenomena 
not previously published.  More importantly, this research pushed the UAS/CV body of 
knowledge further by investigating the UAS/CV subject matter to a depth and scale that 
has not been previously performed.  This research included the creation and measurement 
of 97 GCPs and targets extended over approximately 120 acres that were imaged from 
four sUAS flights of varying AGL heights.  The CV image processing was performed on 
all four flights with three different ET spacings that resulted in 12 datasets.  These results 




corresponding GSD.  Trend lines for the relationship between map accuracy and ET 
spacing were used to create valuable tables.  These tables offer guidelines for a UAS/CV 
user to select a desired map accuracy and plan the ET spacing required to meet industry 
standards.   
This research contributes to the field by answering the question about what map 
accuracy can be generated using UAS/CV and how to predict this map accuracy based on 
ET spacing.  In addition, this research contributes to the field by addressing what 
UAS/CV phenomena have adverse effects on map accuracy and providing guidelines for 
mitigating these effects.   
 
8.3. FUTURE WORK 
This research and guidelines could provide a solid base for future work.  
Developing tables predicting UAS/CV map accuracy compliance with industry standards 
offers a useful tool for professionals and an opportunity for further studies of UAS and 
CV mapping accuracy.  Additional future work could be in flight and target planning, 
cameras and settings, workflows, terrain, and economics.    
 Flight and Target Planning.  Alternate flight planning (e.g. varying  
image overlap, varying AGL height, varying target size, and adding imagery beyond 
(outside) the area of interest) would be valuable research.  Target planning other than the 
“X” configuration used in this research would be useful.   
The ability to evaluate different image overlaps will add another dimension to the 
ability to use UAS/CV to predict map accuracy.  A constant image overlap of 70% was 




shadows, moving objects, and wind that are unfavorable for map accuracy.  Image 
overlap both in the forward and side directions could be varied.  A study to determine 
how map accuracy is affected by image overlap could provide valuable insight.  This 
insight can be implemented by UAS/CV users to learn how image overlap can offset 
some of the phenomena that are unfavorable for map accuracy.      
Larger areas of interest could involve multiple flights and image blocks.  The use 
of UAS/CV is unlike TP projects that allow images of large areas to be collected in a 
short period of time with full-sized manned aircraft.  Numerous small missions must 
generally be performed before a UAS image collection can be completed for large sites.  
These separate missions must be merged together, which may degrade map accuracy 
and/or require additional GCPs and targets.  Evaluating the map accuracy of data created 
by merged projects could be performed in a manner similar to that used in this research.   
NSSDA accuracy/GSD converged as it approached the largest AGL height.  It 
was also determined that the flight with the largest AGL height also produced 
inconsistent map accuracies.  These varying map accuracy results may have occurred 
because the same target size was used for all flights.  A researcher could study how map 
accuracy varies using the same target size and targets that vary in size but that occupy the 
same number of pixels at every AGL height.  Further study into how target size affects 
map accuracy could be a useful tool during the project planning phase.   
Map accuracy decreases as fewer images are collected outside the ETs location.  
These ETs are still within the area of interest but may only be found in either the last row 
or column of images.  Increasing the number of rows or columns of imagery beyond the 




type of target and image collection planning could increase map accuracy could be 
advantageous to UAS/CV users.    
Investigating the use of target configurations other than the “X” used in this 
research may provide valuable insight.  A typical “grid,” “H,” or other pattern could be 
interesting to discover the effect it has on map accuracy.” 
Studying the proportional improvements (as a function of the GSD) of the 
fractional ASRPS RMSE/GSD values at the greater height AGL, could indicate an 
optimal situation for collecting large areas with a maximum map accuracy in relation to 
the GSD. 
 Cameras and Settings.  Quantifying the effect on map accuracy by  
increasing a camera's ISO setting and/or utilizing a metric camera could provide valuable 
information to a UAS/CV user. 
This research used a non-metric camera as the imaging sensor.  A similar study 
could be performed that compares the map accuracy results gathered with a non-metric 
camera to those gathered with a metric camera.  The metric camera could potentially 
reduce some of the variability in the map accuracy results.  Improvements in map 
accuracy may not however, outweigh the additional cost of a metric camera.  Discovering 
whether or not map accuracy improves using a metric camera as opposed to using a non-
metric camera would give an economic view of project costs.  This view could assist 
future UAS/CV users in determining capital equipment costs.   
A higher camera ISO setting can cause image washout and introduce additional 
noise.  The potential need to create aesthetically pleasing images may require a UAS/CV 




and negatively affects map accuracy.  This negative affect on map accuracy could be 
quantified in future studies.   
 Workflows.  The idea of using different image processing workflows could  
be developed such that data produced during the UAS/CV process would be enhanced.  
The workflow needed to create both 2-D and 3-D UAS/CV products can be categorized 
as traditional and enhanced, respectively.  The traditional CV workflow is 
straightforward and complements both the UAS/CV technology and its automated image 
processing methods.  An enhanced workflow utilizes additional processes that result in a 
more robust product that includes complex deliverables.   
 A 2-D workflow could include both a traditional and an enhanced product.  The 
traditional product could include orthomosaics that are created by an automated (and 
somewhat restricted) CV process.  The enhanced product could be orthomosaics that are 
created by allowing the user to adjust image seamlines while balancing image tone with 
contrast.   
A 3-D workflow could not only include a traditional but also an enhanced 
product.  The traditional product could include the basic DSM that is created by the 
automated (and somewhat restricted) CV process.  The enhanced product could include 
DEMs, DTMs, and contours that require user intervention to create.  This enhanced 
product can be created by using current photogrammetric and LiDAR processes.  This 
process would include such techniques as classifying and/or filtering the basic DSM 
and/or supplementing the DSM with breaklines and spot elevations from stereo 




This research could be used as a template and/or guide to perform map accuracy 
assessments on these 2-D and 3-D products.  This type of study could be beneficial to the 
end users of the data created by the UAS/CV process.  The results of such a study could 
help determine the specifications required to accept the data produced by traditional and 
enhanced workflows.  Two levels or classes of end users may be identified.  One class of 
end users may only require traditional products while the others may require enhanced 
products.  The traditional products may satisfy users at the lower end of quality 
requirements.  The enhanced products may be required to satisfy those users at the higher 
end of quality requirements.  Lower-end users may be less concerned with meeting high-
end requirements and thus may choose economy over the additional effort (and expense) 
required to produce high-end products.  Additional, modified, or new workflows may 
provide advantages unknown at this time.  Future work could be developed that evaluate 
robust workflows.  These workflows could both manipulate and enhance UAS image 
collection and CV image processing.  Additional manual and/or semi-automatic 
manipulation of data may enhance the products. 
 Terrain.  Map accuracy results could be evaluated as they relate to  
alternate terrains and environments.  Flat terrain is typically more difficult to model than 
rolling terrain.  Flat terrain, however, was found in this research to favor the CV 
algorithms and data filtering in TBC.  Investigating abrupt changes in elevation and 
rolling terrain could produce significantly different map accuracy results.  Differing 
environments (e.g. rural versus urban) may provide valuable insight into CV algorithms 




 Economics.  Expanding on both this research and suggested future work 
could include a study with respect to economics of the professional practitioner as well as 
the possible economic constraints of the end user.  These economics have been well 
defined for traditional photogrammetry.  However, UAS/CV may require alternate 
considerations of economics.  Assuming map standards can be met, an evaluation of the 
economic impact of additional ETs and longer collection time at a low height AGL could 
be beneficial to the industry.  Such additional control and longer collection time may 
become less attractive than traditional image collection at some break-even point.  
Finding this break-even point would indeed be a worthwhile study.   
Future research may reveal that multiple levels of accuracy and content can be 
generated.  These levels would be dependent on both the professional practitioner’s 
desires and the economic requirements of the end user.  A user could define (with new or 
modified standards) the desired product based on the level of effort required to meet his 
or her needs.  These types of standards could consider the break-even point described.     
A process-and-time study may also be of value.  The cost to create many of these 
products may or may not be reasonable.  This type of study would require an intense 
evaluation into the level of effort required to produce data, balancing the end user’s 
professional requirements with economy.   
The methods, practical design of the experiment, analytical approaches, and tools 































APPENDIX B DESCRIPTION 
 
This subject is introduced in Section 4.2.1.2 (Measuring Targets).  Each target 
was measured in individual images that contain the target.  In this research, as few as 5 
and as many as 41 target measurements were made for tie points in the datasets.  These 
measured targets created observation rays that connected to adjacent images containing 
the same target.  These tables contain the statistics related to the observation rays.  The 
tables include column headings that include the point number, the consecutive number, 
the target coordinates, and their corresponding RMSEs.  The column heading named 
“Count” indicates the number of images in which a survey target is measured in (i.e. the 
number of observation rays for that target).  A higher value could potentially produce a 









Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 0 772481.91 2339485.58 436.58 0.07 0.10 0.05 14
106 1 772619.86 2339968.33 441.81 0.10 0.09 0.04 13
108 2 772757.85 2340447.45 447.83 0.06 0.05 0.02 15
205 3 772311.86 2339796.25 440.57 0.06 0.09 0.02 11
207 4 772448.34 2340276.48 447.63 0.06 0.06 0.02 13
209 5 772587.30 2340754.79 453.86 0.07 0.07 0.03 9
304 6 772001.06 2339623.37 437.89 0.04 0.12 0.04 11
306 7 772138.67 2340104.80 445.62 0.06 0.05 0.03 13
308 8 772276.81 2340585.23 453.20 0.07 0.05 0.04 10
310 9 772416.34 2341025.18 463.01 0.16 0.20 0.06 9
405 10 771829.20 2339933.76 442.03 0.13 0.19 0.09 13
407 11 772002.82 2340414.39 451.08 0.16 0.09 0.06 13
409 12 772105.87 2340895.15 458.64 0.10 0.06 0.03 12
504 13 771518.48 2339752.87 438.20 0.13 0.10 0.05 12
506 14 771658.52 2340242.47 445.28 0.13 0.08 0.05 11
508 15 771796.20 2340723.18 453.78 0.12 0.07 0.03 14
510 16 771931.74 2341137.28 460.90 0.09 0.17 0.05 9
605 17 771348.93 2340071.38 438.97 0.19 0.08 0.05 14
607 18 771487.02 2340552.03 447.24 0.08 0.07 0.03 12
609 19 771624.62 2341033.09 457.18 0.07 0.07 0.04 12
704 20 771066.65 2339900.04 434.35 0.14 0.15 0.06 13
706 21 771177.83 2340379.95 439.12 0.11 0.13 0.06 12
708 22 771315.75 2340860.84 450.03 0.07 0.05 0.02 12
710 23 771451.65 2341224.70 464.11 0.09 0.15 0.05 9
805 24 770881.65 2340208.83 437.87 0.08 0.07 0.03 12
807 25 771006.79 2340689.91 443.27 0.10 0.07 0.04 13
809 26 771143.68 2341170.09 453.16 0.06 0.13 0.05 11
904 27 770559.50 2340037.03 433.09 0.05 0.21 0.06 11
906 28 770673.80 2340521.95 440.17 0.09 0.08 0.05 12
908 29 770835.24 2340999.06 447.42 0.15 0.11 0.04 11
1005 30 770387.83 2340346.96 439.81 0.08 0.10 0.05 10
1007 31 770563.52 2340803.30 446.39 0.23 0.09 0.07 11
1009 32 770652.17 2341248.52 452.89 0.21 0.08 0.08 12
1106 33 770216.79 2340667.20 441.19 0.06 0.19 0.06 12
1108 34 770260.32 2341106.96 446.89 0.06 0.09 0.04 13
1207 35 770048.00 2340965.36 443.76 0.10 0.09 0.05 14
1305 36 772792.76 2339657.19 439.23 0.09 0.09 0.03 12
1307 37 772928.71 2340138.53 443.13 0.07 0.09 0.03 12
Min 0.05 0.02 9
Max 0.21 0.09 15
Average 0.10 0.04 12
Standard Deviation 0.04 0.02 1
RMS 0.11 0.05 12
Flight 1 -- 3 x 3 + 1 Observation Ray's RMSE and Count
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 0.06 0.25 0.09 14
105 2 772551.82 2339726.02 439.03 0.05 0.08 0.04 12
107 3 772682.39 2340207.50 445.08 0.04 0.09 0.04 15
108 4 772757.85 2340447.45 447.83 0.13 0.20 0.08 15
204 5 772249.97 2339554.75 437.18 0.08 0.33 0.11 16
205 6 772311.86 2339796.25 440.57 0.07 0.17 0.04 11
206 7 772379.42 2340037.03 443.35 0.09 0.06 0.04 12
207 8 772448.34 2340276.48 447.63 0.12 0.05 0.03 13
208 9 772517.65 2340516.12 450.39 0.12 0.19 0.06 14
305 10 772071.09 2339863.80 442.02 0.12 0.11 0.06 12
306 11 772138.67 2340104.80 445.62 0.18 0.09 0.05 13
307 12 772208.31 2340345.05 450.02 0.13 0.06 0.04 12
404 13 771761.29 2339693.09 438.79 0.13 0.25 0.09 11
405 14 771829.20 2339933.76 442.03 0.26 0.21 0.10 13
406 15 771907.67 2340179.98 446.89 0.34 0.29 0.12 11
407 16 772002.82 2340414.39 451.08 0.23 0.16 0.09 13
408 17 772036.74 2340654.04 454.85 0.09 0.16 0.04 11
504 18 771518.48 2339752.87 438.20 0.20 0.19 0.08 12
505 19 771589.16 2340002.66 441.21 0.19 0.10 0.05 12
507 20 771727.65 2340482.77 449.32 0.12 0.31 0.08 10
508 21 771796.20 2340723.18 453.78 0.11 0.25 0.09 14
604 22 771280.30 2339831.22 435.76 0.18 0.10 0.08 13
605 23 771348.93 2340071.38 438.97 0.23 0.08 0.07 14
606 24 771418.09 2340311.52 443.29 0.09 0.06 0.03 12
607 25 771487.02 2340552.03 447.24 0.08 0.24 0.08 13
608 26 771556.17 2340792.28 452.05 0.07 0.19 0.07 12
705 27 771109.26 2340139.72 438.57 0.08 0.13 0.05 12
706 28 771177.83 2340379.95 439.12 0.10 0.06 0.03 12
707 29 771231.75 2340631.71 444.82 0.13 0.26 0.09 9
804 30 770793.48 2339928.08 434.47 0.15 0.31 0.10 13
805 31 770881.65 2340208.83 437.87 0.06 0.10 0.03 12
806 32 770937.81 2340449.62 437.22 0.10 0.09 0.04 14
807 33 771006.79 2340689.91 443.27 0.17 0.19 0.09 13
808 34 771075.55 2340930.54 447.71 0.14 0.29 0.09 14
904 35 770559.50 2340037.03 433.09 0.04 0.32 0.09 11
905 36 770631.80 2340290.07 438.70 0.13 0.11 0.04 11
907 37 770766.09 2340758.36 442.36 0.18 0.09 0.05 11
908 38 770835.24 2340999.06 447.42 0.28 0.34 0.11 11
1004 39 770319.33 2340105.92 433.16 0.14 0.23 0.09 14
1005 40 770387.83 2340346.96 439.81 0.17 0.09 0.06 10
1006 41 770456.63 2340586.46 440.65 0.11 0.11 0.05 10
1007 42 770563.52 2340803.30 446.39 0.11 0.18 0.05 11
1008 43 770579.54 2341047.41 446.43 0.10 0.30 0.10 10
1105 44 770147.70 2340403.87 440.12 0.30 0.06 0.07 11
1106 45 770216.79 2340667.20 441.19 0.29 0.19 0.09 12
1107 46 770221.19 2340865.46 446.26 0.19 0.07 0.05 12
1304 47 772723.05 2339417.39 437.62 0.12 0.14 0.04 14
1305 48 772792.76 2339657.19 439.23 0.13 0.06 0.03 12
Flight 1 -- 5 x 5 + 1 Observation Rays' RMSE and Count
226
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 1 -- 5 x 5 + 1 Observation Rays' RMSE and Count
1306 49 772858.31 2339899.11 441.10 0.15 0.06 0.05 12
1307 50 772928.71 2340138.53 443.13 0.04 0.14 0.05 12
1308 51 772998.02 2340378.57 445.72 0.07 0.18 0.05 12
1405 52 773032.18 2339587.73 439.92 0.30 0.24 0.10 9
1406 53 773099.40 2339828.44 441.31 0.39 0.20 0.09 8
1407 54 773165.57 2340073.32 443.17 0.25 0.14 0.05 8
Min 0.04 0.05 0.03 8
Max 0.39 0.34 0.12 16
Average 0.15 0.17 0.07 12
Standard Deviation 0.08 0.09 0.03 2
RMS 0.17 0.19 0.07 12
227
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
205 1 772311.86 2339796.25 440.57 0.25 0.09 0.06 11
206 2 772379.42 2340037.03 443.35 0.32 0.18 0.11 12
207 3 772448.34 2340276.48 447.63 0.35 0.15 0.13 13
208 4 772517.65 2340516.12 450.39 0.36 0.16 0.11 14
209 5 772587.30 2340754.79 453.86 0.31 0.16 0.09 9
304 6 772001.06 2339623.37 437.89 0.06 0.30 0.10 11
305 7 772071.09 2339863.80 442.02 0.12 0.11 0.04 12
306 8 772138.67 2340104.80 445.62 0.12 0.08 0.05 13
307 9 772208.31 2340345.05 450.02 0.17 0.08 0.07 12
308 10 772276.81 2340585.23 453.20 0.16 0.11 0.07 10
309 11 772345.09 2340826.03 456.13 0.14 0.20 0.08 11
310 12 772416.34 2341025.18 463.01 0.17 0.38 0.09 9
404 13 771761.29 2339693.09 438.79 0.13 0.57 0.17 11
405 14 771829.20 2339933.76 442.03 0.11 0.35 0.10 13
406 15 771907.67 2340179.98 446.89 0.09 0.22 0.06 11
407 16 772002.82 2340414.39 451.08 0.09 0.12 0.08 13
408 17 772036.74 2340654.04 454.85 0.08 0.10 0.05 11
409 18 772105.87 2340895.15 458.64 0.12 0.21 0.07 12
410 19 772218.64 2341106.96 463.19 0.09 0.41 0.08 8
504 20 771518.48 2339752.87 438.20 0.36 0.51 0.17 12
505 21 771589.16 2340002.66 441.21 0.29 0.30 0.11 12
506 22 771658.52 2340242.47 445.28 0.16 0.23 0.07 11
508 23 771796.20 2340723.18 453.78 0.05 0.08 0.03 14
509 24 771865.08 2340963.47 458.69 0.22 0.35 0.11 11
510 25 771931.74 2341137.28 460.90 0.16 0.44 0.09 9
604 26 771280.30 2339831.22 435.76 0.35 0.32 0.12 13
605 27 771348.93 2340071.38 438.97 0.26 0.24 0.10 14
606 28 771418.09 2340311.52 443.29 0.07 0.25 0.07 12
607 29 771487.02 2340552.03 447.24 0.12 0.04 0.04 13
608 30 771556.17 2340792.28 452.05 0.09 0.04 0.03 12
609 31 771624.62 2341033.09 457.18 0.16 0.29 0.10 12
610 32 771692.92 2341198.02 465.18 0.38 0.41 0.16 10
704 33 771066.65 2339900.04 434.35 0.24 0.27 0.09 13
705 34 771109.26 2340139.72 438.57 0.05 0.26 0.07 12
706 35 771177.83 2340379.95 439.12 0.10 0.25 0.10 12
707 36 771231.75 2340631.71 444.82 0.32 0.06 0.07 9
708 37 771315.75 2340860.84 450.03 0.22 0.06 0.06 12
709 38 771384.24 2341101.08 455.61 0.08 0.18 0.05 9
710 39 771451.65 2341224.70 464.11 0.20 0.39 0.14 9
805 40 770881.65 2340208.83 437.87 0.25 0.15 0.08 12
806 41 770937.81 2340449.62 437.22 0.43 0.14 0.12 14
807 42 771006.79 2340689.91 443.27 0.49 0.17 0.12 13
808 43 771075.55 2340930.54 447.71 0.35 0.13 0.12 14
809 44 771143.68 2341170.09 453.16 0.29 0.06 0.07 11
Flight 1 -- 7 x 7 + 1 Observation Rays' RMSE and Count
228
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 1 -- 7 x 7 + 1 Observation Rays' RMSE and Count
Min 0.05 0.04 0.03 8
Max 0.49 0.57 0.17 14
Average 0.20 0.22 0.09 12
Standard Deviation 0.11 0.13 0.03 2
RMS 0.23 0.25 0.09 12
229
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 0.09 0.20 0.07 12
106 2 772619.86 2339968.33 441.81 0.11 0.12 0.04 14
108 3 772757.85 2340447.45 447.83 0.08 0.09 0.02 16
205 4 772311.86 2339796.25 440.57 0.08 0.18 0.08 15
207 5 772448.34 2340276.48 447.63 0.06 0.07 0.03 17
209 6 772587.30 2340754.79 453.86 0.07 0.09 0.04 13
304 7 772001.06 2339623.37 437.89 0.10 0.19 0.07 14
306 8 772138.67 2340104.80 445.62 0.09 0.10 0.05 16
308 9 772276.81 2340585.23 453.20 0.07 0.05 0.03 14
310 10 772416.34 2341025.18 463.01 0.12 0.24 0.06 7
405 11 771829.20 2339933.76 442.03 0.06 0.08 0.03 15
407 12 772002.82 2340414.39 451.08 0.12 0.05 0.04 13
409 13 772105.87 2340895.15 458.64 0.10 0.06 0.03 14
504 14 771518.48 2339752.87 438.20 0.15 0.19 0.05 14
506 15 771658.52 2340242.47 445.28 0.15 0.14 0.07 13
508 16 771796.20 2340723.18 453.78 0.10 0.17 0.04 11
510 17 771931.74 2341137.28 460.90 0.05 0.24 0.08 9
605 18 771348.93 2340071.38 438.97 0.19 0.09 0.05 14
607 19 771487.02 2340552.03 447.24 0.08 0.10 0.03 15
609 20 771624.62 2341033.09 457.18 0.07 0.10 0.05 15
704 21 771066.65 2339900.04 434.35 0.11 0.14 0.06 16
706 22 771177.83 2340379.95 439.12 0.15 0.08 0.05 14
708 23 771315.75 2340860.84 450.03 0.06 0.08 0.05 15
710 24 771451.65 2341224.70 464.11 0.10 0.18 0.06 10
805 25 770881.65 2340208.83 437.87 0.08 0.08 0.04 14
807 26 771006.79 2340689.91 443.27 0.08 0.08 0.03 15
809 27 771143.68 2341170.09 453.16 0.06 0.08 0.02 13
904 28 770559.50 2340037.03 433.09 0.05 0.22 0.06 14
906 29 770673.80 2340521.95 440.17 0.11 0.08 0.04 15
908 30 770835.24 2340999.06 447.42 0.09 0.07 0.03 14
910 31 770972.10 2341359.46 462.37 0.12 0.10 0.04 10
1005 32 770387.83 2340346.96 439.81 0.09 0.08 0.04 16
1007 33 770563.52 2340803.30 446.39 0.26 0.08 0.07 13
1009 34 770652.17 2341248.52 452.89 0.14 0.09 0.04 14
1106 35 770216.79 2340667.20 441.19 0.10 0.21 0.08 15
1108 36 770260.32 2341106.96 446.89 0.09 0.10 0.05 14
1110 37 770492.39 2341473.76 461.46 0.17 0.12 0.08 11
1207 38 770048.00 2340965.36 443.76 0.11 0.08 0.04 13
1209 39 770228.09 2341398.65 455.96 0.10 0.12 0.07 10
1305 40 772792.76 2339657.19 439.23 0.15 0.06 0.06 16
1307 41 772928.71 2340138.53 443.13 0.13 0.17 0.07 13
Min 0.052 0.046 0.021 7
Max 0.264 0.239 0.084 17
Average 0.104 0.118 0.050 14
Standard Deviation 0.041 0.054 0.017 2
RMS 0.112 0.130 0.052 14
Flight 3 -- 3 x 3 + 1 Observation Rays' RMSE and Count
230
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 0.16 0.27 0.11 12
105 2 772551.82 2339726.02 439.03 0.13 0.12 0.05 17
107 3 772682.39 2340207.50 445.08 0.15 0.17 0.07 16
108 4 772757.85 2340447.45 447.83 0.08 0.26 0.07 16
204 5 772249.97 2339554.75 437.18 0.14 0.32 0.15 14
205 6 772311.86 2339796.25 440.57 0.10 0.23 0.12 15
206 7 772379.42 2340037.03 443.35 0.05 0.11 0.05 15
207 8 772448.34 2340276.48 447.63 0.06 0.15 0.06 17
208 9 772517.65 2340516.12 450.39 0.07 0.25 0.07 14
305 10 772071.09 2339863.80 442.02 0.11 0.12 0.08 19
306 11 772138.67 2340104.80 445.62 0.09 0.11 0.05 16
307 12 772208.31 2340345.05 450.02 0.05 0.12 0.05 14
404 13 771761.29 2339693.09 438.79 0.10 0.41 0.11 14
405 14 771829.20 2339933.76 442.03 0.06 0.14 0.06 15
406 15 771907.67 2340179.98 446.89 0.17 0.09 0.04 11
407 16 772002.82 2340414.39 451.08 0.15 0.12 0.06 13
408 17 772036.74 2340654.04 454.85 0.23 0.19 0.07 13
504 18 771518.48 2339752.87 438.20 0.17 0.37 0.09 14
505 19 771589.16 2340002.66 441.21 0.05 0.08 0.03 16
507 20 771727.65 2340482.77 449.32 0.10 0.26 0.08 13
508 21 771796.20 2340723.18 453.78 0.08 0.14 0.05 11
604 22 771280.30 2339831.22 435.76 0.24 0.28 0.06 15
605 23 771348.93 2340071.38 438.97 0.16 0.09 0.06 14
606 24 771418.09 2340311.52 443.29 0.09 0.08 0.06 14
607 25 771487.02 2340552.03 447.24 0.08 0.24 0.07 15
608 26 771556.17 2340792.28 452.05 0.08 0.15 0.04 11
705 27 771109.26 2340139.72 438.57 0.10 0.09 0.06 14
706 28 771177.83 2340379.95 439.12 0.08 0.06 0.04 14
707 29 771231.75 2340631.71 444.82 0.11 0.24 0.09 14
804 30 770793.48 2339928.08 434.47 0.12 0.33 0.07 13
805 31 770881.65 2340208.83 437.87 0.05 0.07 0.03 14
806 32 770937.81 2340449.62 437.22 0.12 0.11 0.06 13
807 33 771006.79 2340689.91 443.27 0.16 0.11 0.05 15
808 34 771075.55 2340930.54 447.71 0.14 0.28 0.09 13
904 35 770559.50 2340037.03 433.09 0.08 0.29 0.08 14
905 36 770631.80 2340290.07 438.70 0.10 0.11 0.04 12
907 37 770766.09 2340758.36 442.36 0.22 0.09 0.05 13
908 38 770835.24 2340999.06 447.42 0.26 0.36 0.13 14
1004 39 770319.33 2340105.92 433.16 0.16 0.16 0.07 15
1005 40 770387.83 2340346.96 439.81 0.23 0.07 0.07 16
1006 41 770456.63 2340586.46 440.65 0.11 0.08 0.04 15
1007 42 770563.52 2340803.30 446.39 0.13 0.20 0.08 13
1008 43 770579.54 2341047.41 446.43 0.21 0.46 0.14 13
1105 44 770147.70 2340403.87 440.12 0.31 0.07 0.10 15
1106 45 770216.79 2340667.20 441.19 0.37 0.17 0.11 15
1107 46 770221.19 2340865.46 446.26 0.24 0.05 0.06 13
1304 47 772723.05 2339417.39 437.62 0.21 0.20 0.06 10
1305 48 772792.76 2339657.19 439.23 0.19 0.09 0.07 16
Flight 3 -- 5 x 5 + 1 Observation Rays' RMSE and Count
231
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 3 -- 5 x 5 + 1 Observation Rays' RMSE and Count
1306 49 772858.31 2339899.11 441.10 0.19 0.07 0.05 14
1307 50 772928.71 2340138.53 443.13 0.11 0.21 0.06 13
1308 51 772998.02 2340378.57 445.72 0.09 0.24 0.07 12
1405 52 773032.18 2339587.73 439.92 0.33 0.14 0.08 7
1406 53 773099.40 2339828.44 441.31 0.38 0.21 0.10 5
1407 54 773165.57 2340073.32 443.17 0.23 0.20 0.05 7
Min 0.05 0.05 0.03 5
Max 0.38 0.46 0.15 19
Average 0.15 0.18 0.07 14
Standard Deviation 0.08 0.10 0.03
RMS 0.17 0.20 0.07
232
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
205 1 772311.86 2339796.25 440.57 0.24 0.09 0.09 15
206 2 772379.42 2340037.03 443.35 0.29 0.32 0.13 15
207 3 772448.34 2340276.48 447.63 0.38 0.35 0.15 17
208 4 772517.65 2340516.12 450.39 0.37 0.39 0.15 14
209 5 772587.30 2340754.79 453.86 0.38 0.34 0.15 13
304 6 772001.06 2339623.37 437.89 0.14 0.35 0.13 14
305 7 772071.09 2339863.80 442.02 0.23 0.07 0.07 19
306 8 772138.67 2340104.80 445.62 0.19 0.20 0.07 16
307 9 772208.31 2340345.05 450.02 0.25 0.23 0.10 14
308 10 772276.81 2340585.23 453.20 0.15 0.30 0.11 14
309 11 772345.09 2340826.03 456.13 0.14 0.40 0.12 14
310 12 772416.34 2341025.18 463.01 0.15 0.52 0.12 7
404 13 771761.29 2339693.09 438.79 0.21 0.60 0.21 14
405 14 771829.20 2339933.76 442.03 0.17 0.20 0.10 15
406 15 771907.67 2340179.98 446.89 0.08 0.13 0.06 11
407 16 772002.82 2340414.39 451.08 0.12 0.18 0.07 13
408 17 772036.74 2340654.04 454.85 0.12 0.24 0.08 13
409 18 772105.87 2340895.15 458.64 0.15 0.37 0.11 14
410 19 772218.64 2341106.96 463.19 0.14 0.57 0.16 7
504 20 771518.48 2339752.87 438.20 0.33 0.59 0.20 14
505 21 771589.16 2340002.66 441.21 0.15 0.19 0.08 16
506 22 771658.52 2340242.47 445.28 0.15 0.19 0.08 13
508 23 771796.20 2340723.18 453.78 0.06 0.09 0.03 11
509 24 771865.08 2340963.47 458.69 0.20 0.51 0.18 12
510 25 771931.74 2341137.28 460.90 0.15 0.66 0.19 9
604 26 771280.30 2339831.22 435.76 0.35 0.43 0.15 15
605 27 771348.93 2340071.38 438.97 0.23 0.14 0.07 14
606 28 771418.09 2340311.52 443.29 0.07 0.10 0.03 14
607 29 771487.02 2340552.03 447.24 0.09 0.13 0.05 15
608 30 771556.17 2340792.28 452.05 0.09 0.05 0.03 11
609 31 771624.62 2341033.09 457.18 0.11 0.36 0.13 15
610 32 771692.92 2341198.02 465.18 0.23 0.49 0.12 7
704 33 771066.65 2339900.04 434.35 0.22 0.24 0.11 16
705 34 771109.26 2340139.72 438.57 0.10 0.11 0.04 14
706 35 771177.83 2340379.95 439.12 0.09 0.12 0.04 14
707 36 771231.75 2340631.71 444.82 0.29 0.11 0.11 14
708 37 771315.75 2340860.84 450.03 0.23 0.10 0.11 15
709 38 771384.24 2341101.08 455.61 0.10 0.20 0.09 13
710 39 771451.65 2341224.70 464.11 0.13 0.37 0.10 10
805 40 770881.65 2340208.83 437.87 0.25 0.09 0.07 14
806 41 770937.81 2340449.62 437.22 0.43 0.14 0.14 13
807 42 771006.79 2340689.91 443.27 0.48 0.15 0.16 15
808 43 771075.55 2340930.54 447.71 0.34 0.09 0.08 13
809 44 771143.68 2341170.09 453.16 0.33 0.10 0.10 13
Flight 3 -- 7 x7 + 1 Observation Rays' RMSE and Count
233
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 3 -- 7 x7 + 1 Observation Rays' RMSE and Count
Min 0.06 0.05 0.03 7
Max 0.48 0.66 0.21 19
Average 0.21 0.26 0.11 13
Standard Deviation 0.11 0.17 0.05 2
RMS 0.23 0.31 0.12 14
234
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 0.12 0.17 0.06 13
106 2 772619.86 2339968.33 441.81 0.16 0.14 0.06 17
108 3 772757.85 2340447.45 447.83 0.09 0.09 0.05 15
110 4 772898.28 2340945.58 463.15 0.10 0.08 0.03 11
205 5 772311.86 2339796.25 440.57 0.08 0.14 0.06 16
207 6 772448.34 2340276.48 447.63 0.06 0.05 0.02 16
209 7 772587.30 2340754.79 453.86 0.08 0.07 0.04 14
304 8 772001.06 2339623.37 437.89 0.12 0.26 0.08 15
306 9 772138.67 2340104.80 445.62 0.05 0.07 0.04 17
308 10 772276.81 2340585.23 453.20 0.07 0.06 0.03 17
310 11 772416.34 2341025.18 463.01 0.17 0.20 0.07 16
405 12 771829.20 2339933.76 442.03 0.09 0.16 0.07 17
407 13 772002.82 2340414.39 451.08 0.05 0.05 0.02 17
409 14 772105.87 2340895.15 458.64 0.08 0.13 0.06 17
504 15 771518.48 2339752.87 438.20 0.14 0.26 0.08 17
506 16 771658.52 2340242.47 445.28 0.08 0.15 0.06 17
508 17 771796.20 2340723.18 453.78 0.11 0.06 0.05 18
510 18 771931.74 2341137.28 460.90 0.08 0.19 0.08 14
605 19 771348.93 2340071.38 438.97 0.13 0.10 0.06 18
607 20 771487.02 2340552.03 447.24 0.07 0.07 0.02 17
609 21 771624.62 2341033.09 457.18 0.06 0.14 0.07 15
704 22 771066.65 2339900.04 434.35 0.08 0.21 0.08 17
706 23 771177.83 2340379.95 439.12 0.06 0.14 0.04 17
708 24 771315.75 2340860.84 450.03 0.04 0.05 0.02 14
710 25 771451.65 2341224.70 464.11 0.06 0.16 0.05 14
805 26 770881.65 2340208.83 437.87 0.08 0.09 0.04 20
807 27 771006.79 2340689.91 443.27 0.07 0.06 0.03 16
809 28 771143.68 2341170.09 453.16 0.05 0.13 0.04 18
904 29 770559.50 2340037.03 433.09 0.07 0.24 0.09 17
906 30 770673.80 2340521.95 440.17 0.07 0.12 0.05 18
908 31 770835.24 2340999.06 447.42 0.16 0.14 0.06 16
910 32 770972.10 2341359.46 462.37 0.07 0.15 0.06 14
1005 33 770387.83 2340346.96 439.81 0.06 0.13 0.05 15
1007 34 770563.52 2340803.30 446.39 0.09 0.12 0.05 18
1009 35 770652.17 2341248.52 452.89 0.13 0.06 0.05 16
1106 36 770216.79 2340667.20 441.19 0.08 0.21 0.08 17
1108 37 770260.32 2341106.96 446.89 0.09 0.07 0.04 14
1110 38 770492.39 2341473.76 461.46 0.12 0.15 0.06 16
1207 39 770048.00 2340965.36 443.76 0.09 0.10 0.06 15
1209 40 770228.09 2341398.65 455.96 0.10 0.07 0.06 13
1305 41 772792.76 2339657.19 439.23 0.16 0.06 0.04 16
1307 42 772928.71 2340138.53 443.13 0.10 0.15 0.06 17
1309 43 773066.72 2340618.93 449.08 0.11 0.16 0.06 13
Min 0.036 0.049 0.018 11
Max 0.171 0.261 0.085 20
Average 0.091 0.126 0.053 16
Standard Deviation 0.033 0.057 0.017 2
RMSE 0.097 0.138 0.056 16
Flight 5 -- 3 x 3 + 1 Observation Rays' RMSE and Count
235
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 0.16 0.33 0.10 13
105 2 772551.82 2339726.02 439.03 0.11 0.13 0.05 15
107 3 772682.39 2340207.50 445.08 0.07 0.21 0.05 16
108 4 772757.85 2340447.45 447.83 0.15 0.32 0.11 15
204 5 772249.97 2339554.75 437.18 0.15 0.38 0.11 15
205 6 772311.86 2339796.25 440.57 0.09 0.19 0.07 16
206 7 772379.42 2340037.03 443.35 0.07 0.09 0.04 17
207 8 772448.34 2340276.48 447.63 0.08 0.19 0.06 16
208 9 772517.65 2340516.12 450.39 0.15 0.34 0.10 14
305 10 772071.09 2339863.80 442.02 0.09 0.13 0.05 18
306 11 772138.67 2340104.80 445.62 0.06 0.07 0.04 17
307 12 772208.31 2340345.05 450.02 0.09 0.21 0.08 16
404 13 771761.29 2339693.09 438.79 0.13 0.48 0.14 16
405 14 771829.20 2339933.76 442.03 0.08 0.23 0.08 17
406 15 771907.67 2340179.98 446.89 0.10 0.06 0.03 15
407 16 772002.82 2340414.39 451.08 0.10 0.20 0.07 17
408 17 772036.74 2340654.04 454.85 0.20 0.38 0.15 17
504 18 771518.48 2339752.87 438.20 0.21 0.43 0.14 17
505 19 771589.16 2340002.66 441.21 0.08 0.17 0.06 19
507 20 771727.65 2340482.77 449.32 0.13 0.28 0.09 16
508 21 771796.20 2340723.18 453.78 0.15 0.32 0.11 18
604 22 771280.30 2339831.22 435.76 0.17 0.27 0.08 16
605 23 771348.93 2340071.38 438.97 0.15 0.15 0.08 18
606 24 771418.09 2340311.52 443.29 0.06 0.09 0.03 18
607 25 771487.02 2340552.03 447.24 0.10 0.26 0.08 17
608 26 771556.17 2340792.28 452.05 0.14 0.30 0.10 17
705 27 771109.26 2340139.72 438.57 0.08 0.21 0.09 19
706 28 771177.83 2340379.95 439.12 0.07 0.08 0.03 17
707 29 771231.75 2340631.71 444.82 0.22 0.27 0.09 18
804 30 770793.48 2339928.08 434.47 0.12 0.36 0.10 18
805 31 770881.65 2340208.83 437.87 0.06 0.12 0.05 20
806 32 770937.81 2340449.62 437.22 0.14 0.08 0.03 16
807 33 771006.79 2340689.91 443.27 0.18 0.18 0.08 16
808 34 771075.55 2340930.54 447.71 0.18 0.37 0.11 18
904 35 770559.50 2340037.03 433.09 0.07 0.36 0.13 17
905 36 770631.80 2340290.07 438.70 0.12 0.15 0.05 16
907 37 770766.09 2340758.36 442.36 0.20 0.15 0.07 18
908 38 770835.24 2340999.06 447.42 0.31 0.41 0.15 16
1004 39 770319.33 2340105.92 433.16 0.11 0.27 0.07 15
1005 40 770387.83 2340346.96 439.81 0.13 0.15 0.06 15
1006 41 770456.63 2340586.46 440.65 0.09 0.07 0.04 18
1007 42 770563.52 2340803.30 446.39 0.07 0.27 0.08 18
1008 43 770579.54 2341047.41 446.43 0.21 0.40 0.11 17
1105 44 770147.70 2340403.87 440.12 0.24 0.15 0.10 21
1106 45 770216.79 2340667.20 441.19 0.22 0.18 0.11 17
1107 46 770221.19 2340865.46 446.26 0.17 0.05 0.05 16
1304 47 772723.05 2339417.39 437.62 0.19 0.19 0.07 14
1305 48 772792.76 2339657.19 439.23 0.18 0.09 0.05 16
Flight 5 -- 5 x 5 + 1 Observation Rays' RMSE and Count
236
Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 5 -- 5 x 5 + 1 Observation Rays' RMSE and Count
1306 49 772858.31 2339899.11 441.10 0.16 0.04 0.05 17
1307 50 772928.71 2340138.53 443.13 0.03 0.22 0.07 17
1308 51 772998.02 2340378.57 445.72 0.09 0.28 0.08 17
1405 52 773032.18 2339587.73 439.92 0.33 0.04 0.07 15
1406 53 773099.40 2339828.44 441.31 0.28 0.09 0.05 14
1407 54 773165.57 2340073.32 443.17 0.20 0.15 0.07 16
Min 0.03 0.04 0.03 13
Max 0.33 0.48 0.15 21
Average 0.14 0.21 0.08 17
Standard Deviation 0.06 0.11 0.03 1
RMS 0.15 0.24 0.08 17
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
205 1 772311.86 2339796.25 440.57 0.38 0.06 0.09 16
206 2 772379.42 2340037.03 443.35 0.37 0.21 0.12 17
207 3 772448.34 2340276.48 447.63 0.40 0.24 0.12 16
208 4 772517.65 2340516.12 450.39 0.36 0.28 0.13 14
209 5 772587.30 2340754.79 453.86 0.26 0.28 0.10 14
304 6 772001.06 2339623.37 437.89 0.25 0.34 0.12 15
305 7 772071.09 2339863.80 442.02 0.31 0.09 0.09 18
306 8 772138.67 2340104.80 445.62 0.26 0.10 0.07 17
307 9 772208.31 2340345.05 450.02 0.25 0.19 0.09 16
308 10 772276.81 2340585.23 453.20 0.21 0.24 0.09 17
309 11 772345.09 2340826.03 456.13 0.17 0.40 0.13 14
310 12 772416.34 2341025.18 463.01 0.16 0.47 0.15 16
404 13 771761.29 2339693.09 438.79 0.21 0.55 0.18 16
405 14 771829.20 2339933.76 442.03 0.19 0.28 0.09 17
406 15 771907.67 2340179.98 446.89 0.13 0.12 0.05 15
407 16 772002.82 2340414.39 451.08 0.15 0.14 0.07 17
408 17 772036.74 2340654.04 454.85 0.09 0.26 0.09 17
409 18 772105.87 2340895.15 458.64 0.09 0.39 0.13 17
410 19 772218.64 2341106.96 463.19 0.10 0.48 0.16 16
504 20 771518.48 2339752.87 438.20 0.29 0.52 0.18 17
505 21 771589.16 2340002.66 441.21 0.13 0.25 0.09 19
506 22 771658.52 2340242.47 445.28 0.08 0.19 0.06 17
508 23 771796.20 2340723.18 453.78 0.07 0.14 0.05 18
509 24 771865.08 2340963.47 458.69 0.20 0.47 0.19 15
510 25 771931.74 2341137.28 460.90 0.13 0.51 0.17 14
604 26 771280.30 2339831.22 435.76 0.21 0.34 0.10 16
605 27 771348.93 2340071.38 438.97 0.12 0.23 0.09 18
606 28 771418.09 2340311.52 443.29 0.07 0.21 0.06 18
607 29 771487.02 2340552.03 447.24 0.12 0.08 0.03 17
608 30 771556.17 2340792.28 452.05 0.13 0.09 0.05 17
609 31 771624.62 2341033.09 457.18 0.17 0.36 0.14 15
610 32 771692.92 2341198.02 465.18 0.32 0.40 0.13 16
704 33 771066.65 2339900.04 434.35 0.08 0.32 0.10 17
705 34 771109.26 2340139.72 438.57 0.13 0.29 0.11 19
706 35 771177.83 2340379.95 439.12 0.19 0.22 0.09 17
707 36 771231.75 2340631.71 444.82 0.36 0.08 0.10 18
708 37 771315.75 2340860.84 450.03 0.26 0.07 0.08 14
709 38 771384.24 2341101.08 455.61 0.17 0.19 0.12 16
710 39 771451.65 2341224.70 464.11 0.22 0.30 0.11 14
805 40 770881.65 2340208.83 437.87 0.25 0.19 0.10 20
806 41 770937.81 2340449.62 437.22 0.42 0.20 0.13 16
807 42 771006.79 2340689.91 443.27 0.46 0.13 0.13 16
808 43 771075.55 2340930.54 447.71 0.35 0.06 0.09 18
809 44 771143.68 2341170.09 453.16 0.32 0.11 0.11 18
Min 0.07 0.06 0.03 14
Max 0.46 0.55 0.19 20
Average 0.22 0.25 0.11 16
Flight 5 -- 7 x 7 + 1 Observation Rays' RMSE and Count
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 5 -- 7 x 7 + 1 Observation Rays' RMSE and Count
Standard Deviation 0.10 0.14 0.04 1
RMS 0.24 0.29 0.11 17
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 1.09 0.23 0.31 12
106 2 772619.86 2339968.33 441.81 0.99 0.22 0.22 16
108 3 772757.85 2340447.45 447.83 0.94 0.25 0.23 16
110 4 772898.28 2340945.58 463.15 0.92 0.46 0.25 13
205 5 772311.86 2339796.25 440.57 0.99 0.19 0.25 17
207 6 772448.34 2340276.48 447.63 0.90 0.20 0.25 17
209 7 772587.30 2340754.79 453.86 0.88 0.24 0.18 15
304 8 772001.06 2339623.37 437.89 1.07 0.47 0.27 11
306 9 772138.67 2340104.80 445.62 0.93 0.16 0.22 19
308 10 772276.81 2340585.23 453.20 0.94 0.24 0.23 16
310 11 772416.34 2341025.18 463.01 0.89 0.64 0.25 13
405 12 771829.20 2339933.76 442.03 1.00 0.29 0.23 16
407 13 772002.82 2340414.39 451.08 0.95 0.21 0.24 17
409 14 772105.87 2340895.15 458.64 0.90 0.33 0.28 16
504 15 771518.48 2339752.87 438.20 0.96 0.40 0.26 14
506 16 771658.52 2340242.47 445.28 0.84 0.22 0.19 18
508 17 771796.20 2340723.18 453.78 0.92 0.35 0.20 15
510 18 771931.74 2341137.28 460.90 0.94 0.45 0.28 13
605 19 771348.93 2340071.38 438.97 0.94 0.24 0.20 17
607 20 771487.02 2340552.03 447.24 0.90 0.32 0.26 17
609 21 771624.62 2341033.09 457.18 0.92 0.38 0.22 13
704 22 771066.65 2339900.04 434.35 1.03 0.36 0.34 15
706 23 771177.83 2340379.95 439.12 0.89 0.28 0.26 19
708 24 771315.75 2340860.84 450.03 0.99 0.21 0.25 17
710 25 771451.65 2341224.70 464.11 0.93 0.35 0.24 13
805 26 770881.65 2340208.83 437.87 1.01 0.32 0.28 18
807 27 771006.79 2340689.91 443.27 1.00 0.21 0.25 16
809 28 771143.68 2341170.09 453.16 0.91 0.27 0.21 14
904 29 770559.50 2340037.03 433.09 1.02 0.57 0.26 13
906 30 770673.80 2340521.95 440.17 0.91 0.38 0.21 17
908 31 770835.24 2340999.06 447.42 1.00 0.26 0.26 16
910 32 770972.10 2341359.46 462.37 0.94 0.35 0.24 10
1005 33 770387.83 2340346.96 439.81 1.02 0.43 0.31 18
1007 34 770563.52 2340803.30 446.39 0.95 0.36 0.21 16
1009 35 770652.17 2341248.52 452.89 1.00 0.24 0.24 15
1106 36 770216.79 2340667.20 441.19 1.10 0.40 0.21 15
1108 37 770260.32 2341106.96 446.89 0.93 0.37 0.22 16
1110 38 770492.39 2341473.76 461.46 0.95 0.30 0.20 11
1207 39 770048.00 2340965.36 443.76 1.06 0.17 0.26 15
1209 40 770228.09 2341398.65 455.96 0.98 0.23 0.23 12
1305 41 772792.76 2339657.19 439.23 0.93 0.26 0.26 14
1307 42 772928.71 2340138.53 443.13 1.02 0.26 0.23 14
1309 43 773066.72 2340618.93 449.08 1.06 0.29 0.28 14
Min 0.84 0.16 0.18 10
Max 1.10 0.64 0.34 19
Average 0.96 0.31 0.24 15
Standard Deviation 0.06 0.10 0.03 2
Flight 11 -- 3 x 3 + 1 Observation Rays' RMSE and Count
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 11 -- 3 x 3 + 1 Observation Rays' RMSE and Count
RMS 0.97 0.33 0.25 15
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
104 1 772481.91 2339485.58 436.58 0.21 0.29 0.11 12
105 2 772551.82 2339726.02 439.03 0.19 0.18 0.07 16
107 3 772682.39 2340207.50 445.08 0.10 0.24 0.07 15
108 4 772757.85 2340447.45 447.83 0.25 0.29 0.10 16
204 5 772249.97 2339554.75 437.18 0.11 0.40 0.09 12
205 6 772311.86 2339796.25 440.57 0.17 0.14 0.04 17
206 7 772379.42 2340037.03 443.35 0.12 0.12 0.05 19
207 8 772448.34 2340276.48 447.63 0.18 0.23 0.13 17
208 9 772517.65 2340516.12 450.39 0.26 0.34 0.11 15
305 10 772071.09 2339863.80 442.02 0.16 0.18 0.08 15
306 11 772138.67 2340104.80 445.62 0.14 0.13 0.06 19
307 12 772208.31 2340345.05 450.02 0.15 0.30 0.12 16
404 13 771761.29 2339693.09 438.79 0.22 0.45 0.10 11
405 14 771829.20 2339933.76 442.03 0.15 0.24 0.09 16
406 15 771907.67 2340179.98 446.89 0.16 0.14 0.07 19
407 16 772002.82 2340414.39 451.08 0.16 0.31 0.11 17
408 17 772036.74 2340654.04 454.85 0.36 0.41 0.14 15
504 18 771518.48 2339752.87 438.20 0.36 0.31 0.09 14
505 19 771589.16 2340002.66 441.21 0.18 0.16 0.06 16
507 20 771727.65 2340482.77 449.32 0.20 0.35 0.16 16
508 21 771796.20 2340723.18 453.78 0.27 0.42 0.13 15
604 22 771280.30 2339831.22 435.76 0.21 0.22 0.08 14
605 23 771348.93 2340071.38 438.97 0.24 0.15 0.09 17
606 24 771418.09 2340311.52 443.29 0.17 0.15 0.09 17
607 25 771487.02 2340552.03 447.24 0.14 0.35 0.15 17
608 26 771556.17 2340792.28 452.05 0.25 0.31 0.10 16
705 27 771109.26 2340139.72 438.57 0.08 0.23 0.06 17
706 28 771177.83 2340379.95 439.12 0.18 0.11 0.09 19
707 29 771231.75 2340631.71 444.82 0.12 0.23 0.10 16
804 30 770793.48 2339928.08 434.47 0.22 0.38 0.07 12
805 31 770881.65 2340208.83 437.87 0.22 0.21 0.06 18
806 32 770937.81 2340449.62 437.22 0.20 0.10 0.09 18
807 33 771006.79 2340689.91 443.27 0.16 0.18 0.09 16
808 34 771075.55 2340930.54 447.71 0.15 0.36 0.15 16
904 35 770559.50 2340037.03 433.09 0.15 0.45 0.09 13
905 36 770631.80 2340290.07 438.70 0.19 0.25 0.11 17
907 37 770766.09 2340758.36 442.36 0.18 0.21 0.11 16
908 38 770835.24 2340999.06 447.42 0.40 0.37 0.15 16
1004 39 770319.33 2340105.92 433.16 0.21 0.44 0.12 13
1005 40 770387.83 2340346.96 439.81 0.25 0.27 0.15 18
1006 41 770456.63 2340586.46 440.65 0.19 0.14 0.09 17
1007 42 770563.52 2340803.30 446.39 0.18 0.28 0.10 16
1008 43 770579.54 2341047.41 446.43 0.52 0.42 0.15 15
1105 44 770147.70 2340403.87 440.12 0.25 0.21 0.13 17
1106 45 770216.79 2340667.20 441.19 0.29 0.20 0.09 15
1107 46 770221.19 2340865.46 446.26 0.14 0.18 0.06 15
1304 47 772723.05 2339417.39 437.62 0.25 0.17 0.07 11
1305 48 772792.76 2339657.19 439.23 0.21 0.17 0.07 14
Flight 11 -- 5 x 5 + 1 Observation Rays' RMSE and Count
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 11 -- 5 x 5 + 1 Observation Rays' RMSE and Count
1306 49 772858.31 2339899.11 441.10 0.14 0.15 0.07 15
1307 50 772928.71 2340138.53 443.13 0.17 0.17 0.09 14
1308 51 772998.02 2340378.57 445.72 0.18 0.24 0.08 14
1405 52 773032.18 2339587.73 439.92 0.35 0.09 0.09 14
1406 53 773099.40 2339828.44 441.31 0.28 0.11 0.08 12
1407 54 773165.57 2340073.32 443.17 0.15 0.18 0.10 14
Min 0.08 0.09 0.04 11
Max 0.52 0.45 0.16 19
Average 0.21 0.25 0.10 16
Standard Deviation 0.08 0.10 0.03 2
RMS 0.22 0.27 0.10 16
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
205 1 772311.86 2339796.25 440.57 0.49 0.15 0.12 17
206 2 772379.42 2340037.03 443.35 0.43 0.18 0.14 19
207 3 772448.34 2340276.48 447.63 0.40 0.27 0.14 17
208 4 772517.65 2340516.12 450.39 0.29 0.26 0.11 15
209 5 772587.30 2340754.79 453.86 0.32 0.25 0.08 15
304 6 772001.06 2339623.37 437.89 0.39 0.28 0.11 11
305 7 772071.09 2339863.80 442.02 0.41 0.13 0.09 15
306 8 772138.67 2340104.80 445.62 0.30 0.25 0.12 19
307 9 772208.31 2340345.05 450.02 0.32 0.29 0.13 16
308 10 772276.81 2340585.23 453.20 0.22 0.29 0.15 16
309 11 772345.09 2340826.03 456.13 0.16 0.43 0.15 17
310 12 772416.34 2341025.18 463.01 0.10 0.53 0.14 13
404 13 771761.29 2339693.09 438.79 0.36 0.34 0.13 11
405 14 771829.20 2339933.76 442.03 0.31 0.24 0.11 16
406 15 771907.67 2340179.98 446.89 0.27 0.26 0.13 19
407 16 772002.82 2340414.39 451.08 0.22 0.26 0.10 17
408 17 772036.74 2340654.04 454.85 0.14 0.30 0.12 15
409 18 772105.87 2340895.15 458.64 0.14 0.37 0.13 16
410 19 772218.64 2341106.96 463.19 0.10 0.44 0.11 11
504 20 771518.48 2339752.87 438.20 0.40 0.25 0.10 14
505 21 771589.16 2340002.66 441.21 0.24 0.20 0.07 16
506 22 771658.52 2340242.47 445.28 0.19 0.20 0.07 18
508 23 771796.20 2340723.18 453.78 0.12 0.22 0.09 15
509 24 771865.08 2340963.47 458.69 0.22 0.47 0.16 15
510 25 771931.74 2341137.28 460.90 0.16 0.42 0.13 13
604 26 771280.30 2339831.22 435.76 0.17 0.19 0.08 14
605 27 771348.93 2340071.38 438.97 0.23 0.17 0.08 17
606 28 771418.09 2340311.52 443.29 0.18 0.20 0.08 17
607 29 771487.02 2340552.03 447.24 0.14 0.13 0.07 17
608 30 771556.17 2340792.28 452.05 0.15 0.11 0.06 16
609 31 771624.62 2341033.09 457.18 0.19 0.32 0.09 13
610 32 771692.92 2341198.02 465.18 0.39 0.34 0.16 12
704 33 771066.65 2339900.04 434.35 0.16 0.22 0.10 15
705 34 771109.26 2340139.72 438.57 0.14 0.35 0.11 17
706 35 771177.83 2340379.95 439.12 0.19 0.30 0.14 19
707 36 771231.75 2340631.71 444.82 0.13 0.13 0.07 16
708 37 771315.75 2340860.84 450.03 0.17 0.11 0.08 17
709 38 771384.24 2341101.08 455.61 0.15 0.24 0.09 15
710 39 771451.65 2341224.70 464.11 0.27 0.28 0.12 13
805 40 770881.65 2340208.83 437.87 0.20 0.39 0.13 18
806 41 770937.81 2340449.62 437.22 0.38 0.30 0.16 18
807 42 771006.79 2340689.91 443.27 0.25 0.27 0.09 16
808 43 771075.55 2340930.54 447.71 0.15 0.19 0.09 16
809 44 771143.68 2341170.09 453.16 0.27 0.12 0.09 14
Min 0.10 0.11 0.06 11
Max 0.49 0.53 0.16 19
Average 0.24 0.27 0.11 16
Flight 11 -- 7 x 7 + 1 Observation Rays' RMSE and Count
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Point Number Northing Easting Elevation RMSE N RMSE E RMSE Z Count
# # (ft) (ft) (ft) (ft) (ft) (ft) (each)
Flight 11 -- 7 x 7 + 1 Observation Rays' RMSE and Count
Standard Deviation 0.10 0.10 0.03 2


















APPENDIX C DESCRIPTION 
 
Trimble Business Center was used to create both orthomosaics and DSMs for 
each of the 12 datasets.  The orthomosaics and DSMs were imported into the software 
program Global Mapper.  Global Mapper has tools that allow the user to measure the 
horizontal location of the targets in the orthoimagery and interpolate a corresponding 
elevation from the DSMs.  The target locations measured on either the orthomosaics or 
DSMs are referred to here as “measured,” and the surveyed location of the GCPs is 
referred to as “surveyed.”  Each target’s Cartesian coordinates were measured, and the 
resulting points were separated into the categories of enabled and as-check points.  The 
as-check points’ residuals were calculated by subtracting the surveyed coordinates from 
the measured coordinates.  The RMSE and other statistics of these residuals were then 
tabulated for each dataset.  This procedure was followed so that map accuracy could be 
evaluated according to the ASPRS and NSSDA standards.   
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Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772481.99 2339485.68 436.50 772481.91 2339485.58 436.58 -0.09 -0.09 0.08 0.01 0.01 0.01 0.02
106 772620.02 2339968.26 441.78 772619.86 2339968.33 441.81 -0.16 0.07 0.03 0.02 0.00 0.00 0.03
108 772757.90 2340447.47 447.70 772757.85 2340447.45 447.83 -0.06 -0.02 0.13 0.00 0.00 0.02 0.00
110 772898.25 2340945.34 463.53 772898.28 2340945.58 463.15 0.03 0.24 -0.38 0.00 0.06 0.15 0.06
205 772311.89 2339796.36 440.63 772311.86 2339796.25 440.57 -0.03 -0.10 -0.06 0.00 0.01 0.00 0.01
207 772448.43 2340276.49 447.54 772448.34 2340276.48 447.63 -0.08 -0.01 0.10 0.01 0.00 0.01 0.01
209 772587.42 2340754.75 453.72 772587.30 2340754.79 453.86 -0.12 0.04 0.14 0.02 0.00 0.02 0.02
304 772001.12 2339623.48 437.89 772001.06 2339623.37 437.89 -0.06 -0.11 0.00 0.00 0.01 0.00 0.02
306 772138.68 2340104.79 445.55 772138.67 2340104.80 445.62 -0.01 0.01 0.07 0.00 0.00 0.00 0.00
308 772276.82 2340585.26 453.10 772276.81 2340585.23 453.20 -0.02 -0.02 0.10 0.00 0.00 0.01 0.00
310 772416.27 2341025.05 463.02 772416.34 2341025.18 463.01 0.07 0.13 -0.01 0.00 0.02 0.00 0.02
405 771829.21 2339933.70 442.01 771829.20 2339933.76 442.03 -0.02 0.06 0.02 0.00 0.00 0.00 0.00
407 772002.74 2340414.51 450.96 772002.82 2340414.39 451.08 0.07 -0.12 0.12 0.01 0.01 0.02 0.02
409 772105.87 2340895.13 458.54 772105.87 2340895.15 458.64 0.00 0.02 0.10 0.00 0.00 0.01 0.00
504 771518.64 2339753.07 438.17 771518.48 2339752.87 438.20 -0.15 -0.20 0.04 0.02 0.04 0.00 0.06
506 771658.64 2340242.49 445.19 771658.52 2340242.47 445.28 -0.12 -0.02 0.09 0.01 0.00 0.01 0.02
508 771796.42 2340723.20 453.73 771796.20 2340723.18 453.78 -0.22 -0.02 0.06 0.05 0.00 0.00 0.05
510 771931.87 2341137.07 460.76 771931.74 2341137.28 460.90 -0.13 0.21 0.14 0.02 0.04 0.02 0.06
605 771349.19 2340071.36 438.88 771348.93 2340071.38 438.97 -0.26 0.01 0.09 0.07 0.00 0.01 0.07
607 771487.13 2340551.96 447.14 771487.02 2340552.03 447.24 -0.11 0.07 0.10 0.01 0.00 0.01 0.02
609 771624.77 2341033.03 457.25 771624.62 2341033.09 457.18 -0.14 0.06 -0.07 0.02 0.00 0.00 0.02
704 771066.80 2339900.18 434.07 771066.65 2339900.04 434.35 -0.15 -0.14 0.27 0.02 0.02 0.08 0.04
706 771177.99 2340380.11 438.98 771177.83 2340379.95 439.12 -0.16 -0.16 0.14 0.03 0.03 0.02 0.05
708 771315.88 2340860.91 450.02 771315.75 2340860.84 450.03 -0.13 -0.07 0.01 0.02 0.00 0.00 0.02
710 771451.65 2341224.57 464.16 771451.65 2341224.70 464.11 0.00 0.13 -0.05 0.00 0.02 0.00 0.02
805 770881.80 2340208.86 437.82 770881.65 2340208.83 437.87 -0.15 -0.04 0.06 0.02 0.00 0.00 0.02
807 771006.83 2340689.89 443.13 771006.79 2340689.91 443.27 -0.04 0.03 0.14 0.00 0.00 0.02 0.00
809 771143.69 2341169.97 453.04 771143.68 2341170.09 453.16 -0.01 0.12 0.12 0.00 0.01 0.01 0.01
904 770559.54 2340037.25 433.00 770559.50 2340037.03 433.09 -0.04 -0.21 0.08 0.00 0.05 0.01 0.05
906 770673.96 2340521.97 440.24 770673.80 2340521.95 440.17 -0.16 -0.02 -0.06 0.03 0.00 0.00 0.03
908 770835.16 2340998.94 447.23 770835.24 2340999.06 447.42 0.08 0.12 0.19 0.01 0.01 0.04 0.02
910 770972.17 2341359.29 462.27 770972.10 2341359.46 462.37 -0.07 0.17 0.10 0.00 0.03 0.01 0.03
1005 770387.80 2340347.06 439.93 770387.83 2340346.96 439.81 0.03 -0.10 -0.12 0.00 0.01 0.01 0.01
1007 770563.68 2340803.24 446.37 770563.52 2340803.30 446.39 -0.16 0.06 0.02 0.03 0.00 0.00 0.03
1009 770652.02 2341248.49 452.68 770652.17 2341248.52 452.89 0.14 0.03 0.21 0.02 0.00 0.04 0.02
1106 770216.73 2340667.40 441.15 770216.79 2340667.20 441.19 0.06 -0.20 0.04 0.00 0.04 0.00 0.04
1108 770260.27 2341106.89 446.61 770260.32 2341106.96 446.89 0.05 0.07 0.28 0.00 0.00 0.08 0.01
1110 770492.32 2341473.63 461.30 770492.39 2341473.76 461.46 0.07 0.13 0.16 0.00 0.02 0.03 0.02
1207 770048.11 2340965.27 443.66 770048.00 2340965.36 443.76 -0.11 0.10 0.10 0.01 0.01 0.01 0.02
1305 772792.88 2339657.16 439.26 772792.76 2339657.19 439.23 -0.12 0.03 -0.04 0.01 0.00 0.00 0.02
1307 772928.75 2340138.45 443.17 772928.71 2340138.53 443.13 -0.05 0.08 -0.04 0.00 0.01 0.00 0.01
1309 773066.70 2340618.75 449.14 773066.72 2340618.93 449.08 0.02 0.17 -0.05 0.00 0.03 0.00 0.03
Max 0.142 0.236 0.283 Sum 0.493 0.519 Sum 0.668 Sum 1.012
Min -0.264 -0.215 -0.382 Average 0.012 0.012 Average 0.016 Average 0.024
RMSE 0.108 0.111 RMSEz 0.126 RMSEr 0.155
y x NSSDA 0.247 NSSDA 0.269
Residuals N2  +
Residuals E2 (ft)
FLIGHT 01 - 3x3+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed)
248
Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772481.99 2339485.83 436.60 772481.91 2339485.58 436.58 -0.09 -0.25 -0.02 0.01 0.06 0.00 0.07
105 772551.85 2339726.03 438.91 772551.82 2339726.02 439.03 -0.03 -0.01 0.12 0.00 0.00 0.01 0.00
107 772682.47 2340207.41 444.95 772682.39 2340207.50 445.08 -0.08 0.08 0.13 0.01 0.01 0.02 0.01
108 772757.77 2340447.25 447.65 772757.85 2340447.45 447.83 0.07 0.20 0.18 0.01 0.04 0.03 0.04
204 772250.04 2339555.08 437.28 772249.97 2339554.75 437.18 -0.07 -0.33 -0.09 0.00 0.11 0.01 0.11
205 772311.83 2339796.43 440.69 772311.86 2339796.25 440.57 0.03 -0.17 -0.12 0.00 0.03 0.01 0.03
206 772379.35 2340037.00 443.42 772379.42 2340037.03 443.35 0.07 0.03 -0.08 0.01 0.00 0.01 0.01
207 772448.33 2340276.44 447.51 772448.34 2340276.48 447.63 0.01 0.04 0.13 0.00 0.00 0.02 0.00
208 772517.58 2340515.91 450.26 772517.65 2340516.12 450.39 0.08 0.21 0.13 0.01 0.04 0.02 0.05
305 772071.02 2339863.88 442.02 772071.09 2339863.80 442.02 0.07 -0.08 0.01 0.01 0.01 0.00 0.01
306 772138.53 2340104.90 445.56 772138.67 2340104.80 445.62 0.14 -0.11 0.06 0.02 0.01 0.00 0.03
307 772208.18 2340345.11 449.93 772208.31 2340345.05 450.02 0.13 -0.06 0.09 0.02 0.00 0.01 0.02
404 771761.16 2339693.34 438.88 771761.29 2339693.09 438.79 0.13 -0.25 -0.09 0.02 0.06 0.01 0.08
405 771828.90 2339933.96 442.07 771829.20 2339933.76 442.03 0.29 -0.20 -0.04 0.09 0.04 0.00 0.13
406 771907.35 2340180.32 446.92 771907.67 2340179.98 446.89 0.32 -0.34 -0.02 0.10 0.11 0.00 0.21
407 772002.64 2340414.57 450.92 772002.82 2340414.39 451.08 0.18 -0.18 0.16 0.03 0.03 0.03 0.07
408 772036.66 2340654.07 454.87 772036.74 2340654.04 454.85 0.08 -0.03 -0.02 0.01 0.00 0.00 0.01
504 771518.72 2339753.10 438.32 771518.48 2339752.87 438.20 -0.24 -0.23 -0.12 0.06 0.05 0.01 0.11
505 771589.34 2340002.70 441.12 771589.16 2340002.66 441.21 -0.18 -0.04 0.08 0.03 0.00 0.01 0.03
507 771727.80 2340482.43 449.22 771727.65 2340482.77 449.32 -0.15 0.35 0.10 0.02 0.12 0.01 0.14
508 771796.37 2340722.88 453.63 771796.20 2340723.18 453.78 -0.17 0.29 0.15 0.03 0.09 0.02 0.12
604 771280.54 2339831.33 435.93 771280.30 2339831.22 435.76 -0.24 -0.11 -0.18 0.06 0.01 0.03 0.07
605 771349.23 2340071.41 438.99 771348.93 2340071.38 438.97 -0.31 -0.03 -0.02 0.09 0.00 0.00 0.10
606 771418.25 2340311.52 443.24 771418.09 2340311.52 443.29 -0.16 0.00 0.05 0.03 0.00 0.00 0.03
607 771487.10 2340551.77 447.09 771487.02 2340552.03 447.24 -0.08 0.26 0.16 0.01 0.07 0.02 0.07
608 771556.24 2340792.12 451.93 771556.17 2340792.28 452.05 -0.07 0.16 0.12 0.00 0.02 0.01 0.03
705 771109.34 2340139.87 438.70 771109.26 2340139.72 438.57 -0.08 -0.15 -0.13 0.01 0.02 0.02 0.03
706 771177.96 2340380.07 439.06 771177.83 2340379.95 439.12 -0.13 -0.12 0.07 0.02 0.01 0.00 0.03
707 771231.66 2340631.39 444.75 771231.75 2340631.71 444.82 0.10 0.32 0.07 0.01 0.10 0.01 0.11
804 770793.63 2339928.43 434.47 770793.48 2339928.08 434.47 -0.15 -0.36 -0.01 0.02 0.13 0.00 0.15
805 770881.71 2340208.90 437.87 770881.65 2340208.83 437.87 -0.06 -0.08 0.00 0.00 0.01 0.00 0.01
806 770937.77 2340449.55 437.20 770937.81 2340449.62 437.22 0.04 0.07 0.02 0.00 0.01 0.00 0.01
807 771006.68 2340689.74 443.06 771006.79 2340689.91 443.27 0.11 0.17 0.21 0.01 0.03 0.04 0.04
808 771075.48 2340930.22 447.31 771075.55 2340930.54 447.71 0.07 0.32 0.40 0.01 0.10 0.16 0.11
904 770559.58 2340037.37 433.10 770559.50 2340037.03 433.09 -0.08 -0.34 -0.01 0.01 0.12 0.00 0.12
905 770631.67 2340290.18 438.69 770631.80 2340290.07 438.70 0.12 -0.11 0.02 0.01 0.01 0.00 0.03
907 770766.01 2340758.25 442.22 770766.09 2340758.36 442.36 0.08 0.11 0.14 0.01 0.01 0.02 0.02
908 770835.00 2340998.67 447.07 770835.24 2340999.06 447.42 0.24 0.39 0.35 0.06 0.16 0.12 0.21
1004 770319.25 2340106.17 433.26 770319.33 2340105.92 433.16 0.08 -0.25 -0.10 0.01 0.06 0.01 0.07
1005 770387.69 2340347.08 439.93 770387.83 2340346.96 439.81 0.14 -0.12 -0.13 0.02 0.01 0.02 0.03
1006 770456.57 2340586.36 440.67 770456.63 2340586.46 440.65 0.06 0.11 -0.01 0.00 0.01 0.00 0.02
1007 770563.57 2340803.10 446.31 770563.52 2340803.30 446.39 -0.05 0.20 0.08 0.00 0.04 0.01 0.04
1008 770579.45 2341047.13 446.34 770579.54 2341047.41 446.43 0.09 0.28 0.09 0.01 0.08 0.01 0.09
1105 770147.45 2340403.86 440.23 770147.70 2340403.87 440.12 0.24 0.01 -0.11 0.06 0.00 0.01 0.06
1106 770216.53 2340667.39 441.25 770216.79 2340667.20 441.19 0.26 -0.19 -0.06 0.07 0.04 0.00 0.10
1107 770220.97 2340865.40 446.39 770221.19 2340865.46 446.26 0.22 0.06 -0.13 0.05 0.00 0.02 0.05
1304 772723.20 2339417.52 437.65 772723.05 2339417.39 437.62 -0.15 -0.13 -0.04 0.02 0.02 0.00 0.04
1305 772792.91 2339657.19 439.19 772792.76 2339657.19 439.23 -0.15 0.00 0.04 0.02 0.00 0.00 0.02
1306 772858.51 2339899.07 440.94 772858.31 2339899.11 441.10 -0.20 0.04 0.16 0.04 0.00 0.02 0.04
1307 772928.71 2340138.37 443.02 772928.71 2340138.53 443.13 0.00 0.16 0.11 0.00 0.03 0.01 0.03
1308 772997.99 2340378.41 445.66 772998.02 2340378.57 445.72 0.03 0.16 0.06 0.00 0.03 0.00 0.03
1405 773032.51 2339587.49 439.83 773032.18 2339587.73 439.92 -0.33 0.23 0.08 0.11 0.05 0.01 0.16
1406 773099.87 2339828.20 441.09 773099.40 2339828.44 441.31 -0.47 0.24 0.21 0.22 0.06 0.04 0.28
1407 773165.87 2340073.23 442.94 773165.57 2340073.32 443.17 -0.30 0.09 0.24 0.09 0.01 0.06 0.10
Max 0.315 0.394 0.400 Sum 1.533 2.065 Sum 0.897 Sum 3.598
Min -0.473 -0.359 -0.175 Average 0.028 0.038 Average 0.017 Average 0.067
RMSE 0.168 0.196 RMSEz 0.129 RMSEr 0.258
y x NSSDA 0.253 NSSDA 0.447
Residuals E2 ft)
FLIGHT 01 - 5x5+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2  +
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Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
205 772312.13 2339796.20 440.46 772311.86 2339796.25 440.57 -0.27 0.05 0.11 0.07 0.00 0.01 0.08
206 772379.77 2340036.83 443.24 772379.42 2340037.03 443.35 -0.35 0.20 0.10 0.12 0.04 0.01 0.16
207 772448.77 2340276.34 447.36 772448.34 2340276.48 447.63 -0.42 0.14 0.27 0.18 0.02 0.07 0.20
208 772518.11 2340515.99 450.22 772517.65 2340516.12 450.39 -0.46 0.13 0.18 0.21 0.02 0.03 0.23
209 772587.67 2340754.70 453.73 772587.30 2340754.79 453.86 -0.37 0.10 0.13 0.13 0.01 0.02 0.14
304 772001.05 2339623.71 437.86 772001.06 2339623.37 437.89 0.01 -0.34 0.02 0.00 0.12 0.00 0.12
305 772071.23 2339863.89 441.84 772071.09 2339863.80 442.02 -0.15 -0.08 0.18 0.02 0.01 0.03 0.03
306 772138.82 2340104.79 445.37 772138.67 2340104.80 445.62 -0.15 0.00 0.25 0.02 0.00 0.06 0.02
307 772208.50 2340345.02 449.74 772208.31 2340345.05 450.02 -0.19 0.03 0.28 0.04 0.00 0.08 0.04
308 772276.93 2340585.13 452.92 772276.81 2340585.23 453.20 -0.12 0.10 0.28 0.01 0.01 0.08 0.02
309 772345.20 2340825.83 456.00 772345.09 2340826.03 456.13 -0.11 0.20 0.13 0.01 0.04 0.02 0.05
310 772416.22 2341024.81 463.05 772416.34 2341025.18 463.01 0.12 0.37 -0.04 0.01 0.14 0.00 0.15
404 771761.26 2339693.67 438.90 771761.29 2339693.09 438.79 0.03 -0.58 -0.11 0.00 0.34 0.01 0.34
405 771829.21 2339934.14 442.04 771829.20 2339933.76 442.03 -0.01 -0.38 -0.01 0.00 0.14 0.00 0.14
406 771907.67 2340180.28 446.71 771907.67 2340179.98 446.89 -0.01 -0.29 0.18 0.00 0.09 0.03 0.09
407 772002.83 2340414.50 450.74 772002.82 2340414.39 451.08 -0.01 -0.11 0.34 0.00 0.01 0.12 0.01
408 772036.69 2340654.05 454.66 772036.74 2340654.04 454.85 0.05 -0.01 0.19 0.00 0.00 0.04 0.00
409 772105.81 2340894.93 458.51 772105.87 2340895.15 458.64 0.06 0.23 0.13 0.00 0.05 0.02 0.05
410 772218.66 2341106.47 463.40 772218.64 2341106.96 463.19 -0.01 0.49 -0.21 0.00 0.24 0.04 0.24
504 771518.92 2339753.45 438.36 771518.48 2339752.87 438.20 -0.44 -0.58 -0.15 0.19 0.34 0.02 0.53
505 771589.49 2340002.96 441.02 771589.16 2340002.66 441.21 -0.33 -0.30 0.19 0.11 0.09 0.03 0.20
506 771658.78 2340242.71 445.13 771658.52 2340242.47 445.28 -0.26 -0.24 0.15 0.07 0.06 0.02 0.12
508 771796.31 2340723.09 453.75 771796.20 2340723.18 453.78 -0.11 0.08 0.03 0.01 0.01 0.00 0.02
509 771864.90 2340963.04 458.92 771865.08 2340963.47 458.69 0.18 0.42 -0.23 0.03 0.18 0.05 0.21
510 771931.65 2341136.77 461.19 771931.74 2341137.28 460.90 0.08 0.52 -0.29 0.01 0.27 0.09 0.27
604 771280.71 2339831.60 435.83 771280.30 2339831.22 435.76 -0.41 -0.38 -0.07 0.17 0.14 0.00 0.32
605 771349.28 2340071.61 438.83 771348.93 2340071.38 438.97 -0.36 -0.23 0.14 0.13 0.05 0.02 0.18
606 771418.18 2340311.79 443.11 771418.09 2340311.52 443.29 -0.09 -0.27 0.17 0.01 0.07 0.03 0.08
607 771487.01 2340552.04 447.04 771487.02 2340552.03 447.24 0.01 -0.01 0.20 0.00 0.00 0.04 0.00
608 771556.15 2340792.36 452.01 771556.17 2340792.28 452.05 0.02 -0.08 0.04 0.00 0.01 0.00 0.01
609 771624.49 2341032.81 457.41 771624.62 2341033.09 457.18 0.13 0.28 -0.23 0.02 0.08 0.05 0.10
610 771692.56 2341197.59 465.56 771692.92 2341198.02 465.18 0.36 0.42 -0.38 0.13 0.18 0.14 0.31
704 771066.97 2339900.33 434.17 771066.65 2339900.04 434.35 -0.32 -0.29 0.18 0.10 0.08 0.03 0.19
705 771109.25 2340140.02 438.50 771109.26 2340139.72 438.57 0.01 -0.30 0.07 0.00 0.09 0.00 0.09
706 771177.80 2340380.21 438.95 771177.83 2340379.95 439.12 0.03 -0.26 0.17 0.00 0.07 0.03 0.07
707 771231.47 2340631.70 444.71 771231.75 2340631.71 444.82 0.29 0.02 0.10 0.08 0.00 0.01 0.08
708 771315.61 2340860.92 450.00 771315.75 2340860.84 450.03 0.14 -0.08 0.03 0.02 0.01 0.00 0.03
709 771384.24 2341100.90 455.83 771384.24 2341101.08 455.61 0.00 0.17 -0.22 0.00 0.03 0.05 0.03
710 771451.55 2341224.28 464.32 771451.65 2341224.70 464.11 0.10 0.42 -0.21 0.01 0.17 0.05 0.18
805 770881.46 2340209.02 437.81 770881.65 2340208.83 437.87 0.19 -0.19 0.07 0.04 0.04 0.00 0.07
806 770937.41 2340449.76 437.22 770937.81 2340449.62 437.22 0.40 -0.14 0.00 0.16 0.02 0.00 0.18
807 771006.36 2340690.04 443.15 771006.79 2340689.91 443.27 0.43 -0.13 0.12 0.18 0.02 0.01 0.20
808 771075.23 2340930.66 447.51 771075.55 2340930.54 447.71 0.32 -0.12 0.20 0.10 0.01 0.04 0.12
809 771143.44 2341170.12 453.21 771143.68 2341170.09 453.16 0.24 -0.04 -0.06 0.06 0.00 0.00 0.06
Max 0.425 0.516 0.341 Sum 2.466 3.283 Sum 1.417 Sum 5.749
Min -0.459 -0.581 -0.377 Average 0.056 0.075 Average 0.032 Average 0.131
RMSE 0.237 0.273 RMSEz 0.179 RMSEr 0.361
y x NSSDA 0.352 NSSDA 0.626
Residuals E2 (ft)
FLIGHT 01 - 7x7+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2  +
250
Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772482.04 2339485.79 436.49 772481.91 2339485.58 436.58 -0.14 -0.21 0.09 0.02 0.04 0.01 0.06
106 772620.00 2339968.23 441.81 772619.86 2339968.33 441.81 -0.14 0.11 0.00 0.02 0.01 0.00 0.03
108 772757.94 2340447.42 447.76 772757.85 2340447.45 447.83 -0.10 0.03 0.08 0.01 0.00 0.01 0.01
110 772898.25 2340945.44 463.27 772898.28 2340945.58 463.15 0.03 0.13 -0.12 0.00 0.02 0.01 0.02
205 772311.95 2339796.45 440.63 772311.86 2339796.25 440.57 -0.09 -0.19 -0.05 0.01 0.04 0.00 0.05
207 772448.41 2340276.49 447.55 772448.34 2340276.48 447.63 -0.07 0.00 0.09 0.00 0.00 0.01 0.00
209 772587.34 2340754.77 453.71 772587.30 2340754.79 453.86 -0.04 0.02 0.15 0.00 0.00 0.02 0.00
303 772001.18 2339623.65 437.79 772001.06 2339623.37 437.89 -0.11 -0.28 0.09 0.01 0.08 0.01 0.09
306 772138.68 2340104.79 445.46 772138.67 2340104.80 445.62 -0.01 0.00 0.16 0.00 0.00 0.03 0.00
308 772276.79 2340585.30 453.18 772276.81 2340585.23 453.20 0.02 -0.07 0.02 0.00 0.00 0.00 0.00
310 772416.26 2341025.02 462.87 772416.34 2341025.18 463.01 0.08 0.16 0.15 0.01 0.03 0.02 0.03
405 771829.17 2339933.93 442.03 771829.20 2339933.76 442.03 0.03 -0.18 0.00 0.00 0.03 0.00 0.03
407 772002.70 2340414.46 450.96 772002.82 2340414.39 451.08 0.11 -0.07 0.12 0.01 0.00 0.01 0.02
409 772105.80 2340895.13 458.49 772105.87 2340895.15 458.64 0.07 0.02 0.15 0.00 0.00 0.02 0.00
504 771518.63 2339753.13 438.42 771518.48 2339752.87 438.20 -0.15 -0.25 -0.22 0.02 0.06 0.05 0.09
506 771658.71 2340242.56 445.16 771658.52 2340242.47 445.28 -0.19 -0.09 0.12 0.04 0.01 0.01 0.04
508 771796.33 2340723.31 453.88 771796.20 2340723.18 453.78 -0.13 -0.13 -0.10 0.02 0.02 0.01 0.03
510 771931.79 2341137.12 460.61 771931.74 2341137.28 460.90 -0.05 0.16 0.29 0.00 0.03 0.08 0.03
605 771349.12 2340071.41 438.90 771348.93 2340071.38 438.97 -0.19 -0.04 0.07 0.04 0.00 0.00 0.04
607 771487.10 2340552.05 447.26 771487.02 2340552.03 447.24 -0.08 -0.02 -0.02 0.01 0.00 0.00 0.01
609 771624.73 2341033.14 457.28 771624.62 2341033.09 457.18 -0.11 -0.04 -0.09 0.01 0.00 0.01 0.01
704 771066.75 2339900.20 434.23 771066.65 2339900.04 434.35 -0.10 -0.16 0.12 0.01 0.02 0.01 0.04
706 771178.00 2340380.05 439.04 771177.83 2340379.95 439.12 -0.17 -0.10 0.08 0.03 0.01 0.01 0.04
708 771315.82 2340860.95 450.19 771315.75 2340860.84 450.03 -0.07 -0.11 -0.16 0.01 0.01 0.03 0.02
710 771451.55 2341224.60 463.97 771451.65 2341224.70 464.11 0.10 0.10 0.14 0.01 0.01 0.02 0.02
805 770881.78 2340208.87 437.80 770881.65 2340208.83 437.87 -0.12 -0.04 0.07 0.02 0.00 0.01 0.02
807 771006.78 2340689.98 443.24 771006.79 2340689.91 443.27 0.01 -0.06 0.03 0.00 0.00 0.00 0.00
809 771143.69 2341170.00 453.19 771143.68 2341170.09 453.16 -0.01 0.09 -0.03 0.00 0.01 0.00 0.01
904 770559.55 2340037.26 433.21 770559.50 2340037.03 433.09 -0.05 -0.22 -0.12 0.00 0.05 0.01 0.05
906 770673.90 2340522.01 440.20 770673.80 2340521.95 440.17 -0.10 -0.06 -0.03 0.01 0.00 0.00 0.01
908 770835.24 2340999.06 447.28 770835.24 2340999.06 447.42 0.00 0.00 0.14 0.00 0.00 0.02 0.00
910 770972.22 2341359.48 462.18 770972.10 2341359.46 462.37 -0.13 -0.02 0.19 0.02 0.00 0.04 0.02
1005 770387.77 2340347.12 439.94 770387.83 2340346.96 439.81 0.06 -0.16 -0.13 0.00 0.02 0.02 0.03
1007 770563.83 2340803.30 446.49 770563.52 2340803.30 446.39 -0.31 0.00 -0.10 0.10 0.00 0.01 0.10
1009 770652.07 2341248.58 452.59 770652.17 2341248.52 452.89 0.09 -0.06 0.29 0.01 0.00 0.09 0.01
1106 770216.73 2340667.45 441.16 770216.79 2340667.20 441.19 0.06 -0.25 0.03 0.00 0.06 0.00 0.07
1108 770260.41 2341106.86 446.63 770260.32 2341106.96 446.89 -0.09 0.10 0.26 0.01 0.01 0.07 0.02
1110 770492.25 2341473.81 461.24 770492.39 2341473.76 461.46 0.14 -0.05 0.23 0.02 0.00 0.05 0.02
1207 770048.13 2340965.38 443.59 770048.00 2340965.36 443.76 -0.13 -0.01 0.17 0.02 0.00 0.03 0.02
1209 770228.06 2341398.73 455.63 770228.09 2341398.65 455.96 0.03 -0.07 0.33 0.00 0.01 0.11 0.01
1305 772792.87 2339657.27 439.28 772792.76 2339657.19 439.23 -0.11 -0.08 -0.06 0.01 0.01 0.00 0.02
1307 772928.86 2340138.43 443.11 772928.71 2340138.53 443.13 -0.16 0.11 0.02 0.03 0.01 0.00 0.04
1309 773066.83 2340618.76 449.14 773066.72 2340618.93 449.08 -0.11 0.17 -0.06 0.01 0.03 0.00 0.04
Max 0.141 0.168 0.332 Sum 0.540 0.651 Sum 0.844 Sum 1.191
Min -0.313 -0.276 -0.220 Average 0.013 0.015 Average 0.020 Average 0.028
RMSE 0.112 0.123 RMSEz 0.140 RMSEr 0.166
y x NSSDA 0.275 NSSDA 0.288
Residuals N2 +
Residuals E2 (ft)
FLIGHT 05 - 3x3+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed)
251
Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772482.17 2339485.92 436.66 772481.91 2339485.58 436.58 -0.27 -0.34 -0.08 0.07 0.12 0.01 0.19
105 772551.96 2339726.18 439.09 772551.82 2339726.02 439.03 -0.15 -0.16 -0.06 0.02 0.03 0.00 0.05
107 772682.54 2340207.37 444.86 772682.39 2340207.50 445.08 -0.15 0.13 0.22 0.02 0.02 0.05 0.04
108 772757.89 2340447.17 447.57 772757.85 2340447.45 447.83 -0.04 0.28 0.26 0.00 0.08 0.07 0.08
204 772250.10 2339555.16 437.37 772249.97 2339554.75 437.18 -0.13 -0.40 -0.19 0.02 0.16 0.04 0.18
205 772311.97 2339796.46 440.74 772311.86 2339796.25 440.57 -0.11 -0.21 -0.17 0.01 0.04 0.03 0.06
206 772379.46 2340036.98 443.36 772379.42 2340037.03 443.35 -0.04 0.05 -0.01 0.00 0.00 0.00 0.00
207 772448.39 2340276.38 447.51 772448.34 2340276.48 447.63 -0.04 0.10 0.12 0.00 0.01 0.01 0.01
208 772517.66 2340515.92 450.21 772517.65 2340516.12 450.39 -0.01 0.21 0.19 0.00 0.04 0.04 0.04
305 772071.21 2339863.91 442.11 772071.09 2339863.80 442.02 -0.12 -0.11 -0.08 0.02 0.01 0.01 0.03
306 772138.66 2340104.81 445.55 772138.67 2340104.80 445.62 0.01 -0.02 0.07 0.00 0.00 0.00 0.00
307 772208.29 2340344.99 449.92 772208.31 2340345.05 450.02 0.02 0.05 0.10 0.00 0.00 0.01 0.00
404 771761.35 2339693.58 438.86 771761.29 2339693.09 438.79 -0.06 -0.49 -0.07 0.00 0.24 0.01 0.25
405 771829.16 2339934.03 442.08 771829.20 2339933.76 442.03 0.04 -0.28 -0.05 0.00 0.08 0.00 0.08
406 771907.58 2340180.01 446.71 771907.67 2340179.98 446.89 0.08 -0.03 0.19 0.01 0.00 0.03 0.01
407 772002.69 2340414.29 450.88 772002.82 2340414.39 451.08 0.12 0.10 0.20 0.01 0.01 0.04 0.02
408 772036.54 2340653.86 454.46 772036.74 2340654.04 454.85 0.20 0.18 0.40 0.04 0.03 0.16 0.07
504 771518.70 2339753.30 438.53 771518.48 2339752.87 438.20 -0.22 -0.43 -0.32 0.05 0.18 0.10 0.23
505 771589.26 2340002.71 441.30 771589.16 2340002.66 441.21 -0.10 -0.05 -0.10 0.01 0.00 0.01 0.01
507 771727.61 2340482.50 449.45 771727.65 2340482.77 449.32 0.04 0.27 -0.12 0.00 0.07 0.02 0.07
508 771796.18 2340723.00 453.74 771796.20 2340723.18 453.78 0.02 0.17 0.04 0.00 0.03 0.00 0.03
604 771280.46 2339831.47 435.88 771280.30 2339831.22 435.76 -0.17 -0.25 -0.13 0.03 0.06 0.02 0.09
605 771349.11 2340071.45 439.03 771348.93 2340071.38 438.97 -0.19 -0.08 -0.06 0.04 0.01 0.00 0.04
606 771418.09 2340311.49 443.47 771418.09 2340311.52 443.29 0.00 0.02 -0.18 0.00 0.00 0.03 0.00
607 771486.98 2340551.83 447.33 771487.02 2340552.03 447.24 0.04 0.20 -0.08 0.00 0.04 0.01 0.04
608 771556.17 2340792.16 451.97 771556.17 2340792.28 452.05 0.00 0.12 0.08 0.00 0.01 0.01 0.01
705 771109.22 2340139.85 438.69 771109.26 2340139.72 438.57 0.04 -0.13 -0.12 0.00 0.02 0.01 0.02
706 771177.87 2340380.01 439.23 771177.83 2340379.95 439.12 -0.04 -0.06 -0.11 0.00 0.00 0.01 0.01
707 771231.68 2340631.51 444.85 771231.75 2340631.71 444.82 0.08 0.21 -0.03 0.01 0.04 0.00 0.05
804 770793.54 2339928.48 434.67 770793.48 2339928.08 434.47 -0.07 -0.40 -0.21 0.00 0.16 0.04 0.17
805 770881.73 2340208.96 437.96 770881.65 2340208.83 437.87 -0.08 -0.14 -0.09 0.01 0.02 0.01 0.03
806 770937.71 2340449.61 437.37 770937.81 2340449.62 437.22 0.10 0.01 -0.15 0.01 0.00 0.02 0.01
807 771006.63 2340689.85 443.19 771006.79 2340689.91 443.27 0.15 0.07 0.08 0.02 0.00 0.01 0.03
808 771075.52 2340930.27 447.33 771075.55 2340930.54 447.71 0.03 0.27 0.38 0.00 0.07 0.14 0.07
904 770559.48 2340037.38 433.37 770559.50 2340037.03 433.09 0.02 -0.35 -0.28 0.00 0.12 0.08 0.12
905 770631.71 2340290.19 438.83 770631.80 2340290.07 438.70 0.08 -0.12 -0.13 0.01 0.01 0.02 0.02
907 770765.92 2340758.33 442.23 770766.09 2340758.36 442.36 0.17 0.02 0.13 0.03 0.00 0.02 0.03
908 770835.07 2340998.73 446.90 770835.24 2340999.06 447.42 0.18 0.34 0.52 0.03 0.11 0.27 0.14
1004 770319.23 2340106.11 433.42 770319.33 2340105.92 433.16 0.10 -0.19 -0.26 0.01 0.04 0.07 0.05
1005 770387.64 2340347.04 439.98 770387.83 2340346.96 439.81 0.19 -0.08 -0.17 0.03 0.01 0.03 0.04
1006 770456.57 2340586.40 440.67 770456.63 2340586.46 440.65 0.06 0.06 -0.02 0.00 0.00 0.00 0.01
1007 770563.66 2340803.15 446.34 770563.52 2340803.30 446.39 -0.14 0.15 0.05 0.02 0.02 0.00 0.04
1008 770579.40 2341046.96 445.99 770579.54 2341047.41 446.43 0.14 0.45 0.44 0.02 0.20 0.19 0.22
1105 770147.38 2340403.87 440.23 770147.70 2340403.87 440.12 0.32 0.00 -0.11 0.10 0.00 0.01 0.10
1106 770216.43 2340667.42 441.20 770216.79 2340667.20 441.19 0.36 -0.22 -0.02 0.13 0.05 0.00 0.18
1107 770220.91 2340865.43 446.29 770221.19 2340865.46 446.26 0.28 0.03 -0.03 0.08 0.00 0.00 0.08
1304 772723.34 2339417.71 437.85 772723.05 2339417.39 437.62 -0.29 -0.32 -0.23 0.09 0.10 0.05 0.19
1305 772792.93 2339657.32 439.33 772792.76 2339657.19 439.23 -0.17 -0.13 -0.10 0.03 0.02 0.01 0.05
1306 772858.53 2339899.15 440.91 772858.31 2339899.11 441.10 -0.22 -0.04 0.18 0.05 0.00 0.03 0.05
1307 772928.84 2340138.38 442.91 772928.71 2340138.53 443.13 -0.13 0.16 0.23 0.02 0.02 0.05 0.04
1308 772998.13 2340378.33 445.44 772998.02 2340378.57 445.72 -0.11 0.23 0.28 0.01 0.05 0.08 0.07
Max 0.364 0.452 0.524 Sum 1.069 2.381 Sum 1.864 Sum 3.450
Min -0.292 -0.493 -0.322 Average 0.021 0.047 Average 0.037 Average 0.068
RMSE 0.145 0.216 RMSEz 0.191 RMSEr 0.260
y x NSSDA 0.375 NSSDA 0.450
Residuals E2 (ft)
FLIGHT 03 - 5x5+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2  +
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Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
205 772312.17 2339796.20 440.54 772311.86 2339796.25 440.57 -0.31 0.05 0.03 0.09 0.00 0.00 0.10
206 772379.78 2340036.74 443.34 772379.42 2340037.03 443.35 -0.36 0.29 0.01 0.13 0.09 0.00 0.21
207 772448.72 2340276.20 447.65 772448.34 2340276.48 447.63 -0.38 0.29 -0.02 0.15 0.08 0.00 0.23
208 772518.08 2340515.77 450.46 772517.65 2340516.12 450.39 -0.43 0.35 -0.07 0.19 0.12 0.01 0.31
209 772587.71 2340754.48 453.87 772587.30 2340754.79 453.86 -0.41 0.31 -0.01 0.16 0.10 0.00 0.26
304 772001.19 2339623.80 437.74 772001.06 2339623.37 437.89 -0.13 -0.43 0.14 0.02 0.18 0.02 0.20
305 772071.37 2339863.90 441.82 772071.09 2339863.80 442.02 -0.28 -0.10 0.20 0.08 0.01 0.04 0.09
306 772138.91 2340104.68 445.40 772138.67 2340104.80 445.62 -0.23 0.11 0.22 0.05 0.01 0.05 0.07
307 772208.57 2340344.82 449.86 772208.31 2340345.05 450.02 -0.26 0.23 0.16 0.07 0.05 0.02 0.12
308 772277.03 2340584.95 453.10 772276.81 2340585.23 453.20 -0.22 0.28 0.10 0.05 0.08 0.01 0.13
309 772345.22 2340825.69 456.01 772345.09 2340826.03 456.13 -0.13 0.34 0.12 0.02 0.12 0.01 0.13
310 772416.19 2341024.72 462.77 772416.34 2341025.18 463.01 0.14 0.46 0.24 0.02 0.21 0.06 0.23
404 771761.50 2339693.70 438.57 771761.29 2339693.09 438.79 -0.21 -0.61 0.22 0.04 0.38 0.05 0.42
405 771829.35 2339934.08 441.73 771829.20 2339933.76 442.03 -0.15 -0.32 0.30 0.02 0.10 0.09 0.13
406 771907.74 2340180.09 446.49 771907.67 2340179.98 446.89 -0.07 -0.11 0.41 0.01 0.01 0.17 0.02
407 772002.89 2340414.28 450.75 772002.82 2340414.39 451.08 -0.08 0.11 0.33 0.01 0.01 0.11 0.02
408 772036.64 2340653.79 454.38 772036.74 2340654.04 454.85 0.10 0.25 0.47 0.01 0.06 0.23 0.07
409 772105.76 2340894.75 458.23 772105.87 2340895.15 458.64 0.11 0.40 0.41 0.01 0.16 0.16 0.17
410 772218.57 2341106.36 462.98 772218.64 2341106.96 463.19 0.07 0.60 0.21 0.01 0.36 0.05 0.36
504 771518.88 2339753.52 438.15 771518.48 2339752.87 438.20 -0.40 -0.65 0.06 0.16 0.42 0.00 0.58
505 771589.41 2340002.90 441.01 771589.16 2340002.66 441.21 -0.26 -0.24 0.20 0.07 0.06 0.04 0.12
506 771658.74 2340242.66 445.07 771658.52 2340242.47 445.28 -0.22 -0.19 0.21 0.05 0.04 0.05 0.08
508 771796.17 2340723.10 453.75 771796.20 2340723.18 453.78 0.03 0.07 0.04 0.00 0.01 0.00 0.01
509 771864.93 2340962.98 458.63 771865.08 2340963.47 458.69 0.15 0.49 0.06 0.02 0.24 0.00 0.26
510 771931.61 2341136.69 460.55 771931.74 2341137.28 460.90 0.12 0.59 0.35 0.02 0.35 0.12 0.37
604 771280.65 2339831.58 435.54 771280.30 2339831.22 435.76 -0.35 -0.36 0.22 0.12 0.13 0.05 0.26
605 771349.20 2340071.59 438.79 771348.93 2340071.38 438.97 -0.28 -0.21 0.18 0.08 0.04 0.03 0.12
606 771418.09 2340311.69 443.34 771418.09 2340311.52 443.29 0.00 -0.17 -0.05 0.00 0.03 0.00 0.03
607 771487.00 2340552.02 447.35 771487.02 2340552.03 447.24 0.02 0.02 -0.11 0.00 0.00 0.01 0.00
608 771556.16 2340792.31 452.18 771556.17 2340792.28 452.05 0.01 -0.03 -0.13 0.00 0.00 0.02 0.00
609 771624.59 2341032.84 457.34 771624.62 2341033.09 457.18 0.04 0.25 -0.16 0.00 0.06 0.03 0.06
610 771692.74 2341197.57 465.07 771692.92 2341198.02 465.18 0.18 0.44 0.11 0.03 0.19 0.01 0.23
704 771066.93 2339900.35 434.13 771066.65 2339900.04 434.35 -0.28 -0.31 0.22 0.08 0.10 0.05 0.18
705 771109.16 2340139.93 438.50 771109.26 2340139.72 438.57 0.10 -0.21 0.06 0.01 0.04 0.00 0.05
706 771177.74 2340380.14 439.23 771177.83 2340379.95 439.12 0.09 -0.19 -0.11 0.01 0.04 0.01 0.04
707 771231.43 2340631.71 445.11 771231.75 2340631.71 444.82 0.33 0.01 -0.29 0.11 0.00 0.09 0.11
708 771315.59 2340860.87 450.32 771315.75 2340860.84 450.03 0.16 -0.03 -0.30 0.03 0.00 0.09 0.03
709 771384.19 2341100.96 455.89 771384.24 2341101.08 455.61 0.06 0.12 -0.28 0.00 0.01 0.08 0.02
710 771451.50 2341224.40 464.06 771451.65 2341224.70 464.11 0.15 0.30 0.05 0.02 0.09 0.00 0.11
805 770881.51 2340208.94 437.97 770881.65 2340208.83 437.87 0.14 -0.11 -0.10 0.02 0.01 0.01 0.03
806 770937.41 2340449.73 437.62 770937.81 2340449.62 437.22 0.40 -0.11 -0.40 0.16 0.01 0.16 0.17
807 771006.32 2340690.18 443.61 771006.79 2340689.91 443.27 0.47 -0.27 -0.34 0.22 0.07 0.12 0.29
808 771075.29 2340930.60 447.99 771075.55 2340930.54 447.71 0.26 -0.06 -0.29 0.07 0.00 0.08 0.07
809 771143.38 2341170.12 453.40 771143.68 2341170.09 453.16 0.30 -0.03 -0.25 0.09 0.00 0.06 0.09
Max 0.468 0.598 0.475 Sum 2.489 4.088 Sum 2.191 Sum 6.577
Min -0.433 -0.646 -0.401 Average 0.057 0.093 Average 0.050 Average 0.149
RMSE 0.238 0.305 RMSEz 0.223 RMSEr 0.387
y x NSSDA 0.437 NSSDA 0.669
Residuals E2 (ft)
FLIGHT 03 - 7x7+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2 +
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Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772481.99 2339485.70 436.43 772481.91 2339485.58 436.58 -0.09 -0.11 0.15 0.01 0.01 0.02 0.02
106 772620.03 2339968.22 441.75 772619.86 2339968.33 441.81 -0.17 0.11 0.06 0.03 0.01 0.00 0.04
108 772757.92 2340447.35 447.64 772757.85 2340447.45 447.83 -0.07 0.10 0.19 0.01 0.01 0.04 0.02
110 772898.26 2340945.51 463.17 772898.28 2340945.58 463.15 0.03 0.07 -0.02 0.00 0.01 0.00 0.01
205 772311.91 2339796.45 440.61 772311.86 2339796.25 440.57 -0.06 -0.20 -0.03 0.00 0.04 0.00 0.04
207 772448.35 2340276.48 447.46 772448.34 2340276.48 447.63 -0.01 0.00 0.17 0.00 0.00 0.03 0.00
209 772587.37 2340754.78 453.76 772587.30 2340754.79 453.86 -0.07 0.01 0.10 0.00 0.00 0.01 0.00
304 772001.15 2339623.68 437.81 772001.06 2339623.37 437.89 -0.09 -0.31 0.08 0.01 0.10 0.01 0.10
306 772138.67 2340104.88 445.60 772138.67 2340104.80 445.62 0.01 -0.09 0.02 0.00 0.01 0.00 0.01
308 772276.76 2340585.22 453.16 772276.81 2340585.23 453.20 0.05 0.01 0.04 0.00 0.00 0.00 0.00
310 772416.20 2341025.02 462.96 772416.34 2341025.18 463.01 0.14 0.16 0.05 0.02 0.03 0.00 0.04
405 771829.24 2339933.96 442.00 771829.20 2339933.76 442.03 -0.04 -0.20 0.03 0.00 0.04 0.00 0.04
407 772002.79 2340414.38 451.07 772002.82 2340414.39 451.08 0.03 0.01 0.01 0.00 0.00 0.00 0.00
409 772105.78 2340895.05 458.47 772105.87 2340895.15 458.64 0.09 0.10 0.17 0.01 0.01 0.03 0.02
504 771518.63 2339753.14 438.09 771518.48 2339752.87 438.20 -0.14 -0.27 0.12 0.02 0.07 0.01 0.09
506 771658.60 2340242.59 445.38 771658.52 2340242.47 445.28 -0.08 -0.12 -0.10 0.01 0.01 0.01 0.02
508 771796.26 2340723.25 453.80 771796.20 2340723.18 453.78 -0.06 -0.07 -0.02 0.00 0.00 0.00 0.01
510 771931.83 2341137.06 460.61 771931.74 2341137.28 460.90 -0.09 0.22 0.29 0.01 0.05 0.08 0.06
605 771349.09 2340071.47 439.03 771348.93 2340071.38 438.97 -0.17 -0.10 -0.06 0.03 0.01 0.00 0.04
607 771487.10 2340552.00 447.39 771487.02 2340552.03 447.24 -0.08 0.03 -0.15 0.01 0.00 0.02 0.01
609 771624.66 2341033.03 457.20 771624.62 2341033.09 457.18 -0.04 0.06 -0.01 0.00 0.00 0.00 0.01
704 771066.74 2339900.30 434.18 771066.65 2339900.04 434.35 -0.09 -0.26 0.17 0.01 0.07 0.03 0.08
706 771177.84 2340380.19 439.12 771177.83 2340379.95 439.12 -0.01 -0.24 0.01 0.00 0.06 0.00 0.06
708 771315.81 2340860.81 450.10 771315.75 2340860.84 450.03 -0.06 0.03 -0.08 0.00 0.00 0.01 0.00
710 771451.66 2341224.47 464.11 771451.65 2341224.70 464.11 -0.01 0.23 0.00 0.00 0.05 0.00 0.05
805 770881.68 2340209.03 437.72 770881.65 2340208.83 437.87 -0.03 -0.20 0.16 0.00 0.04 0.02 0.04
807 771006.76 2340690.02 443.20 771006.79 2340689.91 443.27 0.03 -0.11 0.06 0.00 0.01 0.00 0.01
809 771143.62 2341170.07 453.08 771143.68 2341170.09 453.16 0.05 0.02 0.08 0.00 0.00 0.01 0.00
904 770559.58 2340037.35 432.86 770559.50 2340037.03 433.09 -0.08 -0.32 0.23 0.01 0.10 0.05 0.11
906 770673.87 2340522.04 440.19 770673.80 2340521.95 440.17 -0.07 -0.09 -0.02 0.01 0.01 0.00 0.01
908 770835.14 2340998.95 447.18 770835.24 2340999.06 447.42 0.10 0.11 0.23 0.01 0.01 0.06 0.02
910 770972.16 2341359.33 462.14 770972.10 2341359.46 462.37 -0.06 0.12 0.22 0.00 0.02 0.05 0.02
1005 770387.79 2340347.19 439.84 770387.83 2340346.96 439.81 0.04 -0.23 -0.03 0.00 0.05 0.00 0.05
1007 770563.65 2340803.34 446.41 770563.52 2340803.30 446.39 -0.13 -0.04 -0.02 0.02 0.00 0.00 0.02
1009 770652.05 2341248.49 452.61 770652.17 2341248.52 452.89 0.12 0.02 0.28 0.01 0.00 0.08 0.01
1106 770216.77 2340667.53 441.13 770216.79 2340667.20 441.19 0.02 -0.33 0.06 0.00 0.11 0.00 0.11
1108 770260.45 2341106.95 446.64 770260.32 2341106.96 446.89 -0.13 0.01 0.25 0.02 0.00 0.06 0.02
1110 770492.24 2341473.60 461.36 770492.39 2341473.76 461.46 0.15 0.16 0.10 0.02 0.03 0.01 0.05
1207 770048.13 2340965.35 443.49 770048.00 2340965.36 443.76 -0.12 0.01 0.26 0.02 0.00 0.07 0.02
1209 770228.05 2341398.68 455.63 770228.09 2341398.65 455.96 0.04 -0.03 0.33 0.00 0.00 0.11 0.00
1305 772792.95 2339657.29 439.27 772792.76 2339657.19 439.23 -0.19 -0.10 -0.05 0.04 0.01 0.00 0.05
1307 772928.76 2340138.48 443.14 772928.71 2340138.53 443.13 -0.05 0.06 -0.01 0.00 0.00 0.00 0.01
1309 773066.83 2340618.77 449.08 773066.72 2340618.93 449.08 -0.12 0.16 0.00 0.01 0.02 0.00 0.04
Max 0.151 0.227 0.332 Sum 0.346 1.014 Sum 0.834 Sum 1.360
Min -0.188 -0.329 -0.148 Average 0.008 0.024 Average 0.019 Average 0.032
RMSE 0.090 0.154 RMSEz 0.139 RMSEr 0.178
y x NSSDA 0.273 NSSDA 0.308
Residuals N2 +
Residuals E2 (ft)
FLIGHT 05 - 3x3+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed)
254
Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772482.07 2339485.89 436.47 772481.91 2339485.58 436.58 -0.17 -0.30 0.11 0.03 0.09 0.01 0.12
105 772551.89 2339726.17 439.03 772551.82 2339726.02 439.03 -0.07 -0.16 0.00 0.01 0.02 0.00 0.03
107 772682.43 2340207.29 445.02 772682.39 2340207.50 445.08 -0.04 0.21 0.06 0.00 0.04 0.00 0.04
108 772757.72 2340447.09 447.65 772757.85 2340447.45 447.83 0.12 0.36 0.18 0.01 0.13 0.03 0.14
204 772250.12 2339555.18 437.19 772249.97 2339554.75 437.18 -0.15 -0.43 0.00 0.02 0.18 0.00 0.21
205 772311.94 2339796.49 440.61 772311.86 2339796.25 440.57 -0.08 -0.24 -0.04 0.01 0.06 0.00 0.06
206 772379.41 2340036.97 443.42 772379.42 2340037.03 443.35 0.01 0.06 -0.07 0.00 0.00 0.01 0.00
207 772448.26 2340276.33 447.48 772448.34 2340276.48 447.63 0.08 0.16 0.15 0.01 0.02 0.02 0.03
208 772517.52 2340515.78 450.18 772517.65 2340516.12 450.39 0.13 0.34 0.21 0.02 0.11 0.04 0.13
305 772071.20 2339863.92 441.96 772071.09 2339863.80 442.02 -0.11 -0.12 0.07 0.01 0.01 0.00 0.03
306 772138.69 2340104.80 445.58 772138.67 2340104.80 445.62 -0.02 0.00 0.04 0.00 0.00 0.00 0.00
307 772208.20 2340344.85 449.96 772208.31 2340345.05 450.02 0.11 0.19 0.06 0.01 0.04 0.00 0.05
404 771761.36 2339693.69 438.73 771761.29 2339693.09 438.79 -0.07 -0.60 0.06 0.00 0.37 0.00 0.37
405 771829.11 2339934.03 441.86 771829.20 2339933.76 442.03 0.09 -0.28 0.17 0.01 0.08 0.03 0.08
406 771907.66 2340180.03 446.74 771907.67 2340179.98 446.89 0.01 -0.05 0.15 0.00 0.00 0.02 0.00
407 772002.71 2340414.15 450.97 772002.82 2340414.39 451.08 0.11 0.24 0.11 0.01 0.06 0.01 0.07
408 772036.56 2340653.63 454.62 772036.74 2340654.04 454.85 0.18 0.41 0.23 0.03 0.17 0.05 0.20
504 771518.69 2339753.35 438.13 771518.48 2339752.87 438.20 -0.21 -0.48 0.08 0.04 0.23 0.01 0.27
505 771589.21 2340002.87 441.15 771589.16 2340002.66 441.21 -0.05 -0.21 0.06 0.00 0.04 0.00 0.05
507 771727.59 2340482.50 449.34 771727.65 2340482.77 449.32 0.06 0.27 -0.02 0.00 0.07 0.00 0.08
508 771796.08 2340722.85 453.69 771796.20 2340723.18 453.78 0.12 0.32 0.10 0.01 0.10 0.01 0.12
604 771280.45 2339831.55 435.64 771280.30 2339831.22 435.76 -0.16 -0.33 0.12 0.02 0.11 0.02 0.13
605 771349.08 2340071.51 439.04 771348.93 2340071.38 438.97 -0.16 -0.14 -0.08 0.02 0.02 0.01 0.04
606 771418.11 2340311.61 443.35 771418.09 2340311.52 443.29 -0.02 -0.09 -0.06 0.00 0.01 0.00 0.01
607 771486.94 2340551.77 447.37 771487.02 2340552.03 447.24 0.08 0.26 -0.13 0.01 0.07 0.02 0.07
608 771556.08 2340792.01 452.04 771556.17 2340792.28 452.05 0.09 0.27 0.00 0.01 0.07 0.00 0.08
705 771109.20 2340139.97 438.63 771109.26 2340139.72 438.57 0.06 -0.25 -0.06 0.00 0.06 0.00 0.07
706 771177.80 2340380.04 439.21 771177.83 2340379.95 439.12 0.03 -0.09 -0.09 0.00 0.01 0.01 0.01
707 771231.53 2340631.44 444.86 771231.75 2340631.71 444.82 0.23 0.27 -0.04 0.05 0.07 0.00 0.12
804 770793.51 2339928.52 434.38 770793.48 2339928.08 434.47 -0.04 -0.44 0.08 0.00 0.20 0.01 0.20
805 770881.64 2340209.01 437.78 770881.65 2340208.83 437.87 0.01 -0.18 0.09 0.00 0.03 0.01 0.03
806 770937.68 2340449.57 437.35 770937.81 2340449.62 437.22 0.13 0.05 -0.13 0.02 0.00 0.02 0.02
807 771006.63 2340689.74 443.11 771006.79 2340689.91 443.27 0.15 0.17 0.15 0.02 0.03 0.02 0.05
808 771075.46 2340930.16 447.30 771075.55 2340930.54 447.71 0.09 0.37 0.41 0.01 0.14 0.17 0.15
904 770559.56 2340037.46 433.01 770559.50 2340037.03 433.09 -0.06 -0.42 0.08 0.00 0.18 0.01 0.18
905 770631.72 2340290.25 438.68 770631.80 2340290.07 438.70 0.08 -0.18 0.03 0.01 0.03 0.00 0.04
907 770765.86 2340758.26 442.35 770766.09 2340758.36 442.36 0.23 0.10 0.01 0.05 0.01 0.00 0.06
908 770834.98 2340998.59 447.00 770835.24 2340999.06 447.42 0.26 0.47 0.42 0.07 0.22 0.17 0.29
1004 770319.20 2340106.27 433.22 770319.33 2340105.92 433.16 0.13 -0.35 -0.06 0.02 0.12 0.00 0.14
1005 770387.73 2340347.19 439.93 770387.83 2340346.96 439.81 0.10 -0.23 -0.12 0.01 0.05 0.01 0.06
1006 770456.60 2340586.39 440.65 770456.63 2340586.46 440.65 0.03 0.08 0.00 0.00 0.01 0.00 0.01
1007 770563.55 2340803.08 446.38 770563.52 2340803.30 446.39 -0.03 0.22 0.01 0.00 0.05 0.00 0.05
1008 770579.53 2341046.93 446.25 770579.54 2341047.41 446.43 0.01 0.48 0.18 0.00 0.23 0.03 0.23
1105 770147.45 2340403.97 440.27 770147.70 2340403.87 440.12 0.25 -0.10 -0.15 0.06 0.01 0.02 0.07
1106 770216.57 2340667.46 441.27 770216.79 2340667.20 441.19 0.22 -0.26 -0.09 0.05 0.07 0.01 0.12
1107 770221.07 2340865.43 446.48 770221.19 2340865.46 446.26 0.12 0.03 -0.22 0.01 0.00 0.05 0.01
1304 772723.24 2339417.67 437.60 772723.05 2339417.39 437.62 -0.19 -0.28 0.02 0.03 0.08 0.00 0.11
1305 772792.95 2339657.24 439.21 772792.76 2339657.19 439.23 -0.18 -0.05 0.02 0.03 0.00 0.00 0.04
1306 772858.46 2339899.12 440.97 772858.31 2339899.11 441.10 -0.16 -0.01 0.12 0.03 0.00 0.01 0.03
1307 772928.64 2340138.36 443.08 772928.71 2340138.53 443.13 0.06 0.17 0.06 0.00 0.03 0.00 0.03
1308 772998.04 2340378.36 445.62 772998.02 2340378.57 445.72 -0.02 0.21 0.11 0.00 0.04 0.01 0.04
1405 773032.59 2339587.77 439.85 773032.18 2339587.73 439.92 -0.41 -0.04 0.06 0.17 0.00 0.00 0.17
1406 773099.81 2339828.37 441.16 773099.40 2339828.44 441.31 -0.42 0.07 0.15 0.17 0.01 0.02 0.18
1407 773165.77 2340073.25 443.14 773165.57 2340073.32 443.17 -0.20 0.07 0.04 0.04 0.00 0.00 0.05
Max 0.257 0.478 0.415 Sum 1.182 3.800 Sum 0.923 Sum 4.982
Min -0.417 -0.604 -0.222 Average 0.022 0.072 Average 0.017 Average 0.092
RMSE 0.148 0.268 RMSEz 0.131 RMSEr 0.304
y x NSSDA 0.256 NSSDA 0.526
Residuals E2 (ft)
FLIGHT 05 - 5x5+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2 +
255
Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
205 772312.25 2339796.34 440.53 772311.86 2339796.25 440.57 -0.39 -0.09 0.05 0.15 0.01 0.00 0.16
206 772379.82 2340036.83 443.32 772379.42 2340037.03 443.35 -0.40 0.20 0.03 0.16 0.04 0.00 0.20
207 772448.74 2340276.27 447.42 772448.34 2340276.48 447.63 -0.40 0.22 0.21 0.16 0.05 0.04 0.20
208 772518.07 2340515.83 450.19 772517.65 2340516.12 450.39 -0.42 0.29 0.20 0.17 0.08 0.04 0.26
209 772587.65 2340754.49 453.84 772587.30 2340754.79 453.86 -0.35 0.30 0.02 0.12 0.09 0.00 0.21
304 772001.34 2339623.80 437.74 772001.06 2339623.37 437.89 -0.28 -0.43 0.15 0.08 0.18 0.02 0.26
305 772071.38 2339863.87 441.87 772071.09 2339863.80 442.02 -0.29 -0.07 0.15 0.08 0.01 0.02 0.09
306 772138.95 2340104.73 445.44 772138.67 2340104.80 445.62 -0.28 0.06 0.19 0.08 0.00 0.03 0.08
307 772208.57 2340344.89 449.82 772208.31 2340345.05 450.02 -0.26 0.16 0.20 0.07 0.03 0.04 0.09
308 772276.93 2340584.98 453.01 772276.81 2340585.23 453.20 -0.12 0.25 0.19 0.02 0.06 0.04 0.08
309 772345.18 2340825.67 456.06 772345.09 2340826.03 456.13 -0.09 0.37 0.07 0.01 0.13 0.01 0.14
310 772416.20 2341024.65 462.97 772416.34 2341025.18 463.01 0.13 0.52 0.04 0.02 0.27 0.00 0.29
404 771761.46 2339693.71 438.75 771761.29 2339693.09 438.79 -0.17 -0.62 0.04 0.03 0.38 0.00 0.41
405 771829.37 2339934.10 441.81 771829.20 2339933.76 442.03 -0.18 -0.35 0.22 0.03 0.12 0.05 0.15
406 771907.72 2340180.06 446.57 771907.67 2340179.98 446.89 -0.06 -0.07 0.32 0.00 0.01 0.10 0.01
407 772002.91 2340414.26 450.81 772002.82 2340414.39 451.08 -0.10 0.13 0.27 0.01 0.02 0.07 0.03
408 772036.64 2340653.79 454.58 772036.74 2340654.04 454.85 0.10 0.25 0.28 0.01 0.06 0.08 0.07
409 772105.78 2340894.75 458.43 772105.87 2340895.15 458.64 0.09 0.40 0.21 0.01 0.16 0.04 0.17
410 772218.57 2341106.43 463.07 772218.64 2341106.96 463.19 0.07 0.53 0.13 0.01 0.28 0.02 0.29
504 771518.75 2339753.41 438.20 771518.48 2339752.87 438.20 -0.26 -0.54 0.01 0.07 0.29 0.00 0.36
505 771589.33 2340002.95 441.02 771589.16 2340002.66 441.21 -0.18 -0.29 0.18 0.03 0.08 0.03 0.11
506 771658.63 2340242.65 445.28 771658.52 2340242.47 445.28 -0.11 -0.18 0.00 0.01 0.03 0.00 0.04
508 771796.13 2340723.11 453.66 771796.20 2340723.18 453.78 0.07 0.06 0.13 0.01 0.00 0.02 0.01
509 771864.91 2340962.95 458.81 771865.08 2340963.47 458.69 0.17 0.52 -0.12 0.03 0.27 0.01 0.30
510 771931.65 2341136.67 460.85 771931.74 2341137.28 460.90 0.09 0.62 0.05 0.01 0.38 0.00 0.39
604 771280.53 2339831.58 435.63 771280.30 2339831.22 435.76 -0.23 -0.36 0.13 0.05 0.13 0.02 0.19
605 771349.12 2340071.70 438.94 771348.93 2340071.38 438.97 -0.19 -0.33 0.03 0.04 0.11 0.00 0.14
606 771418.08 2340311.76 443.33 771418.09 2340311.52 443.29 0.01 -0.25 -0.04 0.00 0.06 0.00 0.06
607 771486.98 2340551.96 447.38 771487.02 2340552.03 447.24 0.04 0.07 -0.14 0.00 0.01 0.02 0.01
608 771556.07 2340792.32 452.18 771556.17 2340792.28 452.05 0.10 -0.04 -0.14 0.01 0.00 0.02 0.01
609 771624.51 2341032.79 457.34 771624.62 2341033.09 457.18 0.11 0.30 -0.16 0.01 0.09 0.03 0.10
610 771692.54 2341197.65 465.22 771692.92 2341198.02 465.18 0.38 0.36 -0.04 0.14 0.13 0.00 0.27
704 771066.78 2339900.45 434.20 771066.65 2339900.04 434.35 -0.13 -0.41 0.15 0.02 0.17 0.02 0.19
705 771109.12 2340140.09 438.60 771109.26 2340139.72 438.57 0.14 -0.36 -0.04 0.02 0.13 0.00 0.15
706 771177.64 2340380.29 439.26 771177.83 2340379.95 439.12 0.19 -0.34 -0.13 0.04 0.11 0.02 0.15
707 771231.43 2340631.65 445.01 771231.75 2340631.71 444.82 0.33 0.06 -0.19 0.11 0.00 0.04 0.11
708 771315.54 2340860.82 450.25 771315.75 2340860.84 450.03 0.21 0.02 -0.22 0.04 0.00 0.05 0.04
709 771384.15 2341100.90 455.80 771384.24 2341101.08 455.61 0.09 0.18 -0.19 0.01 0.03 0.03 0.04
710 771451.49 2341224.36 464.14 771451.65 2341224.70 464.11 0.16 0.34 -0.03 0.03 0.11 0.00 0.14
805 770881.39 2340209.07 437.95 770881.65 2340208.83 437.87 0.26 -0.24 -0.08 0.07 0.06 0.01 0.13
806 770937.39 2340449.74 437.58 770937.81 2340449.62 437.22 0.43 -0.12 -0.36 0.18 0.01 0.13 0.20
807 771006.33 2340690.07 443.42 771006.79 2340689.91 443.27 0.46 -0.15 -0.16 0.21 0.02 0.03 0.23
808 771075.22 2340930.56 447.77 771075.55 2340930.54 447.71 0.33 -0.02 -0.07 0.11 0.00 0.00 0.11
809 771143.32 2341170.11 453.36 771143.68 2341170.09 453.16 0.35 -0.03 -0.20 0.12 0.00 0.04 0.13
Max 0.458 0.618 0.320 Sum 2.560 4.251 Sum 1.127 Sum 6.811
Min -0.417 -0.620 -0.358 Average 0.058 0.097 Average 0.026 Average 0.155
RMSE 0.241 0.311 RMSEz 0.160 RMSEr 0.393
y x NSSDA 0.314 NSSDA 0.681
Residuals E2 (ft)
FLIGHT 05 - 7x7+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2  +
256
Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772482.16 2339485.57 436.35 772481.91 2339485.58 436.58 -0.25 0.02 0.23 0.06 0.00 0.05 0.07
106 772619.99 2339968.19 441.58 772619.86 2339968.33 441.81 -0.13 0.15 0.22 0.02 0.02 0.05 0.04
108 772757.63 2340447.29 447.78 772757.85 2340447.45 447.83 0.21 0.16 0.05 0.05 0.03 0.00 0.07
110 772897.61 2340944.88 463.36 772898.28 2340945.58 463.15 0.68 0.69 -0.21 0.46 0.48 0.04 0.94
205 772311.88 2339796.24 440.48 772311.86 2339796.25 440.57 -0.02 0.01 0.09 0.00 0.00 0.01 0.00
207 772448.33 2340276.26 447.59 772448.34 2340276.48 447.63 0.01 0.22 0.04 0.00 0.05 0.00 0.05
209 772587.00 2340754.50 453.56 772587.30 2340754.79 453.86 0.30 0.29 0.30 0.09 0.09 0.09 0.17
304 772001.21 2339623.52 437.85 772001.06 2339623.37 437.89 -0.14 -0.15 0.04 0.02 0.02 0.00 0.04
306 772138.67 2340104.65 445.67 772138.67 2340104.80 445.62 0.00 0.14 -0.05 0.00 0.02 0.00 0.02
308 772276.72 2340585.05 453.07 772276.81 2340585.23 453.20 0.09 0.18 0.13 0.01 0.03 0.02 0.04
310 772416.05 2341024.47 462.62 772416.34 2341025.18 463.01 0.29 0.71 0.39 0.08 0.50 0.16 0.59
405 771829.48 2339933.64 441.91 771829.20 2339933.76 442.03 -0.28 0.12 0.12 0.08 0.01 0.02 0.10
407 772002.90 2340414.02 450.83 772002.82 2340414.39 451.08 -0.08 0.37 0.25 0.01 0.13 0.06 0.14
409 772105.72 2340894.78 458.24 772105.87 2340895.15 458.64 0.15 0.37 0.39 0.02 0.14 0.15 0.16
504 771518.65 2339752.88 438.58 771518.48 2339752.87 438.20 -0.16 -0.01 -0.37 0.03 0.00 0.14 0.03
506 771658.47 2340242.48 445.72 771658.52 2340242.47 445.28 0.05 -0.01 -0.44 0.00 0.00 0.19 0.00
508 771796.18 2340722.91 453.97 771796.20 2340723.18 453.78 0.02 0.27 -0.19 0.00 0.07 0.04 0.07
510 771931.51 2341136.77 460.45 771931.74 2341137.28 460.90 0.23 0.51 0.45 0.05 0.26 0.21 0.32
605 771349.19 2340071.32 439.05 771348.93 2340071.38 438.97 -0.26 0.05 -0.08 0.07 0.00 0.01 0.07
607 771487.05 2340551.71 447.53 771487.02 2340552.03 447.24 -0.03 0.32 -0.29 0.00 0.10 0.08 0.10
609 771624.47 2341032.60 457.18 771624.62 2341033.09 457.18 0.16 0.50 0.01 0.02 0.25 0.00 0.27
704 771066.73 2339900.00 434.29 771066.65 2339900.04 434.35 -0.08 0.04 0.06 0.01 0.00 0.00 0.01
706 771177.86 2340379.93 439.10 771177.83 2340379.95 439.12 -0.03 0.02 0.02 0.00 0.00 0.00 0.00
708 771315.73 2340860.65 450.14 771315.75 2340860.84 450.03 0.02 0.19 -0.11 0.00 0.04 0.01 0.04
710 771451.44 2341224.13 463.83 771451.65 2341224.70 464.11 0.21 0.56 0.28 0.04 0.31 0.08 0.36
805 770881.78 2340208.75 437.84 770881.65 2340208.83 437.87 -0.13 0.08 0.04 0.02 0.01 0.00 0.02
807 771006.76 2340689.87 443.29 771006.79 2340689.91 443.27 0.03 0.04 -0.02 0.00 0.00 0.00 0.00
809 771143.60 2341169.61 452.95 771143.68 2341170.09 453.16 0.07 0.47 0.21 0.01 0.23 0.04 0.23
904 770559.43 2340037.26 432.87 770559.50 2340037.03 433.09 0.06 -0.23 0.21 0.00 0.05 0.05 0.06
906 770673.69 2340521.95 440.08 770673.80 2340521.95 440.17 0.11 0.00 0.09 0.01 0.00 0.01 0.01
908 770835.04 2340998.75 447.00 770835.24 2340999.06 447.42 0.20 0.31 0.42 0.04 0.10 0.17 0.14
910 770972.09 2341359.11 462.25 770972.10 2341359.46 462.37 0.01 0.34 0.12 0.00 0.12 0.01 0.12
1005 770387.60 2340347.16 439.91 770387.83 2340346.96 439.81 0.22 -0.20 -0.10 0.05 0.04 0.01 0.09
1007 770563.86 2340803.07 446.49 770563.52 2340803.30 446.39 -0.34 0.23 -0.10 0.11 0.05 0.01 0.16
1009 770652.04 2341248.36 452.35 770652.17 2341248.52 452.89 0.13 0.16 0.54 0.02 0.02 0.29 0.04
1106 770216.58 2340667.30 441.25 770216.79 2340667.20 441.19 0.21 -0.10 -0.06 0.04 0.01 0.00 0.05
1108 770259.93 2341106.53 446.63 770260.32 2341106.96 446.89 0.39 0.43 0.26 0.15 0.19 0.07 0.34
1207 770048.11 2340964.97 443.81 770048.00 2340965.36 443.76 -0.10 0.40 -0.06 0.01 0.16 0.00 0.17
1209 770227.71 2341398.42 455.53 770228.09 2341398.65 455.96 0.38 0.23 0.43 0.14 0.05 0.19 0.20
1305 772793.05 2339657.21 439.13 772792.76 2339657.19 439.23 -0.29 -0.02 0.10 0.08 0.00 0.01 0.08
1307 772928.59 2340138.50 442.96 772928.71 2340138.53 443.13 0.12 0.04 0.17 0.01 0.00 0.03 0.01
1309 773066.19 2340618.56 449.02 773066.72 2340618.93 449.08 0.53 0.37 0.06 0.28 0.14 0.00 0.42
Max 0.675 0.708 0.538 Sum 2.101 3.728 Sum 2.312 Sum 5.828
Min -0.336 -0.226 -0.436 Average 0.050 0.089 Average 0.055 Average 0.139
RMSE 0.224 0.298 RMSEz 0.235 RMSEr 0.373
y x NSSDA 0.460 NSSDA 0.645
Residuals E2 (ft)
FLIGHT 11 - 3x3+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2  +
257
Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
104 772482.18 2339485.86 436.44 772481.91 2339485.58 436.58 -0.28 -0.28 0.14 0.08 0.08 0.02 0.15
105 772552.00 2339726.17 438.94 772551.82 2339726.02 439.03 -0.18 -0.16 0.09 0.03 0.02 0.01 0.06
107 772682.43 2340207.38 444.91 772682.39 2340207.50 445.08 -0.04 0.11 0.16 0.00 0.01 0.03 0.01
108 772757.62 2340447.21 447.69 772757.85 2340447.45 447.83 0.22 0.25 0.14 0.05 0.06 0.02 0.11
204 772250.08 2339555.18 437.35 772249.97 2339554.75 437.18 -0.11 -0.43 -0.17 0.01 0.18 0.03 0.19
205 772311.97 2339796.29 440.53 772311.86 2339796.25 440.57 -0.11 -0.04 0.04 0.01 0.00 0.00 0.01
206 772379.40 2340037.07 443.28 772379.42 2340037.03 443.35 0.02 -0.04 0.06 0.00 0.00 0.00 0.00
207 772448.23 2340276.35 447.54 772448.34 2340276.48 447.63 0.11 0.13 0.09 0.01 0.02 0.01 0.03
208 772517.41 2340515.84 450.32 772517.65 2340516.12 450.39 0.24 0.28 0.08 0.06 0.08 0.01 0.14
305 772071.37 2339864.02 441.95 772071.09 2339863.80 442.02 -0.28 -0.22 0.08 0.08 0.05 0.01 0.13
306 772138.61 2340104.83 445.68 772138.67 2340104.80 445.62 0.06 -0.04 -0.06 0.00 0.00 0.00 0.01
307 772208.18 2340344.81 449.91 772208.31 2340345.05 450.02 0.13 0.23 0.10 0.02 0.05 0.01 0.07
404 771761.42 2339693.64 438.80 771761.29 2339693.09 438.79 -0.13 -0.55 -0.01 0.02 0.30 0.00 0.32
405 771829.54 2339933.88 441.95 771829.20 2339933.76 442.03 -0.35 -0.13 0.08 0.12 0.02 0.01 0.14
406 771907.54 2340180.09 446.95 771907.67 2340179.98 446.89 0.13 -0.11 -0.06 0.02 0.01 0.00 0.03
407 772002.85 2340414.09 450.77 772002.82 2340414.39 451.08 -0.03 0.30 0.31 0.00 0.09 0.10 0.09
408 772036.43 2340653.63 454.71 772036.74 2340654.04 454.85 0.31 0.41 0.15 0.10 0.17 0.02 0.27
504 771518.82 2339753.17 438.63 771518.48 2339752.87 438.20 -0.34 -0.30 -0.43 0.12 0.09 0.18 0.20
505 771589.52 2340002.84 441.41 771589.16 2340002.66 441.21 -0.37 -0.18 -0.20 0.13 0.03 0.04 0.17
507 771727.59 2340482.49 449.70 771727.65 2340482.77 449.32 0.06 0.28 -0.37 0.00 0.08 0.14 0.08
508 771796.01 2340722.69 454.03 771796.20 2340723.18 453.78 0.19 0.49 -0.25 0.03 0.24 0.06 0.27
604 771280.59 2339831.42 435.98 771280.30 2339831.22 435.76 -0.30 -0.21 -0.22 0.09 0.04 0.05 0.13
605 771349.19 2340071.27 439.11 771348.93 2340071.38 438.97 -0.26 0.11 -0.14 0.07 0.01 0.02 0.08
606 771418.11 2340311.47 443.30 771418.09 2340311.52 443.29 -0.02 0.04 -0.02 0.00 0.00 0.00 0.00
607 771487.12 2340551.65 447.45 771487.02 2340552.03 447.24 -0.10 0.38 -0.20 0.01 0.14 0.04 0.15
608 771556.03 2340791.95 452.19 771556.17 2340792.28 452.05 0.14 0.33 -0.14 0.02 0.11 0.02 0.13
705 771109.28 2340139.85 438.70 771109.26 2340139.72 438.57 -0.02 -0.13 -0.13 0.00 0.02 0.02 0.02
706 771177.88 2340380.03 438.99 771177.83 2340379.95 439.12 -0.05 -0.08 0.13 0.00 0.01 0.02 0.01
707 771246.24 2340620.92 445.02 771246.36 2340621.04 444.89 0.12 0.11 -0.13 0.01 0.01 0.02 0.03
804 770793.72 2339928.52 434.59 770793.48 2339928.08 434.47 -0.25 -0.44 -0.12 0.06 0.20 0.02 0.26
805 770881.82 2340209.11 437.93 770881.65 2340208.83 437.87 -0.17 -0.29 -0.06 0.03 0.08 0.00 0.11
806 770937.73 2340449.50 437.13 770937.81 2340449.62 437.22 0.08 0.12 0.09 0.01 0.01 0.01 0.02
807 771006.68 2340689.92 443.24 771006.79 2340689.91 443.27 0.11 0.00 0.03 0.01 0.00 0.00 0.01
808 771075.45 2340930.10 447.30 771075.55 2340930.54 447.71 0.10 0.44 0.41 0.01 0.19 0.17 0.20
904 770559.45 2340037.49 433.16 770559.50 2340037.03 433.09 0.05 -0.46 -0.07 0.00 0.21 0.01 0.21
905 770631.67 2340290.26 438.65 770631.80 2340290.07 438.70 0.13 -0.19 0.06 0.02 0.04 0.00 0.05
907 770765.99 2340758.40 442.30 770766.09 2340758.36 442.36 0.10 -0.04 0.07 0.01 0.00 0.00 0.01
908 770835.06 2340998.71 446.90 770835.24 2340999.06 447.42 0.18 0.35 0.52 0.03 0.13 0.27 0.16
1004 770319.07 2340106.31 433.39 770319.33 2340105.92 433.16 0.26 -0.38 -0.23 0.07 0.15 0.05 0.21
1005 770387.55 2340347.21 440.05 770387.83 2340346.96 439.81 0.28 -0.25 -0.24 0.08 0.06 0.06 0.14
1006 770456.52 2340586.48 440.67 770456.63 2340586.46 440.65 0.11 -0.01 -0.02 0.01 0.00 0.00 0.01
1007 770563.66 2340803.04 446.36 770563.52 2340803.30 446.39 -0.14 0.26 0.03 0.02 0.07 0.00 0.09
1008 770579.74 2341046.74 446.23 770579.54 2341047.41 446.43 -0.20 0.67 0.20 0.04 0.45 0.04 0.48
1105 770147.53 2340404.06 440.41 770147.70 2340403.87 440.12 0.16 -0.19 -0.28 0.03 0.03 0.08 0.06
1106 770216.53 2340667.41 441.26 770216.79 2340667.20 441.19 0.26 -0.20 -0.07 0.07 0.04 0.01 0.11
1107 770221.01 2340865.29 446.29 770221.19 2340865.46 446.26 0.18 0.17 -0.03 0.03 0.03 0.00 0.06
1304 772723.49 2339417.57 437.75 772723.05 2339417.39 437.62 -0.44 -0.18 -0.13 0.20 0.03 0.02 0.23
1305 772793.02 2339657.38 439.16 772792.76 2339657.19 439.23 -0.26 -0.19 0.06 0.07 0.04 0.00 0.10
1306 772858.50 2339899.25 440.96 772858.31 2339899.11 441.10 -0.20 -0.14 0.14 0.04 0.02 0.02 0.06
1307 772928.61 2340138.48 442.96 772928.71 2340138.53 443.13 0.10 0.05 0.18 0.01 0.00 0.03 0.01
1308 772997.99 2340378.32 445.66 772998.02 2340378.57 445.72 0.03 0.24 0.06 0.00 0.06 0.00 0.06
1405 773032.55 2339587.83 439.98 773032.18 2339587.73 439.92 -0.37 -0.11 -0.07 0.14 0.01 0.00 0.15
1406 773099.74 2339828.49 441.12 773099.40 2339828.44 441.31 -0.35 -0.04 0.19 0.12 0.00 0.03 0.12
1407 773165.68 2340073.36 443.18 773165.57 2340073.32 443.17 -0.11 -0.04 -0.01 0.01 0.00 0.00 0.01
Max 0.313 0.668 0.517 Sum 2.205 3.791 Sum 1.699 Sum 5.996
Min -0.443 -0.552 -0.427 Average 0.041 0.070 Average 0.031 Average 0.111
RMSE 0.202 0.265 RMSEz 0.177 RMSEr 0.333
y x NSSDA 0.348 NSSDA 0.577
Residuals E2 (ft)
FLIGHT 05 - 3x3+1  MAP ACCURACY STATISTICS
Residuals2ResidualsGlobal Mapper (Measured) Survey Control (Surveyed) Residuals N2 +
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Point #
N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft) N (ft) E (ft) Z (ft)
205 772312.40 2339796.26 440.37 772311.86 2339796.25 440.57 -0.54 0.00 0.20 0.29 0.00 0.04 0.29
206 772379.88 2340037.01 442.91 772379.42 2340037.03 443.35 -0.46 0.02 0.44 0.21 0.00 0.20 0.22
207 772448.80 2340276.45 447.13 772448.34 2340276.48 447.63 -0.46 0.04 0.50 0.21 0.00 0.25 0.21
208 772517.99 2340515.92 450.02 772517.65 2340516.12 450.39 -0.34 0.20 0.37 0.12 0.04 0.14 0.16
209 772587.66 2340754.60 453.52 772587.30 2340754.79 453.86 -0.36 0.19 0.34 0.13 0.04 0.11 0.17
304 772001.53 2339623.62 437.81 772001.06 2339623.37 437.89 -0.47 -0.25 0.08 0.22 0.06 0.01 0.28
305 772071.65 2339863.81 441.59 772071.09 2339863.80 442.02 -0.56 -0.01 0.43 0.32 0.00 0.19 0.32
306 772139.00 2340104.79 445.16 772138.67 2340104.80 445.62 -0.33 0.01 0.46 0.11 0.00 0.21 0.11
307 772208.58 2340344.90 449.41 772208.31 2340345.05 450.02 -0.27 0.15 0.61 0.07 0.02 0.37 0.09
308 772277.02 2340585.05 452.58 772276.81 2340585.23 453.20 -0.21 0.18 0.62 0.04 0.03 0.38 0.08
309 772345.29 2340825.79 455.73 772345.09 2340826.03 456.13 -0.20 0.24 0.40 0.04 0.06 0.16 0.10
310 772416.34 2341024.75 462.81 772416.34 2341025.18 463.01 -0.01 0.43 0.20 0.00 0.19 0.04 0.19
404 771761.69 2339693.61 438.58 771761.29 2339693.09 438.79 -0.40 -0.52 0.21 0.16 0.27 0.05 0.44
405 771829.47 2339933.98 441.49 771829.20 2339933.76 442.03 -0.28 -0.22 0.54 0.08 0.05 0.30 0.13
406 771907.81 2340180.01 446.38 771907.67 2340179.98 446.89 -0.15 -0.03 0.52 0.02 0.00 0.27 0.02
407 772003.10 2340414.30 450.22 772002.82 2340414.39 451.08 -0.28 0.09 0.86 0.08 0.01 0.74 0.09
408 772036.67 2340653.90 454.22 772036.74 2340654.04 454.85 0.07 0.14 0.63 0.00 0.02 0.40 0.02
409 772105.82 2340894.86 458.16 772105.87 2340895.15 458.64 0.05 0.29 0.48 0.00 0.08 0.23 0.09
410 772218.65 2341106.41 463.17 772218.64 2341106.96 463.19 0.00 0.55 0.03 0.00 0.31 0.00 0.31
504 771518.87 2339753.12 438.32 771518.48 2339752.87 438.20 -0.39 -0.25 -0.12 0.15 0.06 0.01 0.21
505 771589.53 2340002.66 440.95 771589.16 2340002.66 441.21 -0.37 0.00 0.26 0.14 0.00 0.07 0.14
506 771658.59 2340242.71 445.11 771658.52 2340242.47 445.28 -0.07 -0.24 0.17 0.00 0.06 0.03 0.06
508 771796.34 2340723.01 453.53 771796.20 2340723.18 453.78 -0.14 0.17 0.26 0.02 0.03 0.07 0.05
509 771864.87 2340963.10 458.44 771865.08 2340963.47 458.69 0.21 0.37 0.25 0.05 0.13 0.06 0.18
510 771931.44 2341137.00 460.71 771931.74 2341137.28 460.90 0.30 0.29 0.19 0.09 0.08 0.04 0.17
604 771280.58 2339831.57 435.68 771280.30 2339831.22 435.76 -0.28 -0.36 0.08 0.08 0.13 0.01 0.21
605 771349.15 2340071.50 438.70 771348.93 2340071.38 438.97 -0.23 -0.13 0.27 0.05 0.02 0.07 0.07
606 771418.26 2340311.62 442.72 771418.09 2340311.52 443.29 -0.17 -0.10 0.57 0.03 0.01 0.33 0.04
607 771487.10 2340552.00 446.99 771487.02 2340552.03 447.24 -0.08 0.03 0.25 0.01 0.00 0.06 0.01
608 771556.19 2340792.46 451.79 771556.17 2340792.28 452.05 -0.01 -0.18 0.26 0.00 0.03 0.07 0.03
609 771624.44 2341032.91 457.09 771624.62 2341033.09 457.18 0.18 0.18 0.09 0.03 0.03 0.01 0.06
610 771692.49 2341197.86 465.12 771692.92 2341198.02 465.18 0.43 0.16 0.07 0.19 0.03 0.00 0.21
704 771066.66 2339900.28 434.36 771066.65 2339900.04 434.35 -0.01 -0.24 -0.01 0.00 0.06 0.00 0.06
705 771109.18 2340140.11 438.42 771109.26 2340139.72 438.57 0.09 -0.39 0.14 0.01 0.15 0.02 0.16
706 771177.75 2340380.41 438.65 771177.83 2340379.95 439.12 0.08 -0.46 0.48 0.01 0.22 0.23 0.22
707 771246.29 2340621.32 444.71 771246.36 2340621.04 444.89 0.07 -0.28 0.18 0.00 0.08 0.03 0.08
708 771315.58 2340860.92 449.88 771315.75 2340860.84 450.03 0.17 -0.08 0.15 0.03 0.01 0.02 0.04
709 771384.16 2341100.95 455.49 771384.24 2341101.08 455.61 0.08 0.13 0.12 0.01 0.02 0.01 0.02
710 771451.22 2341224.44 463.93 771451.65 2341224.70 464.11 0.43 0.25 0.18 0.18 0.06 0.03 0.24
805 770881.46 2340209.26 437.82 770881.65 2340208.83 437.87 0.19 -0.43 0.05 0.04 0.19 0.00 0.22
806 770937.50 2340449.95 436.99 770937.81 2340449.62 437.22 0.31 -0.33 0.23 0.10 0.11 0.05 0.21
807 771006.62 2340690.29 443.10 771006.79 2340689.91 443.27 0.17 -0.38 0.17 0.03 0.14 0.03 0.17
808 771075.52 2340930.63 447.33 771075.55 2340930.54 447.71 0.03 -0.09 0.38 0.00 0.01 0.14 0.01
809 771143.51 2341170.08 453.00 771143.68 2341170.09 453.16 0.17 0.00 0.16 0.03 0.00 0.02 0.03
Max 0.432 0.555 0.863 Sum 3.378 2.824 Sum 5.492 Sum 6.202
Min -0.562 -0.522 -0.115 Average 0.077 0.064 Average 0.125 Average 0.141
RMSE 0.277 0.253 RMSEz 0.353 RMSEr 0.375
y x NSSDA 0.692 NSSDA 0.650
Residuals E2 (ft)
FLIGHT 11 - 7x7+1  MAP ACCURACY STATISTICS
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APPENDIX D DESCRIPTION 
 
The linear regression equations for NSSDA horizontal accuracy vs. the number of 
pixels between ETs is plotted on the graph in Figure 5.36.  These equations were used in 
combination with the NSSDA planimetric feature accuracy requirement table shown in 
Table 6.1.  The NSSDA horizontal accuracy value in either the x or the y direction was 
substituted for the y value in the linear-regression equation.  The equation was solved for 
x, which presents the maximum allowable number of pixels between ETs needed to 
achieve the NSSDA horizontal accuracy.  The maximum allowable number of pixels 
could be converted to a maximum allowable distance between ETs by multiplying the 
former by the GSD.   
For example, the Class 1 map accuracy value for 1 in = 20 ft was 0.49 ft as 
indicated by the red circle in Table 6.1.  The resulting number of pixels for flight 1 was 
11,422 as illustrated in Figure 5.36.  Flight 1 had a GSD of 0.098 ft.  The product of these 
two numbers was 1,119 ft as indicated with the red circle in Table 6.2.  This product 
represents the maximum allowable distance between ETs that achieved a 0.49 ft NSSDA 
horizontal accuracy.  This calculation was performed for flights 1 and 5 with respective 
GSDs of 0.098 ft and 0.164 ft.  The resulting tables for the calculations for the relevant 
flights are located in this appendix. 
In summary, these tables provide a mechanism for choosing a desired map scale 
and quickly determining the maximum allowable distance between enabled targets for a 





Class 1 Class 2 Class 3 1"=x ft Class 1 Class 2 Class 3
1 : 50 - - 74            5 1 : 60 93            435          777          
1 : 100 - 28            2,693        10 1 : 120 435          1,119        1,804        
1 : 300 81            238          13,168      20 1 : 240 1,119        2,488        3,857        
1 : 400 133          343          18,405      30 1 : 360 1,804        3,857        5,910        
1 : 500 186          447          23,642      40 1 : 480 2,488        5,225        7,963        
1 : 1000 447          971          49,829      50 1 : 600 3,172        6,594        10,016      
1 : 2000 971          2,019        102,202    60 1 : 720 3,857        7,963        12,069      
1 : 2500 1,233        2,542        128,389    100 1 : 1200 6,594        13,438      20,281      
1 : 3000 1,495        3,066        154,576    200 1 : 2400 13,438      27,124      40,811      
1 : 4000 2,019        4,114        206,949    300 1 : 3600 20,281      40,811      61,342      
1 : 5000 2,542        5,161        259,322    400 1 : 4800 27,124      54,498      81,872      
1 : 8000 4,114        8,303        416,442    500 1 : 6000 33,968      68,185      102,402    
1 : 9000 4,637        9,351        468,816    600 1 : 7200 40,811      81,872      122,933    
1 : 10000 5,161        10,398      521,189    800 1 : 9600 54,498      109,246    163,993    
1 : 16000 8,303        16,683      835,429    1000 1 : 12000 68,185      136,620    205,054    
1 : 20000 10,398      20,873      1,044,923  1667 1 : 20000 113,831    227,911    341,992    
Ratio, ft/ft
(Meters) Map Scale (Feet)
Ratio, m/m
Map Scale
GSD = 3 cm/0.098 ft
NSSDA Planimetric Feature Accuracy Requirement (Ground XY) for Well-Defined Points




Class 1 Class 2 Class 3 1"=x ft Class 1 Class 2 Class 3
1 : 50 - - - 5 1 : 60 - 297          626          
1 : 100 - 219          383          10 1 : 120 297          954          1,612        
1 : 300 383          877          1,370        20 1 : 240 954          2,269        3,585        
1 : 400 548          1,205        1,863        30 1 : 360 1,612        3,585        5,557        
1 : 500 712          1,534        2,356        40 1 : 480 2,269        4,900        7,530        
1 : 1000 1,534        3,179        4,823        50 1 : 600 2,927        6,215        9,502        
1 : 2000 3,179        6,467        9,756        60 1 : 720 3,585        7,530        11,475      
1 : 2500 4,001        8,111        12,222      100 1 : 1200 6,215        12,790      19,365      
1 : 3000 4,823        9,756        14,688      200 1 : 2400 12,790      25,941      39,092      
1 : 4000 6,467        13,044      19,621      300 1 : 3600 19,365      39,092      58,818      
1 : 5000 8,111        16,333      24,554      400 1 : 4800 25,941      52,242      78,544      
1 : 8000 13,044      26,198      39,352      500 1 : 6000 32,516      65,393      98,270      
1 : 9000 14,688      29,487      44,285      600 1 : 7200 39,092      78,544      117,996    
1 : 10000 16,333      32,775      49,218      800 1 : 9600 52,242      104,845    157,448    
1 : 16000 26,198      52,506      78,814      1000 1 : 12000 65,393      131,147    196,900    
1 : 20000 32,775      65,660      98,546      1667 1 : 20000 109,251    218,862    328,473    
Ratio, m/m Ratio, ft/ft
(Meters) Map Scale (Feet)Map Scale
GSD = 5 cm/0.164 ft
ASPRS Planimetric Feature Accuracy Requirement (Ground X or Y) for Well-Defined Points
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APPENDIX E DESCRIPTION 
 
The linear regression equations for NSSDA vertical accuracy vs. number of pixels 
between enabled targets are plotted on the graph in Figure 5.38.  These equations were 
used in combination with the NSSDA topographic elevation accuracy requirements listed 
in Table 6.3.  The NSSDA vertical accuracy z value was substituted for the y value in the 
linear regression equation.  It was solved for x, the maximum allowable number of pixels 
between ETs needed to achieve the NSSDA vertical accuracy.  The maximum number of 
pixels could then be converted to a maximum distance between ETs by multiplying the 
former by the GSD.   
For example, the Class 1 NSSDA vertical accuracy for a 1-ft contour interval was 
0.33 ft as indicated by the red circle in Table 6.3.  The resulting number of pixels for 
flight 1 was 12,932 as illustrated in Figure 5.38.  Flight 1 had a GSD of 0.098.  The 
product of these two numbers was 1,267 ft, as indicated by the red circle in Table 6.4.  
This product was the maximum allowable distance between ETs needed to produce the 
0.33 ft. NSSDA vertical accuracy.  This calculation was performed for flights 1 and 5 
with respective GSDs of 0.098 and 0.164 ft.  The resulting tables for the calculations for 
the relevant flights are located in this appendix. 
In summary, these tables provide a mechanism for choosing a desired map scale 
and quickly determining the maximum allowable distance between enabled targets for a 









Interval (m) Class 1 Class 2 Class 3 Interval (ft) Class 1 Class 2 Class 3
0.125 - - - 0.25 - - 481        
0.25 - - 147       0.5 - 1,267     2,840     
0.5 - 388       869       1 1,267    4,412     7,557     
1 388       1,351    2,313    2 4,412    10,702   16,991   
2 1,351    3,276    5,201    3 7,557    16,991   26,425   
3 2,313    5,201    8,089    4 10,702  23,280   35,859   
4 3,276    7,127    10,977  5 13,846  29,570   45,294   
5 4,239    9,052    13,865  10 29,570  61,017   92,464   
Spot or Digital Terrain Spot or Digital Terrain
Model Elevation Points Model Elevation Points
NSSDA Topographic Elevation Accuracy Requirement (Z) for Well-Defined Points
Distance Between Targets (Meters) Distance Between Targets (Feet)






Interval (m) Class 1 Class 2 Class 3 Interval (ft) Class 1 Class 2 Class 3
0.125 - - - 0.25 - - -
0.25 - - - 0.5 - 1,817     5,786     
0.5 - 554       1,764    1 1,817    9,754     17,691   
1 554       2,974    5,393    2 9,754    25,627   41,500   
2 2,974    7,813    12,653  3 17,691  41,500   65,310   
3 5,393    12,653  19,912  4 25,627  57,373   89,120   
4 7,813    17,492  27,171  5 33,564  73,246   112,929 
5 10,233  22,331  34,430  10 73,246  152,612 231,978 
Spot or Digital Terrain Spot or Digital Terrain
Model Elevation Points Model Elevation Points
ASPRS Topographic Elevation Accuracy Requirement (Z) for Well-Defined Points
Distance Between Targets (Meters) Distance Between Targets (Feet)
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