Recognizing activities in a home environment is challenging due to the variety of activities that can be performed at home and the complexity of the environment. Multiple cameras are usually needed to cover the whole observation area. This adds camera fusion as another challenge to activity recognition. We propose a hierarchical approach that recognizes both coarse-level and fine-level activities, in which different image features and learning methods are used for different activities based on their characteristics. The paper focuses on discussing the second-level of activity recognition with spatio-temporal features. Specifically, three fusion approaches for multiview activity recognition with spatiotemporal features are presented, including two decision fusion methods and one feature fusion method. They are comparatively analyzed in terms of their tradeoffs on assumptions on system setup, model transferability and recognition rate. Experiments show that challenging activities with subtle motions such as eating, cutting, scrambling, typing, reading etc. can be recognized with our approaches.
INTRODUCTION
Recognizing activities especially fine-level activities in a home environment is challenging. Therefore, different types of sensors have been used to sense user's activities in smart environments. Examples include state-change sensors [16] attached to appliances and RFID tags and readers used with household items [12] to collect object usage data as an indirect way to infer user activity. Logan et al. in [6] study activity recognition with a variety of sensors including RFID sensors, switch sensors, and motion sensors, and offer an evaluation in real-world conditions. They show that with the named sensors it is difficult to detect fine-level activities such as "reading" and "eating". They also state that visual sensing provides more information which is oftentimes complementary to other sensors.
Vision-based human activity analysis has seen significant progress in recent years [8] , including advances in analyzing Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. realistic activities from videos of the public domain [5] . However, there are only a few works that focus on activity recognition in the home environment. In [1] , situation models are extracted from video sequences of a smart environment, which are essentially semantic-level activities including both individual activities and two-person interactions. Both [19] and [11] use video data and RFID for activity recognition. Wu et al. in [19] use RFID readings and object detection from video to jointly estimate activity and object use. The learning process is bootstrapped with commonsense knowledge mined from the internet, and the object model from the video is automatically acquired without labeling by leveraging RFID readings. Their work infers activity indirectly from object use. Park et al. compare activity recognition with RFID and vision [11] . They conclude that for kitchen activities which involve more object usage and for which visual features (e.g., silhouettes) are not very distinguishable, RFID-based recognition has higher performance while vision-based recognition accuracy is higher for living room activities.
The major challenges for activity recognition in the home environment include: 1. The person is often occluded by furniture; 2. Since the person freely moves and turns around while the cameras are static, the cameras may not always have a good viewpoint to observe the activity; 3. Activities in the home can have quite disparate characteristics. While activities such as lying can be distinguished from the pose, the kitchen activities usually have simple poses with subtle hand motions; 4. A fusion mechanism is needed either at the feature or the decision level.
Considering the above-mentioned challenges and aiming at both coarse-and fine-level activity recognition, we design a hierarchical vision-based activity recognition approach for smart home applications. This approach is based on the observation that due to the different characteristics of activities, different image features and models need to be applied to recognize them. In the first level, activities are classified to standing, sitting, lying from pose-related features. In the second level, other features including spatio-temporal features, face detector and moving speed are used to further classify the activities in fine granularity. In this paper, we focus on the second-level of activity recognition which uses spatio-temporal features and supervised learning. The activities targeted in our work are challenging ones in that they involve subtle motions, such as cutting, scrambling, eating, reading books, and typing on the computer. They are also interleaved with random or transition activities which are all classified as others. Our experiments demonstrate that the spatio-temporal features are able to capture such motion characteristics. Another emphasis of this work is to compare three fusion methods for activity recognition with multiple cameras. As mentioned above, fusion from camera views is an indispensable part of algorithm design for a camera network. We describe two decision fusion and one feature fusion methods for spatio-temporal feature-based activity recognition, and compare their system requirement/assumption, complexity, model generality and performance.
The rest of the paper is organized as follows. Related work on vision-based activity recognition is summarized in Sec. 2. Sec. 3 describes the overall hierarchical activity recognition system in our testbed smart home enivironment, providing the big picture of second-level activity recognition with spatio-temporal features. The three fusion methods for spatio-temporal feature-based activity recognition are described in Sec. 3.2. Experiments and result analysis are presented in Sec. 4. Finally, Sec. 5 concludes the paper.
RELATED WORK
Existing research on activity recognition falls into two categories in terms of the assumptions on the number of camera views during classification stage. In the first case only one viewpoint is given while in the second case synchronized multiview sequences are available for activity recognition. In the single-view case, there are three main types of approaches. In the first type of approach, the model obtained from the training process captures the 3D pose information, then the classification estimates both the viewpoint and the activity [7, 17, 9, 20] . In [7] , Lv et al. use Action Net to represent transitions between key poses in actions and viewpoint changes. Silhouettes of all key poses from selected viewpoints are generated from a synthetic figure. The best matching series of actions are tracked via Viterbi algorithm based on silhouette matching. Weinland et al. [17] developed similar work where 3D exemplars are constructed from multiple cameras during training. Given the viewpoint, the 3D exemplars are used to produce 2D projections to compare with observations, and HMM is used to represent both viewpoint transition and activity dynamics. Silhouettes generated from different views are also used in [9] . Optical flow and activity duration information are integrated as well in a conditional random field model for classification. The authors showed that having multiple features increases recognition accuracy. Yan et al. in [20] build a 4D action feature model (4D-AFM) which encodes shape and motion of the activity from multiple views. During recognition, action features are matched pairwise to features on the 4D-AFM of each action. The action with the biggest matching score is selected. The second type of approach learns the model representation w.r.t. the viewpoint [14] . Souvenir et al. use R transform (two-dimensional Radon transform) to turn 2D silhouettes into 1D signals. Each action forms an R transform surface. Isomap is then used to learn the viewpoint manifold of the R transform surfaces. Farhadi et al. [3] proposed an approach with transfer learning. Given the corresponding examples between views, they learn a model describing how the appearance features space changes with viewpoints. The learning process only needs corresponding samples between two views but does not need labeled data in the second view.
When multiple views are available, they provide more information for activity recognition, but effective fusion meth- ods between cameras need to be developed. Feature-level fusion is used in [15, 11, 1] . The camera network setup is almost circular and symmetric in [15] . During training, the actors face a particular camera. Features from all cameras are sequentially concatenated to form a single feature vector and train the model. During test, since the orientation of the action is unknown, all orientations are tested by circularly shifting features from all cameras before combining them. The best orientation is chosen with the minimal distance between the combined feature and the model. In [1] , a 3D tracker generates a 3D volume from silhouettes from multiple cameras, and then the properties of the 3D volume including covariance, speed etc. are used in activity classification. The work in [11] creates scene statistics by concatenating histogram vectors from silhouette/motion mosaics of four cameras. Decision-level fusion is briefly mentioned in [20] in multiple view recognition experiments. For each activity, scores from all views are added up. The activity with the highest score is then chosen as the recognition result. The authors point out that average recognition rate of some activities is very high when combining multiple views, which may be because that action features for these activities are very discriminative. Spatio-temporal features have been demonstrated successful to represent activities with motion patterns. Discriminative learning methods such as SVM and nearest neighbors have been used in [13, 2] . Generative learning methods such as latent topic models have been tested on several datasets with different activities in [10] .
ACTIVITY RECOGNITION WITH MUL-TIPLE VIEWS IN THE HOME ENVIRON-MENT
Our test-bed smart home environment, called the AIR (Ambient Intelligent Research) Lab, is a smart studio located at Stanford University (Fig. 1) . It consists of a living room, kitchen, dining area, and study area. The testbed is equipped with a network of cameras, a large-screen TV, a digital window (projected wall), handheld PDA devices, appliances, and wireless controllers for lights and ambient colors. 
The overall hierarchical activity recognition system
As the whole activity recognition system, we use a hierarchical approach to classify user activities with visual analysis in a two-level process. Different types of activities are often represented by different image features, hence attempting to classify all activities with a single approach would be ineffective. In Fig. 2 , activities are represented by coarse and fine levels. The coarse activity level includes the classes of standing, sitting and lying, which relate to the pose of the user. Adding global motion information and face detection, more attributes are added to standing and sitting to discriminate walking and watching in the second level. The fine activity level also consists of activities involving movement such as cutting, eating, reading, etc. We apply such a hierarchical approach because the first-level activities are discriminated based on pose, while the second-level activities are classified based on motion features.
In the first level, activity is coarsely classified into standing, sitting and lying with temporal conditional random field (CRF), through employing a set of features consisting of the height of the user (through 3D tracking) and the aspect ratio of the user's bounding box. Details of the process and performance evaluation can be found in [18] .
Based on the result of the coarse level, the activity is further classified at the fine-level based on spatio-temporal features [4] . A codebook of size N is constructed with K-means clustering on a random subset of all the extracted spatiotemporal features of the training dataset. Each feature is assigned to the closest cluster in Euclidean distance. The video sequences are segmented into episodes with duration of t seconds. Bag-of-features (BoF) are collected for every episode, therefore each episode has the histogram of spatiotemporal features as its feature vector. We use discriminative learning with SVM. The activities in the second level and their semantic location contexts are shown in Table 1 . Note that we have others as an activity category. This is because our sequences are not specifically designed for the defined activity types. There are many observations where the activities are in transition phase or the person is simply doing some activities at random which are not within our defined categories. This is also a challenge for our activity recognition algorithm, since due to the fact that others includes many different motions, the feature space for others is complex. However, the applications built on top of activity analysis discussed in this paper are less sensitive to false positives on others, because the system is usually de- signed to perform no operation when the user's activity is not specific.
Multiview activity recognition with spatiotemporal features
In this section, we describe the three fusion methods for the second level activity recognition of Fig. 2 : best-view fusion, combined-view fusion and mixed-view fusion (see Fig. 3 ). Best-view and mixed-view fusion belong to decisionlevel fusion, while combined-view fusion belongs to featurelevel fusion. Comparison of the fusion process is shown in Fig. 3 .
Our purpose of presenting these three fusion methods is not to argue one against the others. Any of them can be used in a smart home system for activity recognition. As will be discussed later in this and the experiment sections, they have tradeoffs in assumptions on the system setup, model transferability and recognition rate. None of them is dominant enough to eliminate others. Therefore, we present the comparative analysis and performance on the three.
Best-view fusion
The training process is done independently for each camera, and each camera has its own activity classifier (Fig. 3(a) ). The set of activities for each camera differs depending on what activities are observable in its field of view. In our experiments, since the cameras' deployment and the room layout do not change, the viewpoint of activities for each camera does not vary much. During recognition phase, the fusion process chooses the best-view camera. For each episode of t seconds, the best-view camera m is chosen and the activity classification result of camera m is determined as the person's activity. There can be different criteria for select-ing the best-view camera. Our criterion here is to select the camera with the most spatio-temporal features detected in the episode. Intuitively, with this approach the classifier of an individual camera highly correlates with the camera view, including the types of activities in the field of view, and the view angle of the activities. So we expect this method to achieve the highest recognition rate among the three fusion methods since the observations are simpler in this case. However, labeling and training are required for each camera. In case that either camera deployment or room layout changes, the models need to be trained again.
Combined-view fusion
This is a feature-fusion approach similar to [11, 15] . For each episode, the bags of features from all cameras are concatenated sequentially to make a single feature vector for classification. For example, the feature vectors from cameras are q1, q2, . . . , qM , each of them is N -vector (codebook size is N ). Then the concatenated feature vector is Q = (q1, q2, . . . , qM ), with length of M N (Fig. 3(b) ). Vector Q is used for the SVM classifier. This fusion method is straightforward and it has the advantage of having more information (all the features from all cameras) for classification. The feature vector also encodes spatial information of the person, from the presence/absence of features in each camera's viewpoint. The major drawback is that feature Q depends on the cameras' deployment, which is a strong assumption on the system setup. But in practice, with a fixed smart home environment which does not change frequently (such as AIR lab), the system can be trained once and used for a long time. Intuitively, this approach makes use of all information available and should have a comparable performance to the best-view approach. However, it is possible that different views of different activities appear similar to each other thus causing more confusion between activities.
Mixed-view fusion
In this fusion method, a single activity classifier is obtained on the BoF of episodes (t seconds) irrespective of camera views (Fig. 3(c) ). For each episode, when the number of spatio-temporal features is above a threshold meaning there is significant motion, the BoF of this episode will be used for activity classification. This approach gives a general activity model which does not depend on the camera field of view and the camera network setup. Therefore it is transferrable to the other environments. However, misclassification rate will be higher since now a single activity can be observed from significantly different view angles. This approach is quite different from the view-invariance approaches discussed in Sec. 2, which all try to capture differences between viewpoints explicitly by modeling viewpoint as a latent parameter. In our mixed-view fusion, since we look at local motions and prune off observations with too few motions, we essentially eliminated views from the back of the person where the motions are occluded. So the effective views are mostly from profile to frontal (∼ 180
• ). It would be interesting to see whether the codebook and SVM are able to correctly represent such variations due to viewpoint changes.
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Performance of the three fusion methods
In best-view fusion, we report the performance for each camera without consideration of the best-view camera for each episode, since there can be many ways for best-view Table 3 : Precision and recall of classification in each camera of best-view fusion.
selection which is not the major concern of this experiment.
The best performance of all the cameras can be seen as an upper bound of the final performance after best-view selection, with the optimal condition being that the bestperformance camera is always chosen as the best-view camera. Fig. 4(a) shows the accuracy of all activities for each camera, with codebook size ranging from 10 to 200, and episode duration being 15 seconds. Fig. 4(b) shows the accuracy of all activities for each camera, with episode duration from 1 second to 30 seconds, and codebook size being 100. Considering the average accuracy of all cameras, we observe when N > 60 and t > 10 seconds, the performance stays roughly stable. Classification accuracy for each activity in each camera can be found in Table 3 , when N = 100 and t = 15 seconds. The average accuracy of all cameras is slightly over 0.9. For combined-view fusion, Fig. 5 shows the classification accuracy of all activities for different codebook size N (in (a), when episode duration is 30 seconds) and for different episode durations t (in (b), when codebook size is 100). Again, the accuracy is stable for wide range of N and t except when N < 50 or t < 8. In both Fig. 4(b) and Fig. 5(b) , the curve has a big slope when episode duration is smaller than 5 seconds. This is because the episode can contain characteristics of the activity only when it is long than the repetitive cycle of the activity. The confusion matrix of classification can be found in Table 4 , when codebook size is 100 and episode duration is 15 seconds. From Fig. 5 classification accuracy is around 0.85, and the curve is in general lower than that in Fig. 4 . Fig. 6 shows classification accuracy of mixed-view fusion. In Fig. 6(a) , episode duration is fixed at 30 seconds. In Fig. 6(b) , codebook size is fixed at 200. Table 5 is the confusion matrix when codebook size is 100 and episode duration is 15 seconds. Intuitively, accuracy would increase as codebook size increases, since for each activity there are different views. So the feature needs to be more descriptive. However in Fig. 6(a) , the average accuracy of all cameras (black dotted line) is almost flat although slightly increas- ing. One reason can be because the cameras do not have wide overlapping field of views, so the same activity may not be observed by many cameras from many different view angles. In Fig. 6(b) , we do not see the same slope as in Fig. 4(b) and Fig. 5 (b) when episode duration is small. It is because to avoid confusion caused by small motion, episodes with small numbers of spatio-temporal features are omitted.
The results from mixed-view fusion show that classification accuracy is lower than 0.8, which is lower than best-view and combined-view fusion, and the activities are more easily confused with each other. This is expected since in this case an activity can be observed in different views and at different distance to the camera. Fig. 7 shows six different views of reading and the viewpoints vary significantly. Not only it is challenging for the codebook and classifier to learn the characteristic of the feature space with view variations, but also it has to differentiate from similar actions such as scrambling. Note that recognition rate of typing and reading is much lower than the previous two methods, and recognition rate of reading of combined-view is lower than that of best-view. On one hand, this is reasonable since typing and reading have more subtle motions and thus more challenging to recognize. On the other hand, however, notice that false classification of these two activities into others is high. From the pure purpose of activity recognition this is not satisfactory. But from the perspective of the application that builds on top of activity recognition in the smart home, misclassification into others does not cause any false input in high-level reasoning, which in the end may not affect the system's high-level functions as much.
Transfer of the activity classifier between camera views
The main advantage of the mixed-view approach over the best-view approach is that the activity classifier can be transferred to different camera views. This means that if we move the cameras or put them in another environment, the same activity recognition model can be used. We show some experiment results to demonstrate the performance gain. One issue here is that due to the limited overlapping field of view, two cameras usually have only one or two common activities in scene. Assume we want to test the classifier of camera i on camera j, and they have only one common activity a k . Therefore, we want to see how Classif ieri works on camera j in classifying a k . After applying Classif ieri on the samples from camera j, predictions are retained for a k while other activities are considered others. This means we reduce activity classification on camera j into a two-class classification {a k , others}, with the classifier from camera i. Accordingly, the confusion matrix from the mixed-view approach on camera j is converted into two classes. Precision and recall of a k from the two approaches are compared in Table 6. The generic classifier from the mixed-view approach has a much better performance.
Summary of the fusion methods
The purpose of the experiments in this paper is to evaluate the three fusion methods for activity classification with multiple cameras, given their advantages and constraints on system setup and model transferability. There is no single criterion to chose from them. The tradeoff between classification accuracy, algorithm complexity and model transferability need to be considered. 
CONCLUSION
In this paper we described a hierarchical approach for activity recognition in a home environment, given that there are many types of activities at home and it is more effective to recognize them with different image features and learning methods based on their characteristics. The second-level of activity recognition is described in detail, with the emphasis on the analysis of three camera fusion methods on the spatio-temporal feature based activity recognition. Experiments show that all the three methods yield reasonable performance on challenging activities. However, choosing one from them needs to consider the tradeoffs between the assumptions on system setup, model transferability and recognition rate. Comparative analysis of the tradeoffs is presented. Future work of multiview activity recognition in the home environment includes integrating all levels of activity recognition together and automatically segmenting the video stream for recognition.
