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Onze eerste kennismaking met landbouwrobots vond plaats
tijdens het eerste Field Robot Event (FRE2003) (Müller et al.,
2003). Dit Event was een wedstrijd met als doel het bouwen
van robots die autonoom een rij volgen in een maïsveld en
aan het eind van de rij omkeren en de volgende rij nemen.
We gingen erheen met hoge verwachtingen. Buiten de land-
bouw zijn er al jaren wedstrijden waarbij robots het tegen el-
kaar opnemen op onderdelen als ontsnappen uit een
doolhof (TNO, 2003), stofzuigen en ramen wassen (IROS,
2002) en punten scoren in een heuse voetbalwedstrijd (Ro-
bocup, 2004). Maar landbouwrobots zijn ook niet meer hele-
maal nieuw: er bestaan wied-robots voor bloemkool (Tillett
et al., 1998) en suikerbieten (Åstrand and Baerveldt, 2002), er
is een autonome combine (Carnegie Mellon University,
2003; Pilarski et al., 2002) en een autonome spuitmachine
(John Deere, 2004). Niet autonoom, maar wel automatisch is
de wied-eg die zich oriënteert op de rijen van het gewas (Gar-
ford, 2004) en de landbouwspuit die onkruiden herkent
(Gerhards and Christensen, 2003). Op een iets ander vlak is
er de robot-schaapherdershond (Vaughan et al., 2000). Ver-
der zijn veel nieuwe auto’s nu uitgerust met een zogenaamd
“lane departure warning system” dat begint te piepen als je
van de rijbaan afwijkt (Iteris, 2004) – technologie die niet ver
afligt van wat nodig is om tussen twee rijen maïsplanten te
blijven. Een uitgebreid overzicht van robotisering in de
landbouw is beschikbaar (Kondo and Ting, 1998).
Alle reden dus om een spetterende voorstelling te verwach-
ten tijdens FRE2003, maar die kwam niet. De vijf deelnemen-
de robots gingen allemaal al in de fout bij de eerste opdracht,
namelijk het tussen twee rijen maïsplantjes doorrijden –
sommigen al binnen een meter. Aan de tweede opdracht
–omdraaien aan het eind van de rij en doorgaan met de vol-
gende- kwamen ze geen van allen toe. Het resultaat was dus
ongeveer gelijk aan dat van de recente woestijnrace voor au-
tonome voertuigen, waar ook geen enkele van de deelnemen-
de robots aan de minimum eisen voldeed (DARPA, 2004).
Waarom ging het zo slecht? Natuurlijk hadden de robots
last van sensoren die vies worden (Van Straten, 2004), maar
dat lijkt ons toch niet de kern van het probleem te zijn. Als
wij mensen in een veld met jonge maïsplanten staan, heb-
ben we geen probleem met het herkennen van de rijen (Fig.
1) en we kunnen dan ook moeiteloos door een veld lopen
zonder de planten te raken. Maar als je je hoofd op de grond
legt en dan nog eens rond kijkt zie je niets dan groen en kun
je je niet meer oriënteren. Op basis van dit inzicht zou een
robot gebruik kunnen maken van een camera die hoog ge-
noeg boven het gewas staat, zodat de rijenstructuur van het
gewas goed is waar te nemen. Zo’n robot zou afstand nemen
van de FRE2003 robots die (op één na) geen camera’s, maar
infrarood- of ultrasoon-nabijheidssensoren gebruikten. Zo
begonnen we na te denken over het bouwen van een robot
voor Field Robot Event 2004. In deze bijdrage doen we ver-
slag van de bouw, vermelden we het resultaat, geven we in-
formatie over de andere deelnemende robots, en werpen we
een blik op de toekomst. 
Sietse: een robot met zicht
Op het moment dat de eerste paal van een nieuw gebouw de
grond ingaat, zijn er al maquettes en tekeningen gemaakt
waarmee duidelijk gemaakt wordt hoe het gebouw er uit
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Figuur 1. Een maïsveld waarin de rijenstructuur makkelijk te herkennen
is – voor mensen, niet voor robots.
Figuur 2. Scènes gemaakt met POV-Ray.
gaat zien. Wij hebben een virtuele maquette gebouwd van
een maïsveld en daarnaar gekeken met een virtuele camera.
In eerste instantie hebben we daarvoor OpenGL (OpenGL,
2004) gebruikt omdat deze bibliotheek het eenvoudig maakt
om in een dynamisch simulatiemodel het genereren van
scènes op te nemen. De scènes in Fig. 2 zijn echter gemaakt
met POV-Ray (POV-Ray, 2004). In  ieder geval konden we zo
precies vaststellen wat het effect van de hoogte van de ca-
mera, de beeldhoek en het richtpunt is op het beeld. Uit de-
ze exercitie trokken we de conclusie dat de camera een
beeldhoek moest hebben van minimaal 60˚ en geplaatst
moest worden op een hoogte van 75 cm of meer. Dat bete-
kent dat een sub-canopy robot onder deze randvoorwaarden
in principe met behulp van een camera kan navigeren.
Een belangrijk deel van een autonome robot is het platform,
d.w.z. het rijdende deel. FRE2003 liet een aantal verschillen-
de benaderingswijzen zien: er was een robot van Lego, één
die werd aangedreven door ruitenwissermotoren, en één ge-
baseerd op een bouwpakket, met rupsbanden. Wij hebben
uiteindelijk gekozen voor een bouwpakket van een radio-
grafisch-bestuurde “monster truck”, namelijk de Tamiya
TXT-1. Ten eerste is dit model gemaakt voor ruig terrein en
ten tweede is het een vrij groot en zwaar model (5 kg) dat,
naar we hoopten, stabiel genoeg zou zijn voor de camera-
mast en sterk genoeg om de computer te vervoeren die we
nodig hebben voor beeldverwerking. De naam die wij aan
onze robot gegeven hebben, Sietse, geeft aan waarin hij zich
van de andere FRE deelnemers onderscheidt: hij “ziet ze”
(Fig. 3) (Sietse Team, 2004).
Een autonome landbouwrobot die zijn koers bepaalt m.b.v.
een camera en beeldverwerking werd beschreven door Til-
lett et al. (1998). Hun robot was ongeveer 2 bij 3 meter groot
en gebruikte een zwart/wit camera. Zij richtten zich op
bloemkool in een plantverband van 50 x 50 cm en hun
beeldverwerking was gericht op deze wat moeilijk te her-
kennen gewasstructuur. Voor FRE2004 verwachtten we een
veel eenvoudiger gewasstructuur, namelijk duidelijk her-
kenbare, doorlopende rijen maïs. De Hough transformatie
(Hough, 1962) is een standaard methode om rechte lijnen in
een beeld te herkennen, maar heeft als nadeel dat zij enorm
veel rekentijd vergt. Wij hebben uiteindelijk een verkorte
versie van de Hough gebruikt die we hieronder beschrijven.
We gebruiken de formule 2G-R-B om plant materiaal in het
originele kleurenbeeld te vinden (Fig. 4a). Het histogram van
het grijsbeeld dat dan ontstaat heeft slechts één piek, die
overeenkomt met de achtergrond. We nemen daarom aan
dat het gewas voldoende duidelijk weergegeven wordt door
de 5% meest heldere pixels (Fig. 4b). Dan trekken we een
groot aantal denkbeeldige lijnen over het beeld en tellen het
aantal witte (gewas) pixels onder elke lijn. Vervolgens wordt
elke lijn weergegeven in een zogenaamde Hough-ruimte,
waarbij de hoek van de denkbeeldige lijn met de verticaal
uitgezet wordt op de verticale as en het intercept van de
denkbeeldige lijn met de horizontaal op de horizontale as.
De helderheid van elke pixel komt overeen met het aantal
witte (gewas) pixels dat wordt bedekt door de denkbeeldige
lijn. (Fig. 4c). Dit beeld wordt gedrempeld: we beschouwen
alleen die pixels (denkbeeldige lijnen) die een helderheid
hebben van 70% van het helderste pixel of meer. Dit levert
het beeld in Fig. 4d op: twee groepen van pixels, die dus over-
eenkomen met twee groepen denkbeeldige lijnen door het
originele beeld. Na een krachtig “openen” (erosie gevolgd
door een dilatie) blijven twee “blobs” over (Fig. 4e). De cen-
trale punten geven de hellingshoek en het intercept aan van
de lijnen die voor een groot deel over groen materiaal lig-
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Figuur 4. De stappen in de beeldverwerking die wordt uitgevoerd door
Sietse.
gen. Dit kunnen er meer dan twee zijn en we verdelen ze in
groepen: lijnen die links van de robot onderaan uit het
beeld lopen, en lijnen die dat ter rechterzijde van de robot
doen. Van de lijnen links nemen we de meest rechtse; van de
lijnen rechts, de meest linkse (Fig. 4f). Het midden van deze
twee lijnen, aan de bovenkant van het beeld, is het punt
waar we de robot naar toe sturen. Het stuursignaal is pro-
portioneel met de afstand tussen dit punt en het midden
van het beeld. Als slechts één gewaslijn vastgesteld kan wor-
den, sturen we naar een punt links (of rechts) van die lijn.
Wat betreft de software: componenten van DSPack (Progdi-
gy, 2004) worden gebruikt om de beelden van de camera te
halen; beeldverwerking wordt gedaan in C++ met behulp
van de  VXL image processing library (VXL, 2004). 
En dat brengt ons bij de software die de robot bestuurt. Het
hart van dat programma is een “state machine”, d.w.z. een
programma dat een vastgesteld aantal toestanden onder-
scheidt waarin de robot zich kan bevinden, en in elk van die
toestanden een bepaald gedrag aanstuurt. De belangrijkste
toestand is “volg de rij”, waarin zo snel mogelijk beelden
worden opgenomen en verwerkt om de gewenste rijrichting
te bepalen, waarna de stuurmotoren geactiveerd worden om
het gewenste effect te bereiken. Als er gedurende een be-
paalde tijd geen rijen meer worden gezien, gaat de robot
naar de toestand “draaien”. Er wordt dan een blinde draai
gemaakt –volledig naar links sturen en 80 cm rijden; stuur
recht en 50 cm achterwaarts rijden; nogmaals naar links
sturen en 80 cm rijden- en als alles goed is gegaan staat de
robot nu aan het begin van een nieuwe rij. Dan begint de
toestand “zoek rij” waarin voorzichtig naar voren wordt ge-
reden tot er een rij gevonden wordt – waarna de toestand
“volg de rij” intreedt. Deze software is geschreven met be-
hulp van Delphi (Borland Inc., Scotts Valley, CA, USA). 
Field Robot Event 2004
Onze robot werkte goed tijdens FRE2004 en behaalde de
tweede plaats. De hoge plaatsing was voornamelijk te dan-
ken aan het feit dat de camera bijna twee meter naar voren
keek; dit integrale beeld maakte een hoge snelheid (0.6 m/s)
mogelijk. Dat de eerste plaats aan onze neus voorbij is ge-
gaan lag aan teleurstellend werk aan het eind van de rij:
bochten naar rechts gingen goed, bij bochten naar links
moest handmatig ingegrepen worden. Pas enkele weken na
de wedstrijd kwamen we er achter dat de TXT mechanisch
niet symmetrisch is. Bij bochten naar rechts wordt aan de
stuurstang getrokken en dat levert een herhaalbaar resul-
taat op. Bij bochten naar links wordt tegen de stuurstang ge-
duwd, waarbij het (plastic) stuurarmpje niet altijd evenveel
vervormt. We hebben inmiddels het betreffende onderdeel
versterkt met een plaatje aluminium en nu zijn de linker-
bochten net zo mooi als de bochten naar rechts. Volgend
jaar nummer één! 
Hoewel - de competitie is sterk en verschillende robots heb-
ben in FRE2004 laten zien dat ze sterke punten hebben.
CropScout (CropScout Team, 2004) won de wedstrijd dankzij
het superieure omkeren aan het eind van de rij. Deze robot
gebruikte een gyroscoop om de hoeksnelheid van de draai-
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Figuur 6. Eyemaize.Figuur 5. CropScout
ing te meten en dat bleek zeer nauwkeurig te zijn. Voor het
volgen van de rijen gebruikt CropScout een algoritme dat in-
formatie van meerdere sensors (waaronder een camera)
“middelt” om te komen tot het uiteindelijke stuursignaal.
EyeMaize (Eye-Maize Team, 2004), evenals CropScout uitge-
rust met rupsbanden, behaalde de derde plaats en stuurde
met behulp van infrarood en ultrasone sensors. Andere ro-
bots met opmerkelijke eigenschappen waren Gudrun (Fig.
7), op een rond platform met drie wielen, in staat om op zijn
plek een draai te maken; Agbo (Fig. 8), uitgerust met een
SICK laser die zo goed was dat hij vanuit het ene veldje mais
de rijen in het volgende veldje kon herkennen en dus “ver-
gat” om te keren; Challenger (Fig. 9) en Harvester (Fig. 10).
FRE2004 heeft duidelijk gemaakt dat er in één jaar veel kan
veranderen: dit jaar waren vrijwel alle robots in staat om de
rijen te volgen, en ongeveer de helft slaagde er in om heel
behoorlijk te keren. Het was wel opvallend dat de hoogste
klasseringen toch voor de teams met een institutionele in-
breng waren. Teams die enkele honderden euro’s uit konden
geven aan een bouwpakket en andere hardware, waren dui-
delijk in het voordeel ten opzichte van teams die het van rui-
tenwissermotoren moeten hebben. Ook is het zo dat bij het
bouwen van een robot deskundigheid op een vrij groot
aantal terreinen wordt gevraagd: mechanica voor de voort-
beweging, electronica voor de sensoren, systeem- en regel-
techniek voor de integratie van sensoren en motoren,
eventueel beeldverwerking, en tenslotte het schrijven van
software om alles aan elkaar te knopen. Dit alles betekent
dat een team zorgvuldig samengesteld moet worden om
kans van slagen te hebben.
Robotisering in open teelten – wat nu?
Met zoveel vooruitgang in één jaar op het gebied van kleine
landbouwrobots dringt zich de vraag op wat er nog meer
mogelijk is. Waar gaat het naar toe met de robotisering in de
landbouw? 
Eén trend lijkt duidelijk: de mechanisering van de land-
bouw die eerder door paardekracht voortbewogen zelfbin-
dende maaiers en door stoom aangedreven dorsmachines
heeft opgeleverd, zet zich nu voort als autonomisering en
robotisering en zal binnen afzienbare tijd apparaten opleve-
ren die tal van teelthandelingen zelfstandig verrichten. De-
ze apparaten lijken vaak sterk op bestaande werktuigen en
ze zullen veelal van GPS gebruik maken om hun weg te vin-
den tijdens het schoffelen (Scheele, 2004), spuiten (John Dee-
re, 2004) of oogsten (Carnegie Mellon University, 2003). Het
belangrijkste effect van deze ontwikkeling is een verder-
gaande arbeidsbesparing, en daardoor schaalvergroting en
kostenbesparing. In principe is het ook mogelijk autonome
apparaten selektiever en vaker in te zetten, maar dat krijgt
op dit moment niet veel aandacht.
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Figuur 7. Gudrun
Figuur 8.Agbo Figuur 9. Challenger
Naast de grote robots zien wij ook duidelijke toepassings-
mogelijkheden voor kleinere (sub-canopy) landbouwrobots,
dus ongeveer van het formaat dat we gezien hebben tijdens
de Field Robot Events. Het grote voordeel van kleine robots is
dat ze veel minder zullen kosten, veel minder aanleiding ge-
ven tot zorgen over veiligheid (wel eens een op hol geslagen
200-pk trekker met een kieper vol bieten gezien?) en vrijwel
altijd ingezet kunnen worden: in een gesloten gewas rijden
ze gewoon onder het bladerdek door, en zelfs na weken van
regen heeft de bodem nog wel voldoende draagkracht voor
een apparaatje van misschien maar 10 of 20 kg. Een nadeel
van zo’n klein apparaatje is natuurlijk wel dat het weinig
kracht heeft en dat het verrichten van teeltwerkzaamheden
moeilijk zal zijn; zelfs het meedragen van een krachtbron
voor voortbeweging is al een uitdaging. Een mini-robot kan
zeer selektief ingezet worden en zou bijvoorbeeld. goed op
jacht kunnen gaan naar hardnekkige, schadelijke onkrui-
den en opslag (aardappelopslag; knolcyperus in bollenteelt)
en plaatselijk voorkomende ziektes (Van der Lee, 2004). Be-
strijding van geconstateerde problemen kan plaats vinden
door toediening van een geringe hoeveelheid van een syste-
misch herbicide. 
Maar de grootste potentie van kleine landbouwrobots is mis-
schien wel als platform voor sensors waarmee zó veel en zó
vaak gemeten kan worden dat een complete beheersing 
van de teelt mogelijk wordt. Bij fabrieksmatige produktie
wordt de kwaliteit bewaakt door nauwkeurig te meten en te
regelen – bijvoorbeeld bier dankt zijn konstante en hoge
kwaliteit aan de nauwkeurige handhaving van de juiste tem-
peratuur van het brouwsel. In de glastuinbouw worden nu
al het klimaat en de samenstelling van het groeimedium
voortdurend aangepast aan de toestand van het gewas en de
eisen die aan kwantiteit en kwaliteit van het produkt wor-
den gesteld. Modellen leggen hierbij vaak de link tussen
handelen en effect. In de open teelten wordt ook gestreefd
naar een nauwkeurig volgen van het groeiproces en het ge-
richt beïnvloeden daarvan. De CropScan (CROPSCAN Inc.,
2004) is een apparaat waarmee de N-toestand van het gewas
vastgesteld kan worden; dit stelt de teler in staat om gericht
bij te mesten tijdens de groeiperiode. Meten met de Crop-
Scan is echter tijdrovend en zou wellicht net zo goed –en va-
ker- door een robotje gedaan kunnen worden. Wat voor
bemesten geldt, geldt ook voor irrigatie (meet de vochttoe-
stand van de bodem of van het gewas) en voor bestrijding
van ziekten en plagen (meet de aanwezigheid van een ziekte
of een insectensoort optisch of met chemische receptoren). 
Als het verloop van de toestand van het gewas in de tijd be-
kend is, komt oogstplanning in zicht, zowel kwalitatief als
kwantitatief. De Nederlandse suikerindustrie gebruikt het
model SUMO (Spitters et al., 1990; Van Swaaij, 2004) om de
start van de bietencampagne af te stemmen op de fysieke
opbrengst van suikerbieten. Dit model maakt tevens een
prognose van het winbare suikergehalte en het gehalte
aminozuren. Het model gebruikt nu vrijwel alleen weersge-
gevens en het is goed voorstelbaar dat automatisch verza-
melde gegevens (LAI, N-gehalte) omtrent de stand van het
bietengewas tot betere voorspellingen kunnen leiden.
Conclusie
Robotisering in de landbouw staat aan het begin van een
sterke ontwikkeling, waarbij verschillende rollen weggelegd
lijken te zijn voor grote robots (formaat trekker en combine)
en kleine robots (formaat flinke schoenendoos tot kleine
koelkast). Grote robots kunnen teelthandelingen zoals zaai-
en, spuiten en oogsten geheel of gedeeltelijk zelfstandig uit-
voeren. Kleine robots lijken vooral nuttig te zijn voor het
selectief en pleksgewijs bestrijden van ziekten, plagen en on-
kruiden. Ook kunnen ze waarnemingen doen aan de toe-
stand van gewas en bodem ten behoeve van de real-time
toepassing van gewasgroeimodellen. Hierbij kunnen ont-
wikkelingen in gewasgroeimodellen, sensoren en waarne-
mingsplatformen (robots) elkaar versterken. 
Daarbij liggen de grootste kansen voor de combinatie van
veelvuldige waarnemingen en een model in gewassen met
een grote toegevoegde waarde, risico op grote schade door
ziekten en plagen, of een sterk stuurbare gewasopbrengst of
kwaliteit. 
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