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Abstract
This research is motivated by universal algebraic geometry. We con-
sider in universal algebraic geometry the some variety of universal algebras
Θ and algebras H ∈ Θ from this variety. One of the central question of
the theory is the following: When do two algebras have the same geome-
try? What does it mean that the two algebras have the same geometry?
The notion of geometric equivalence of algebras gives a sort of answer to
this question. Algebras H1 and H2 are called geometrically equivalent
if and only if the H1-closed sets coincide with the H2-closed sets. The
notion of automorphic equivalence is a generalization of the first notion.
Algebras H1 and H2 are called automorphicaly equivalent if and only if
the H1-closed sets coincide with the H2-closed sets after some ”changing
of coordinates”.
We can detect the difference between geometric and automorphic equiv-
alence of algebras of the variety Θ by researching of the automorphisms of
the category Θ0 of the finitely generated free algebras of the variety Θ. By
[3] the automorphic equivalence of algebras provided by inner automor-
phism degenerated to the geometric equivalence. So the various differences
between geometric and automorphic equivalence of algebras can be found
in the variety Θ if the factor group A/Y is big. Hear A is the group of all
automorphisms of the category Θ0, Y is a normal subgroup of all inner
automorphisms of the category Θ0.
In [4] the variety of all Lie algebras and the variety of all associative
algebras over the infinite field k were studied. If the field k has not
nontrivial automorphisms then group A/Y in the first case is trivial and
in the second case has order 2. We consider in this paper the variety
of all linear algebras over the infinite field k. We prove that group A/Y
is isomorphic to the group (U (kS2) /U (k {e}))⋋Autk, where S2 is the
1
symmetric group of the set which has 2 elements, U (kS2) is the group
of all invertible elements of the group algebra kS2, e ∈ S2, U (k {e}) is a
group of all invertible elements of the subalgebra k {e}, Autk is the group
of all automorphisms of the field k.
So even the field k has not nontrivial automorphisms the group A/Y
is infinite. This kind of result is obtained for the first time.
The example of two linear algebras which are automorphically equiv-
alent but not geometrically equivalent is presented in the last section of
this paper. This kind of example is also obtained for the first time.
1 Introduction.
In the first two sections we consider some variety Θ of one-sorted algebras of the
signature Ω. Denote by X0 = {x1, x2, . . . , xn, . . .} a countable set of symbols,
and by F (X0) the set of all finite subsets of X0. We will consider the category
Θ0, whose objects are all free algebras F (X) of the variety Θ generated by finite
subsets X ∈ F (X0). Morphisms of the category Θ
0 are homomorphisms of free
algebras.
We denote some time F (X) = F (x1, x2, . . . , xn) if X = {x1, x2, . . . , xn} and
even F (X) = F (x) if X has only one element.
We assume that our variety Θ possesses the IBN property: for free algebras
F (X) , F (Y ) ∈ Θ we have F (X) ∼= F (Y ) if and only if |X | = |Y |. In this case
we have [4, Theorem 2] this decomposition
A = YS. (1.1)
of the group A of all automorphisms of the category Θ0. Hear Y is a group
of all inner automorphisms of the category Θ0 and S is a group of all strongly
stable automorphisms of the category Θ0.
Definition 1.1 An automorphism Υ of a category K is inner, if it is isomor-
phic as a functor to the identity automorphism of the category K.
This means that for every A ∈ ObK there exists an isomorphism sΥA : A →
Υ(A) such that for every α ∈MorK (A,B) the diagram
A
−→
sΥA Υ(A)
↓ α Υ(α) ↓
B sΥB−→
Υ(B)
commutes.
Definition 1.2. An automorphism Φ of the category Θ0 is called strongly
stable if it satisfies the conditions:
A1) Φ preserves all objects of Θ0,
2
A2) there exists a system of bijections
{
sΦF : F → F | F ∈ ObΘ
0
}
such that Φ
acts on the morphisms α : D → F of Θ0 by this way:
Φ (α) = sΦFα
(
sΦD
)−1
, (1.2)
A3) sΦF |X= idX , for every free algebra F = F (X).
The subgroup Y is a normal in A. We will calculate the factor group
A/Y ∼= S/S ∩Y. This calculation is very important for universal algebraic
geometry.
All definitions of the basic notions of the universal algebraic geometry can
be found, for example, in [1], [2] and [3]. In universal algebraic geometry we
consider a ”set of equations” T ⊂ F×F in some finitely generated free algebra F
of the arbitrary variety of universal algebras Θ and we ”resolve” these equations
in Hom (F,H), where H ∈ Θ. The set Hom(F,H) serves as an ”affine space
over the algebra H”. Denote by T ′H the set {µ ∈ Hom(F,H) | T ⊂ kerµ}. This
is the set of all solutions of the set of equations T . For every set of ”points” R
of the affine space Hom(F,H) we consider a congruence of equations defined by
this set: R′H =
⋂
µ∈R
kerµ. For every set of equations T we consider its algebraic
closure T ′′H in respect to the algebra H . A set T ⊂ F × F is called H-closed if
T = T ′′H . An H-closed set is always a congruence.
Definition 1.3 Algebras H1, H2 ∈ Θ are geometrically equivalent if and
only if for every X ∈ F (X0) and every T ⊂ F (X)× F (X) fulfills T
′′
H1
= T ′′H2 .
Denote the family of all H-closed congruences in F by ClH(F ). We can
consider the category CΘ (H) of the coordinate algebras connected with the
algebra H ∈ Θ. Objects of this category are quotient algebras F (X) /T , where
X ∈ F (X0), T ∈ ClH(F (X)). Morphisms of this category are homomorphisms
of algebras.
Definition 1.4 Let Id (H,X) =
⋂
ϕ∈Hom(F (X),H)
kerϕ be the minimal H-closed
congruence in F (X). Algebras H1, H2 ∈ Θ are automorphically equivalent
if and only if there exists a pair (Φ,Ψ) , where Φ : Θ0 → Θ0 is an automorphism,
Ψ : CΘ (H1)→ CΘ (H2) is an isomorphism subject to conditions:
A. Ψ (F (X) /Id (H1, X)) = F (Y ) /Id (H2, Y ), where Φ (F (X)) = F (Y ),
B. Ψ (F (X) /T ) = F (Y ) /T˜ , where T ∈ ClH1(F (X)), T˜ ∈ ClH2(F (Y )),
C. Ψ takes the natural epimorphism τ : F (X) /Id (H1, X) → F (X) /T to
the natural epimorphism Ψ(τ ) : F (Y ) /Id (H2, Y )→ F (Y ) /T˜ .
Note that if such a pair (Φ,Ψ) exists, then Ψ is uniquely defined by Φ.
We can say, in certain sense, that automorphic equivalence of algebras is a
coinciding of the structure of closed sets after some ”changing of coordinates”
provided by automorphism Φ.
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Algebras H1 and H2 are geometrically equivalent if and only if an inner au-
tomorphism Φ : Θ0 → Θ0 provides the automorphic equivalence of algebras H1
and H2. So, only strongly stable automorphism Φ can provide us automorphic
equivalence of algebras which not coincides with geometric equivalence of alge-
bras. Therefore, in some sense, difference from the automorphic equivalence to
the geometric equivalence is measured by the factor group A/Y ∼= S/S ∩Y.
2 Verbal operations and strongly stable auto-
morphisms.
For every word w = w (x1, . . . , xk) ∈ F (X), where F (X) ∈ ObΘ
0, X =
{x1, . . . , xk} and for every algebra H ∈ Θ we can define a k-ary operation
w∗H on H by
w∗H (h1, . . . , hk) = w (h1, . . . , hk) = γh (w (x1, . . . , xk)) ,
where γh is a homomorphism F (X) ∋ xi → γh (xi) = hi ∈ H , 1 ≤ i ≤ k.
This operation we call the verbal operation induced on the algebra H by the
word w (x1, . . . , xk) ∈ F (X). A system of words W = {wi | i ∈ I} such that
wi ∈ F (Xi) , Xi = {x1, . . . , xki} , determines a system of ki-ary operations
(wi)
∗
H on H . Denote the set H with the system of these operation by H
∗
W .
We have a correspondence between strongly stable automorphisms and sys-
tems of words which define the verbal operation and fulfill some conditions.
This correspondence explained in [4] and [5]: We denote the signature of our
variety Θ by Ω, by kω we denote the arity of ω for every ω ∈ Ω. We suppose
that we have the system of words W = {wω | ω ∈ Ω} satisfies the conditions:
Op1) wω (x1, . . . , xkω ) ∈ F (Xω), where Xω = {x1, . . . , xkω};
Op2) for every F = F (X) ∈ ObΘ0 there exists an isomorphism σF : F → F
∗
W
such that σF |X= idX .
F ∗W ∈ Θ so isomorphisms σF are defined uniquely by the system of words
W .
The set S =
{
σF : F → F | F ∈ ObΘ
0
}
is a system of bijections which sat-
isfies the conditions:
B1) for every homomorphism α : A→ B ∈MorΘ0 the mappings σBασ
−1
A and
σ−1B ασA are homomorphisms;
B2) σF |X= idX for every free algebra F ∈ ObΘ
0.
So we can define the strongly stable automorphism by this system of bijec-
tions. This automorphism preserves all objects of Θ0 and acts on morphism of
Θ0 by formula (1.2), where sΦF = σF .
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Vice versa if we have a strongly stable automorphism Φ of the category Θ0
then its system of bijections S =
{
sΦF : F → F | F ∈ ObΘ
0
}
defined uniquely.
Really, if F ∈ ObΘ0 and f ∈ F then
sΦF (f) = s
Φ
Fα (x) =
(
sΦFα
(
sΦD
)−1)
(x) = (Φ (α)) (x) , (2.1)
where D = F (x) - 1-generated free linear algebra - and α : D → F ho-
momorphism such that α (x) = f . Obviously that this system of bijections
S =
{
sΦF : F → F | F ∈ ObΘ
0
}
fulfills conditions B1 and B2 with σF = s
Φ
F .
If we have a system of bijections S =
{
σF : F → F | F ∈ ObΘ
0
}
which
fulfills conditions B1 and B2 than we can define the system of words W =
{wω | ω ∈ Ω} satisfies the conditions Op1 and Op2 by formula
wω (x1, . . . , xkω ) = σFω (ω ((x1, . . . , xkω ))) ∈ Fω, (2.2)
where Fω = F (Xω).
By formulas (2.1) and (2.2) we can check that there are
1. one to one and onto correspondence between strongly stable automor-
phisms of the category Θ0 and systems of bijections satisfied the conditions
B1 and B2
2. one to one and onto correspondence between systems of bijections satisfied
the conditions B1 and B2 and systems of words satisfied the conditions
Op1 and Op2.
So we can find a strongly stable automorphism Φ of the category Θ0 by
finding a system of words which fulfills conditions Op1 and Op2.
3 Verbal operations in linear algebras.
From now on, we consider the variety Θ of all linear algebras over infinite field k.
We consider linear algebras as one-sorted universal algebras, i. e., multiplication
by scalar we consider as 1-ary operation for every λ ∈ k: H ∋ h → λh ∈ H
where H ∈ Θ. Hence the signature Ω of algebras of our variety contains these
operations: 0-ary operation 0; |k| 1-ary operations of multiplications by scalars;
1-ary operation − : h → −h, where h ∈ H , H ∈ Θ; 2-ary operation · and
2-ary operation +. We will finding the system of words W = {wω | ω ∈ Ω}
satisfies the conditions Op1 and Op2. We denote the words corresponding to
these operations by w0, wλ for all λ ∈ k, w−, w·, w+.
For arbitrary F (X) ∈ ObΘ0 we denote F (X) =
∞⊕
i=1
Fi the decomposition
to the linear spaces of elements which are homogeneous according the sum of
degrees of generators from the set X . We also denote the two-sides ideals
∞⊕
i=j
Fi = F
j . From now on, the word ”ideal” means two sided ideal of linear
algebra.
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We denote the group of all automorphisms of the field k by Autk.
Our variety Θ possesses the IBN property, because |X | = dimF/F 2 fulfills
for all free algebras F = F (X) ∈ Θ. So we have the decomposition (1.1) for
group of all automorphisms of the category Θ0.
Now we need to prove one technical fact about 1-generated free linear algebra
F (x).
Lemma 3.1 Let {u1, . . . , ur} is the set of all monomials of degree n in F (x)
(basis of Fn), {v1, . . . , vt} is the set of all monomials of degree m in F (x) (basis
of Fm), ϕ is an arbitrary function from {1, . . . , n} to {1, . . . , t}. Denote by ϕ (ul)
the monomial which is a results of substitution into monomial ul (1 ≤ l ≤ r)
instead j-th from left entry of x the monomial vϕ(j) (1 ≤ j ≤ n). All these
monomials are distinct, i. e., ϕ1 (ul1) = ϕ2 (ul2) if and only if ϕ1 = ϕ2 and
ul1 = ul2 , where ϕ1, ϕ2 : {1, . . . , n} → {1, . . . , t}, ul1 , ul2 ∈ {u1, . . . , ur}.
Proof. We will prove this lemma by induction by n - degree of monomials from
{u1, . . . , ur}. The claim of the lemma is trivial for n = 1. We assume that the
claim of the lemma is proved for monomials which have degree < n. We suppose
that ϕ1 (ul1) = ϕ2 (ul2), where deg ul1 = deg ul2 = n > 1, ϕ1, ϕ2 : {1, . . . , n} →
{1, . . . , t}. uli = u
(1)
li
· u
(2)
li
, where i = 1, 2. We denote deg u
(1)
li
= ci. 1 ≤ ci < n
for i = 1, 2. For i = 1, 2 we have ϕi (uli) = ϕ
(1)
i
(
u
(1)
li
)
·ϕ
(2)
i
(
u
(2)
li
)
, where ϕ
(1)
i :
{1, . . . , ci} → {1, . . . , t}, ϕ
(2)
i : {1, . . . , n− ci} → {1, . . . , t}, ϕ
(1)
i (j) = ϕi (j) for
1 ≤ j ≤ ci, ϕ
(2)
i (j) = ϕi (ci + j) for 1 ≤ j ≤ n − c1. ϕ1 (ul1) = ϕ2 (ul2) if and
only if ϕ
(1)
1
(
u
(1)
l1
)
= ϕ
(1)
2
(
u
(1)
l2
)
and ϕ
(2)
1
(
u
(2)
l1
)
= ϕ
(2)
2
(
u
(2)
l2
)
. If c1 6= c2 then
degϕ
(1)
1
(
u
(1)
l1
)
= c1m 6= degϕ
(1)
2
(
u
(1)
l2
)
= c2m, hence ϕ
(1)
1
(
u
(1)
l1
)
6= ϕ
(1)
2
(
u
(1)
l2
)
and ϕ1 (ul1) 6= ϕ2 (ul2). So c1 = c2 and, by our assumption, ϕ
(1)
1 = ϕ
(1)
2 ,
u
(1)
l1
= u
(1)
l2
, ϕ
(2)
1 = ϕ
(2)
2 , u
(2)
l1
= u
(2)
l2
. Therefore ϕ1 = ϕ2 and ul1 = ul2 .
Corollary 1 Let f (x) , g (x) ∈ F (X). f (g (x)) is a result of substitution of
g (x) in f (x) instead x. f (g (x)) ∈ F1 if and only if f (x) , g (x) ∈ F1.
Proof. We write f (x) and g (x) as sum of its homogeneous components: f (x) =
f1 (x)+f2 (x)+. . .+fn (x), g (x) = g1 (x)+g2 (x)+. . .+gm (x), fi (x) , gi (x) ∈ Fi.
We assume that n > 1 or m > 1, fn (x) 6= 0 and gm (x) 6= 0. f (g (x)) =
f1 (g (x))+ f2 (g (x))+ . . .+ fn (g (x)). Addenda of the maximal possible degree
of x, which can appear in f (g (x)), i. e., addenda of degree nm can appear
in fn (g (x)). They coincide with addenda of fn (gm (x)). Denote fn (x) =
λ1u1+ . . .+λrur, gm (x) = µ1v1+ . . .+µtvt, where {u1, . . . , ur} is the set of all
monomials of degree n in F (x), {v1, . . . , vt} is the set of all monomials of degree
m in F (x), λi, µj ∈ k. Not all {λ1, . . . , λr} and not all {µ1, . . . , µt} are equal
to 0 by our assumption. fn (gm (x)) = λ1u1 (gm (x))+ . . .+λrur (gm (x)). If we
open the brackets in ul (gm (x)) = ul (µ1v1 + . . .+ µtvt) (1 ≤ l ≤ r), we obtain
addenda, which are results of substitution into monomial ul instead all entry of
x some monomial from µ1v1, . . . , µtvt in all possible options. We can say more
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formal: for every function ϕ : {1, . . . , n} → {1, . . . , t} we obtain an addendum
which is a results of substitution into monomial ul instead j-th from left entry of
x the monomial µϕ(j)vϕ(j) (1 ≤ j ≤ n). Therefore all addenda, which we obtain
after the opening of the brackets in fn (gm (x)), distinct from the monomials
discussed in Lemma 3.1 only by coefficients. All these addenda have degree
nm > 1, because n > 1 or m > 1. So addenda of fn (gm (x)) can not cancel one
another by Lemma 3.1. These addenda can not be canceled by other addenda
f (g (x)), because all other addenda have degree < nm. Therefore all these
addenda equal to 0, because f (g (x)) ∈ F1. For l ∈ {1, . . . , r} and j ∈ {1, . . . , t}
we take the addendum which is a results of substitution into monomial λlul
instead all entries of x the monomial µjvj . The coefficient of this addendum is
λlµ
n
j = 0. So λlµj = 0 for all l ∈ {1, . . . , r} and all j ∈ {1, . . . , t}. It contradicts
the fact that fn (x) 6= 0 and gm (x) 6= 0.
Theorem 3.1 The system of words
W = {w0, wλ (λ ∈ k) , w−, w+, w·} (3.1)
satisfies the conditions Op1 and Op2 if and only if w0 = 0, wλ = ϕ (λ)x1,
w− = −x1, w+ = x1 + x2, w· = ax1x2 + bx2x1, where ϕ is an automorphism of
the field k, a, b ∈ k, a 6= ±b.
Proof. Let W (see (3.1) ) satisfies the conditions Op1 and Op2.
w0 is an element of the 0-generated free linear algebra. There is only one
element in this algebra: 0. This is the only one opportunity for w0.
wλ ∈ F (x) for every λ ∈ k. Denote multiplications by scalars in (F (x))
∗
W
by ∗, i. e., λ ∗ f = wλ (f) for every f ∈ F (x) and every λ ∈ k. (F (x))
∗
W ∈ Θ,
therefore, if λ = 0 then 0 ∗ x = w0 (x) = 0. If λ 6= 0 then
1 ∗ x =
(
λ−1λ
)
∗ x = λ−1 ∗ (λ ∗ x) = wλ−1 (wλ (x)) = x.
Hence wλ = ϕ (λ)x by Corollary 1 from Lemma 3.1, where ϕ (λ) ∈ k. We
can write ϕ (0) = 0. Also we have that for all λ1, λ2 ∈ k fulfills
(λ1λ2) ∗ x = ϕ (λ1λ2)x
and
(λ1λ2) ∗ x = λ1 ∗ (λ2 ∗ x) = λ1 ∗ (ϕ (λ2)x) =
ϕ (λ1) (ϕ (λ2)x) = (ϕ (λ1)ϕ (λ2))x.
So ϕ (λ1)ϕ (λ2) = ϕ (λ1λ2). If µ ∈ k \ {0}, then the 1-ary operation of multipli-
cation by scalar µ is a verbal operation defined by some word w∗µ (x) ∈ (F (x))
∗
W ,
written be the operations defined by system of wordsW - see [5, Proposition 4.2].
Hence, µf = w∗µ (f) holds for every f ∈ F (x). Also there is w
∗
µ−1
(x) ∈ (F (x))
∗
W
such that µ−1f = w∗
µ−1
(f) for every f ∈ F (x). x = µ−1 (µx) = w∗
µ−1
(
w∗µ (x)
)
.
There exists by Op2 an isomorphism σF (x) : F (x) → (F (x))
∗
W such that
σF (x) (x) = x. So (F (x))
∗
W is also 1-generated free linear algebra of Θ with
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the free generator x. Hence there exists a decomposition (F (x))
∗
W =
∞⊕
i=1
F ∗i ,
where F ∗i are linear spaces of elements which are homogeneous according the
degree of x but in respect of operations defined by system of words W . There-
fore w∗µ (x) = λ ∗ x, where λ ∈ k, by Corollary 1 from Lemma 3.1. So
µx = λ ∗ x = ϕ (λ)x and µ = ϕ (λ), hence ϕ : k → k is a surjection.
w+ ∈ F (x1, x2) = F . There exists n ∈ N, such that
w+ (x1, x2) = p1 (x1, x2) + p2 (x1, x2) + . . .+ pn (x1, x2) ,
where pi (x1, x2) ∈ Fi, 1 ≤ i ≤ n. We have for every λ ∈ k that
w+ (λ ∗ x1, λ ∗ x2) = λ ∗ w+ (x1, x2) = ϕ (λ)w+ (x1, x2) =
ϕ (λ) p1 (x1, x2) + ϕ (λ) p2 (x1, x2) + . . .+ ϕ (λ) pn (x1, x2)
and
w+ (λ ∗ x1, λ ∗ x2) = p1 (λ ∗ x1, λ ∗ x2)+p2 (λ ∗ x1, λ ∗ x2)+. . .+pn (λ ∗ x1, λ ∗ x2) =
p1 (ϕ (λ)x1, ϕ (λ) x2) + p2 (ϕ (λ)x1, ϕ (λ)x2) + . . .+ pn (ϕ (λ)x1, ϕ (λ)x2) =
ϕ (λ) p1 (x1, x2) + (ϕ (λ))
2 p2 (x1, x2) + . . .+ (ϕ (λ))
n pn (x1, x2) .
We can take λ ∈ k such that ϕ (λ) is not a solution of any equation xi = x, where
2 ≤ i ≤ n. So, pi (x1, x2) = 0 for 2 ≤ i ≤ n by equality of the homogeneous
components. Therefore w+ = αx1 + βx2, where α, β ∈ k. If we denote the
operation defined by w+ in (F (x1, x2))
∗
W by ⊥, then x1⊥x2 = x2⊥x1 holds,
so αx1 + βx2 = αx2 + βx1 and α = β. Also x1⊥0 = x1 holds and αx1 = x1,
so α = β = 1. Now, by consideration of F (x), we can conclude that for all
λ1, λ2 ∈ k fulfills
ϕ (λ1 + λ2)x = (λ1 + λ2) ∗ x = λ1 ∗ x⊥λ2 ∗ x =
λ1 ∗ x+ λ2 ∗ x = ϕ (λ1)x+ ϕ (λ2) x = (ϕ (λ1) + ϕ (λ2))x,
so ϕ (λ1 + λ2) = ϕ (λ1) + ϕ (λ2) and ϕ is an automorphism of the field k.
Its clear now that w− = −x ∈ F (x), because
w− (x) = −1 ∗ x = ϕ (−1)x = (−1)x = −x.
w· ∈ F (x1, x2). We write w· as sum of its homogeneous components accord-
ing the degree of x1:
w· (x1, x2) = p0 (x1, x2) + p1 (x1, x2) + p2 (x1, x2) + . . .+ pn (x1, x2) .
We denote the operation defined by w· in (F (x1, x2))
∗
W by ×. So we have for
every λ ∈ k that
(λ ∗ x1)× x2 = λ ∗ (x1 × x2) = ϕ (λ)w· (x1, x2) =
8
ϕ (λ) p0 (x1, x2) + ϕ (λ) p1 (x1, x2) + ϕ (λ) p2 (x1, x2) + . . .+ ϕ (λ) pn (x1, x2) .
and
(λ ∗ x1)× x2 = w· (ϕ (λ)x1, x2) =
p0 (ϕ (λ)x1, x2) + p1 (ϕ (λ) x1, x2) + p2 (ϕ (λ)x1, x2) + . . .+ pn (ϕ (λ)x1, x2) =
p0 (x1, x2) + ϕ (λ) p1 (x1, x2) + (ϕ (λ))
2
p2 (x1, x2) + . . .+ (ϕ (λ))
n
pn (x1, x2) .
We can take, as above, λ ∈ k such that by equality of the homogeneous com-
ponents we obtain that w· (x1, x2) = p1 (x1, x2). Now we write w· (x1, x2) =
p1 (x1, x2) as sum of its homogeneous components according the degree of x2:
w· (x1, x2) = r0 (x1, x2) + r1 (x1, x2) + r2 (x1, x2) + . . .+ rm (x1, x2) .
We have for every λ ∈ k that
x1 × (λ ∗ x2) = λ ∗ (x1 × x2) = ϕ (λ)w· (x1, x2) =
ϕ (λ) r0 (x1, x2) + ϕ (λ) r1 (x1, x2) + ϕ (λ) r2 (x1, x2) + . . .+ ϕ (λ) rm (x1, x2) .
and
x1 × (λ ∗ x2) = w· (x1, ϕ (λ)x2) =
r0 (x1, ϕ (λ)x2) + r1 (x1, ϕ (λ)x2) + r2 (x1, ϕ (λ)x2) + . . .+ rm (x1, ϕ (λ)x2) =
r0 (x1, x2) + ϕ (λ) r1 (x1, x2) + ϕ (λ)
2 r2 (x1, x2) + . . .+ ϕ (λ)
m rm (x1, x2) .
And, as above, we can conclude that w· (x1, x2) = r1 (x1, x2) where r1 (x1, x2)
is a homogeneous element of F (x1, x2) such that degx1 r1 (x1, x2) = 1 and
degx2 r1 (x1, x2) = 1. Therefore w· (x1, x2) = ax1x2 + bx2x1, where a, b ∈ k.
If a = b then the operation defined by w· (x1, x2) is commutative. If a = −b
then the operation defined by w· (x1, x2) is anticommutative. The isomorphisms
σF : F → F
∗
W , where F ∈ ObΘ
0 can not exists in both these cases if F is not a
0-generated free algebra.
Therefore we prove that if the system of words (3.1) satisfies the conditions
Op1 and Op2 then w0 = 0, wλ = ϕ (λ)x1 for all λ ∈ k, w− = −x1, w+ = x1+x2,
w· = ax1x2+bx2x1, where ϕ is an automorphism of the field k, a, b ∈ k, a 6= ±b.
Now we must prove that for all ϕ ∈ Autk and all a, b ∈ k such that a 6= ±b
the system of words (3.1) where w0 = 0, wλ = ϕ (λ)x1 for all λ ∈ k, w− = −x1,
w+ = x1 + x2, w· = ax1x2 + bx2x1 fulfills condition Op2. It means that we
must build for every F = F (X) ∈ ObΘ0 an isomorphism σF : F → F
∗
W such
that σF |X= idX .
We will prove, first of all, that H∗W ∈ Θ for every H ∈ Θ. Operations
defined by w0, w−, w+ coincide with 0, −, +. So identities of the variety Θ
(axioms of the linear algebra) relating to these operations fulfill in H∗W . Hence
we only need to check the axioms that involve the operations defined by w· and
wλ (λ ∈ k). As above we denote these operations by × and by λ∗.
λ ∗ (x+ y) = ϕ (λ) (x+ y) = ϕ (λ)x+ ϕ (λ) y = λ ∗ x+ λ ∗ y,
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(λµ) ∗ x = ϕ (λµ)x = ϕ (λ)ϕ (µ)x = ϕ (λ) (µ ∗ x) = λ ∗ (µ ∗ x) ,
(λ+ µ) ∗ x = ϕ (λ+ µ)x = (ϕ (λ) + ϕ (µ))x = ϕ (λ)x+ ϕ (µ)x = λ ∗ x+ µ ∗ x,
1 ∗ x = ϕ (1)x = 1x = x,
x× (y + z) = ax (y + z) + b (y + z)x = axy + axz + byx+ bzx = x× y + x× z,
(y + z)× x = a (y + z)x+ bx (y + z) = ayx+ azx+ bxy + bxz = y× x+ z × x,
λ ∗ (x× y) = ϕ (λ) (axy + byx) = a (ϕ (λ)x) y + by (ϕ (λ)x) = (ϕ (λ)x)× y =
(λ ∗ x)× y = x× (λ ∗ y)
fulfills for every x, y, z ∈ H , λ, µ ∈ k.
Hence there exists a homomorphism σF : F → F
∗
W such that σF |X= idX
for every F = F (X) ∈ ObΘ0. Our goal is to prove that these homomorphisms
are isomorphisms. We will prove by induction by i that
σF (Fi) = Fi. (3.2)
for every i ∈ N. If X = {x1, . . . , xn} then every element of F1 has form λ1x1 +
. . .+ λnxn, where λ1, . . . , λn ∈ k.
σF (λ1x1 + . . .+ λnxn) = λ1∗σF (x1)+. . .+λn∗σF (xn) = ϕ (λ1) x1+. . .+ϕ (λn)xn,
so σF (F1) ⊂ F1.
σF
(
ϕ−1 (λ1)x1 + . . .+ ϕ
−1 (λn)xn
)
= λ1x1 + . . .+ λnxn,
so σF (F1) = F1.
Let (3.2) proved for i such that 1 ≤ i < r. Every element of Fr is a linear
combination of the monomials of the form uv, where u ∈ Fi, v ∈ Fj , i+ j = r.
σF (uv) = σF (u)× σF (v) = aσF (u)σF (v) + bσF (v)σF (u) ,
so σF (Fr) ⊂ Fr, because, by our assumption, σF (u) ∈ Fi, σF (v) ∈ Fj . Also,
if u = σF (u˜), v = σF (v˜), where u˜ ∈ Fr, v˜ ∈ Ft, then
σF (u˜v˜) = σF (u˜)× σF (v˜) = u× v = auv + bvu
σF (v˜u˜) = σF (v˜)× σF (u˜) = v × u = avu+ buv = buv + avu,
fulfills. a 6= ±b, so the matrix
(
a b
b a
)
is regular, hence there exist α, β ∈ k
such that
uv = ασF (u˜v˜) + βσF (v˜u˜) = σF
(
ϕ−1 (α) u˜v˜ + ϕ−1 (β) v˜u˜
)
.
Therefore σF (Fr) = Fr. We can conclude that σF is an epimorphism.
Now we will prove that kerσF = 0. Let f ∈ kerσF ⊂ F (X). There exists
m ∈ N such that f ∈
m⊕
i=1
Fi. σF
(
m⊕
i=1
Fi
)
=
m⊕
i=1
Fi by (3.2). σF is a linear
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mapping from the linear space
m⊕
i=1
Fi with the original multiplication by scalars
in F to the
(
m⊕
i=1
Fi
)∗
W
- the linear space
m⊕
i=1
Fi with the multiplication by
scalars which we denote by ∗. From formulas
k∑
i=1
(λi ∗ ei) =
k∑
i=1
ϕ (λi) ei and
k∑
i=1
λiei =
k∑
i=1
(
ϕ−1 (λi) ∗ ei
)
we can conclude that if E is a basis of the linear
space
m⊕
i=1
Fi then E is a basis of the linear space
(
m⊕
i=1
Fi
)∗
W
. So dim
m⊕
i=1
Fi =
dim
(
m⊕
i=1
Fi
)∗
W
<∞, therefore ker
(
σF |
m⊕
i=1
Fi
)
= 0 and f = 0.
4 Group A/Y.
From now on, W is a system of words (3.1) which fulfills conditions Op1 and
Op2.
The decomposition (1.1) is not split in general case, i. e. S ∩Y 6= {1} in
general case. The strongly stable automorphism Φ of the category Θ0 which
corresponds to the system of words W is inner, by [4, Lemma 3], if and only
if for every F ∈ ObΘ0 there exists an isomorphism cF : F → F
∗
W such that
cFα = αcD fulfills for every (α : D → F ) ∈MorΘ
0 (by [5, Remark 3.1] α is also
a homomorphism from D∗W to F
∗
W ).
Hear we need to prove one technical lemma.
Lemma 4.1 If F = F (X) ∈ ObΘ0 and cF : F → F
∗
W is an isomorphism then
there exists an isomorphism ci : F/F
i → F ∗W /F
i such that χ∗i cF = ciχi, where
χi : F → F/F
i and χ∗i : F
∗
W → F
∗
W /F
i are natural homomorphisms, i ∈ N.
Proof. If H ∈ Θ and I is an ideal of H . If λ ∈ k, y ∈ I, h ∈ H , then
λ ∗ y = ϕ (λ) y ∈ I, y × h = ayh+ bhy ∈ I, analogously h× y ∈ I. Therefore I
is an ideal of H∗W . Hence F
i is an ideal of F ∗W .
If σF : F → F
∗
W is an isomorphism such that σF |X= idX , then by (3.2) we
have c−1F
(
F i
)
= c−1F σF
(
F i
)
= F i because c−1F σF : F → F is an isomorphism.
So cF
(
F i
)
= F i. It finishes the proof.
Proposition 4.1 The strongly stable automorphism Φ which corresponds to the
system of words W is inner if and only if ϕ = idk and b = 0.
Proof. We suppose that strongly stable automorphism Φ which corresponds
to the system of words W is inner. We assume that ϕ 6= idk, i., e., there exists
λ ∈ k such that ϕ (λ) 6= λ. We denote F = F (x). We take α ∈ EndF , such that
α (x) = λx. We suppose that cF : F → F
∗
W is an isomorphism. c2 is defined as
in the Lemma 4.1, and we by this Lemma we have:
χ∗2cF (x) = c2χ2 (x) = µ ∗ χ
∗
2 (x) = χ
∗
2 (µ ∗ x) = χ
∗
2 (ϕ (µ)x) ,
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where operations in algebra F ∗W /F
2 we denote by same symbols as operations in
algebra F ∗W and µ ∈ k \{0}. Therefore cF (x) ≡ ϕ (µ) x
(
modF 2
)
. α
(
F 2
)
⊂ F 2
fulfils, so
αcF (x) = α (ϕ (µ)x+ f2) ≡ α (ϕ (µ)x) = ϕ (µ)α (x) = ϕ (µ)λx
(
modF 2
)
,
where f2 ∈ F
2.
cFα (x) = cF (λx) = λ ∗ cF (x) = ϕ (λ) cF (x) ≡ ϕ (λ)ϕ (µ)x
(
modF 2
)
.
µ 6= 0, so ϕ (µ) 6= 0, ϕ (λ) 6= λ hence αcF 6= cFα. This contradiction proves
that ϕ = idk.
Now we denote F = F (x1, x2) ∈ ObΘ
0. By our assumption there exists an
isomorphism cF : F → F
∗
W such that cFα = αcF fulfills for every α ∈ EndF . c2
is defined as in the Lemma 4.1. α
(
F 2
)
⊂ F 2 so we can define the homomorphism
α˜ : F/F 2 → F/F 2 such that α˜χ2 = χ2α. From cFα = αcF we can conclude
c2α˜ = α˜c2 fulfills. By Lemma 4.1 c2 is a regular linear mapping. We can take
the endomorphisms α such that α˜ will be an arbitrary linear mapping from
k2 to k2. Therefore c2 must be a regular linear mapping from k
2 to k2 which
commutate with all linear mappings from k2 to k2. Hence c2 must be a scalar
mapping, i.e.,
χ∗2cF (xi) = c2χ2 (xi) = λχ
∗
2 (xi) = χ
∗
2 (λxi) ,
where λ ∈ k\{0}, i = 1, 2. Therefore cF (xi) = λxi+fi, where fi ∈ F
2, i = 1, 2.
We can remark that now we consider the case when ϕ = idk, hence we need not
distinguish between multiplication by scalar in F and F ∗W .
Now we take α ∈ EndF such that α (x1) = x1x2, α (x2) = 0. If u is a
monomial which contain only entries of x1, then degx1 α (u) + degx2 α (u) =
2 degx1 u. If a monomial u contain at least one entry of x2, then α (u) = 0.
Hence α
(
F 2
)
⊂ F 3. So we have
cFα (x1) = cF (x1x2) = cF (x1)×cF (x2) = acF (x1) cF (x2)+bcF (x2) cF (x1) =
a (λx1 + f1) (λx2 + f2)+b (λx2 + f2) (λx1 + f1) ≡ aλ
2x1x2+bλ
2x2x1
(
modF 3
)
.
αcF (x1) = α (λx1 + f1) ≡ λx1x2
(
modF 3
)
.
Hence we conclude b = 0 from cFα = αcF .
If b = 0, i. e., w· = ax1x2, a 6= 0, then we take cF (f) = a
−1f for every
F ∈ ObΘ0 and every f ∈ F . It is obvious that cF is a regular linear mapping.
cF (f1)×cF (f2) = acF (f1) cF (f2) = a
(
a−1f1
) (
a−1f2
)
= a−1f1f2 = cF (f1f2) .
for every f1, f2 ∈ F . So cF : F → F
∗
W is an isomorphism. It fulfils
cFα (d) = a
−1α (d) = α
(
a−1d
)
= αcF (d)
for every (α : D → F ) ∈ MorΘ0 and every d ∈ D.
12
Proposition 4.2 The group S ∼=G⋋Autk, where G is the group of all regular
2 × 2 matrices over field k, which have a form
(
a b
b a
)
and every ϕ ∈ Autk
acts on the group G by this way: ϕ
(
a b
b a
)
=
(
ϕ (a) ϕ (b)
ϕ (b) ϕ (a)
)
.
Proof. We will define the mapping τ : G⋋Autk → S. If gϕ ∈ G⋋Autk, where
g =
(
a b
b a
)
, then we define τ (gϕ) = Φ ∈ S, where Φ corresponds to the
system of wordsW with wλ = ϕ (λ)x1 for every λ ∈ k and w· = ax1x2+ bx2x1.
By Section 2 and Theorem 3.1 τ is bijection.
We consider τ (g1ϕ1) = Φ1 and τ (g2ϕ2) = Φ2, where g1ϕ1, g2ϕ2 ∈ G⋋Autk
and g1 =
(
a1 b1
b1 a1
)
, g2 =
(
a2 b2
b2 a2
)
. Both these strongly stable automor-
phisms preserves all objects of Θ0 and acts on morphisms of Θ0 by theirs systems
of bijections
{
sΦiF : F → F | F ∈ ObΘ
0
}
, for i = 1, 2, according the formula
(1.2). We have Φ2Φ1 (α) = s
Φ2
F s
Φ1
F α
(
sΦ1D
)−1 (
sΦ2D
)−1
for every (α : D → F ) ∈
MorΘ0. So strongly stable automorphism Φ2Φ1 = τ (g2ϕ2) τ (g1ϕ1) preserves
all objects of Θ0 and acts on morphisms of Θ0 by system of bijections{
sΦ2F s
Φ1
F : F → F | F ∈ ObΘ
0
}
.
This system of bijections satisfies the conditions B1 and B2, so we can define the
words wΦ2Φ1λ for every λ ∈ k and w
Φ2Φ1
·
which correspond to the automorphism
Φ2Φ1 by formula (2.2). The words w
Φi
λ (λ ∈ k) and w
Φi
·
which correspond to the
automorphism Φi have forms w
Φi
λ = ϕi (λ) x1(λ ∈ k) and w
Φi
·
= aix1x2+bix2x1
for i = 1, 2. So
wΦ2Φ1λ = s
Φ2
F s
Φ1
F (λx1) = s
Φ2
F
(
wΦ1λ
)
= sΦ2F (ϕ1 (λ)x1) = ϕ2 (ϕ1 (λ))x1 = (ϕ2ϕ1) (λ)x1
for every λ ∈ k and
wΦ2Φ1
·
= sΦ2F s
Φ1
F (x1x2) = s
Φ2
F
(
wΦ1
·
)
= sΦ2F (a1x1x2 + b1x2x1) =
ϕ2 (a1) s
Φ2
F (x1x2) + ϕ2 (b1) s
Φ2
F (x2x1) =
ϕ2 (a1) (a2x1x2 + b2x2x1) + ϕ2 (b1) (a2x2x1 + b2x1x2) =
(ϕ2 (a1) a2 + ϕ2 (b1) b2)x1x2 + (ϕ2 (a1) b2 + ϕ2 (b1) a2) x2x1.
because sΦiF : F → F
∗
Wi
is an isomorphism, i = 1, 2. Hence
Φ2Φ1 = τ (g2ϕ2) τ (g1ϕ1) = τ (g2ϕ2 (g1)ϕ2ϕ1) = τ (g2ϕ2 · g1ϕ1) .
Corollary 1 Group S ∩Y is isomorphic to the group k∗I2 of the regular 2× 2
scalar matrices over field k.
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Proof. By Propositions 4.1 and 4.2.
Corollary 2 A/Y ∼=(G/k∗I2)⋋Autk.
Proof. By Proposition 4.2 and Corollary 1 we have thatA/Y ∼=(G⋋Autk) /k∗I2.
And we have (G⋋Autk) /k∗I2∼=(G/k
∗I2)⋋Autk because k
∗I2 ⊳ G and for ev-
ery ϕ ∈ Autk ϕ (k∗I2) ⊂ k
∗I2 fulfills.
The symmetric group of the set which has 2 elements - S2 can be em-
bedded in the multiplicative structure of the algebra M2 (k) of the 2 × 2 ma-
trices over field k: S2 ∋ (12) →
(
0 1
1 0
)
∈ M2 (k), so G ∼= U (kS2),
where U (kS2) is the group of all invertible elements of the group algebra
kS2. Also k
∗I2 ∼= U (k {e}), where e ∈ S2, k {e} is a subalgebra of kS2,
U (k {e}) is a group of all invertible elements of this subalgebra. Therefore
A/Y ∼=(U (kS2) /U (k {e}))⋋Autk, where every ϕ ∈ Autk acts on the algebra
kS2 by natural way: ϕ (ae+ b (12)) = ϕ (a) e+ ϕ (b) (12).
5 Example of two linear algebras which are au-
tomorphically equivalent but not geometrically
equivalent.
We take k = Q. Θ will be the variety of all linear algebras over k. H will be
the 2-generated linear algebra, which is free in the variety corresponding to the
identity (x1x1)x2 = 0. We consider the strongly stable automorphism Φ of the
category Θ0 corresponding to the system of words W , where b 6= 0. Algebras
H and H∗W are automorphically equivalent by [5, Theorem 5.1].
Proposition 5.1 Algebras H and H∗W are not geometrically equivalent.
Proof. Let F = F (x1, x2). The ideal I = Id (H, {x1, x2}) of the all two-
variables identities which are fulfill in the algebra H will be the smallest H-
closed set in F , because I = (0)
′′
H , where 0 ∈ F . If algebras H and H
∗
W are
geometrically equivalent then the structures of the H-closed sets and of the
H∗W -closed sets in F coincide. Hence I must be the smallest H
∗
W -closed set in
F .
By [5, Remark 5.1]
T → σFT (5.1)
is a bijection from the structure of theH∗W -closed sets in F to the structure of the
H-closed sets in F . Hear σF : F → F
∗
W is an isomorphism from condition Op2.
It is clear that the bijection (5.1) preserves inclusions of sets. So it transforms
the smallest H∗W -closed set to the smallest H-closed set, i. e. I = σF I must
fulfills.
It is obviously that I ⊂ F 3. By (3.2) σF I ⊂ F
3. We will compare the
linear subspaces I/F 4 and (σF I) /F
4. I = 〈α ((x1x1)x2) | α ∈ EndF 〉. Let
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α (xi) ≡ α1ix1 + α2ix2
(
modF 2
)
, where i = 1, 2, αji ∈ k. Then
α ((x1x1)x2) ≡ ((α11x1 + α21x2) (α11x1 + α21x2)) (α12x1 + α22x2)
(
modF 4
)
.
We achieve after the extending of brackets that I/F 4 is a subspace of the linear
space spanned by the elements of F 3/F 4 which have form (xixj)xk+F
4, where
i, j, k = 1, 2. But
σF I ∋ σF ((x1x1) x2) = aσF (x1x1)σF (x2) + bσF (x2)σF (x1x1) =
= a (a+ b) (x1x1)x2 + b (a+ b)x2 (x1x1) .
We have that a + b 6= 0, b 6= 0, so I/F 4 6= (σF I) /F
4 and I 6= σF I. This
contradiction proves that algebras H and H∗W are not geometrically equivalent.
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