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Abstract
An elementary introduction into the Seiberg-Witten theory is given. Many ef-
forts are made to get it as pedagogical as possible, and within a reasonable size.
The selection of the relevant material is heavily oriented towards graduate students.
The basic ideas about solitons, monopoles, supersymmetry and duality are reviewed
from first principles, and they are illustrated on the simplest examples. The exact
Seiberg-Witten solution to the low-energy effective action of the four-dimensional
N=2 supersymmetric pure Yang-Mills theory with the gauge group SU(2) is the main
subject of the review. Other gauge groups are also discussed. Some related issues
(like adding matter, confinement, string dualities) are outlined.
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INTRODUCTION
The recent years gave several remarkable achievements in theoretical high energy
physics, which constitute a significant progress in understanding the strongly cou-
pled supersymmetric gauge theories and their superstring generalizations. It shed
new light on some ‘old’ but still ‘hot’ problems, such as confinement, spontaneous
symmetry breaking and the role of supersymmetry. The key concepts behind the
new developments are (i) supersymmetry, (ii) holomorphicity, (iii) duality, and (iv)
integrability.
The significance of that new results is so important, that it already changed many
traditional ways of thinking about quantum field theory and string theory. At the
same time, the precise content of many recent results about duality was not enough
appreciated outside of the relatively small community of scientists working in string
theory or in a few related areas. Despite of the appearance of several reviews during
the recent two years (see, for example, [1, 2, 3, 4, 5, 6, 7], it is still rather difficult for
a non-expert to understand the Seiberg-Witten results [8]. It happens, in particular,
because some of the available reviews are not elementary enough, while the other do
not contain the pre-requisite information. Also, the information required is usually
scattered over many sources. It is the purpose of this paper to provide the information
which is really needed. I hope that it may be useful for those students who are
willing to understand the logic in the beautiful papers of Seiberg and Witten [8]. The
uniqueness of their solution was recently proved from first principles [9, 10]. A solid
understanding of the well-established facts about the strong-weak coupling duality
in the four-dimensional supersymmetric gauge theories may help to enter the more
fascinating world of superstring dualities.
The standard example of duality is provided the two-dimensional Ising model. It
is defined by taking a set of spins σi, whose values are restricted to ±1, which live on
a square two-dimensional lattice with nearest neighbourhood interactions of strength
J. The partition function reads
Z(K) =
∑
σ
exp

K∑
(ij)
σiσj

 ,
where the sum (ij) goes over all the nearest neighbours, while the sum on σ goes
over all spin configurations, and K = J/kBT . The Ising model is exactly solvable
(Onsager), and it exhibits a first-order phase transition to a ferromagnetic state at
a critical temperature Tc . It is also known (Kramers and Wannier) that the Ising
partition function can be represented in two different ways as a sum over plaquettes
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of a lattice. In the first form, the sum goes over plaquettes of the original lattice with
the coupling constant K. In the second form, the sum goes over plaquettes of the
dual square lattice whose vertices are the centers of the faces of the original lattice,
with another coupling K∗, where sinh 2K∗ = (sinh 2K)−1. Both formulations are
equivalent, but have different coupling constants. There exists a duality symmetry
which exchanges high temperature or weak coupling (K ≪ 1) with low temperature
or strong coupling (K∗ ≫ 1). Remarkably, the sole existence of the duality symmetry
allows one to exactly determine the critical temperature which must occur as the self-
dual point where K = K∗ or sinh(2J/kBTc) = 1. One may view the very existence
of the phase transition as a consequence of the fact that the dual weak and strong
coupling regimes can be consistently ‘patched’ together. In addition, one can learn
about the strong coupling in the Ising model by considering its weakly-coupled dual
formulation. Similarly, in the Seiberg-Witten theory, the leading terms in the quan-
tum effective action at any coupling can be obtained from duality, by using the known
weak-coupling behaviour together with some additional information, provided by ex-
tended supersymmetry, as regards patching together the different regimes. Duality
is not the property of the weak-coupling (perturbative) expansion of the quantum
theory, but it is the property of the full (exact) theory.
It is usually very difficult to make any exact dynamical statements about non-
perturbative phenomena in the ‘realistic’ Standard Model of elementary particles,
which is based on the gauge quantum field theory, even if its (N = 1) supersymmetric
version is considered. It is nevertheless possible to extract some partial information
about its non-perturbative behaviour, whose origin can be most clearly seen in the
gauge theories with extended (N > 1) supersymmetry. We are going to start in Part
I with the basic facts about monopoles and instantons, which are the main attributes
of non-perturbative physics in field theory. Then, we introduce supersymmetry in
Part II. The information collected in Parts I and II is necessary for understanding
the Seiberg-Witten results, as well as some of their generalizations in the main Part
III.
The material appearing in this review is based on my notes collected for the
student seminars at the Institute of Theoretical Physics in Hannover during the Spring
and Summer 1996. The notes were used for preparing some of my seminar talks at
DESY (Hamburg), JINR (Dubna) and Tomsk State University in Russia, all intended
for students and based on the already existing literature. The list of references is very
far from being complete. Its only purpose is to help the reader to find his own way
through the literature (see e.g., refs. [1–10] and references therein for more).
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PART I : BASIC EXAMPLES OF DUALITY
IN FIElD THEORY
In this introductory part, various aspects of duality in field theory are discussed.
We start with the basic explicit example provided by the Sine–Gordon/Thirring mod-
els in two spacetime dimensions. Next, the Dirac quantization condition and the
t’Hooft–Polyakov monopole in four spacetime dimensions are derived from the first
principles. Taken all together, it provides the necessary background for understand-
ing further developments such as the Bogomo’lnyi bound, the BPS states, the Witten
effect and S-duality.
1 Sine-Gordon solitons and Thirring model
Let us consider the two-dimensional relativistic field theory characterized by the ac-
tion
ISG[φ] =
∫
d2x
[
1
2∂µφ∂
µφ+
α
β2
(cosβφ− 1)
]
, (1.1)
where α and β are constants, α > 0. By expanding the potential, one finds that the√
α ≡ m plays the role of the mass parameter for the perturbative ‘meson’ excitations
(after second quantization), whereas β2 ≡ λ/m2 acts as the coupling constant. By
changing the variables to φ˜ = βφ and x˜µ = mxµ = m(t, x), one can put the equation
of motion into the form
2φ˜+ sin φ˜ = 0 , (1.2)
known as the sine-Gordon equation. This equation enjoys the discrete symmetries
φ˜→ −φ˜ and φ˜→ φ˜+ 2π, and it has constant solutions of vanishing energy,
φ˜N = 2πN , N ∈ Z . (1.3)
These solutions are not the only classical solutions of finite energy (generically
called solitons) for the sine-Gordon equation. Since all such solutions at the spacial
infinity must approach φ˜N , one can associate with each of them the topological charge
Q =
1
2π
∫ +∞
−∞
dx
∂φ˜
∂x
= N1 −N2 . (1.4)
The corresponding topological (i.e. non-Noether) current is given by
Jµ =
1
2π
εµν∂ν φ˜ . (1.5)
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which is conserved without using any equations of motion. Note that Q does not
contain canonical momenta.
The simplest one-soliton (Q = ±1) solution can be obtained by a Lorentz boost
of a static solution with finite energy, the latter being obtained by solving the one-
dimensional classical mechanics problem for the potential −U(φ˜) = cos φ˜− 1:
1
2(φ˜
′)2 = U(φ˜) , or x˜− x˜0 = ±
∫ φ˜(x˜)
φ˜(x˜0)
dφ
2 sin(φ/2)
. (1.6)
The solution moving with velocity u reads
φ˜S,A = ±4 tan−1
[
exp
(
x˜− x˜0 − ut˜√
1− u2
)]
, (1.7)
where ± stands for a soliton or an anti-soliton, with QS,A = ±1, respectively. More
complicated multi-soliton solutions for any Q ∈ Z comprising any number of solitons
and anti-solitons under collision are also known to exist, and each of them is reducible
at t→ ±∞ to the sum of the well-separated solitons and anti-solitons up to certain
time delays, with the velocities and energy profiles being unchanged [11]. It is also
clear that a multi-soliton solution with a given Q cannot ‘decay’ into solitons with a
different Q because of the topological charge conservation (the superselection rule).
The fact that solitons maintain their shape despite their collisions and have finite
classical mass (defined by the static energy) suggests their physical interpretation as
classical particles. Therefore, we have two apparently different ‘sorts’ of particles in
the sine-Gordon theory: the perturbative ‘mesons’ as the small excitations of the
second-quantized field with the mass m, and the non-perturbative solitons of mass
M = 8m/β2 = 8m3/λ, which are the extended classical solutions of the non-linear
field equations. The solitons interpolate between different minima of the potential,
and they are absent in the perturbative spectrum. In the weak coupling limit, λ→ 0
or β → 0, the ‘meson’ mass m is constant or small, while the soliton mass M is large.
In fact, these two ‘sorts’ of particles can be considered on equal footing in the
full quantum theory [12]. The whole point is the known quantum equivalence of the
sine-Gordon model to the Thirring model to be defined by the action
IT[ψ] =
∫
d2x
[
ψ¯iγµ∂µψ −mFψ¯ψ − g
2
(ψ¯γµψ)2
]
. (1.8)
The equivalence is established via bosonization [13, 14]:
ψ±(x) = exp
{
2π
iβ
∫ x
−∞
∂φ(x′)
∂t
dx′ ∓ iβ
2
φ(x)
}
, (1.9)
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where the two spinor components are distinguished by ±. One can show that the
ψ± satisfies the Thirring equations of motion provided the φ satisfies the sine-Gordon
equation and vice versa. The vertex operator construction of eq. (1.9) establishes the
equivalence of the correlation functions in both theories, while the correspondence
between their coupling constants turns out to be [13, 14]
β2
4π
=
1
1 + g/π
. (1.10)
The strong coupling in the T-theory (large g) is thus mapped to the weak coupling
(small β) in the dual SG-theory and vice versa. It allows one to identify the particles
corresponding to the fluctuations of ψ± with solitons and anti-solitons. One can show
that the meson SG states correspond to the fermion-antifermion bound states in the
Thirring theory [11].
Actually, we were rather sloppy above, since we ignored the effects of renormal-
ization in quantum field theory. Fortunately, the renormalization effects in the SG-
and T-theories are under control, and they can be fully taken into account by normal
ordering, in terms of bare parameters m20 and mF, and the fermionic field renormal-
ization parameters C±. One uses the Baker-Hausdorff identity to show that [15]
m4
λ
:
[
cos
(√
λ
m
φ
)
− 1
]
:= m20
m2
λ
[
cos
(√
λ
m
φ
)
− 1
]
. (1.11)
The action-angle variables, in which the classical SG hamiltonian reduces to a free
particle form, are known [16], which implies that the SG model is exactly solvable
both as a classical theory and as a quantum one (semiclassical quantization is exact
in this case). Accordingly, the quantum renormalization in the SG theory amounts
to replacing the naive coupling constant β2 to a renormalized coupling constant γ,
γ =
β2
1− β2/8π =
8π
1 + 2g/π
. (1.12)
The quantum bosonization rules are given by the normal-ordered equation (1.9):
ψa(x) = Ca : exp⌊⌈Aa(x)] : , A±(x) = 2πm
i
√
λ
(∫ x
−∞
•
φ (x′)dx′
)
∓ i
√
λ
2m
φ(x) , (1.13)
where a = {±} = (1, 2). In particular, it implies the relations [13, 14]
m20(m
2/λ) cos
[
(
√
λ/m)φ
]
= −mFψ¯ψ ,
−(
√
λ/2πm)εµν∂νφ = ψ¯γ
µψ ,
(1.14)
while the fermionic charge can be identified with the topological charge.
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It is not difficult to show that the fermions defined by eq. (1.13) do satisfy the
local Fermi rules [14]. The canonical equal-time commutation relations
⌊⌈φ(x), φ(y)⌋⌉− = ⌊⌈
•
φ (x),
•
φ (y)⌋⌉− = 0 , ⌊⌈φ(x),
•
φ (y)⌋⌉− = iδ(x− y) , (1.15)
imply that ⌊⌈Aa(x), Ab(y)⌋⌉ is either iπ or −iπ when x 6= y, which leads to 3
{ψa(x), ψb(y)}+ = 0 , and {ψa(x), ψ†b(y)}+ = Zδ(x− y)δab , (1.16)
where Z is another renormalization constant. In addition one finds that [11]
⌊⌈φ(y), ψ(x)⌋⌉ = (2π/β)θ(x− y)ψ(x) , x 6= y . (1.17)
Being applied to the soliton state with φ(∞)− φ(−∞) = 2π/β, the operator ψ thus
reduces it to a state in the vacuum sector with φ(∞) − φ(−∞) = 0. Because of
eq. (1.17), ψ(x) alters a field φ by a step function which can be considered as a
‘point soliton’ (obviously, a local operator cannot create an extended object). The
physical (extended) soliton then arises via interactions. The ψ and ψ
†
can therefore
be interpreted as the destruction and creation operators for bare solitons.
One learns from the explicit duality between the T- and SG-models that
• duality is a quantum correspondence which relates the strong coupling in one
theory with the weak coupling in another theory;
• duality interchanges ‘fundamental’ quanta with solitons, and thus establishes a
‘democracy’ between them;
• in addition, duality exchanges Noether currents with topological currents.
In other words, the full physical spectrum does not only contain the particles
corresponding to the fields present in the classical Lagrangian, but it also contains
other particles which correspond to the soliton solutions and which are required by
duality.
It is highly non-trivial to generalize that ideas to four dimensions. In particular,
the naive generalization of the two-dimensional sine-Gordon theory to a scalar field
theory in higher dimensions does not work. 4 Hence, the need for some additional
gauge fields becomes apparent. Moreover, we need a gauge theory in which the
semiclassical properties are not destroyed by quantum corrections. It is the (extended)
supersymmetric gauge theories that enjoy such a behaviour. In what follows, both
ideas will be discussed in some detail.
3The renormalization coefficients C± are to be adjusted in the coincidence limit.
4The absence of non-trivial static solutions for a very general class of scalar potentials in more
than two dimensions is known as the Derrick theorem [17].
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2 Dirac monopole and electro-magnetic duality
The Maxwell equations for the electromagnetism in 1+3 dimensions can be written
down in the relativistic form as
∂νF
µν = −jµe , ∂ν∗F µν = 0 , (2.1)
or in the vector form as
div ~E = ρe , rot~E +
∂ ~B
∂t
= 0 ,
div ~B = 0 , rot ~B − ∂
~E
∂t
= ~Je ,
(2.2)
where we use the notation µ = (0, i) = (0, 1, 2, 3), ηµν = diag(−,+,+,+, ), ε0123 = 1,
jµe = (ρe,
~Je), and define
5
F 0i = −Ei , F ij = −εijkBk , and ∗F µν = 12εµνλρFλρ . (2.3)
In vacuum, where ρe = ~Je = 0, eq. (2.2) can be rewritten to the form
~∇ · ( ~E + i ~B) = 0 , ~∇∧ ( ~E + i ~B) = i ∂
∂t
( ~E + i ~B) , (2.4)
which is invariant under the duality rotations 6
~E + i ~B → e−iθ( ~E + i ~B) , (2.5)
parametrized by an arbitrary angle θ. In particular, when θ = π/2, there is a discrete
symmetry
D : ~E → + ~B , ~B → −~E , (2.6)
whose square D2 : ( ~E, ~B)→ (−~E,− ~B) is just the charge conjugation C. Eq. (2.6) is
obviously equivalent to
F µν → ∗F µν , ∗F µν → −F µν , (2.7)
and it can only be valid in 1+3 dimensions because of the identity (∗)2 = −1. 7
5We normally take c = 1 and h¯ = 1, but sometimes reintroduce one or both of them, in order to
emphasize the relativistic and/or quantum nature of some equations.
6The Maxwell equations in vacuum are also known to be invariant under Lorentz and conformal
transformations.
7Only in 1+3 dimensions do the electric and magnetic fields both constitute vectors.
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The energy and momentum density of the electro-magnetic field,
1
2
∣∣∣ ~E + i ~B∣∣∣2 = 1
2
(
~E2 + ~B2
)
, (2.8)
and
1
2i
(
~E + i ~B
)∗ ∧ ( ~E + i ~B) = ~E ∧ ~B , (2.9)
respectively, are invariant under the duality (2.5). As far as the Lagrangian and the
topological charge density are concerned, they are given by the real and imaginary
part of
1
2
(
~E + i ~B
)2
=
1
2
(
~E2 − ~B2
)
+ i ~E · ~B , (2.10)
respectively, and, hence, they transform as a doublet under the duality [1].
The duality symmetry is lost if an electric current jµ enters the Maxwell equations.
Therefore, if we want to keep the electro-magnetic duality in the presence of matter,
we have to add magnetic source terms into the Maxwell equations as well, so that
∂ν
∗F µν = −kµ 6= 0 . (2.11)
For example, the discrete duality transformations (2.7) are to be appended by
jµ → kµ , and kµ → −jµ . (2.12)
If the duality makes sense, it has also to be consistent with quantum mechanics and
non-abelian gauge theories (see also the next section). Consider a charged quantum
particle with momentum ~p, whose interaction with the electromagnetic field via the
standard substitution ~p = −i~∇ → −i(~∇ − ie ~A) is governed by a potential Aµ =
(A0, ~A) to be defined from the field strength
Fµν = ∂µAν − ∂νAµ . (2.13)
The Schro¨dinger equation for the quantum particle,
i
∂ψ
∂t
= − 1
2m
(~∇− ie ~A)2ψ + V ψ , (2.14)
is invariant under the gauge transformations
ψ → e−ieχψ , ~A→ ~A− ~∇χ = ~A− ieeieχ~∇e−ieχ , (2.15)
where the gauge parameter χ enters via the U(1) group element eieχ, which must
be single-valued and continuous. Hovever, it is the potential Aµ itself that gives
a problem since its definition (2.13) apparently implies that ∂ν
∗F µν = −kµ = 0.
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Therefore, the electromagnetic potential of a magnetic charge (called monopole), if
exists, has to be singular inside the monopole. 8 The consistent solution outside the
monopole of magnetic charge g, resulting in a magnetic field
~B =
g~er
4πr2
, (2.16)
makes use of the ambiguity relating the vector potential to the field strength [18]: one
can use different potentials in different regions if their differences in the overlapping
regions are given by gauge transformations. It is the physically measurable field
strength F µν that has to be continuous and unambiguous. The simplest way out is
to divide a sphere S2 surrounding the monopole into a northern (N) and southern
(S) hemispheres, corresponding to 0 ≤ θ ≤ π/2 and π/2 ≤ θ ≤ π, respectively, the
equator (E) with θ = π/2 being the overlap region. A non-singular solution to the
vector potential on the hemispheres reads 9
~AN = +
g
4πr
1− cos θ
sin θ
~eφ ,
~AS = − g
4πr
1 + cos θ
sin θ
~eφ ,
(2.17)
so that ~B = ~∇ × ~A just yields eq. (2.16). This construction makes sense, since the
difference of the vector potentials at θ = π/2,
~AN − ~AS = −~∇χ , χ = − g
2π
φ , (2.18)
is a gauge transformation indeed, while the enclosed magnetic charge is given by
g =
∫
S2
~B ·d~S =
∫
N
~B ·d~S+
∫
S
~B ·d~S =
∫
E
( ~AN− ~AS) ·d~l = χ(0)−χ(2π) 6= 0 , (2.19)
as required. The gauge transformation parameter χ in eq. (2.18) is not a continuous
function, but it is the function e−ieχ that has to be continuous so that exp(−ieg) = 1.
Reintroducing h¯ and c, one can represent it in the form
eg = 2πnh¯c , n ∈ Z , (2.20)
known as the celebrated Dirac quantization condition [19].
In mathematical terms, the sphere S2 surrounding the monopole is just the base
space of a non-trivial U(1) principal fibre bundle. The resulting structure is a man-
ifold when the fibers are patched together in a globally consistent way, with gauge
8Since we do not expect the electrodynamics to be a correct theory at very small distances, the
existence of singularity at the location of a monopole does not pose a serious problem.
9A general solution can be understood in more abstract terms (see below).
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transformations as the transition functions. Because of eqs. (2.18) and (2.19), the
magnetic charge of the monopole can be directly interpreted as the winding num-
ber of the gauge transformation, defining a map from the overlap region (equator)
S1 to the gauge group U(1) ∼ S1. These maps are classified by the first homotopy
group π1(U(1)) ∼ Z, whose elements can be identified with the integers n appear-
ing in the Dirac quantization condition (2.20). 10 The same integer is given by the
first Chern class c1 of the bundle, which is defined by an integration of the two-form
1
2piFµνdx
µ ∧ dxν over S2.
It is clear from eq. (2.20) that just assuming the existence of a monopole 11 is
sufficient for explaining the quantization of the electric charge e, as well as another
well-known experimental fact that the absolute values of the electron and proton
electric charges are exactly equal. It is also clear from eqs. (2.5) and (2.12) that
the electro-magnetic duality requires the rotation of electric and magnetic charges of
point particles representing matter, in order to keep the Maxwell equations invariant,
e+ ig → e−iθ(e+ ig) . (2.21)
It should be noticed that the Dirac quantization condition (2.20) does not respect
the symmetry (2.21). It is related to the (unjustified) hidden assumption that the
Dirac monopole does not carry an electric charge. In order to generalize eq. (2.20) to
the form which is consistent with the electromagnetic duality, one first notices that
eq. (2.20) can be obtained in many different ways. For example, when computing the
orbital angular momentum
~L =
∫
d3r ~r × ( ~E × ~B) (2.22)
of a point particle with an electric charge e in the field of the magnetic monopole
with a magnetic charge g, just demanding the ~L be quantized in units of h¯/2 also
yields eq. (2.20). Eq. (2.22) can be easily generalized to the case of two dyons, having
both electric and magnetic charges, (q1, g1) and (q2, g2). The momentum quantiza-
tion then gives rise to the so-called Dirac-Zwanziger-Schwinger (DZS) quantization
condition [19, 20, 21],
q1g2 − q2g1 = 2πn, n ∈ Z , (2.23)
which is invariant under the electromagnetic duality (2.21). The DZS condition im-
plies that the allowed electric and magnetic charges of a dyon are quantized, and they
should lie on a two-dimensional lattice [7].
10In eq. (2.17) above, the case of n = 1 was considered.
11No monopoles were observed in the experiments, which implies that, if they nevertheless exist,
their masses are to be high enough.
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Similarly to the SG–T duality considered in the preceding section, the interchange
of electricity and magnetism by exchanging the coupling constants leads to the in-
terchange of weak and strong coupling. Like solitons in the SG theory, the Dirac
monopole does not exist in the spectrum of standard quantum electrodynamics, and
no local theory exists which could accomodate both electrons and Dirac monopoles.
One learns from the electromagnetic duality that
• it requires magnetic monopoles,
• the existence of monopoles in a gauge theory is closely related to the existence
of a compact U(1) gauge group,
• the magnetic charge is given by the topological quantity – the winding number
– which belongs to the first homotopy group of U(1),
• electro-magnetic duality implies C-invariance,
• the electric and magnetic charges of dyons lie on a two-dimensional lattice.
The derivation of the Dirac quantization condition above considers a monopole
from a distance, so it directly applies to an electron which is not confined unlike the
quarks. It is also very general, since no particular underlying theory was used for
describing monopoles. However, in order to probe the monopole inside, one needs
a deeper gauge theory, which contains both electrically and magnetically charged
particles. The so-called Georgi-Glashow model is such a theory, as was independently
found by t’Hooft and Polyakov [22, 23]. This model is considered in the next section.
3 t’Hooft-Polyakov monopole
The basic idea is to embed the U(1) generator Q of electric charge into a larger
compact gauge group, say, SU(2) or SO(3) for simplicity, i.e. to switch to a non-
abelian gauge theory. The standard Higgs mechanism can then be used to select the
direction of Q amongst the SO(3) generators. The situation is very much analoguous
to the SG theory (sect.1) having the discrete vacuum symmetry (1.3) which is now
replaced by the continuous gauge symmetry.
The Georgi-Glashow model consists of an SO(3) gauge field Aaµ and a Higgs triplet
field Φa, with the Lagrangian
LGG = −14F aµνF aµν + 12DµΦaDµΦa − V (Φ) , (3.1)
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where the Yang-Mills field strength
F aµν = ∂µA
a
ν − ∂νAaµ + eεabcAbµAcν , (3.2)
the covariant derivative
DµΦ
a = ∂µΦ
a + eεabcAbµΦ
c , (3.3)
and the Higgs potential
V (Φ) = λ4 (Φ
aΦa − v2)2 , (3.4)
have been introduced. The corresponding equations of motion read
DµF
aµν = eεabcΦbDνΦc , (DµDµΦ)
a = −λΦa(ΦbΦb − v2) , (3.5)
and the Bianchi identity is
Dµ
∗F aµν = 0 . (3.6)
Like in the SG theory, our strategy is to find static classical solutions of the
equations of motion with a finite energy. The improved 12 stress-energy tensor is
given by
ϑµν =
2√−g
δIGG
δgµν
= −F aµρF aνρ +DµΦaDνΦa − ηµνLGG , (3.7)
and it is classically conformally invariant, ϑµµ = 0, if λ = 0. It still makes sense to
choose V (Φ) = 0 while maintaining 〈Φ〉 6= 0 which spontaneously breaks both the
gauge and scale invariances, and it is going to be used later, in the next section.
Because of eq. (3.7), the energy density reads
ϑ00 =
1
2
(
~Ea ~Ea + ~Ba ~Ba +ΠaΠa + ~DΦa · ~DΦa
)
+ V (Φ) , (3.8)
where we have introduced the momenta Πa ≡ D0Φa , and defined Eai = −F a0i,
Bai = −12εijkF ajk. Obviously, we have ϑ00 ≥ 0, while ϑ00 = 0 if and only if F aµν =
DµΦa = V (Φ) = 0. The Higgs vacuum MH is therefore given by the vanishing
gauge field and a constant Higgs field, ΦaΦa = v2, i.e. MH = S2. The perturbative
spectrum consists of a massless ‘photon’, massive spin-one gauge bosons W± of mass
|e| v and a Higgs field whose mass is v√2λ.
The finite energy solutions must lie inMH at the spacial infinity, whereas the Higgs
field overthere provides a map from S2∞ to MH = S2. Such maps are topologically
classified by the integer winding number which is an element of the second homotopy
group of S2,
π2(S
2) = Z . (3.9)
12The improved stress-energy tensor is symmetric and gauge-invariant by definition.
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It is easy to check that finite-energy field configurations with a non-trivial winding
number require a non-vanishing gauge field. Indeed, it follows from the relations
ϑ00 ≥
∫
d3x 12
~∇Φa~∇Φa , (3.10)
and
(~∇Φa)2 = (∂Φ
a
∂r
)2 + (~er × ~∇Φa)2 , (3.11)
that at Aµ = 0 one arrives at a linearly divergent integral,
ϑ00 ≥
∫ ∞
0
r2dr
r2
, (3.12)
since the non-trivial winding number implies non-vanishing angular derivatives of Φa
at spacial infinity, and their contribution alone in eq. (3.11) leads to the divergence
(3.12) in eq. (3.10). Simultaneously, this argument shows that, in order to achieve a
finite-energy solution, there should be a cancellation between the angular part of the
vector potential (which must fall as 1/r) and the angular derivative of Φ, such that
the covariant derivative of the Higgs field vanishes at spacial infinity.
It is not difficult to see that the 1/r falloff in the angular component of the gauge
field Aaµ gives rise to a non-vanishing magnetic field at spacial infinity, i.e. it gives a
monopole ! When taking into account only the leading 1/r-terms, the general solution
to the equation
DµΦ
a = ∂µΦ
a + eεabcAbµΦ
c ∼ 0 (3.13)
reads
Aaµ ∼ −
1
ev2
εabcΦb∂µΦ
c +
1
v
ΦaAµ , (3.14)
where Aµ is an arbitrary field. Accordingly, the field strength takes the form
F aµν =
1
v
ΦaF µν , where Fµν = − 1
ev3
εabcΦa∂µΦ
b∂νΦ
c + ∂µAν − ∂νAµ . (3.15)
The equations of motion (3.5) together with the Bianchi identity (3.6) imply in
addition that
∂µF
µν = ∂µ
∗F µν = 0 , (3.16)
outside of the core of the monopole. It is therefore the Higgs field that is solely
responsible for the non-vanishing magnetic charge of the gauge field configuration
(3.15):
g =
∫
S2∞
~B · d~S = 1
2ev3
∫
S2∞
dSi εijkεabcΦa∂jΦb∂kΦc =
4π
e
n , n ∈ Z . (3.17)
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The just found quantization condition,
eg = 4πn , (3.18)
differs by a factor of 2 from the Dirac quantization condition (2.20). It is related to the
fact that we could add into our theory more fields in the fundamental representation
2 of SU(2) whose quanta carry an electric charge ±e/2. It is the Dirac quantization
condition with respect to the electric charge ±e/2 that yields eq. (3.18).
The main lesson one learns from this section is that there exists a deep connection
between the Dirac monopoles and the Higgs mechanism [24], namely,
• finite-energy solutions with non-vanishing topological charge in the Georgi-
Glashow model are necessarily magnetic monopoles which satisfy the Dirac
quantization condition.
In mathematical terms, on the one hand, given a gauge (simply connected) group G
broken down to a subgroup H by the non-vanishing Higgs field vacuum expectation
value, the topology of the Higgs vacuum is classified by π2(G/H). On the other hand,
the general Dirac monopole configurations to be constructed by patching together H-
gauge fields along the equator are classified by π1(H). It is just the topology theorem
that
π2(G/H) = π1(H) . (3.19)
The exact solution to the Georgi-Glashow model in the limit of vanishing potential
(V = 0) is discussed in the next section.
4 Bogomol’nyi-Prasad-Sommerfield limit
An exact monopole solution with a non-vanishing topological charge, n 6= 0, cannot
be invariant under the rotational subgroup SO(3)R of the Lorentz group, because the
Higgs fields must vary at spacial infinity. The solution cannot be invariant under the
global gauge transformations SO(3)G either since, otherwise, the Higgs fields must
vanish. However, the lowest-energy monopole solution may still be invariant under the
diagonal subgroup SO(3) of the SO(3)R ⊗ SO(3)G. When imposing this symmetry,
one is left with the unique Ansatz 13
Φa =
ear
er
H(evr) , Aa0 = 0 , A
a
i = −εaij
ejr
er
[1−K(evr)] , (4.1)
13Strictly speaking, the additional discrete symmetry which is a combination of parity and a sign
change of Φ has to be imposed too.
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in terms of two radial real functions, H and K, subject to the boundary conditions
(sect. 3)
K(ξ)→ 1 , H(ξ)→ 0 , at ξ → 0 ,
K(ξ)→ 0 , H(ξ)
ξ
→ 1 , at ξ →∞ ,
(4.2)
where the dimensionless parameter ξ = evr has been introduced. The mass of this
static field configuration is determined by eq. (3.8),
MM =
4πv
e
∫ ∞
0
dξ
ξ2

ξ2
(
dK
dξ
)2
+K2H2 +
1
2
(
ξ
dH
dξ
−H
)2
+
1
2
(
K2 − 1
)2
+
λ
4e2
(
H2 − ξ2
)2]
,
(4.3)
whereas the equations of motion (3.5) take the form
ξ2
d2K
dξ2
= KH2 +K(K2 − 1) ,
ξ2
d2H
dξ2
= 2K2H +
λ
e2
H(H2 − ξ2) .
(4.4)
The system of non-linear differential equations (4.4) for the unknown radial func-
tions H and K admits a finite energy solution, and it can be explicitly integrated in
a certain limit [25]. In order to understand the nature of this limit, let us discuss first
the so-called Bogomol’nyi bound [26]. This bound can be obtained by considering the
mass MM of a static configuration with vanishing electric field,
MM =
∫
d3r
[
1
2(
~Ba · ~Ba + ~DΦa · ~DΦa) + V (Φ)
]
≥
∫
d3r 12(
~Ba · ~Ba + ~DΦa · ~DΦa)
= 12
∫
d3r ( ~Ba − ~DΦa)( ~Ba − ~DΦa) + vg ,
(4.5)
where we have used the expression for the magnetic charge g in the form
g =
∫
S2∞
~B · d~S = 1
v
∫
S2∞
Φa ~Ba · d~S = 1
v
∫
~Ba( ~DΦ)ad3r , (4.6)
because of eq. (3.15) and the Bianchi identity ~D · ~Ba = 0. Eq. (4.5) yields the famous
Bogomol’nyi bound [26]:
MM ≥ |vg| . (4.7)
This bound is saturated if and only if V (Φ) = 0 (and, of course, ~E = 0) and the
Bogomol’nyi equation
~Ba = ~DΦa (4.8)
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is satisfied. 14 It should be noticed that the first-order Bogomol’nyi equation im-
plies the second-order equations of motion. The corresponding limit is known as the
Bogomol’nyi-Prasad-Sommerfield (BPS) limit [25, 26]:
~Ea = 0 , D0Φ
a = 0 , ~Ba = ±~DΦa . (4.9)
In quantum theory, where even the vanishing scalar potential may have radiative
corrections, it is therefore important to protect flat directions of the potential, in
order to achieve the Bogomol’nyi bound (see Part II).
After a substitution of the Ansatz (4.1) into the Bogomol’nyi equation (4.8), one
finds
ξ
dK
dξ
= −KH , ξ dH
dξ
= H − (K2 − 1) , (4.10)
whose solution is [25]
H(ξ) =
ξ
tanh ξ
− 1 , K(ξ) = ξ
sinh ξ
. (4.11)
When inserting this solution into eq. (4.3), one finds that the energy density is
concentrated in the small region around the origin (i.e. in the core of a monopole). At
distances greater than a Compton wavelength (ve)−1 ∼M−1W , where MW is the mass
of the W± gauge particles resulting from the spontaneous symmetry breaking, the
function K exponentially vanishes. In physical terms, it means that there is a cloud of
W± fields around the monopole while, well outside the monopole core, the magnetic
field falls like r−2, thus leaving that field configuration to be indistinguishable from
the Dirac monopole. The Higgs fields also exponentially decay at spacial infinity, but
they also have a long-range piece falling as r−1:
Φa
r→∞−→ vear −
ear
er
. (4.12)
The presence of the last term follows from the Nambu-Goldstone theorem which
predicts a massless ‘dilaton’ field D associated to the spontaneous breakdown of scale
invariance. The field D can be introduced as [6]
Φa = veare
D , (4.13)
while its dimensionless D-charge is given by
QD ≡ v
∫
S2∞
~∇D · d~S = 4π
e
= g =
MM
v
. (4.14)
14Writing Φ ≡ A4, the Bogomol’nyi equation in R3 can be rewritten as the self-dual Yang-Mills
equation in Euclidean space R4: Fab =
∗Fab, where a, b = 1, 2, 3, 4, and all the fields are suppo-
sed to be independent upon x4.
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One can conveniently describe the field of a point monopole by a dual potential
A˜µ = (A˜0, ~˜A) defined by ∗F = dA˜. A coupling of another point monopole (of mass
M) to this field is described by the action which is ‘dual’ to the standard action for
an electrically charged point particle in an electro-magnetic field,
IM =
∫
dt
(
−M√1− ~v2 − gA˜0 + g~v · ~˜A
)
, (4.15)
where ~v is a velocity of the test monopole. A sum of the standard electromagnetic
action, Ie.−m. = −14
∫
d4x ∗F ∗F , and eq. (4.15) defines the total action which gives
rise to a Coulomb magnetic field for a monopole at rest in the origin, as well as
to the standard Coulomb repulsion between like sign monopoles, as it should have
been expected from the dual picture. This picture should however be corrected since
the theory also includes the massless ‘dilaton’ field D, as we already know, with the
free action ID =
v2
2
∫
d4x ∂µD∂
µD. Accordingly, the full action must also include
the coupling to the ‘dilaton’ field, which is dictated by the fact that a shift of the
‘dilaton’ field is equivalent to a shift in the mass of the monopole (scale invariance is
spontaneously broken !). The action (4.15) should therefore be modified as [27]
IM,D =
∫
dt
(
−[M + vD]
√
1− ~v2 − gA˜0 + g~v · ~˜A
)
. (4.16)
The ultimate force between two stationary monopoles to be computed from that
action turns out to be zero, which is consistent with the existence of multi-monopole
static configurations [27]. 15 The space of solutions to the Bogomol’nyi equation
(4.8) is called the moduli space, and it has dimension 4m [28]. Amongst the 4m
moduli parameterizing the moduli space, 3m are just the space coordinates of the
monopole locations, whereas the rest (m) corresponds to the monopole excitations of
the electrically charged W± fields in the core of the monopole.
In quantum theory, the classical BPS solution corresponds to a new particle –
a BPS state – which is not present in the perturbative spectrum of the quantized
Georgi-Glashow model, and whose mass is proportional to the inverse of the gauge
coupling constant e, according to eq. (4.3). The last remark also explains why this
BPS state cannot be seen in the weak coupling limit – simply because the mass of
this state becomes very large when e→ 0.
The electro-magnetic duality (2.21) implies a generalization of the Bogomol’nyi
bound (4.7) to the form
MD ≥ v
√
q2 + g2 , (4.17)
15There is, of course, a non-zero interaction between a monopole and an anti-monopole.
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which applies to dyons having both a magnetic charge g and an electric charge q.
In order to verify eq. (4.17), one has to construct a dyon solution. It was found by
allowing a nonvanishing electric potential of the type [29]
Aa0 =
ear
er
J(r) , (4.18)
in the Ansatz (4.1). The equations of motion are therefore modified, namely,
ξ2
d2K
dξ2
= K
(
K2 +H2 − J2 − 1
)
,
ξ2
d2H
dξ2
= 2K2H +
λ
e2
H
(
H2 − ξ2
)
,
ξ2
d2J
dξ2
= 2K2J ,
(4.19)
whose solution in the BPS limit λ→ 0 reads [29]
H(ξ) = cosh γ
(
ξ
tanh ξ
− 1
)
,
K(ξ) =
ξ
sinh ξ
,
J(ξ) = sinh γ
(
ξ
tanh ξ
− 1
)
,
(4.20)
where γ is an arbitrary constant. The charges and the mass of this classical object
are given by (cf. eq. (4.6))
q ≡ 1
v
∫
d3xDiΦ
aEai =
4π
e
sinh γ , g ≡ 1
v
∫
d3xDiΦ
aBai =
4π
e
, (4.21)
and
M =
4π
e
v cosh2 γ . (4.22)
It is now easy to verify the bound in eq. (4.17). It is remarkable that the BPS mass
formula
MBPS = v
√
q2 + g2 , (4.23)
does not distinguish between the ‘fundamental’ quantum particles and the monopoles,
being applicable to all of them, like the meson-soliton democracy in the SG model.
Semiclassical quantization of the dyon solution leads to the electric charge quantiza-
tion [30] (see also the next sect. 5),
q = ene , where ne ∈ Z. (4.24)
Thus, we just learned in this section that
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• the BPS limit implies the existence of new BPS states in the quantum theory,
which are absent in the perturbative spectrum,
• the BPS mass formula (4.23) is universal, and it is unvariant under the electro-
magnetic duality,
• the Coulomb repulsion between like sign static monopoles is exactly cancelled
by the dilaton attraction.
5 Witten effect and S duality
The previous discussion of the electro-magnetic duality, although being supported by
the BPS mass formula and the moduli space structure, still leaves many quesitons to
be unanswered within the framework of the Georgi-Glashow model. For instance, the
quantum Georgi-Glashow model cannot be duality invariant, since there are quantum
corrections to all masses, which are not under control in that model. Also, since the
W -bosons have spin, the magnetic monopoles should also have spin, whose origin
in the Georgi-Glashow model is unclear. One still needs an underlying theory for
describing dyons. The necessary additional input is provided by the extended super-
symmetry 16 and the so-called θ-term (or vacuum angle), which can be added to the
Yang-Mills Lagrangian without spoiling its renormalizability,
Lθ = − θe
2
32π2
F aµν
∗F aµν . (5.1)
Being a total derivative, it does not affect the classical equations of motion, it violates
P and CP , but not C, which makes it as a good candidate for generalizing the long-
range behaviour of the theory while maintaining duality.
As was first noticed by Witten [31], the allowed values of electric charge in the
monopole sector of the theory become shifted by the θ-term. For instance, an elec-
tromagnteic field in the presence of a Dirac monopole takes the form
~E = ~∇A0 , ~B = ~∇× ~A + g
4π
~er
r2
. (5.2)
Its substitution into eq. (5.1) yields
Lθ =
∫
d3rLθ = θe
2
8π2
∫
d3r ~∇A0 ·
(
~∇× ~A+ g
4π
~er
r2
)
= − θe
2g
32π3
∫
d3r A0~∇~er
r2
= − θe
2g
8π2
∫
d3r A0δ
3(~r) ,
(5.3)
16The supersymmetry is discussed in the Part II.
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which is just the coupling of the scalar potential A0 to an electric charge of magnitude
−θe2g/(8π2) located at the origin. In other words, the magnetic monopole has aquired
an electric charge !
A more fundamental derivation of the same fact is based on the full spontaneously
broken gauge theory with θ-term, whose total Lagrangian Ltot is given by the sum of
eqs. (3.1) and (5.1) in the BPS limit [31]. By the full theory here one means the non-
local theory where magnetically neutral particles occur as quantum excitations of the
fields present in the action, whereas magnetically charged particles (the BPS states)
accur as solitons. Consider now a gauge transformation from the unbroken U(1)
subgroup (i.e. about the axis eaΦ ≡ Φa/ |Φa|) with the gauge parameter approaching
a constant at spacial infinity. In the infinitesimal form, it is given by
δAaµ =
1
ve
(DµΦ)
a , (5.4)
where Φa is the background monopole Higgs field. Let N be the generator of that
gauge transformation. Its explicit form can be easily computed via the Noether
method,
N = ∂Ltot
∂(∂0Aaµ)
δAaµ =
q
e
+
θeg
8π2
, (5.5)
where we have used δAaµ as of eq. (5.4), as well as the definitions of the total magnetic
and electric charges in eq. (4.21). Since the rotation by 2π about the axis eaΦ should
be trivial on physical states, we must have
exp(2πiN ) = 1 , or, equivalently, N = ne ∈ Z . (5.6)
Together with the Dirac quantization condition, eg = 4πnm where nm ∈ Z, eq. (5.5)
now implies
q = ene − eθ
2π
nm , (5.7)
which is a generalization of eq. (4.24). The Witten effect described by eq. (5.7)
provides the physical meaning to the shift θ → θ + 2π which changes the induced
electric charge of the BPS monopole.
It was the originalMontonen-Olive conjecture [33] that the Georgi-Glashow model,
i.e. the SO(3) Yang-Mills-Higgs theory in the BPS limit (at θ = 0) has an exact
duality symmetry under the exchange of the fields, ~E → ~B and ~B → −~E, and the
exchange of the coupling constants,
e→ g = ± 4πh¯
e
. (5.8)
The dual or ‘magnetic’ formulation of the theory will also be a spontaneously broken
gauge theory with essentially the same Lagrangian, where the W± bosons would
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appear as solitons, while the BPS monopoles would be ‘fundamental’. It is clear that
eq. (5.8) represents a strong-weak coupling transformation, like that in eq. (1.10) for
the SG–T quantum equivalence. Unfortunately, the corresponding ‘vertex operator
construction’ connecting the two dual gauge theory formulations is not known in four
dimensions.
The Montonen-Olive idea becomes extended when the θ-term is also taken into
account. First, both coupling constants e and θ can be united into one complex
parameter τ ,
τ ≡ θ
2π
+
4πi
e2
. (5.9)
Since the physics is periodic in θ with period 2π, we have a duality transformation
T : τ → τ + 1 , (5.10)
whereas the Montonen-Olive duality transformation (5.8) in terms of τ takes the
form 17
S : τ → − 1
τ
. (5.11)
It seems to be quite reasonable that the full duality symmetry is generated by the two
transformations (5.10) and (5.11). They generarate the group SL(2,Z) of projective
transformations
τ → aτ + b
cτ + d
, where a, b, c, d ∈ Z , and ad− bc = 1 . (5.12)
Since e2 > 0, the parameter τ naturally lives on the upper half plane, Im τ ≥ 0.
Because of eqs. (5.7) and (5.9), the transformation (5.10) shifts the electric charge
by −1 (for nm = 1), while the transformation (5.11) exchanges electric and magnetic
quantum numbers ne and nm. Putting all together, the action of the SL(2,Z) on the
quantum numbers reads
 ne
nm

 →

 a −b
c −d



 ne
nm

 . (5.13)
When being rewritten in terms of τ , the BPS bound M2 ≥ v2(Q2e + Q2m), where
Qe ≡ ene − θe2pinm and Qm ≡ 4pie nm, takes the form
M2 ≥ 4πv2(ne, nm) 1
Im τ

 1 −Re τ
−Re τ |τ |2



 ne
nm

 , (5.14)
17Note that it is the τ , not e, which is inverted.
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which is SL(2,Z) invariant ! Most of the key equations above can be conveniently
represented in terms of new variables
a ≡ ve , and aD ≡ τa . (5.15)
In particular, eqs. (5.10) and (5.11) now read
T =

 1 1
0 1

 :

 aD
a

 →

 a+ aD
a

 ,
S =

 0 −1
1 0

 :

 aD
a

 →

 −a
aD

 ,
(5.16)
while the BPS mass spectrum is given by
MBPS = |ane + aDnm| . (5.17)
Since the mass formula should be duality invariant, the charge vector qm =
(nm, ne) also gets transformed under M ∈ SL(2,Z) to q′ = qM−1, where q′m =
(n′m, n′e) are also integers. The stable BPS states are those for which nm and ne are
relatively prime [32].
Therefore, we just learned that
• in the presence of the θ-term, the naive (Montonen-Olive) electro-magnetic
duality becomes extended to the projective transformations SL(2,Z).
The extension (5.12) of the Montonen-Olive duality is called S-duality [34]. The
S-duality invariance is a very strong requirement in quantum field theory. In par-
ticular, it implies that the renormalization group trajectories (if the theory has a
non-vanishing beta-function) must be confined in the fundamental region of SL(2,Z)
in the τ -plane. If the beta-function is vanishing, the S-duality implies that the parti-
tion function of the theory is modular invariant (i.e. it must be a modular form). The
only known candidates for such a behaviour are given by the finite gauge theories with
N=2 or N=4 extended supersymmetry. It is the extended supersymmetry that also
explains from the fundamental point of view the Bogomol’nyi bound, and provides
an exact quantum status to the BPS states. Therefore, it order to proceed further in
our studies of duality, we need to learn more about the extended supersymmetry in
the next Part II of the review.
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PART II: INTRODUCING SUPERSYMMETRY
In this Part of the review, some aspects of supersymmetry, which are going to be
relevant in the Part III, are discussed. The emphasis is made on the superspace ap-
proach to the supersymmetric gauge theories with N = 1 and N = 2 supersymmetry.
The BPS bound is related to the central charges appearing in the N = 2 extened
supersymmetry algebra. The field content and the classical component action of the
N = 4 supersymmetric gauge theory, which is believed to be exactly self-dual under
the S-duality, is given. As a pre-requisite to the Seiberg-Witten results to be discussed
in Part III, the moduli space of the N = 2 supersymmetric Yang-Mills (SYM) theory,
its renormalization and the low-energy effective action (LEEA) are introduced.
1 Supersymmetry algebras and their
representations
The Lorentz group SO(1, 3) has the covering group SL(2,C). Accordingly, a four-
component (complex and anticommuting) Dirac spinor ΨD is a reducible represen-
tation. One can introduce the irreducible two-component complex spinors ψα and
χ¯
•
α = (χα)
∗ instead,
ΨD =

 ψα
χ¯
•
α

 . (1.1)
The two-component spinor indices are raised and lowered with the antisymmetric
ε-tensors, which represent the charge conjugation matrix,
εαβ = ε
•
α
•
β =

 0 1
−1 0

 . (1.2)
We use the notaion ψχ ≡ ψαχα and ψ¯χ¯ ≡ ψ¯•αχ¯
•
α, so that (ψχ)
†
= ψ¯χ¯. A convenient
representation for the 4× 4 Dirac matrices is given by
γµ =

 0 σµ
σ¯µ 0

 , (1.3)
where the 2× 2 σ-matrices are defined by
(σµ)
α
•
α
= (1, ~σ)
α
•
α
, (σ¯µ)
•
αα = ε
•
α
•
βεαβ(σµ)
β
•
β
= (1,−~σ)
•
αα , (1.4)
and ~σ = (σ1, σ2, σ3) are Pauli matrices. The γ5 = −iγ0γ1γ2γ3 is diagonal in this
representation, while γ5 = 1 for the upper two components of ΨD and γ5 = −1 for
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the lower two components. The two-component spinors can be identified with the
Weyl (chiral) spinors. A Majorana spinor is defined by
ΨM =

 ψα
ψ¯
•
α

 . (1.5)
One finds
σµPµ =

 P 0 − P 3 −P 1 + iP 2
−P 1 − iP 2 P 0 + P 3

 , so that det σµPµ = P µPµ . (1.6)
The Lorentz transformations for two-component spinors are generated by
(σµν)
α
β =
1
4
[
σµ
α
•
β
σ¯ν
•
ββ − (µ↔ ν)
]
,
(σ¯µν)
•
α
•
β
=
1
4
[
σ¯µ
•
αβσν
β
•
β
− (µ↔ ν)
]
.
(1.7)
The N -extended supersymmetry (susy) algebra without central charges reads
{QI
α
, Q¯ •
αJ
} = 2σµ
α
•
α
Pµδ
I
J , {QIα, QJβ} = {Q¯
I
•
α
, Q¯
J
•
β
} = 0 , (1.8)
where I, J = 1, 2, . . . , N . 18 The massive susy irreducible representations (irreps)
can be easily found by using Wigner’s method of induced representations. Defining
P µ = (M, 0, 0, 0) and rescaling the charges, one can represent eq. (1.8) as two Clifford
algebras, each having the form
{aI , (aJ)†} = δIJ . (1.9)
Hence, without incorporating CPT invariance, the susy irrep over the spin-j ‘vacuum’
|Ω〉j has dimension (2j + 1)22N . There is always an equal number of bosons and
fermions, all having the same mass. The maximal helicity gap amongst the states in
the representation is N . For example, if N = 1 and j = 0, one arrives at a chiral
N = 1 susy multiplet comprising a Majorana (or Weyl) spinor and a complex scalar
(2 bosonic and 2 fermionic degrees of freedom). Similarly, if N = 1 and j = 1/2, one
finds an N = 1 vector multiplet which can be represented in field theory by a vector
field, a Dirac fermion and a real scalar (4 bosonic and 4 fermionic degrees of freedom).
The minimal massive N = 2 multiplet has 24 = 16 states, whereas in the N = 4 case
the minimal number of states increases to 28 = 256 while the spin 2 appears.
18It is assumed in what follows that N is either 1, 2 or 4.
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As far as the massless susy irreps are concerned, the situation is different. When
choosing a frame where P µ =M(1, 0, 0, 1), one easily finds from eq. (1.8) that
{QI
α
, Q¯ •
αJ
} =

 0 0
0 4M

 δIJ . (1.10)
Hence, one of the Clifford algebras can be trivially realized, which effectively reduces
the number of creation and destruction operators by half. As a result, there are now
only (2j + 1)2N states in the multiplets. If the vacuum has helicity λ, the highest
helicity state has λ+ 12N . Accordingly, it yields
N = 1 : |λ〉 , |λ− 1/2〉 ;
N = 2 : |λ〉 , 2 |λ− 1/2〉 , |λ− 1〉 ;
N = 4 : |λ〉 , 4 |λ− 1/2〉 , 6 |λ− 1〉 , 4 |λ− 3/2〉 , |λ− 2〉 .
(1.11)
In a local field theory, which is CPT invariant, one has to append the states (1.11)
with their CPT conjugates, unless they are already CPT invariant.
The extended susy algebra can be modified [35]:
{QI
α
, Q¯ •
αJ
} = 2σµ
α
•
α
Pµδ
I
J , {QIα, QJβ} = εαβZIJ , {Q¯I •α, Q¯J •β} = ε •α •βZ
∗
IJ , (1.12)
where the central charges ZIJ = −ZJI have been introduced. In the N = 2 case,
they reduce to a single (complex) central charge, ZIJ = 2εIJZ, while Z can be fixed
to be real by a chiral rotation. Defining
aα =
1√
2
[Q1α + εαβ(Q
2
β)
†
] ,
bα =
1√
2
[Q1α − εαβ(Q2β)
†
] ,
(1.13)
one finds for massive represenations that
{aα, a†β} = 2(M + |Z|)δαβ , {bα, b
†
β} = 2(M − |Z|)δαβ , (1.14)
while all the other anticommutators vanish. Eq. (1.14) leads to the bound
M ≥ |Z| . (1.15)
When this bound becomes saturated, |Z| = M , the massive representation becomes
smaller, and one gets a reducedmassive multiplet comprising the BPS states (sect. I.4).
The reduction mechanism is quite similar to that for the massless susy representations
without central charges, and it results in the same number of states at given N .
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This fact is important for a consistency of the Higgs mechanism in supersymmetric
gauge theories, which assumes an equal number of degrees of freedom before and
after spontaneous gauge symmetry breaking. For example, a reduced or short massive
N = 2 multiplet can have only two bosonic and two fermionic degrees of freedom.
Similarly, there are only 16 states in the short massive representation of N = 4
supersymmetry.
The states that become massive by the Higgs mechanism must belong to short
supermultiplets, as they were before the spontaneous symmetry breaking, since the
Higgs mechanism cannot generate the extra massive states which appear in an unre-
duced (‘long’) massive supermultiplet.
One concludes that the status of BPS states in a short representation of extended
supersymmetry is well defined in quantum theory, unless the supersymmetry is not
broken, because
• the BPS states are protected by extended supersymmetry. Hence, their ex-
istence does not depend on the underlying dynamics of quantum theory. In
particular, it remains to be true at strong coupling,
• The short massive supermultiplets of BPS states can be equally defined by
requiring a half of the supersymmetry generators to vanish on them, in the
presence of central charges.
2 N = 1 field theories and superspace
Since supersymmetry representations in field theory appear as miltiplets comprising
bosonic and fermionic fields, one needs their unified description. Such a description
is provided by superspace [36, 37, 38, 39]. The basic idea of superspace is to extend
spacetime by anticommuting coordinates that are spacetime spinors and whose num-
ber is just equal to the number of supersymmetry generators. The supersymmetry
transformations can then be realized as certain translations in superspace, while a ten-
sor in superspace automatically provides a supersymmetry representation. In the case
of the unextended (simple) N = 1 supersymmetry, the N = 1 superspace coordinates
are given by zM = (xµ, θα, θ¯
•
α). The superspace realization of the supersymmetry
generators (without central charges) reads
Qα = +
∂
∂θα
− iσµ
α
•
α
θ¯
•
α∂µ , Q¯ •α = −
∂
∂θ¯
•
α
+ iσµ
α
•
α
θα∂µ . (2.1)
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However, there is a problem since a general superfield provides a reducible repre-
sentation of supersymmetry. Hence, one needs to develop a covariant calculus in
superspace. The main tools are the spinorial covariant derivatives
Dα = +
∂
∂θα
+ iσµ
α
•
α
θ¯
•
α∂µ , D¯ •α = −
∂
∂θ¯
•
α
− iσµ
α
•
α
θα∂µ , (2.2)
which anticommute with the supersymmetry generators (2.1), and satisfy a similar
algebra. The simplest chiral scalar multiplet is given by the chiral scalar superfield
Φ satisfying the superspace constraint
D¯ •
α
Φ = 0 . (2.3)
This constraint can be easily solved, 19 Φ = Φ(y, θ) = φ(y) +
√
2θψ(y) + θ2F (y),
where yµ = xµ + iθσµθ¯, or, more explicitly,
Φ = φ(x) +
√
2θψ(x) + θ2F (x) + iθσµθ¯∂µφ(x)− i√
2
θ2(∂µψ(x)σ
µθ¯)− 14θ2θ¯2∂2φ(x) .
(2.4)
The antichiral superfield Φ
†
satisfies DαΦ
†
= 0, whereas a supersymmetry invariant
action is simply given by a full superspace integral
1
4
∫
d4xd2θd2θ¯Φ
†
Φ =
∫
d4x (∂µφ∂
µφ
† − iψ¯σ¯µ∂µψ + F †F ) . (2.5)
Obviously, any function of chiral superfields is again a chiral superfield, so that
eq. (2.5) can be easily generalized to include interactions, whose most general form is
L =
∫
d4θK(Φ, Φ¯) +
∫
d2θW (Φ) +
∫
d2θ¯ W¯ (Φ¯) , (2.6)
where a Ka¨hler potential K and a holomorphic superpotential W have been intro-
duced.
A general real scalar superfield V can be written down in the form [36]
V (x, θ, θ¯) =C + iθχ− iθ¯χ¯+ i2θ2(M + iN)− i2 θ¯2(M − iN)− θσµθ¯Aµ
+ iθ2θ¯(λ¯+ i2 σ¯
µ∂µχ)− iθ¯2θ(λ+ i2σµ∂µχ¯) + 12θ2θ¯2(D − 122C) .
(2.7)
This superfield is a reducible representation of supersymmetry, since it contains the
smaller chiral and antichiral superfields, Λ and Λ
†
. They can be effectively removed
by imposing the gauge symmetry
V → V + iΛ− iΛ† . (2.8)
19We use the conventional notation: θ2 = θαθα, θσ
µθ¯ = θασµ
α
•
α
θ¯
•
α, etc.
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In the so-called Wess-Zumino gauge, one chooses C = M = N = χ = 0, which
reduces eq. (2.7) to
V = −θσµθ¯Aµ + iθ2(θ¯λ¯)− iθ¯2(θλ) + 12θ2θ¯2D , (2.9)
thus defining a vector multiplet comprising a massless gauge field Aµ, its superpartner
(gaugino) λα and a real auxiliary fieldD. Note that V
3 ≡ 0 in the Wess-Zumino gauge.
The abelian gauge-invariant superfield strength is given by the chiral spinor su-
perfield Wα,
Wα = − 14D¯2DαV , W¯ •α = −
1
4D
2D¯ •
α
V , (2.10)
satisfying the constraint DW = D¯W¯ . In the Wess-Zumino gauge, it reads
W (y) = −iλ + θD − iσµνθ(∂µAν − ∂νAµ) + θ2σµ∂µλ¯ . (2.11)
In the non-abelian theory, all the fields of the vector multiplet, as well as the cor-
responding superfields. are to be assigned in the adjoint, Aµ = A
a
µt
a, ⌊⌈ta, tb⌋⌉ = fabctc,
tr(tatb) = 2δab, etc. The non-abelian version of eqs. (2.8) and (2.10) actually follows
from a solution to the constraints on the gauge-covariant and super-covariant spino-
rial derivatives, Dα and D¯ •α, defining the super-Yang-Mills theory in superspace [36].
Instead of going into detail, the form of the non-abelian solution can be anticipated
from the abelian eqs. (2.8) and (2.10). For example, as regards the gauge transfor-
mations with a Lie-algebra valued chiral superfield parameter Λ, one finds that
e−2eV → e+iΛ†e−2eV e−iΛ , (2.12)
whereas, as far as the non-abelian superfield strength is concerned, it reads
Wα ≡ 1
8e
D¯2
(
e2eVDαe
−2eV ) = − 1
4
D¯2 (DαV + e⌊⌈V,DαV ⌋⌉) ,
= −iλ + θD − iσµνθFµν + θ2σµ∇µλ¯ ,
(2.13)
where the Wess-Zumino gauge has been used, while Fµν = ∂µAν − ∂νAµ− ie⌊⌈Aµ, Aν⌋⌉
and ∇µλ = ∂µλ− ie⌊⌈Aµ, λ⌋⌉ as usual. The gauge-invariant kinetic term for the matter
chiral superfields in some (for example, the adjoint) representaion is given by
Imatter =
1
4
∫
d4xd2θd2θ¯ tr(Φ
†
e−2eVΦ)
=
1
4
∫
d4xd2θd2θ¯ tr
(
Φ
†
Φ− 2eΦ†V Φ+ 2e2Φ†V 2Φ
)
,
=
∫
d4x tr
(
|∇µφ|2 − iψ¯σ¯µ∇µψ + F †F
− eφ†⌊⌈D, φ⌋⌉ − ie
√
2φ
†{λ, ψ}+ ie
√
2ψ¯⌊⌈λ¯, φ⌋⌉
)
,
(2.14)
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whereas the natural (complex) kinetic term for the gauge fields reads
−1
4
∫
d4xd2θ trW αWα =
∫
d4x tr
[
−14FµνF µν + i4Fµν∗F µν − iλσµ∇µλ¯+ 12D2
]
.
(2.15)
In addition to the standard kinetic term for the Yang-Mills field, eq. (2.15) also
contains the θ-term, as required by supersymmetry. We are therefore guided by
supersymmetry to introduce the complex coupling constant τ as in eq. (I.5.9), and
then define the following real action:
ISYM =
1
16π
Im
[
τ
∫
d4xd2θ trW αWα
]
=
1
e2
∫
d4x tr
[
−14FµνF µν − iλσµ∇µλ¯+ 12D2
]
+
θ
32π2
∫
d4xFµν
∗F µν .
(2.16)
It can be shown that the non-abelian superfield strength Wα is (i) a covariantly
chiral superfield, D¯ •
α
W
α
= D
α
W¯ •
α
= 0, and (ii) satisfies the constraint
DαWα = D¯ •αW¯
•
α . (2.17)
These two conditions actually define the N = 1 super-Yang-Mills theory in super-
space, and determine the component content of the theory in the Wess-Zumino gauge,
as given above.
3 N=2 super-Yang-Mills theory
The most natural framework for the N = 2 extended supersymmetry is provided
by N = 2 superspace, whose coordinates zM = (xµ, θαi , θ¯
•
α
i ) contain two sets of the
anticommuting spinor variables (i = 1, 2) related to each other by internal symmetry
rotations. The N = 2 super-Yang-Mills (SYM) theory in N = 2 superspace can
be defined by imposing appropriate constraints on the gauge-covariant and super-
covariant spinorial derivatives D
α
i and D¯i•
α
[40]. The constraints essentially amount
to the existence of the N = 2 SYM field strength – a covariantly chiral scalar N = 2
superfield Ψ – satisfying the reality condition
Dαi DαjΨ = D¯ •αiD¯
•
α
j Ψ¯ , (3.1)
which is analogous to eq. (2.17). However, unlike in the N = 1 case, an N = 2
supersymmetric solution to the N = 2 non-abelian superspace constraints is not
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known in an analytic form. 20 Therefore, instead of discussing the N = 2 constraints
and their solution in N = 2 superspace, we are going to make a ‘short cut’, and first
construct the N = 2 SYM theory in terms of N = 1 superfields.
Since the on-shell field content of an N = 2 vector multiplet is given by a sum of
an N = 1 vector multiplet and a chiral N = 1 scalar multiplet, in the Wess-Zumino
gauge, where the super-gauge degrees of freedom are eliminated, we should expect the
gauge-covariant N = 2 SYM field strength Ψ be expressible in terms of the N = 1
gauge-covariant superfields Φ and Wα, all in the adjoint representation of the gauge
group. Expanding the N = 2 covarianly chiral superfield Ψ in terms of a ‘half’ of
proper chiral anticommuting coordinates,
Ψ = Φ+
√
2ΘαWα +Θ
2G , (3.2)
we can represent Ψ in terms of three gauge-covariant N = 1 chiral superfields, Φ,
Wα and G. Using dimensional reasons, we can now identify the N = 1 superfields
Φ and Wα with the superfields appearing in eqs. (2.4) and (2.13), respectively. The
remaining N = 1 superfield G is expected to be a (complicated) gauge-covariant
chiral function of Φ and V , whose explicit form we do not need [5].
As far as the action of the N = 2 SYM theory is concerned, it should be given
by a sum of eqs. (2.14) and (2.16) with proper relative normalization. 21 Hence, the
N = 2 SYM action in N = 1 superspace reads as follows:
IN=2 SYM =
∫
d4x
[
Im
(
τ
16π
∫
d2θ trW αWα
)
+
1
4e2
∫
d2θd2θ¯ tr Φ
†
e−2eVΦ
]
,
= Im tr
∫
d4x
τ
16π
[∫
d2θW αWα +
∫
d2θd2θ¯Φ
†
e−2eVΦ
]
.
(3.3)
When dealing with an N = 2 theory in N = 1 superspace, one does not take
care of the underlying off-shell N = 2 supersymmetry structure of the N = 2 theory,
while the on-shell physics is of course the same. It is also possible to write down the
N = 2 SYM action in N = 2 superspace. The N = 2 action should have the form
of a chiral integral (on dimensional reasons), and the only gauge-invariant candidate
is given by the trace of the N = 2 SYM superfield strength Ψ squared. The correct
answer reads
IN=2 SYM = Im
(
τ
16π
∫
d4xd4θ 12trΨ
2
)
. (3.4)
20The N = 2 analogue of the V -superfield is given by an unconstrained N = 2 tensor superfield
Vij of dimension −2. An analytic relation between Ψ and Vij is not known in the non-abelian
case.
21The relative normalization is easily fixed by requiring all fermionic kinetic terms to have the
same coefficients.
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The N = 2 SYM action in components can be easily recovered from eqs. (2.14),
(2.16) and (3.3). In particular, the structure of auxiliary fields is governed by the
action
Iaux =
1
e2
∫
d4x tr
[
1
2D
2 − eφ†⌊⌈D, φ⌋⌉+ F †F
]
. (3.5)
Eliminating the auxiliary fields D and F via their algebraic equations of motion yields
Iaux = −1
2
∫
d4x tr
(
⌊⌈φ† , φ⌋⌉
)2
. (3.6)
The potential V (φ) ≡ 12tr(⌊⌈φ† , φ⌋⌉)2 is therefore non-negative, but has flat directions.
The non-trivial solutions to the equation V (〈φ〉) = 0 follow from
⌊⌈
〈
φ
†
〉
, 〈φ〉⌋⌉ = 0 , 〈φ〉 6= 0 , (3.7)
or, equivalently,
⌊⌈〈S〉 , 〈P 〉⌋⌉ = 0 , (3.8)
where the scalar S and the pseudo-scalar P have been introduced, φ ≡ 1√
2
(S + iP ).
The parity-conserving solution to eq. (3.8) in the SU(2) case is
〈Sa〉 = vδa3 , 〈P a〉 = 0 , (3.9)
where the value of the real parameter v is arbitrary. The set of all solutions to eq. (3.7)
modulo gauge transformations is the classical moduli space of the theory, which is
parametrized by the gauge-invariant parameter tr 〈φ2〉 = 1
2
v2 (see sect. 5 for more).
The N = 2 SYM Lagrangian in components can be written down in the form
LN=2 SYM = 1
4π
Im
{(
θ
2π
+ i
4π
e2
)
tr
[
−1
4
(
FµνF
µν − 1
2
εµνρλFµνFρλ
)
+(Dµφ)
†
(Dµφ)− 1
2
(
⌊⌈φ, φ†⌋⌉
)2
+ . . .
]}
,
(3.10)
where the scalar and spinor component fields have been rescaled, and the dots stand
for fermionic terms. In the SU(2) case, eq. (3.10) has the structure which is very
similar to that of the Georgi-Glashow model, except of the potential. The N =
2 SYM action is classically scale (and conformally) invariant, but this invariance is
spontaneously broken, if 〈φ〉 6= 0. Unbroken supersymmetry requires the vanishing
vacuum expectation values for all the auxiliary fields and, hence, implies V (〈φ〉) = 0.
With SU(2) as the SYM gauge group, eq. (3.9) at v 6= 0 spontaneously breaks
it down to U(1). The BPS monopole solution (Part I) can be embedded into the
N = 2 SYM theory, whose fields Sa replace Φa overthere and satisfy the Bogomol’nyi
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bound Bai = DiS
a. Unlike the Georgi-Glashow model, the BPS limit in the N = 2
SYM theory can be reached without sending the potential coupling constant to zero.
One can check whether a charge-one monopole solution has some supersymmetry.
Since the fermionic fields have to vanish initially, their supersymmetry variations have
to vanish too. The N = 2 supersymmetry variation of gaugino’s in the BPS limit is
governed by the operator
(σµνFµν − γµ∇µS)ε = γiBi(1− γ5)ε = 0 , (3.11)
which implies that a chiral half of the supersymmetry remains unbroken. 22
As was shown in sect. 1, the N = 2 extended supersymmetry algebra can be
modified by the inclusion of central charges. In an N = 2 supersymmetric field
theory, the supersymmetry charges are expressed as space integrals of supersymmetry
currents given by certain polynomials in fields and their derivatives. In the presence of
monopoles carrying magnetic charges, the central terms in the N = 2 supersymmetry
algebra of the N = 2 SYM theory can therefore be explicitly calculated. It was done
by Olive and Witten [41] who found that
ReZ =
∫
d3x ∂i [S
aEai + P
aBai ] = vQe ,
ImZ =
∫
d3x ∂i [P
aEai + S
aBai ] = vQm ,
(3.12)
where eq. (3.9) has been used, as well as the definitions of the total electric and
magnetic charges (Part I). Hence, one gets
Z = v(Qe + iQm) or, equivalently , |Z|2 = v2(Q2e +Q2m) , (3.13)
as well as the Bogomol’nyi bound M ≥ |Z| = v
√
Q2e +Q
2
m as the direct consequences
of extended supersymmetry ! Inverting the argument, the Bogomol’nyi equation
follows by demanding the monopole solution be annihilated by half of the supersym-
metries ( i.e. form a short representation of N = 2 supersymmetry). Therefore, if
N = 2 supersymmetry is not dynamically broken in quantum theory, the Bogomol’nyi
bound is not going to be modified by quantum corrections, and the BPS states with
magnetic charges will occur in the full quantum N = 2 SYM theory as well. If
the ‘fundamental’ particles get their masses via the Higgs mechanism which does not
change the number of physical degrees of freedom, they also fall into reduced (short)
representations of N = 2 supersymmetry, and they can therefore also be considered
as the BPS states.
22The non-vanishing (of opposite chirality) supersymmetry variations of gaugino’s are Dirac’s
zero-modes in the monopole background.
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Assuming that the N = 2 supersymmetry of the classical N = 2 SYM theory
is maintained in the full quantum theory, 23 it is possible to predict the form of its
low-energy effective action, 24
IF =
1
16π
Im
∫
d4xd4θF(Ψ) , (3.14)
where F is a holomorphic function, called the N = 2 prepotential. The classical part
of the N = 2 prepotential is dictated by eq. (3.10):
Fclass(Ψ) = 12 tr τclΨ2 . (3.15)
where τcl is given by eq. (I.5.9). The quadratic dependence in eq. (3.15) is crucial for
renormalisability. In N = 1 superspace, the N = 2 SYM low-energy effective action
(3.14) reads as follows [43]:
IF =
1
16π
Im
∫
d4x
[∫
d2θFab(Φ)W aαW bα +
∫
d2θd2θ¯
(
Φ
†
e−2eV
)aFa(Φ)
]
, (3.16)
where we have used the notation
Fa(Φ) ≡ ∂F(Φ)/∂Φa , Fab(Φ) ≡ ∂2F(Φ)/∂Φa∂Φb . (3.17)
One concludes that
• the BPS condition which was initially found at the classsical level (Part I) is
maintained in the full quantum theory as well, because it is a consequence of
the extended supersymmetry,
• the mass formula for the BPS states (see e.g., the right-hand-side of eq. (I.5.14))
is exact, i.e. it holds in the full quantum theory, and it is valid for all particles
in the semiclassical spectrum,
• the low-energy effective action of the N = 2 SYM theory is governed by a
holomorphic prepotential F .
The holomorphic function F is expected to receive both perturbative and non-
perturbative contributions after quantization. The tools to calculate the N = 2 pre-
potential exactly, by using a non-trivial interplay between holomorphicity, extended
supersymmetry and duality, will be provided in Part III.
23The Witten index does not vanish for the N = 2 SYM theory, which means that the N = 2
supersymmetry cannot be dynamically broken in that theory [42].
24The low-energy part of the full (non-local) effective action represents the component kinetic
terms with no more than two derivatives, and no more than four-fermion couplings.
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4 N=4 super-Yang-Mills theory
Though the N = 4 super-Yang-Mills theory can be formulated on-shell in the conven-
tional N=4 superspace, it is very difficult to construct its off-shell N = 4 supersym-
metric formulation, if any. Therefore, we are going to confine ourselves to its com-
ponent formulation. The easiest way to construct the four-dimensional N = 4 SYM
theory is provided by dimensional reduction of the ten-dimensional supersymmetric
gauge theory down to four dimensions [44].
The main point here is related to the dimension of a spinor representation in
various space-time dimensions. The number of on-shell bosonic degrees of freedom in
the case of a real vector gauge field AM in D dimensions is D − 2, while the (real)
number of on-shell fermionic degrees of freedom in the case of a Dirac spinor λ is
2[D/2]. Either the Weyl or the Majorana condition on λ reduces the last number by a
factor of 1/2. Therefore, the maximal dimension where the numbers of bosonic and
fermionic degrees of freedom match for a minimal vector supermultiplet comprising
(AM , λ) is D = 10 provided that λ is Majorana and Weyl simultaneously, which is
allowed in ten dimensions. 25
The action of the supersymmetric Yang-Mills theory in ten dimensions reads
I10 =
∫
d10x tr
[
−14FMNFMN − 12 λ¯ΓM(DMλ)
]
, (4.1)
where both fields AaM and λ
a are in the adjoint of the gauge group, and
(1− Γ11)λ = 0 , λ¯ = λTC10 . (4.2)
We use the standard notation:
F aMN = ∂MA
a
N − ∂NAaM − efabcAbMAcN , (DMλ)a = ∂Mλa − efabcAbMλc , (4.3)
as usual. In eq. (4.2) one has Γ11 = Γ0Γ1Γ2 · · ·Γ9, while C10 is the charge conju-
gation matrix in ten dimensions, C10ΓMC
−1
10 = −ΓTM . The early lower-case Latin
letters are still used for the gauge group indices, while the capital Latin letters,
M,N, . . . = 0, 1, . . . , 9, are used to denote the Lorentz indices in ten dimensions. It is
straightforward to verify that the action (4.1) is invariant under the supersymmetry
transformations
δAaM = ε¯ΓMλ
a , δλa = −σMNF aMNε , (4.4)
25Similarly, the N = 2 SYM theory can be obtained by dimensional reduction from the super-
symmetric gauge theory in D = 6 provided that the superpartner of the Yang-Mills field is a
Weyl spinor in the adjoint representation of the gauge group [44].
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where the infinitesimal supersymmetry parameter ε is also a Majorana-Weyl spinor,
and σMN = 1
4
⌊⌈ΓM ,ΓN⌋⌉.
The dimensional reduction essentially amounts to requiring all the fields be only
dependent on the four-dimensional space-sime coordinates xµ, while xM = (xm, xi)
and µ = 0, 1, 2, 3. From the group-theoretical viewpoint, it reduces the Lorentz group
SO(1, 9) to SO(1, 3)⊗ SO(6). As a result, the fermionic field λ decomposes off-shell
as 16 = (2+, 4+) + (2−, 4−), where the subscripts denote the space-time chirality.
The ten-dimensional Dirac matrices can also be represented in terms of the four-
dimensional Dirac matrices and some internal 4 × 4 matrices. Similarly, the gauge
fields are decomposed off-shell as 10 = (4, 1) + (1, 6), which leads to a gauge field,
three scalars and three pseudo-scalars, all in the adjoint, in four dimensions. Because
of the isomorphism Spin(6) ≡ SU(4), the resulting four-dimensional Lagrangian can
be written in various forms. For instance, the six scalar fields can be united into an
antisymmetric complex matrix φij subject to the SU(4) self-duality condition
φ
†
ij = φ
ij =
1
2
εijklφkl , (4.5)
where i, j, . . . = 1, 2, 3, 4. As a result, the Lagrangian of the N = 4 SYM theory,
which follows from eq. (4.1) after the dimensional reduction, is given by
LN=4 SYM = tr
(
−1
4
FµνF
µν + iλiσ
µDµλ¯
i +
1
2
DµφijD
µφij
+iλi⌊⌈λj , φij⌋⌉ + iλ¯i⌊⌈λ¯j , φij⌋⌉ + 1
4
⌊⌈φij , φkl⌋⌉⌊⌈φij , φkl⌋⌉
)
.
(4.6)
The N = 4 SYM theory also has monopole and dyon solutions, similar to the
N = 2 SYM theory [45]. In the N = 4 theory, it is actually possible to have
monopoles carrying spin 1, which overcomes one of the obstacles mentioned in Part I.
Indeed, since there is a unique N = 4 multiplet with the highest spin 1, the monopole
N = 4 supermultiplet must be isomorphic to the N = 4 gauge supermultiplet, have
16 states, and one state of spin 1, in particular. 26 Moreover, the N = 4 SYM
theory is known to be UV-finite [46, 47, 48], i.e. it has vanishing beta-function and
it is exactly scale invariant. Altogether, it selects the N = 4 SYM theory as a good
candidate which may support the exact Montonen-Olive duality. In the N = 2 SYM
theory, the S-duality can only be effective, not exact, being a subgroup of SL(2,Z)
(see Part III for details).
26In the N = 2 SYM theory, the monopole solution belongs to a hypermultiplet [45], which does
not contain a spin-1 state.
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5 Moduli space of the N = 2 SYM theory
The N = 2 SYM scalar potential has flat directions to be determined as solutions
to eq. (3.7). All the vacuum field configurations define the vacuum ‘manifold’ (Part
I) which is parametrized by the vacuum expectation values of the scalar (Higgs)
field. Since the vacua related by a gauge transformation describe the same physics,
we are interested in the gauge-inequivalent vacua forming the moduli space M and
corresponding to the physically inequivalent configurations. The moduli space M
generically has the structure of an orbifold, i.e. it possesses singularities. The singu-
larities of M appear at the points where the vacuum symmetry group is enhanced
or, equivalently, its dimension jumps.
The moduli space M of the N = 2 SYM theory has the natural gauge-invariant
vacuum ‘order’ parameter, given by the quadratic Casimir eigenvalue,
u ≡
〈
trφ2
〉
. (5.1)
Eq. (5.1) equally applies to the quantum moduli space, and any gauge group too.
In the SU(2) case, the Higgs field is given by φ = φa(x)ta, where the SU(2)
generators ta have been introduced, tr(tatb) = 2δab. The classical vacuum configura-
tions satisfying eq. (3.7) can always be put by a gauge transformation into the form
〈φ〉 = 1
2
at3 or, equivalently,
〈φ〉 = 1
2
aσ3 , (5.2)
where a complex constant a has been introduced. Hence, semiclassically. one has
u = 1
2
a2 (see sect. III.5 also).
Given a non-vanishing 〈φ〉 or a 6= 0 semiclassically, the SU(2) gauge symmetry
is spontaneously broken to U(1) by the Higgs mechanism. The gauge bosons W±µ =
1√
2
(A1µ± iA2µ) get mass m =
√
2a from the scalar kinetic term |∇µφ|2, 27 whereas the
rest of the fields, comprising an abelian N = 2 vector multiplet and a scalar one in
the t3-direction, remain massless. The situation is different when a = 0, where the
SU(2) symmetry is unbroken, and all the fields are massless. Note that the SU(2)
rotations by π, forming the so-called (discrete) Weyl subgroup of SU(2), change a
to −a, so that the corresponding vacuum states are gauge-equivalent. The classical
moduli space is therefore given by the upper half of a complex plane punctured at
the origin. The semiclassical (weak coupling) region corresponds to the area far away
from the origin, while the strong coupling region appears in the vicinity of the origin.
27The corresponding gauginos also get the same mass by supersymmetry, thus forming a massive
N = 2 vector multiplet.
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It should be noticed that, after all quantum fluctuations are taken into account,
the quantum moduli space Mq may be very different from the classical one. On the
one hand, one should expect on physical grounds that a classical singularity may
disappear if the associated massless particle is not stable under quantum corrections.
On the other hand, new singularities in the quantum moduli space may appear when
a charged particle in the full quantum spectrum of the theory becomes massless which
results in the enhanced symmetry of the physical vacuum. Although it is not known
how to determine the structure of the quantum moduli space from first principles, it
can nevertheless be fixed from a consistency of the full quantum theory (see Part III).
The existence of the quantum moduli space is guaranteed by the non-vanishing
Witten index [42] and the non-renormalization theorem in N = 2 supersymmetry [49]
(see also ref. [50] and the books [36, 37, 38, 39] for more about the non-renormalization
in supersymmetry). As was noticed in sect. 3, the N = 2 supersymmetry does not
allow a superpotential for theN = 1 chiral matter superfields in the N = 1 superspace
formulation of the N = 2 SYM theory. Therefore, the classical flat direction (5.2)
remains in the full quantum theory provided that the N = 2 supersymmetry is not
dynamically broken. A restriction on possible dynamical supersymmetry breaking
can be obtained from a calculation of the Witten index tr(−1)F which is essentially a
topological index counting a difference between the zero-energy bosonic and fermionic
states [42]. The supersymmetry is spontaneously broken if the vacuum energy is non-
vanishing, which implies the vanishing Witten index. A calculation shows that the
Witten index for the N = 2 SYM theory is different from zero [42], which means
that the N = 2 supersymmetry is this theory is not going to be dynamically broken
and, hence, the existence of the quantum moduli space is justified.
Though the SU(2) gauge symmetry is spontaneously broken to U(1) in a generic
point of the moduli space, the N = 2 SYM low-energy effective action is still N = 2
supersymmetric. The low-energy effective action is therefore given by an abelian N =
2 gauge theory, whose N = 1 superspace form is essentially described by eq. (3.16),
namely
IabelianF =
1
16π
Im
∫
d4x
[∫
d2θF ′′(Φ)W αWα +
∫
d2θd2θ¯Φ
†F ′(Φ)
]
. (5.3)
After being written in components, eq. (5.3) yields the kinetic terms
Iabelian, kin.F =
1
4π
Im
∫
d4x
[
−14F ′′(φ)Fµν(F µν − i∗F µν) + F ′′(φ) |∂µφ|2
−iF ′′(φ)(λσµ∂µλ¯− ψσµ∂µψ¯)
]
.
(5.4)
A scalar field theory whose scalar fields are the coordinates of an (internal) man-
ifold is called the non-linear sigma-model (NLSM). The NLSM metric G is defined
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by the NLSM kinetic terms. In particular, as far as eq. (5.4) is concerned, one
has G
φφ
† ∼ ImF ′′(φ). If the field φ is replaced by its vacuum expectation value
a parametrizing the modular space of the N = 2 SYM theory, the NLSM metric
reduces to the so-called Zamolodchikov metric on the moduli space [51],
ds2 = ImF ′′(a)dada¯ = Im τ(a)dada¯ , (5.5)
where the effective (complexified) coupling constant τ(a),
τ(a) ≡ F ′′(a) , (5.6)
has been introduced (cf. sect. 3). Unitarity requires the kinetic terms to be positive
definite, which implies that
Im τ(a) > 0 . (5.7)
Since F is a holomorphic function, Im τ is a harmonic function and, therefore, it
cannot have a minimum on the compactified complex plane. This means that eq. (5.7)
cannot be satisfied in quantum theory unless the N = 2 prepotential F is not globally
defined throughout the moduli space. 28 Therefore, to ensure the kinetic terms in the
effective action be non-singular, the function F can only be locally defined. It means
that we should use different u-coordinates to cover the whole quantum moduli space
Mq, each of them being appropriate only in a certain region ofMq. It is the structure
of singularities on Mq that tells us how many different local coordinates we really
need (Part III).
6 N = 2 SYM low-energy effective action
and renormalization group
The Zamolodchikov metric is related to the renormalization group and the effective
action [51]. 29 The effective action Γ[ϕ] in quantum field theory is defined as the
generating functional of one-particle-irreducible (1PI) Feynman diagrams. The func-
tional Γ[ϕ] is formally given by a Legendre transform of the generating functional
W [ϕ] of connected Feynman diagrams. Since the latter has to be renormalized, it
introduces a dependence upon the renormalization scale µ into W [ϕ] and Γ[ϕ]. In
spontaneously broken gauge theories, the scale µ is usually identified with the mass
scale to be determined by the Higgs mechanism, i.e. the vacuum expectation value
28The only exception is the classical formula (3.15) where τ is a constant.
29See Chapter VIII of ref. [52] for a review.
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of the Higgs scalar. The effective coupling constant eeff(µ) is defined as the coeffi-
cient at the corresponding 1PI vertex function, with its external momenta squared
being equal to µ2. If a quantum field theory has massless particles, as it usually
happens in the gauge theories, on should introduce both an ultra-violet (UV) cutoff
and an infra-red (IR) one, in order to fully regularize the theory. It then becomes
important whether momentum integrations in loop diagrams are performed from the
UV-cutoff (to be taken to infinity after divergence subtractions) down to zero, or
they are only performed down to µ which usually serves as the IR-cutoff. In the lat-
ter case, the corresponding effective action SW [ϕ;µ] is called the Wilsonian effective
action [53]. In supersymmetric gauge theories, one should also distinguish between
the two definitions of effective action, because of the so-called Konishi anomaly [54],
which implies that the physical beta-functions to be defined with respect to the two
effective actions are also different. 30 The Wilsonian effective coupling eeff(µ) of a
supersymmetric gauge theory is holomorphically dependent upon the scale µ, which
is not the case for the standard effective action Γ. It is the property that makes the
Wilsonian effective action to be preferable in the case of the quantum N = 2 SYM
theory, whose low-energy effective action has the holomorphic structure due to N = 2
supersymmetry. Eqs. (I.5.9), (3.10) and (5.6) imply the following relation between
the Zamolodchikov metric and the renormalized (Wilsonian) coupling constants:
Re τ(µ) =
θ(µ)
2π
, Im τ(µ) =
4π
e2(µ)
, (6.1)
where the effective vacuum angle (θ-parameter) θ(µ) has been introduced. Though
being unrenormalized in perturbation theory, the vacuum angle is expected to receive
non-perturbative corrections from multi-instanton processes.
Because of the renormalization, the question arises is it the renormalized or the
unrenormalized coupling that enters the Dirac quantization condition (I.2.20) and its
DZS generalization (I.2.23) ? It does not matter for the N = 4 SYM theory which
is UV-finite, but it matters for the N = 2 SYM theory which is not UV-finite, and,
therefore, whose duality properties need to be elaborated further.
The pure (without extra matter) N = 2 SYM theory with the gauge group SU(2)
is an asymptotically free theory. The running of its coupling constant e(µ) is governed
by the beta-function which receives both perturbative and non-perturbative (due to
instanton corrections) contributions. The perturbative one-loop beta-function can be
30The Konishi anomaly is the field theory analogue of the two-dimensional holomorphic anomaly
which is well-known in string theory [55].
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calculated by standard perturbation theory, with the result
β(e) ≡ µ de
dµ
= − e
3
4π2
. (6.2)
It is remarkable that the higher-loop orders of perturbation theory do not contribute
to that (Wilsonian) beta-function. It can be argued by using either instanton meth-
ods [53], or superfield perturbation theory in the ordinary (N = 1) covariant super-
space [56], in the N = 2 extended covariant superspace [57], or in the light-coneN = 2
superspace [58]. The extended supersymmetry is crucial in all that approaches. As
far as an N = 1 supersymmetric gauge theory (with matter) is concerned, the general
criterion of perturbative UV-finiteness, based on the knowledge of one-loop beta-
function, was given in ref. [59] (see also the book [39]). It should be noticed that all
known finite N = 1 supersymmetric gauge theories are based on a simple gauge group,
i.e. they have a single gauge coupling, and their Yukawa couplings are functions of
the gauge coupling. Both features are automatic in the extended supersymmetric
gauge theories under consideration — see e.g., eq. (3.16).
A simple argument for the absence of all higher loop corrections to theN = 2 SYM
beta-function (6.2) was given by Seiberg [60]. He noticed that the classical N = 2
SYM theory has the global symmetry SU(2)⊗U(1), where the SU(2) rotates the two
spinor superspace coordinates whereas the U(1) (also called R-symmetry) multiplies
them by a phase: θ → e−iαθ, θ¯ → e−iαθ¯ and Ψ → e2iαΨ. The R-symmetry is
anomalous, while the anomlay is given by the index theorem in the presence of an
instanton [60],
∂µj
µ
R =
e2
8π2
εµνρλFµνFρλ , (6.3)
which is a non-perturbative phenomenon. The invariance of the perturbative effective
action under the U(1)R symmetry restricts, however, the N = 2 prepotential to the
form
Fper(Ψ) = Ψ2
[
b1 + b2 log
Ψ2
Λ2
]
, (6.4)
where b1 and b2 are two parameters to be determined from eqs. (3.15) and (6.2),
respectively, and Λ is the renormalization-invariant scale at which the gauge coupling
becomes strong (see below). Some care should be excercised here, since, though the
perturbative effective action is U(1)R invariant, the effective Lagrangian is actually
not. In fact, under an U(1)R rotation, the perturbative effective Lagrangian, Leffper =∫
d4θFper + h.c., transforms as
δLeffper =
α
4π
εµνρλtr(FµνFρλ) , (6.5)
in agreement with eq. (6.3).
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It is clear from eq. (6.4) that the first term represents the classical contribution
whereas the second one is a one-loop effect,
Fper = Fcl + F1−loop , (6.6)
where Fcl = 12τclΨ2 and
F1−loop(Ψ) = i
2π
Ψ2 log
Ψ2
Λ2
. (6.7)
Therefore, after differentiating eq. (6.6) twice. one finds
4π
e2(µ)
+
1
π
log
a2
µ2
=
4π
e2(a)
≡ 1
π
log
a2
Λ2
, (6.8)
where the renormalization-invariant scale Λ is given by
Λ2 = µ2 exp
{
− 4π
2
e2(µ)
}
. (6.9)
In particular, one easily gets back eq. (6.2).
The effective field-dependent coupling constant arises by setting the renormal-
ization scale µ equal to the characteristic scale of the theory given by the vacuum
expectation value of the Higgs field: eeff(µ) → eeff(a). Eqs. (6.6) and (6.7) imply at
a→∞ that
τ(a) =
∂2Fper(a)
∂a2
∼ i
π
(
log
a2
Λ2
+ 3
)
. (6.10)
The Zamolodchikov metric Im τ(a) ∼ 1
π
log |a|
2
Λ2
is therefore single-valued and positive
in the semiclassical region u ∼ 1
2
a2 →∞, as it should because of unitarity.
Some useful information about multi-valued functions f(u) can be obtained by
analyzing their behaviour as u is taken around a closed contour. If there are no
special (singular) points inside the contour, the function f(u) will return to its initial
value once u has completed the loop. However, if there is a singularity, the multi-
valued function f(u) does not usually return to its initial value, which is known as a
non-trivial monodromy. For example, it follows from eq.(6.10) that the loop around
u ∼ ∞ in the classical moduli space produces a shift τ → τ −2 because of the branch
cut of the logarithm. In its turn, it results in an irrelevant shift of the vacuum angle
(τ like F is also a multi-valued function !). The full story requires knowing the full
set of singularities in the quantum moduli space and the monodromy properties of F
(or τ), which are going to be discussed in Part III.
In the IR-region (below Λ), the positivity of Im τ is no longer secured by per-
turbation theory, and the instanton corrections become important. One is left with
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an effective abelian gauge theory having vanishing beta-function. In terms of the
effective τ -parameter, one has [60]
θ(a)
2π
+
4πi
e2(a)
=
4πi
e20
+
i
π
log
a2
Λ2
− i
2π
∞∑
l=1
cl
(
Λ2
a2
)2l
, (6.11)
where the infinite sum over the instanton configurations with topological charge l
has been introduced. The unknown coefficients cl can, in principle, be calculated
from zero-momentum correlators of the Higgs and gaugino’s fields in multi-instanton
backgrounds but, in practice, it was only done for a small number of instantons. It
is the recent achievement due to Seiberg and Witten [8] who determined the exact
function F and, hence, the coefficients cl altogether (Part III).
According to eq. (6.11), one should expect the full N = 2 prepotential to be of
the form
F(Ψ) = 1
2
τclΨ
2 +
i
2π
Ψ2 log
Ψ2
Λ2
+
1
4πi
Ψ2
∞∑
l=1
cl
(
Λ2
Ψ2
)2l
, (6.12)
which reproduces eq. (6.11) after differentiating F twice at a = 〈Ψ〉|θ=0 .
To conclude this section, as well as the Part II, let me summarize some of the
general features, which are apparent in the case of the N = 2 SYM theory. Namely,
• the structure of the quantum moduli space does not need to be the same as
that of the classical moduli space,
• one should use the Wilsonian effective action to compute the beta-function of
renormalization group,
• as far as the (Wilsonian) exact low-energy effective action is concerned, it is the
one-loop perturbative effects and non-perturbative instanton contributions that
are only relevant, while the perturbation theory beyond one loop is irrelevant.
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PART III: Seiberg–Witten theory
In the last Part III of our review, the exact solution to the low-energy effective
action in the SU(2) pure (i.e. without N = 2 matter) N = 2 SYM theory will
be described, along the lines of the original work of Seiberg and Witten [8]. Some
generalizations to other gauge groups, as well as adding N = 2 matter, will also be
considered. We conclude with a very short discussion of the impact of that results on
confinement and string theory.
1 Quantum moduli space in the SU(2) pure N = 2
SYM theory
Unlike the N = 4 SYM theory which is supposed to be exactly self-dual in the sense
of Montonen-Olive, the N = 2 SYM theory cannot be self-dual. It is enough to
notice that the ‘fundamental’ fields belong to an N = 2 vector multiplet whereas the
magnetic monopoles belong to an N = 2 scalar multiplet, i.e. an N = 2 hypermul-
tiplet (Part II). Nevertheless, the N = 2 theory still possesses the effective duality,
which is now going to be explained.
First of all, one should understand the exact global structure of the quantum
moduli space Mq of vacua. It is entirely determined by singularities of Mq, which
should be associated with certain massless physical excitations. Therefore, the global
structure of Mq can be physically motivated. The classical singularity at u = 0
is due to extra massless gauge bosons W±, and it results in the gauge symmetry
enhancement from U(1) to SU(2). The other singularity at u = ∞ 31 is due to a
branch cut of the logarithm in eq. (II.6.4) which is the one-loop renormalization effect,
and it is going to survive in the semiclassical region near u =∞ in the full quantum
theory because of asymptotic freedom.
It was postulated by Seiberg and Witten [8] thatMq has just two extra singulari-
ties at finite u = 〈trφ2〉 = ±Λ2, where Λ is the dynamically generated quantum scale,
while the classical singularity at u = 0 in Mcl is absent in Mq . The absence of a
singularity in the origin of Mq means the absence of massless W± bosons in the full
quantum theory. Their presence would otherwise imply a superconformal invariance
in the IR-limit, which is not compatible with any scale. Hence, the gauge symmetry
is abelian over the whole quantum moduli space, at it never becomes restored to
31The moduli space is supposed to be compactified by adding the point at infinity.
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the full SU(2) symmetry. The appearance of just two strong coupling singularities,
where certain t’Hooft-Polyakov monopoles (or dyons) become massless, is consistent
with earlier calculations of the Witten index, tr(−1)F = 2, and they can be further
justified by the ultimate consistency of the solution (see the end of this section). If
there were no quantum singularities at all, the coordinate a would be defined globally
and unitarity would be lost — see eq. (II.5.7) and the discussion after that. 32
Since the semiclassical masses of the BPS states are protected against quantum
corrections (Part II), the BPS mass formula (I.5.17) is valid in the full quantum
theory. In terms of the N = 2 SYM low-energy effective action, the dual variable aD
is simply given by
aD =
∂F(a)
∂a
, (1.1)
while ∂aD/∂a = ∂
2F/∂a2 = τ(a).
In physical terms, the aD is the ‘magnetic dual’ of the ‘electric’ Higgs field a. By
N = 2 supersymmetry, the aD has to be a part of the N = 2 abelian vector multiplet
containing the ‘magnetic dual’ photon ADµ . The electro-magnetic duality
33 relates
ADµ to the ‘fundamental’ gauge potential Aµ . Hence, the magnetic monopoles/dyons
couple locally to the dual photon, just like the ‘fundamental’ N = 2 hypermultiplets,
if present, locally couple to the electro-magnetic gauge potential Aµ . The dual theory
looks like the N = 2 quantum electrodynamics which is not asymptotically free, and
whose ‘magnetic’ beta-function is positive (cf. eq. (II.6.2)),
βD(eD) ≡ µdeD
dµ
= +
e3D
8π2
. (1.2)
The U(1) gauge theory does not contribute to the beta-function (1.2) whose appear-
ance is entirely due to the dual N = 2 matter with unit charge coupling to the dual
N = 2 abelian vector multiplet.
The BPS formula (I.5.17) is also consistent with the appearance of the quantum
singularity at u = +Λ2 where one should expect aD = 0 but a 6= 0. Indeed, a monopole
hypermultiplet with charges ne = 0 and nm = 1 would then be massless indeed, in
agreement with eq. (I.5.17). Also, since Mq is supposed to have no singularity at
u = 0, the semiclassical relation u ≃ 1
2
a2 cannot be globally valid in the full quantum
moduli space.
32The global Z2 symmetry u→ −u implies that the number of strong coupling singularities must
be even. The only fixed points of the Z2 symmetry are u =∞ and u = 0.
33An explicit duality transformation will be given in the next section 2.
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The effective duality means that the variable aD(u) should be considered on equal
footing with a(u). 34 In other words, it does not matter which variable is used to
describe the theory — it only depends upon the region (in Mq) to be described. It
is the semiclassical (‘electric’) region (near u =∞) where the preferred local variable
is a(u), whereas it is aD(u) that is the preferred variable near the (‘magnetic’) strong
coupling singularity at u = Λ2. Also, as was already noticed above, the aD belongs to
the dual gauge multiplet that couples locally to magnetically charged excitations, in
the same way that the a(u) locally couples to ‘electric’ excitations. The full theory is
of course non-local, which manifests itself in the multi-valuedness of the prepotential
F . In the semiclassical region, the instanton sum in eq. (II.6.12) converges well as
long as a ≃ √2u → ∞. However, the same sum does not make sense outside the
convergence domain. Since F is not an analytic function, the instanton terms in
the strong coupling region have to be resummed in terms of some other variables.
In particular, near u = Λ2, one should expect another (dual) form of the effective
Lagrangian,
FD(ΨD) = 1
2
τDclΨ
2
D −
i
4π
Ψ2D log
[
Ψ2D
Λ2
]
+
i
2π
Λ2
∞∑
l=1
cDl
(
iΨD
Λ
)l
, (1.3)
which converges as ΨD → 0. In terms of the original variables, eq. (1.3) describes
a strong coupling. The coefficient in front of the logarithm in eq. (1.3) follows from
eq. (1.2), and it will be calculated below.
The other singularity at u = −Λ2 can be treated in a similar way, after replacing
aD in FD(aD) by aD − 2a (see below). Hence, three patches are enough to cover the
whole moduli spaceMq . Inside of each patch (or phase), the theory is weakly coupled
in proper variables, and a local effective Lagrangian exists. The relation between the
Lagrangians in different phases is however non-local. It is the patching together of
the local data about Mq in a globally consistent way that will completely fix the
theory. In other words, it is the absence of a ‘global’ anomaly in the full quantum
theory that is important.
Under an SL(2,Z) duality transformation, the section

 aD(u)
a(u)

 on Mq gets
transformed as 
 aD(u)
a(u)

 −→M

 aD(u)
a(u)

 , (1.4)
whereM ∈ SL(2,Z) is nothing but a monodromy matrix, which is entirely determined
by the logarithmic terms in eqs. (II.6.12) and (1.3). In particular, in the semiclassical
34We thus confine ourselves to the low-energy effective action, the duality is absent for the full
S-matrix !
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region near u =∞, one has u ≃ 1
2
a2 and
aD =
∂F(a)
∂a
≃ i
π
a
(
log
a2
Λ2
+ 1
)
, (1.5)
because of asymptotic freedom. Hence, taking the argument u around a loop encir-
cling the point at infinity in Mq (which looks like Mcl near u = ∞) in a clockwise
direction (u→ e2πiu), one finds that a ≃ √2u→ −a and 35
aD → i
π
(−a)
[
log
e2πia2
Λ2
+ 1
]
= −aD + 2a , (1.6)
because u =∞ is a branch point of the logarithmic function in eq. (1.5), i.e.

 aD(u)
a(u)

 −→M∞

 aD(u)
a(u)

 , (1.7)
where
M∞ =

 −1 2
0 −1

 . (1.8)
Near the quantum singularity u = +Λ2, the renormalization scale is proportional
to aD ≃ 〈ΦD〉 ∼ 0, which is the only scale there. In the abelian gauge theory one has
θD = 0 and, hence, τD =
4πi
e2
D
(aD)
. We can now rewrite eq. (1.2) to the form
aD
d
daD
τD = − i
π
, or τD = − i
π
ln aD , (1.9)
and integrate it further (τD = − da/daD). Hence, near aD ∼ 0, one finds in the
leading order that
a ≈ i
π
aD ln aD . (1.10)
It is enough to fix the coefficient in front of the logarithm in eq. (1.3), as well as the
monodromy as u goes around the loop encircling +Λ2:
 aD(u)
a(u)

 −→

 aD(u)
a(u)− 2aD(u)

 =M+Λ2

 aD(u)
a(u)

 , (1.11)
where
M+Λ2 =

 1 0
−2 1

 . (1.12)
35Eq. (1.6) implies that the mass of the magnetic monopole becomes infinite in the semiclassical
limit a→∞, as it should (Part I).
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The remaning monodromy matrix at u = −Λ2 can be calculated from the factor-
ization condition
M∞ =M+Λ2M−Λ2 , (1.13)
which, in its turn, follows from the fact that a contour around u =∞ can be deformed
into two contours, one encircling Λ2 and another encircling −Λ2. One finds
M−Λ2 =

 −1 2
−2 3

 . (1.14)
As was already noticed in sect. I.5, a monodromy transformation can also be
interpreted as changing the magnetic and electric numbers qm = (nm, ne) by the right
multiplication withM−1. The BPS state with vanishing mass, which is responsible for
a quantum singularity, should be invariant under the monodromy M , i.e. qm has to
be the eigenvector ofM−1 (orM) with unit eigenvalue. It is obviously the case for the
magnetic monopole, with qm = (1, 0) and the monodromy matrix (1.12). Similarly,
the eigenvector of M−Λ2 in eq. (1.14) with unit eigenvalue is (nm, ne) = (1,−1) which
is a dyon ! 36
In general, (nm, ne) is the eigenvector of
M(nm,ne) =

 1 + 2nmne +2n2e
−2n2m 1− 2nmnn

 , (1.15)
with unit eigenvalue. The matrix (1.15) would appear as the monodromy matrix for
the singularity due to a massless dyon with charges qm = (nm, ne).
37 Again, one
finds a consistency with the initial proposal about the existence of only two quantum
singularities at u = ±Λ2. Remarkably, no solution to the monodromy factorization
condition exist in the case of more (finite number of) strong coupling singularities [10].
For comparison, it should be noticed that the monodromy group generated by the
singularities of the classical moduli space Mq is abelian, and it reduces to irrelevant
shifts of the vacuum angle, θ → θ + 2πn, n ∈ Z.
In conclusion, the general lessons from this section are:
• the classical vacuum degeneracy is not lifted by quantum corrections, even after
the non-perturbative instanton contributions are fully taken into account,
36An explicit dyonic solution was constructed by Sen [32].
37The monodromy matrix M∞ is not of the form (1.15) since it does not correspond to a massless
physical state.
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• the monodromies around singularities in Mq represent the duality transforma-
tions which either shift the vacuum angle or connect weak and strong coupling,
• the duality is not a symmetry of the theory, though the charges of the massless
states to be responsible for quantum singularities are invariant under the duality,
• a consistency of the quantum theory severely restricts the global structure of
the quantum moduli space Mq .
2 Duality transformations
The low-energy effective action is given by the N = 2 supersymmetric abelian gauge
theory whose form in N = 1 superspace was written down in eq. (II.5.3). Its dual can
be explicitly constructed by the Legendre transform, FD(ΦD) = F(Φ)− ΦΦD, where
ΦD ≡ F ′(Φ), which implies
F ′D(ΦD) = −Φ . (2.1)
The Legendre transform is known to be very similar to a canonical transformation,
with F ′(Φ) playing the role of a canonical momentum. Since the canonical trans-
formations preserve the phase-space measure, it should not be surprising that the
Jacobian of the duality transformation is also equal to one.
The second term in eq. (II.5.3) is obviously invariant under the duality transfor-
mation,
Im
∫
d4xd2θd2θ¯Φ
†F ′(Φ) = Im
∫
d4xd2θd2θ¯ (−F ′D(ΦD))
†
ΦD
= Im
∫
d4xd2θd2θ¯Φ
†
DF ′D(ΦD) .
(2.2)
As far as the first term in eq. (II.5.3) is concerned, we need a dual W αD to the
abelian superfield strength W α. Unlike the duality relation bewteen ΦD and Φ, the
relation between the W αD and W
α cannot be local since it includes, in particular,
the duality relation between the component (abelian) field strengths F µνD and F
µν
(see Part I). The component Bianchi identity for the F µν is a part of the superspace
constraint (II.2.17), which is equivalent to
Im (DαW
α) = 0 , (2.3)
and it follows from the abelian version of eq. (II.2.13). Hence, the integration over
the unconstrained superfield V in the functional integral defining the quantum theory
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can be exchanged for the integration overW α subject to the the constraint (2.3). The
latter can be enforced by using a real Lagrange multiplier VD as follows:∫
DV exp
{
i
16π
Im
∫
d4xd2θF ′′(Φ)W αWα
}
≃ (2.4)
∫
DWDVD exp
{
i
16π
Im
∫
d4x
(∫
d2θF ′′(Φ)W αWα + 1
2
∫
d2θd2θ¯ VDDαW
α
)}
.
One finds∫
d4xd2θd2θ¯ VDDαW
α =
∫
d4xd2θ(D¯2DαVD)W
α = −4
∫
d4xd2θ (WD)αW
α , (2.5)
after integrating by parts, and using the relations D¯ •
β
W α = 0 andWDα ≡ −14D¯2DαVD.
The remaining functional integral over W is Gaussian, and it yields the dual action
∫
DVD exp
{
i
16π
Im
∫
d4xd2θ
(
− 1F ′′(Φ)W
α
DWDα
)}
. (2.6)
Note that the effective coupling τ(a) = F ′′(a) has been replaced by the dual one,
−1/τ(a), which is nothing but the S-duality (I.5.11). Since
F ′′D(ΦD) = −
dΦ
dΦD
= − 1F ′′(Φ) , (2.7)
one finds
− 1
τ(a)
= τD(aD) . (2.8)
The dual to the whole action (II.5.3) now takes the same form,
1
16π
Im
∫
d4x
{∫
d2θF ′′D(ΦD)W αDWDα +
∫
d2θd2θ¯Φ
†
DF ′D(ΦD)
}
, (2.9a)
and it can be rewritten as
1
16π
Im
∫
d4xd2θ
dΦD
dΦ
W αWα +
1
32πi
∫
d4xd2θd2θ¯
(
Φ
†
ΦD − Φ†DΦ
)
. (2.9b)
The S-duality (I.5.11) is only a part of the the full duality group (sect. I.5), and
it corresponds to the transformation (cf. eq. (I.2.6))
 ΦD
Φ

 −→

 0 1
−1 0



 ΦD
Φ

 . (2.10)
The transformation (2.10) is not a symmetry of the theory, but it relates its two
different parametrizations, one being more suitable for weak coupling while the other
for strong coupling. It follows from the form (2.9b) of the dual action that there is a
symmetry 
 ΦD
Φ

 −→

 1 b
0 1



 ΦD
Φ

 , where b ∈ Z , (2.11)
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which only results in an irrelevant shift of the first term in eq. (2.9b) by
b
16π
Im
∫
d4xd2θW αWα = − b
16π
∫
d4xFµν
∗F µν = − 2πbn , (2.12)
where n is the instanton number (sect. I.3). The transformations (2.10) and (2.11)
together generate the full S-duality group SL(2,Z).
Since aD(u) = ∂F(a)/∂a, the Zamolodchikov metric (II.5.5) can be rewritten in
the explicitly SL(2,Z)-invariant form as
ds2 = Im (daDda¯) =
i
2
(dada¯D − daDda¯) = − i
2
εmn
dvm
du
dv¯n
du¯
dudu¯ , (2.13)
where the two-dimensional vector
vm ≡

 aD
a

 (2.14)
is considered as a function of u.
3 Seiberg-Witten elliptic curve
A solution to the low-energy effective action or, equivalently, a calculation of multi-
valued functions aD(u) and a(u), was reduced in sect. 1 to the standard Riemann-
Hilbert (RH) problem of finding the functions with a given monodromy around the
singularities. A solution to the RH problem is known to be unique up to a multipli-
cation by an entire function. The last ambiguity can be resolved in our case by the
known asymptotical behaviour.
The monodromy matrices (1.12) and (1.14) generate the monodromy group Γ(2)
which is a subgroup of the modular group SL(2,Z),
Γ(2) =



 a b
c d

 ∈ SL(2,Z) , b = 0mod2

 . (3.1)
The fact that the N = 2 theory is not self-dual becomes transparent by noticing
that the S-duality (I.5.11) having b = 1 does not belong to the Γ(2). Still, there are
other transformations in eq. (3.1) which relate weak and strong coupling, and it is the
precise definition of the effective duality in the N = 2 theory under consideration.
The quantum moduli space is therefore given by
Mq ∼= H+/Γ(2) , (3.2)
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where H+ is the upper half-plane.
It was the Seiberg-Witten idea [8] to introduce an auxiliary genus-one Riemann
surface (elliptic curve) whose moduli space is precisely given by Mq of eq. (3.2),
and whose period ‘matrix’ (or elliptic modulus) is presicely the gauge coupling τ(u).
That auxiliary construction automatically guarantees positivity of the Zamolodchikov
metric ( Im τ > 0) because of the well known ‘Riemann second relation’ in the theory
of Riemann surfaces [62]. In addition, it secures integer monodromy (see below).
The relevant Riemann surface is defined by an algebraic equation
y2(x, u) = (x2 − u)2 − Λ4 ≡
4∏
i=1
(x− ei(u,Λ)) , (3.3)
where
e1 = −
√
u+ Λ2 , e2 = −
√
u− Λ2 ,
e3 = +
√
u− Λ2 , e4 = +
√
u+ Λ2 ,
(3.4)
and it can be represented in terms of two sheets (complex planes) connected through
the cuts ⌊⌈e1, e2⌋⌉ and ⌊⌈e3, e4⌋⌉. The point at infinity is supposed to be added to each
sheet, so that one gets the topology of a torus.
The period ‘matrix’ τ(u) of the torus is defined by a ratio of its period integrals,
τ(u) =
ωD(u)
ω(u)
, (3.5)
where
ωD(u) =
∮
β
ω˜ , ω(u) =
∮
α
ω˜ , with ω˜ ≡ dx
y(x, u)
, (3.6)
and (α, β) is a canonical homology basis of the torus. 38
Since τ = ∂aD/∂a, eq. (3.5) suggests to identify
ωD(u) =
daD(u)
du
, ω(u) =
da(u)
du
. (3.7)
Hence, both functions aD(u) and a(u), as well as the prepotential, F = ∫ da aD(a),
can be obtained by integration of the torus periods. One finds
aD(u) =
∫
β
λ , a(u) =
∫
α
λ , (3.8)
where the meromorphic one-form λ is given by
λ = x2ω˜ = x2
dx
y(x, u)
. (3.9)
38The cycle α can be chosen as a loop around e1 and e2, while the cycle β goes through the cuts
and encircles e2 and e3.
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The monodromy properties of the periods in eqs. (3.6) and (3.8) around the sin-
gularities in Mq fix them completely. Hence, it remains to identify the singularities,
and find the monodromy properties in the case of basis cycles α and β of the Riemann
surface (3.3).
The singularities arise when the torus degenerates, which happens if any two of
the branch points ei coincide, i.e. when the discriminant
4∏
i<j
(ei − ei)2 = (2Λ)8(u2 − Λ4) (3.10)
vanishes. It results in the three possibilities:
(i) e2 → e3 or u→ +Λ2, the cycle ν+Λ2 ≡ β degenerates,
(ii) e1 → e4 or u→ −Λ2, the cycle ν−Λ2 ≡ β − 2α degenerates,
(iii) e1 → e2 and e3 → e4, or Λ2/u→ 0.
Going around a singularity in Mq results in an exchange of the branch points
ei(u) along certain paths (called vanishing cycles) ν shrinking to zero when one of the
branch points approaches another one. For example, looping around the singularity
u = +Λ2 results in the rotation of e2 and e3 around each other, so that the cycle α
gets transformed to α − 2β, while the cycle β remains intact. This means that the
monodromy action is 
 β
α

 −→M+Λ2

 β
α

 , (3.11)
where the monodromy matrix M+Λ2 is exactly the one as in eq. (1.12). Similarly, one
finds that the monodromy matrix to be derived from the vanishing cycle in the case
(ii), near the singularity u = −Λ2, is precisely given by the matrixM−Λ2 of eq. (1.14).
The monodromy M∞ has to be given by eq. (1.8), just because of the consistency
relation (1.13). The approach based on the vanishing cycles is therefore justified. An
explicit solution will be given in the next section 4.
The vanishing cycles are closely related to massless BPS states. Given a vanishing
cycle ν, it can always be decomposed with respect to the homology basis,
ν = nmβ + neα , (3.12)
where nm and ne are integers. One finds at a given singularity that
0 =
∮
ν
λ = nm
∫
β
λ+ ne
∫
α
λ = nmaD + nea ≡ Z , (3.13)
which corresponds to a massless BPS state with the magnetic and electric charges
(nm, ne) at the singularity ! Therefore, the dyon charges are just the coordinates
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of the corresponding vanishing cycle in the homology basis [4]. Under a canonical
change of the homology basis (a duality transformation !), the intersection number
#(νi, νj) = nimn
j
e − njmnie ∈ Z , (3.14)
has to be invariant. Note that eq. (3.14) is nothing but the DZS quantization condition
(I.2.23). Two BPS states are mutually local with respect to each other if eq. (3.14)
vanishes, and they are non-local otherwise. There exists the general (Picard-Lefshetz)
formula [63] that determines the monodromy for any vanishing cycle (3.12), and it
just gives rise to eq. (1.15).
4 Solution to the low-energy effective action
It is not difficult to write down the differential equation for a multi-valued section
(aD(u), a(u)) having a given monodromy around known singularities in the moduli
space parametrized by a local coordinate u. Consider the second-order Schro¨dinger-
type equation in the complex plane u,[
− d
2
du2
+ V (u)
]
ψ(u) = 0 , (4.1)
whose potential V (u) is a meromorphic (single-valued) function with a finite number
of poles at some points ui where, for example, u1 = 1, u2 = −1 and u3 = ∞ as
in sect. 1. 39 Eq. (4.1) is known to have only two linearly independent solutions,
let’s call them aD(u) and a(u). As u goes around any of the poles, there can be a
non-trivial monodromy, as in eq. (1.4). As is well known in the theory of differential
equations [63], the non-trivial constant monodromies correspond to those poles of the
potential that are of second order at most. 40 The general form of the potential in
our case is therefore fixed up to a few coefficients,
V (u) =
d1
(u+ 1)2
+
d2
(u− 1)2 +
d3
(u+ 1)(u− 1) . (4.2)
Eq. (4.1) with the potential (4.2) can be transformed into the standard hypergeometric
differential equation, whose explicit solutions are known. It remains to compare its
general solution, in terms of a hypergeometric function to be parametrized by the
potential residues di, with the known asymptotics (sect. 1) at each singularity, in
order to identify the coefficients di, and hence, fix the particular solutions both for
39We take Λ2 = 1 for simplicity.
40That singularities are called regular [63].
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aD(u) an a(u) in terms of hypergeometric functions [5]. The information contained
in the asymptotics is equivalent to that contained in the monodromies (sect. 1).
Having obtained the representation (3.8) for the solution in terms of the auxiliary
elliptic curve, one can make a ‘short cut’ by verifying that the right-hand sides of
eqs. (3.8) are annihilated by the the second-order differential operator
L˜(w, θw) = θw
(
θw − 1
2
)
− w
(
θw − 1
4
)2
, (4.3)
where the new variables w = u2 and θw ≡ w∂w have been introduced. Eq. (4.3)
defines the hypergeometric system F (−14 ,−14 ; 12 , w). It is easy to check that
∂uL˜ = L˜PF∂u , (4.4)
where another operator
L˜PF(w, θw) = θw
(
θw − 1
2
)
− w
(
θw +
1
4
)2
(4.5)
has been introduced. In terms of the original variable u, the operator (4.5) takes the
form
L˜PF = (1− u2)∂2u − 2u∂u −
1
4
, (4.6)
while the corresponding differential equation, L˜PFψ(u) = 0, is known as the Picard-
Fuchs (PF) equation, and it plays the role of eq. (4.1) here. All the periods of the
Seiberg-Witten elliptic curve are known to satisfy the PF equation [62, 63]. For those
of them, which are given by eqs. (3.6) and (3.7), it was just argued. In our case,
matching the asymptotic expansions of the period integrals in accordance with the
results of sect. 1 yields the particular combination of hypergeometric functions [5],
aD(u) =
i
2
(u− 1)F
(
1
2 ,
1
2 ; 2,
1− u
2
)
,
a(w) =
√
2(u+ 1)F
(
−12 , 12 ; 1,
2
u+ 1
)
.
(4.7a)
Using standard integral representations of the hypergeometric functions [64], one can
rewrite eq. (4.7a) to the very explicit form [8],
aD(u) =
√
2
π
∫ u
1
dx
√
x− u√
x2 − 1 ,
a(u) =
√
2
π
∫ 1
−1
dx
√
x− u√
x2 − 1 .
(4.7b)
It is straightforward to calculate the prepotential F(a) from the explicit expres-
sions given above. For example, one can invert the second equation in eq. (4.7) and
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insert the result into the first one, in order to obtain aD as a function of a. Integrating
the latter once with respect to a yields F(a). For example, actual calculations in the
case of large a (the semiclassical region) produce eq. (II.6.12) as expected, now with
all concrete values for the instanton coefficients cl, namely [4]
l 1 2 3 4 5 · · ·
cl
1
25
5
214
3
218
1469
231
4471
5·234 · · ·
(4.8)
Similarly, one can treat the dual magnetic region near the singularity u = +Λ2, where
the monopole becomes massless. One finds eq. (1.3) indeed, whose lowest threshold
correction coefficients read [4]
l 1 2 3 4 5 · · ·
cDl 4 −34 124 529 11212 · · ·
(4.8)
The numbers above were confirmed by multi-instanton calculations [65]. The
modular-invariant (uniformizing) coordinate u of Mq is given by [9]
u(a) = πi
(
F(a)− 12a∂aF(a)
)
. (4.9)
• It is the power of holomorphicity together with duality that determine the whole
function F from its known asymptotics near the singularities.
5 Other groups, and adding N = 2 matter
Once the exact low-energy effective action of the SU(2) pure N = 2 SYM theory
is understood, it is straightforward to generalize the Seiberg-Witten results to other
gauge groups [66, 67, 68, 69]. Let us take G = SU(n) for definiteness, where n = Nc
is the number of ‘colors’.
The classical moduli space Mcl of the inequivalent vacua is the space of all solu-
tions to eq. (II.3.7) modulo gauge transformations. The vacuum expectation value of
the Higgs field can be chosen in the Cartan subalgebra (CSA) of G, 41
φ =
r∑
k=1
akHk , where r = rankG . (5.1)
In the case of G = SU(n), one has r = n − 1 and Hk = Ek,k − Ek+1,k+1, where
(Ek,l)ij = δikδjl. In generic point of Mcl, the gauge group G is spontaneously broken
41The brackets indicating vacuum expectation values are often omitted in what follows, in order
to simplify the formulas.
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to U(1)r. When some eigenvalues coincide, a (non-abelian) subgroupHP ⊂ G remains
unbroken.
The electric charge of the SU(2) theory is replaced by the charge vector ~q belonging
to the root lattice ΛR(G) in Dynkin basis of G. The BPS mass formula (without
magnetic charges) m2(q) = 2 |Zq(a)|2 , where Zq(a) = ~q · ~a, determines which gauge
bosons remain massless for a given background ~a = {ak}.
The SCA variables ~a are, however, not invariant under the gauge transformations.
They do not even have the residual gauge invariance under the discrete transfor-
mations from the Weyl group S(n). 42 The gauge-invariant description is provided
in terms of the Weyl-invariant Casimir eigenvalues uk(a) belonging to C
n−1/S(n).
The polynomials uk(a) parametrizing the CSA modulo the Weyl group can be easily
obtained by looking at the characteristic equation
det(x1− φ) = 0 , (5.2)
whose coefficients are Weyl-invariant. In the case of SU(n), one has
φ = diag(a1, a2, . . . , an) , and
∑
i
ai = 0 . (5.3)
Hence, eq. (5.2) yields
xn + xn−2
∑
i<j
aiaj − xn−3
∑
i<j<k
aiajak + . . .+ (−1)n
∏
i
ai = 0 . (5.4)
Taking n = 2 gives φ = 1
2
aσ3 and u ≡ 〈trφ2〉 = 12a2, as expected (sect. II.5). In the
case of SU(3), one easily finds
x3 − x1
2
trφ2 − 1
3
trφ3 = 0 , (5.5)
where
u ≡ +1
2
〈
trφ2
〉
= −∑
i<j
aiaj = a
2
1 + a
2
2 + a1a2 ,
v ≡ −1
3
〈
trφ3
〉
= − a1a2a3 = a1a2(a1 + a2) .
(5.6)
Similarly, in the case of SU(n), one finds the symmetric polynomials
det(x1− φ) = xn + xn−2c2(φ) + . . .+ (−1)jxn−jcj(φ) + . . . = 0 , (5.7)
where
cj(φ) =
∑
n1<n2<...<nj
an1an2 · · ·anj . (5.8)
42The Weyl group S(n) acts on the weights λi of G by permitation.
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It is more convenient to introduce linear combinations Zλi(a) ≡ ~λi · ~a, where
{λi} are the weights of the n-dimensional fundamental representation of SU(n). It is
the Zλi(a) that have direct group-theoretical meaning, and that enter the BPS mass
formula. The corresponding characteristic equation reads
n∏
i=1
(x− Zλi(a)) = xn −
n−2∑
l=0
ul+2(a)x
n−2−l ≡WAn−1(x, uk) . (5.9)
The non-linear transition from Zλi(a) to uk(a) is known as a classical Miura trans-
formation,
uk(a) = (−1)k+1
∑
j1<j2<...<jk
Zλj1 (a)Zλj2 (a) · · ·Zλjk (a) . (5.10)
The polynomial WAn−1(x, uk) is called the simple singularity associated with An−1
(or with SU(n)) in the theory of partial differential equations [63], or as the Landau-
Ginzburg (LG) potential in conformal field theory [52]. In the cases of SU(2) and
SU(3), one finds
WA1 = x
2 − u , WA2 = x3 − xu− v . (5.11)
Extra massless non-abelian gauge bosons appear in the classical theory whenever
Zλi(a) = Zλj (a) (5.12)
for some i 6= j. Eq. (5.12) describes classical singularities which are the fixed points
of the Weyl transformations. Hence,
Mcl = {uk}/Σ0 , (5.13)
where Σ0 = {uk : ∆0(uk) = 0}, and the discriminant [63]
∆0(u) =
n∏
i<j
(
Zλi(u)− Zλj (u)
)2
=
∏
positive roots
Z2α(u) , (5.14)
has been introduced. The discriminant of the simple singularity therefore encodes all
information about the classical symmetry breaking patterns in the gauge-invariant
way.
The N = 2 supersymmetry restricts the form of the low-energy effective action
to an N = 2 abelian gauge theory with the prepotental F . The theory contains r =
rankG abelian N = 2 vector multiplets which can be decomposed into r N = 1 chiral
multiplets Ai and r N = 1 abelian vector multiplets W
α
i . The N = 1 superspace
Lagrangian is given by
L = 1
4π
Im

∫ d4θ
(∑
i
∂F
∂Ai
A¯i
)
+
∫
d2θ
1
2

∑
i,j
∂2F
∂Ai∂Aj
W αi Wαj



 . (5.15)
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Accordingly, the N = 1 Ka¨hler potential reads
K(A, A¯) = Im
∑
i
∂F(A)
∂Ai
A¯i , (5.16)
the effective couplings are
τij(A) =
∂2F(A)
∂Ai∂Aj
, (5.17)
and the dual fields are defined by
AiD =
∂F(A)
∂Ai
. (5.18)
As usual, the leading component of the superfield Ai is called ai, and similarly for
AiD: A
i
D|θ=0 = aiD.
Zamolodchikov’s metric is defined by
ds2 = Im
∂2F(a)
∂ai∂aj
daida¯j , (5.19)
where i, j, . . . = 1, 2, . . . , r. The metric has to be positively definite,
Im τij > 0 . (5.20)
The dual coordinates aiD ≡ ∂F∂ai together with the initial coordinates ai parametrize a
2r-dimensional vector space X ∼= C2r. Hence, one arrives at a vector bundle which
locally looks like Mq⊗X. The X can be endowed with the symplectic form
ω =
i
2
∑
i
(
dai ∧ da¯iD − daiD ∧ da¯i
)
, (5.21)
and the holomorphic form
ωhol =
∑
i
dai ∧ daiD . (5.22)
We are interested in the sections, f :Mq → X, which take the form
 aiD(u)
ai(u)

 , (5.23)
and are restricted by the condition that the pullback of ωhol vanishes: f
∗(ωhol) = 0.
The Zamolodchikov metric
ds2 = Im
∂aiD
∂un
∂a¯i
∂u¯m
dundu¯m (5.24)
is invariant under the symplectic transformations Sp(2r,R). In accordance with
sect. 4, we should expect that only a subgroup ΓM of the discrete group Sp(2r,Z)
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is going to survive in the quantum theory, the ΓM being generated by actual mon-
odromies inMq . It is also known that the same group Sp(2r,Z) is the modular group
of a genus–r Riemann surface, whose generators can be visualized in terms of Dehn
twists around homology cycles [62]. Therefore, it is a good idea to look for an auxil-
iary Seiberg-Witten (SW) curve (a Riemann surface) whose moduli space is precisely
given by Mq . Given the SW curve, the positivity of Zamolodchikov’s metric would
then be guaranteed. In order to identify the right Riemann surface, one notices that
it should have something to do with the simple singularity WAn−1 playing the key
role in determining the structure of the classical moduli space Mcl. For instance, as
is well-known in the two-dimensional N = 2 supersymmetric conformal field theory,
the classical LG potential is still relevant in determining the structure of the quantum
theory [52]. Hence, it is not very surprising that the SW curve exists, and it is given
by an algebraic curve [61]
y2 =
(
WAn−1(x, uk)
)2 − Λ2n . (5.25)
Since eq. (5.25) can be rewritten as
y2 =
(
WAn−1 − Λn
) (
WAn−1 + Λ
n
)
, (5.26)
it happens that each classical singularity splits into two quantum singularities to be
associated with massless dyons, with the distance between them being governed by
the quantum scale Λ. Accordingly, every single isolated branch of Σ0 splits into two
barnches of ΣΛ. The points Zλi also split,
Zλi(u) =⇒ Z±λi(u,Λ) , (5.27)
and become 2n branch points. The (SW) Riemann surface itself can be represented
as a two-sheeted covering of the Riemann sphere branched at 2n points, Z+λi and Z
−
λi
,
with cuts running between them. Hence, the SW curve appears to be hyperelliptic.
By definitition, a Riemann surface is called hyperelliptic, if it admits a meromor-
phic function with exactly two poles [62]. Then, the ramification (branch) points
have branch number 1 and, by the Riemann-Hurwitz theorem, the number of branch
points is related to the genus h by 2n = 2h+ 2, so that h = n− 1 = r. 43
A generalization to the other simply-laced 44 Lie groups is now obvious: one should
simply replace the simple singularity WAn−1 with the proper one, WDn or WEm, asso-
ciated with SO(2n) and E6,7,8, respectively.
43In fact, any elliptic curve of genus h ≤ 2 is hyperelliptic [62].
44A simply-laced Lie group has all roots of the same length.
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Given a Riemann surface of genus h, there exists h holomorphic abelian differen-
tials ωk (of the first kind) [62]. As far as the SW curve (5.25) is concerned, they are
given by
ωk =
xn−k−1dx
y
, k = 1, 2, . . . , n− 1 . (5.28)
The period integrals are defined by
Aij =
∮
αj
ωi , Bij =
∮
βj
ωi , (5.29)
while the period matrix is τ ≡ A−1B. Hence, one can identify
Aij(u) =
∂
∂ui+1
aj(u) , Bij(u) =
∂
∂ui+1
ajD(u) , (5.30)
similarly to that in eq. (3.7). One finds by integration that [67]
aiD =
∮
βi
λ , ai =
∮
αi
λ , (5.31)
where (cf. eq. (3.9))
λ =
const.
2πi
(
∂
∂x
WAn−1(x, uk)
)
xdx
y
(5.32)
is an abelian differential of the second kind (with vanishing residues). The constant
in eq. (5.32) can be fixed from the known asymptotics of (~aD,~a).
The quantum charges of the massless dyons associated with quantum singularities
are determined by the vanishing cycles (see sect. 3). Indeed, any vanishing cycle ν
can be decomposed with respect to a homology basis (~α, ~β) on the SW curve,
ν = ~q · ~α+ ~g · ~β , (5.33)
where the charge vector ~q has integer components and belongs to the root lattice ΛR,
while the charge vector ~g also has integer components but belongs to the dual (simple
root) lattice ΛD
R
. One has (cf. eq. (3.13))
0 =
∮
ν
λ =
(
~q ·
∮
~α
+~g ·
∮
~β
)
λ = ~q · ~a+ ~g · ~aD ≡ Z(q,g) , (5.34)
where the central charge Z(q,g), entering the BPS mass formula m
2(q, g) = 2
∣∣∣Z(q,g)∣∣∣2,
appears. Hence, similarly to the SU(2) solution (sect. 3), the quantum numbers can
be read off from the vanishing cycles. Since the section (5.23) non-trivially transforms
under the duality transformations, the charges ~ν = (~g, ~q) have to transform accord-
ingly, so that the central charge and the BPS mass remain invariant. The intersection
number,
νi ∩ νj ≡ ~νTi

 0 1
−1 0

 ~νj = ~gi · ~qj − ~gj · ~qi ∈ Z , (5.35)
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is also invariant under a change of homology basis (a duality transformation !), and it
yields the generalized DZS quantization condition (cf. eq. (I.2.23)). Two BPS states
are, therefore, local with respect to each other (i.e. a local Lagrangian containing
both particles exists), if and only if the intersection number vanishes.
The rest of calculations is quite similar to the SU(2) case considered in sect. 4.
The Picard-Lefshetz formula,
M(g,q) =

 1 + ~q ⊗ ~g +~q ⊗ ~q
−~g ⊗ ~g 1− ~g ⊗ ~q

 ∈ Sp(2r,Z) , (5.36)
determines the monodromies from the known charges of a given quantum singularity
and vice versa. The period integrals of the SW curve satisfy the (second-order) system
of h = r Picard-Fuchs differential equations, and they determine the section (5.23) by
eq. (5.30). The information from the semiclassical region provided by the perturbative
one-loop beta-function (asymptotic freedom !) fixes the monodromy around infinity
or, equivalently, determines the perturbative contribution to the N = 2 prepotential
(cf. eq. (II.6.12)) as
F1−loop(a) = i
4π
∑
positive roots
Z2α log
[
Z2α
Λ2
]
, (5.37)
where Zα(a) = ~α·~a for simply-laced Lie groups. The weakly coupled dual prepotential
(in proper dual variables) near a quantum singularity looks like that in eq. (1.3), and it
is also fixed by the beta-function of the corresponding abelian N = 2 supersymmetric
gauge theory (no asymptotic freedom). Putting all together, one arrives at the well-
defined Riemann-Hilbert problem, whose unique solution can be calculated by solving
the Picard-Fuchs equations subject to the known asymptotics near the singularities.
It is then straightforward to calculate the N = 2 prepotential F . For example, in the
case of SU(3), the solution can be expressed in terms of the so-called Appel functions
which generalize the hypergeometric functions to the case of two variables [61, 67].
Let us now briefly discuss what happens when an N = 2 matter to be represented
by some number (Nf) of N = 2 hypermultiplets in the fundamental representation
of the gauge group SU(Nc) is added.
45 Each N = 2 hypermultiplet comprises two
N = 1 chiral superfields Q(q, ψq) and Q˜(q˜, ψq˜). Under the internal SU(2) symmetry
associated to N = 2 supersymmetry, the ‘squarks’ (q, q˜
†
) form a doublet, whereas
their ‘quark’ superpartners ψq and ψq˜ are singlets.
46 The N = 1 superpotential in
45See e.g., the second paper in ref. [8] and refs. [69, 70] for details.
46A ‘mirror’ particle ψq˜ for each quark ψq makes N = 2 supersymmetry to be phenomenologically
unacceptable. N = 2 supersymmetry has to be softly broken to N = 1 supersymmetry which,
in its turn, is spontaneously broken in realistic models (see the next sect. 6 for an example).
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the N = 2 abelian gauge theory with matter has some additional terms,
Vmatter =
Nf∑
i=1
(√
2Q˜iΦQi +miQ˜iQi
)
+ h.c. , (5.38)
where Φ is the chiral N = 1 superfield in the N = 2 vector multiplet, and {mi} are
mass parameters. Because of eq. (5.38), one should expect both the supercurrents (to
be derived from the full action), and the central charges in the supersymmetry algebra
(to be derived from the supercurrents) to receive contributions from the matter terms
too. Accordingly, the BPS mass formula (I.5.17) gets modified. One finds [8]
Z = nea+ nmaD +
∑
k
Skmk/
√
2 , (5.39)
where Sk are the U(1) charges of the matter hypermultiplets. Eq. (5.39) implies that
the masses {mi} will enter as the additional parameters in the Seiberg-Witten ap-
proach to the low-energy effective action. In particular, the positions of the quantum
singularities, as well as the SW curve itself, are all going to be deformed by them.
The R-symmetry anomaly in eq. (II.6.3) is replaced by
∂µj
µ
R = (2Nc −Nf)
F ∗F
32π2
. (5.40)
The perturbative (to all loop-orders) beta-function (II.6.2) is also modified as
β(e) = µ
de(µ)
dµ
= − (2Nc −Nf) e
3
16π2
, (5.41a)
or, equivalently (α ≡ e2/4π),
1
αNf (µ)
=
2Nc −Nf
4π
ln
µ2
Λ2Nf
. (5.41b)
In the SU(2) case, eqs. (5.40) and (5.41) tell us that one should take Nf < 4, in
order to keep the asymptotic freedom. If Nf = 4 and there are no ‘quark’ masses, the
particular N = 2 gauge theory with the SU(2) gauge group and four N = 2 matter
hypermultiplets is finite to all orders of perturbation theory, and it is expected to be
conformally invariant even non-perturbatively. That is obviously consistent with the
vanishing R-anomaly (5.40) and the vanishing beta-function (5.41), and it presumably
gives yet another example of an exactly self-dual theory in the sense of Montonen-
Olive with respect to the S-duality, like the N = 4 SYM theory though the details
are quite different [8]. There is the ‘flavor’ SO(8) global symmetry in the self-dual
N = 2 theory with matter, while the related SO(8) triality symmetry is non-trivially
mixed with the S-duality (cf. the U-duality in a compactified type-II superstring
theory, sect. 7).
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The global structure of the quantum moduli space and the low-energy effective
action crucially depend on the number of ‘flavors’ Nf . In the SU(2) case, if Nf = 1,
only a (strong coupling) Coulomb phase appears where 〈φ〉 6= 0 and SU(2) is broken
to U(1), like in the pure (Nf = 0) theory considered in the previous sections. If
1 < Nf < 4, one can have (strong coupling) Higgs phases also, where the gauge
symmetry in completely broken while the light scalars parametrize a unique hyper-
Ka¨hler manifold (the existence of a hyper-Ka¨hler structure is dictated by N = 2
supersymmetry [71]). In the case of general gauge groups with matter, one finds
a rich spectrum of vacua having non-abelian Coulomb phases and mixed Coulomb-
Higgs phases as well. Many examples, including a construction of the SW curves in
the presence of N = 2 matter, can be found in the literature [8, 69, 70].
It is remarkable that the choice of an auxiliary manifold (SW curve) is not unique !
In fact, it could be any manifold G whose moduli space is Mq , and whose period
integrals (to be obtained by integration of proper meromorphic forms over G) coincide
with that of the SW curve. For example, a six-dimensional Calabi-Yau (CY) manifold
is known [72] which is equally good for describing the low-energy effective action of
the SU(3) pure N = 2 SYM theory like the SW hyperelliptic curve considered
above. When the ten-dimensional type-IIB superstring theory is compactified on
that CY space G down to four dimensions, the resulting four-dimensional N = 2
supersymmetric string theory contains the SU(3) pure N = 2 SYM theory in the
point-particle limit α′ → 0. Hence, one should expect generalizations of the Seiberg-
Witten duality to string theory, which is another big story (see sect. 7 also).
6 Seiberg-Witten version of confinement
The Seiberg-Witten results about the exact low-energy effective action in the N = 2
supersymmetric gauge theories provide some non-perturbative information about the
N = 1 supersymmetric gauge theories, including the N = 1 super-QCD. One should
expect, for example, that the quantum moduli in the SU(2) pure N = 1 gauge theory
are also given by two points ±Λ2 related by a Z2 transformation (R-symmetry),
because the Witten index is the same for both theories. In that N = 1 theory, it is
possible to add a mass termW = m trΦ2 to the potential, where Φ is the chiral N = 1
superfield (sect. II.3). The mass term lifts the flat direction of the N = 2 potential,
and it can be considered as a soft N = 2 supersymmetry breaking term which allows
one to define the N = 1 SYM theory as the low-energy effective field theory of the
N = 2 theory. It is believed that the N = 1 theory has a mass gap and, hence, a
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non-vanishing gaugino condensation vacuum expectation value,
〈
λ¯λ
〉
6= 0 [53]. The
existence of the mass gap in the N = 1 theory also implies that the dual ‘magnetic’
photon becomes massive by some Higgs mechanism in the vacua corresponding to
the two singularities ±Λ2 in the quantum moduli space. The only obvious candidate
for the role of the Higgs field is given by the t’Hooft-Polyakov monopole or dyon of
the initial N = 2 theory. Such ‘dual’ Higgs effect can be interpreted as the dual
mechanism to the well-known Meissner effect in the theory of superconductivity, and
it can explain quark confinement as the phenomenon arising from the condensation
of the magnetic monopoles carrying global quantum numbers.
The relevant terms in the N = 1 supersymmetric action with the dual photon and
the monopole field read
W = m trΦ2 + aDMM˜ , (6.1)
where M and M˜ are the N = 1 chiral superfields representing the monopole, and the
second term gives the coupling of the monopole to the dual photon as required by
N = 2 supersymmetry. Since aD = aD(u) and u = trΦ
2, one can rewrite eq. (6.1) to
the form
W (M) = mu(aD) + aDMM˜ . (6.2)
Vacua correspond to solutions of dW = 0, and satisfy |M | =
∣∣∣M˜ ∣∣∣, since the latter
is necessary for the vanishing of the D-term. Assuming that du/daD 6= 0, one easily
finds from eq. (6.2) the equations of motion,
m
du
daD
+MM˜ = 0 , aDM = aDM˜ = 0 . (6.3)
Eq. (6.3) has a non-trivial solution: aD = 0 and
〈M〉 =
〈
M˜
〉
=
√
−m du
daD
6= 0 . (6.4)
The non-vanishing magnetic order parameter 〈M〉 implies the mass gap in the N = 1
theory by the dual Higgs mechanism, and the confinement of abelian charge as well.
7 Conclusion
In string theory, the Yang-Mills coupling constant is determined by the vacuum ex-
pectation value of the dilaton field d, while the Yang-Mills vacuum angle is similarly
related to the axion field ξ in four space-time dimensions,
e2
4π
=
〈
ed
〉
=
8G
α′
,
θ
2π
= 〈ξ〉 , (7.1)
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where the string constant α′ and the gravitational (Newton’s) constant G are both
dimensionful. Hence, the S-duality in string theory acts on the complex (dilaton-
axion) field S ≡ ξ + ie−d, and it is supposed to relate strong and weak couplings. It
gives a reason to expect that a strongly coupled string theory may well be represented
by yet another weakly-coupled string theory. 47 The compactified superstrings have
another well-established target space duality called T-duality [74], which is usually
represented by a non-compact discrete group GT. The T-duality group GT together
with the S-duality group SL(2,Z) are actually the subgroups of an even larger non-
compact discrete group GU known as U-duality [75]. The group GU appears to be
a discrete subgroup of the hidden non-compact continuous symmetry known to be
present in the extended supergravity theory arising from the compactified superstring
theory in the point-particle limit α → 0 [34]. For example, the N = 8 maximally
extended supergravity in four spacetime dimensions has a non-compact global sym-
metry E7, while there is an evidence for the existence of a discrete E7 as the U-duality
group GU in the corresponding (compactified) type-II superstring theory [75].
Also, in the spirit of Seiberg and Witten, it is quite natural to interpret the so-
called conifold singularities in the moduli space M(G) of complex structures of a
Calabi-Yau manifold G (in the type-II superstring compactified on that G) as that
coming from the BPS (stable) massless charged hypermultiplets. The latter are usu-
ally interpreted as charged massless black holes in string theory [76]. The known dual
pairs of string theories provide some examples in which the classical moduli in one
theory appear as the quantum moduli in the dual one, thus relating Mc and Mq in
the string theory context. The Seiberg-Witten approach to the extended supersym-
metric gauge theories can therefore be further promoted to the level of superstrings in
the very natural way. A thorough discussion of the string dualities is however beyond
the scope of this paper.
There exists a deep relation between the Seiberg-Witten low-energy effective the-
ory and integrability [77, 78]. In particular, the SW solution can be reformulated in
terms of certain integrable systems on the moduli space of instantons. The effective
dynamics in the space of coupling constants (τ) is governed by the equations belong-
ing to the generalized KP-Toda hierarchy whose solutions are known to be naturally
parametrized in terms of auxiliary special surfaces, like the SW curves. For instance,
the key relations (III.3.8) can be understood as just the action-integrals (in proper
parametrization) in the sine-Gordon model [77] !
One can verify that the known prepotentials F(ai), i = 1, 2, . . . , N − 1, of the
47Perhaps, it may be something else than a string theory (M-theory) [73].
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N=2 supersymmetric Yang-Mills theory with the SU(N) gauge group satisfy the
WDVV-type [79, 80] equations
FiF−1k Fj = FjF−1k Fi , where (Fi)jk ≡
∂3F
∂ai∂aj∂ak
. (7.2)
The WDVV-equations are known to express the associativity of the algebra of primary
fields in (conformal) topological field theory [79, 80]. That observation provides yet
another unexpected link between the four-dimensional N=2 SYM low-energy effective
action and the two-dimensional topological field theories. The full story is thus far
from being closed !
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