Abstract-MOOC represents an ultimate way to deliver educational content in higher education settings by providing high-quality educational material to the students throughout the world. Considering the differences between traditional learning paradigm and MOOCs, a new research agenda focusing on predicting and explaining dropout of students and low completion rates in MOOCs has emerged. However, due to different problem specifications and evaluation metrics, performing a comparative analysis of state-of-the-art machine learning architectures is a challenging task. In this paper, we provide an overview of the MOOC student dropout prediction phenomenon where machine learning techniques have been utilized. Furthermore, we highlight some solutions being used to tackle with dropout problem, provide an analysis about the challenges of prediction models, and propose some valuable insights and recommendations that might lead to developing useful and effective machine learning solutions to solve the MOOC dropout problem.
INTRODUCTION
In order to respond to the rapidly changing job and study requirements, nowadays many students worldwide are increasingly considering MOOCs as learning content delivery platforms, which very often help them to bridge the gap between the skills required by the industry and the skills that they obtain at the universities. These modern trends make MOOCs an ideal choice because of many reasons: they provide open, online and low-cost high-quality education and access to the state-of-theart courses from the elite universities and industry experts. These also make MOOCs an ideal tool for professional selfdevelopment and bringing courses to various student audiences across the world. The course materials are available to students at any given time so students can decide not only when to study, but also how, in which order, and at which pace. Furthermore, the MOOC phenomenon will represent the fourth stage in the evolution of online education, following the third stage where the Learning Management System was a central element [1] . As we indicated in our previous work [2] , the MOOC approach when complemented with a flipped classroom pedagogy would also bring advantages toward enhancing the learning experience of students substantially. However, MOOCs are surrounded by different challenges such as a large number of dropouts, certification and graduation, verification of student's identity, and being unsuitable for complex and engineering education.
Though MOOCs are progressively becoming an integral part of a learning process in higher education settings, still there are many issues to be addressed when it comes to one of the leading currently unsolved problem revolving around MOOCs, and that is the student dropout problem. Student dropout is a common problem in brick and mortar educational settings especially in higher education with well-studied reasons and challenges [3] , [4] . Despite the known factors for dropouts, there's still a vast interest in queries related to high school dropouts. A quick trend search on the Internet will reveal that in the past year there's a steady interest in people looking for high school dropout topic over time. On average 75 queries per week on the same subject as shown in Figure 1 . The interest in MOOCs is no different. However, university students' dropping out of a MOOC often have different reasons and challenges in contrast to onsite students.
Some of the reasons for the low completion rates are course methodology, lack of social interaction and creativity. As the number of different MOOCs continues to grow, researchers along with educational technologists are proposing innovative dropout prediction solutions to heal the MOOC dropout headaches. Therefore, various machine learning (ML) techniques have been successfully applied to obtain statistically high dropout prediction accuracy, among which are [5] , [6] , [7] and [8] .
The researchers' focus has been predominantly placed either on training and testing on student engagement data sampled from the same MOOC or the same course [9] , [10] , [11] , or they have offered proposals and solutions that work only on clickstream data [12] .
In this paper, we aim to provide a comprehensive overview of the ML application in solving the MOOC dropout problems. In addition, we investigate several different MOOC dropout prediction architectures that are widely used in literature.
Moreover, we identify and analyze some of the remaining challenges, and discuss further the factors that might lead to statistically higher prediction accuracy. Page 1007
The rest of paper is structured as follows. Section 2 gives an overview of the MOOC dropout phenomenon while Section 3 reviews the state-of-the-art on MOOC dropout prediction. In Section 4, we discuss some current challenges of dropout prediction models using ML techniques. Section 5 provides insights towards building useful and effective predictive solutions and Section 6 concludes the paper.
II. THE MOOC DROPOUT HEADACHE In recent years, MOOCs are growing rapidly, providing the potential to open up the access to education for students all around the world. However, despite the potential benefits of MOOCs, the rate of students who did not complete or withdraw a course has been typically very high. The high students' drop out or withdraw rate of MOOCs has been attributed to many factors that generally can be classified as either student-related factors or MOOC-related factors. This is also illustrated in Table  1 . 
A. Student-related factors
Lack of student's motivations -is one of the most influential factors in preventing students from completing a MOOC. The motivation of students is, by itself, influenced by many factors which among others include the future economic benefit, development of personal and professional identity, challenge and achievement, enjoyment and fun [13] . It is therefore of great interest to explore about motives that drive students to enroll a MOOC. In this regard, [14] surveyed to examine student's motivations. They found that 95% of students see entertainment and enjoyment as the most important reason for enrolling a MOOC followed by a general interest in a topic as another reason selected by 87% of students. A small number of students (15%) chose to register the MOOC to help them decide if they want to take a higher education class, while a very small number of students (10%) decided to enroll the MOOC because they could not afford to attend a formal education.
Lack of time -the amount of time required to finish a course is shown to be another factor which has a significant impact on preventing students from completing the MOOCs requirements. A survey conducted by [14] figured out that watching online lectures and completing homework assignments and quizzes require too much time of student's schedule, and this is reported to be one of the factors that cause students to drop out of MOOCs.
Insufficient background knowledge and skills -another reason which may cause students to drop out from a registered MOOC is inadequate background knowledge and lack of required skills. Particularly, difficulties with math requirements are seen to be an issue that students were not able to complete a course [14] . As much of the interaction in MOOCs rely on text, it is required by students to have, beyond technical skills, strong skills in reading, writing, and typing. Lack of these skills is seen very often to be a cause for not completing or withdrawing a course [15] .
B. MOOC-related factors
Course design -is one the key factors that cause students to dropout of MOOCs. Course design constitutes of three components, namely, course content, course structure, and information delivery technology. Among these three components, course content is the most significant predictor of MOOC retention [16] . Students who completed the MOOCs reported that these courses provided the content they were interested in learning accompanied with real cases and examples and practical implementation. Tips about soft skills and the learning material also were provided by theses course. On the contrary, issues related to the content of the MOOCs such as the courses were too complex or technical, the language used was too complicated, the course had too many modules, etc., were some of the complaints reported by students who did not complete the MOOCs [17] .
Feeling of isolation and lack of interactivity in MOOCsis another factor which is shown to have a direct effect on students' dropout of MOOCs. Results of a survey conducted by [16] about MOOCs' dropout showed that there is no engagement of students in a discussion or brainstorming providing thus low interaction and poor feedback between the lecturer of the course and students. Students also mentioned in the survey that teamwork and communication between students were also not present and this creates the feeling of isolation.
Hidden costs -this is another reason that may cause high students withdraw rate of MOOCs. These costs represent an amount of money which sometimes is required to be paid by students to get their certificates or to purchase pricey textbooks recommended by lecturers of the courses [18] .
Identification and exploration of factors that have a direct effect on student's dropout or withdrawal of MOOCs would enable researchers, lectures, and educational technologists to investigate and propose new strategies and techniques that will help students to persist longer and complete MOOCs successfully.
III. STATE-OF-THE-ART RESEARCH ON MOOC DROPOUT
PREDICTION Although published research works relating to MOOCs dropout was noticeably scarce at the time of their initial introduction, there is now a growing knowledge body of relevant literature. Comparing existing ML architectures for MOOC dropout prediction however is a challenging task due to a wide variety of features that are used, each of which is designed for a slightly different problem specification.
The current state-of-the-art approaches dealing with MOOC dropout prediction, as illustrated in Table 2 , are mostly using clickstream features as engagement patterns. The clickstream features are directly computed from the clickstream log files, which contain the interaction events among students and the MOOC courseware including discussion forums, video lectures, answers to quiz questions, assignments and more.
Different from other works, [19] apply an approach that used K-means to make quantitative analysis by employing students clustering aiming at discovering inactive students automatically in MOOC environment. Qiu et al. [20] among other researchers focus on proposing dropout prediction models based on support vector machines. They conclude that students who exert higher effort and ask more questions are not necessarily more likely to get certificates, while on the other hand, the probability that a student obtains the course certificate increases significantly when she or he has one or more "certificate friends." In [12] , the authors proposed a Support Vector Machine (SVM) framework focusing on clickstream data. They found that prediction is better at the end of course rather than at the beginning where they detected rather weak data signals. They also discovered significant interclass variations in the data which helped them achieve an increase in prediction accuracy up to 15% for some weeks of the course. Furthermore, SVM approaches were also used by [21] and [22] . In [21] it was observed that features related to the quiz submission and those that capture interaction with various course components are found to be reasonable dropout predictors in a certain week. On the other hand, [22] used SVM and Hidden Markov Models (HMM) to design effective prediction models by producing a reasonable Receiver Operating Characteristic (ROC) curve with an Area Under Curve (AUC) value of 0.710. The study also observed that a student who never checks their course progress largely increases their probability of dropping out only after the fourth week. Furthermore, the HMM method has also been used by [6] .
As shown in Figure 2 , logistic regression (LR) has been the most frequently used technique. It has been implemented, among others, by [23] , [24] , [25] , [26] , [10] , [27] , and [28] to predict student dropout in MOOC environment based on clickstream data. In [23] authors incorporate interpretability in MOOC dropout prediction and demonstrate how existing dropout pipelines can be interpretable and enable analysis of both models and predictions longitudinally. Also, in [24] , authors use LR for dropout prediction task, achieving 89% prediction accuracy. In another work [25] , LR is applied for dropout prediction addressing the need of transferring knowledge across courses. A systematic investigation of MOOC dropout using LR based on data from 100,000 students in 21 courses was conducted by [26] . This study yielded that the likelihood that the student drops out increases substantially if the student disengages for 14 days or more, whereas the probability of such a re-engaging increase with the fraction of released videos the student has viewed prior to the absence.
The first steps towards automatic intervention in MOOC student dropout, and early and accurately identifying at-risk students were taken by [27] and [10] . Here, authors use and compare LR with many other prediction models in terms of performance on Coursera data and propose two transfer learning algorithms to trade-off smoothness and accuracy. In [27] an automatic classifier of MOOC dropout and it was shown that it generalizes to new MOOCs with high accuracy. For classification, the authors used multinomial logistic regression (MLR).
Another prediction methodology based on LR was documented in [28] , which involves a meticulous engineering of over 25 predictive features. The study revealed that dropout prediction is a tractable problem, achieving an AUC as high as 0.95.
There are also works that considered Recurrent Neural Networks (RNN) to predict the MOOC dropouts [6] , [30] . In [6] , authors approach the dropout prediction from a sequence labeling perspective, and by using RNN model with long shortterm memory cells (LSTM), they obtain significantly better dropout prediction results than HMM. Most recently, another successful attempt using RNN in combination with Convolutional Neural Network (CNN) was also made to automatically extract features from the raw MOOC data [30] . In this study, it was shown that the model could achieve comparable results to feature engineering-based methods, saving a lot of time and human efforts, and eliminate the potential inconsistency introduced by the manual process. Among various ML algorithms, some researchers also focus on decision tree (DT) learning [8] , [31] , [32] , deep neural network (DNN) [9] , sentiment based artificial neural network (ANN) [33] , and natural language processing statistical models (NLP) [5] , [34] , [35] .
In contrast to the abovementioned clickstream feature-based prediction models, there are only a few works that apply ML techniques that use engagement pattern features other than clickstream data, such as grades or social networks [36] , [37] .
IV. CHALLENGES OF DROPOUT PREDICTION USING
MACHINE LEARNING One prominent challenge facing dropout prediction for MOOC is the lack of enough sample data that not only corresponds to dropouts but also to graduates for unbiased classification results. The effectiveness of the ML relies on the availability of enormous amount of both positive and negative samples. Many students register on various MOOCs just to experience self-paced online learning, even with the intention to obtain a certification, dropout quite frequently during the course duration. The lack of negative samples is evident from the Harvard MOOC dataset [38] , where out of 641138 registered students only 17687 obtained the certification, thus leaving many positive samples (623451) for dropouts but a handful of certified students. A significant difference in observable sample data affects the generalization of the deep neural network model during the training step but also comprises the classification accuracy. Moreover, due to the fact that MOOC contains big masses of unstructured data, within the paradigm of big data, management is perhaps the most challenging problem since missing data often occurs and is harder to validate. Consequently, a multitude of ML techniques, e.g., HMM cannot be applicable since this approach relies on a finite set of data and so cannot be applied if observations are missing. Researchers often tend to resolve this issue by replacing missing observations with mean values which may not be a realistic choice for many of the observed features.
Data variance is another factor that affects ML reliability. Namely, in MOOC's self-paced learning pedagogy, students have the freedom to decide what, when, and how to study. This might lead to considerable data variance, which may produce less accurate and reliable ML models, particularly for SVM and Naive Bayes, since their performance can quickly turn poor when dealing with imbalanced classes. In other words, the high data imbalance may result in biasing of the classifier towards the majority of the class.
Another challenge is the availability of publicly accessible dataset. MOOC platforms are often reluctant to publish the data due to confidentiality and privacy concerns. The de-identified information which is made public is also restricted to system generated events (clickstream data) only while most of the userprovided data is omitted. The lack of user-provided data can be a hindrance in successfully estimating the reasons behind the dropouts.
eLearning platforms on the other hand design and adapt MOOCs to their needs. The user data they gather and the clickstream data they generate doesn't necessarily conform to a standard format, due to lack of available standards -such as IEEE LOM for learning objects. The lack of a standard for creating and representing clickstream data for MOOC implies that a network trained and validated for one MOOC on a given platform might not be interoperable across different MOOC on another platform, or even on the same platform if a MOOC gathers and collects data differently. Lack of standards gives rise to another challenge, i.e., how to create compelling ML models and predictive solutions that can be generalized across different MOOCs.
Furthermore, it is noteworthy to mention that there are still many unsolved student schedule related challenges that MOOCs are currently facing. Students want to construct timetable based on their preferences, and this is especially problematic because of the wide range of such preferences. Some prefer to move through the course week by week, and some prefer to explore material during the entire run of the course, while others prefer to have all the lecture videos and assignments prior to the start of the course [39] . Satisfying such preferences of students to be accommodated on different timetables is a complicated problem which can be solved using artificial intelligence (AI) optimization techniques. These AI techniques are specialized to be used for scheduling and thus students' time constraints can be solved using these techniques.
A schematic representation of the identified challenges of ML student dropout prediction in MOOCs is given in Figure 3 . V. TOWARDS USEFUL AND EFFECTIVE PREDICTIVE SOLUTIONS This section presents various recommendations and proposals towards useful and effective predictive solutions for dropout predictions, which may not only assist in developing generalizable solutions across different MOOCs but also help lecturers to timely intervene if they foresee dropouts during a course.
Lack of enough sample data

A. Clickstream data standardization
Similar to learning object metadata standards such as the IEEE LOM, CanCore, SCORM, there is a need for a unification of clickstream data for MOOCs. The standard should incorporate all possible traceable events and interactions from various multimedia elements/components within a MOOC including frequency of interactions, user presence time, number of videos watched, documents viewed, and links openedamong others.
B. Student-provided data
ML techniques can benefit from the student-provided data in predicting dropouts. Student's collected data that doesn't reveal the identity of the student and may not require de-identification should also be made part of the standardization process. The data may be gathered either explicitly, i.e., provided by the student: such as age, gender, demography, prerequisite courses, degree level, background knowledge, or implicitly by employing feature engineering techniques using data mining. It is important during this stage to employ a data collection method that complies with ethical standards, since personal data privacy concerns may arise. Therefore, it is necessary to protect privacy by restricting data access and by utilizing access control to the data entries and by incorporating security control mechanisms such that sensitive information cannot be compromised.
C. Feature engineering techniques
ML prediction model can even learn from unstructured text to predict the dropouts. To further improve the prediction model performance, different feature engineering techniques need to be explored and incorporate other features such as test grades, student's prior experience, and more.
D. Engagement System
In a MOOC data-intensive environment as it is now, the lecturer cannot track how the whole group of students interact with the course. Hence, the MOOC platform designers need to employ a system which will monitor student engagement with course material. In addition, that engagement system or module would profile an entire course. For instance, to timely identify students that are likely to drop, the module should alert the lecturer if a particular student has not been engaging with the course for a certain period of time. In this way, the lecturer can design educational interventions and communicate with students to encourage before they completely disengage. Accordingly, the low engagement and the educational intervention reflect the existent opportunity to adapt and refine the future MOOC interfaces. Moreover, from the prediction standpoint, researchers should concentrate more on interventions and to those who are likely to benefit most from interventions.
E. Evaluating models and predictors
When it comes to designing interventions that are related to MOOCs, it is of paramount importance to know their accuracy. To obtain high accuracy estimates, it is essential that the classifier's evaluation method complies with the manner it will be applied to the actual intervention. In this regard, there are few attempts [25] , [9] to transfer and evaluate models from one MOOC course to another and to perform live or real-time prediction with ongoing courses. However, more significant evidence in literature is needed towards evaluating more methods systematically on multiple courses since it is not yet clear whether a prediction model trained on a certain course can be extensible or effective to other courses. On the other hand, as observed by [40] , identification of students who are less likely to complete the course is more accurate when the predictions are tailored for each course separately.
F. Improving student's social engagements
The students' social interactions via social networks potentially might provide interesting additional evidence for engagement and persistence in MOOC. However, we have not yet witnessed serious research efforts on (i) reliable models that integrate both the predictors of academic assessment and exploring social network structures, and (ii) how to improve students' social integration and interaction in the MOOC environment.
Stimulating and encouraging student's interaction via discussion forum activities and peer-evaluations could also possibly represent an efficient way to mitigate the dropout. Although engaging a large number of students in such MOOC forums is not a trivial task, it may however bring some enhancements and more knowledge to all students. The most inactive students in the forum could benefit from actively participating students through reading to existing discussions. In this way, they could find answers to their assignments and engage further by posting and asking for their concerns. Having said that, relevant studies are still missing to investigate how student involvement in peer-evaluated writing assignments and discussion forums is associated with learning results and dropout.
VI. CONCLUSION This paper provides a comprehensive review of the most recent and relevant research endeavors on machine learning application toward predicting, explaining and solving the problem of student dropout in MOOCs. It highlights both student-related factors and MOOC related factors that lead to a high number of dropouts. The paper also identifies some of the critical challenges associated with student dropout prediction and provides recommendations and proposal to assist researchers employing various machine learning techniques in solving it timely and efficiently. Additionally, this paper floats the idea of unification of a clickstream data and student-provided data as a standard, similar to various learning objects metadata standards.
The MOOC student dropout topic is only partially researched and there is a wide space of research aspects to be investigated further in order to build well-defined and more precise predictive solutions to identify, understand and explain Page 1012 the reasons of dropout. A deeper understanding of the reasons why student dropout could help course developers and lecturers improve course content and undertake educational interventions.
Future work will follow on data collection for the development and analysis of deep learning algorithms towards solving the MOOC student dropout.
