We study the sensitivity of directed complex networks to the addition and pruning of edges and vertices and introduce the susceptibility, which quantifies this sensitivity. We show that topologically different parts of a directed network have different sensitivity to the addition and pruning of edges and vertices and, therefore, they are characterized by different susceptibilities. These susceptibilities diverge at the critical point of the directed percolation transition, signaling the appearance (or disappearance) of the giant strongly connected component in the infinite size limit. We demonstrate this behavior in randomly damaged real and synthetic directed complex networks, such as the World Wide Web, Twitter, the Caenorhabditis elegans neural network, directed Erdős-Rényi graphs, and others. We reveal a non-monotonous dependence of the sensitivity to random pruning of edges or vertices in the case of Caenorhabditis elegans and Twitter that manifests specific structural peculiarities of these networks. We propose the measurements of the susceptibilities during the addition or pruning of edges and vertices as a new method for studying structural peculiarities of directed networks.
I. INTRODUCTION
Many real-world complex systems can be represented by directed complex networks. In this kind of network every edge between two interacting subjects can be directed, i.e., it goes in only one direction, and bidirected, i.e., it goes in both directions. Well-known examples are the World Wide Web (WWW) [1] , neuronal and metabolic networks [2, 3] , gene regulatory networks [4, 5] , social networks, such as Twitter [6] , the control network of transnational corporations [7] , and many other complex systems [8, 9] . A common feature of these complex systems is that they are developing by means of the addition of directed edges and vertices while diseases, injuries, random or targeted damages lead to the degradation of the network structure due to pruning of edges or vertices. For example, in the brain, neurogenesis (the creation of new nerve cells) and the formation of new synaptic connections, as well as the opposite process -pruning of synapses or neurons, are important mechanisms for the brain development [2, 10] , learning and memory [11, 12] , and sex-specific circuit development [13, 14] , and for other brain functions. In contrast to neurogenesis, neurodegenerative diseases are accompanied by the loss of neurons or synapses and degradation of the brain networks [15] [16] [17] . Twitter, a social network, is developing in a similar way, growing due to addition of new users and the formation of new connections [6] . The structure of these directed networks plays a very important role in their functioning. The structure of a directed network is much more subtle and richer than the structure of its undirected version [1, [18] [19] [20] . In general, a directed graph consists of the giant strongly connected component G S , which is a central core of the network, the sets IN and OU T of vertices playing the role of the incoming and outgoing terminals for G S . There are also finite directed components F (tendrils, tubes, and disconnected finite clusters). If in the initial state a network consists of isolated vertices and disconnected finite clusters, then the addition of directed edges leads to the appearance of G S at the critical point of the directed percolation transition. Edges can be added at random, as in the case of ordinary percolation, or by exploiting some optimization principle, for example, the Achlioptas process, as in the case of explosive percolation [21, 22] . In networks subjected to pruning of edges or vertices, G S disappears at the critical point below which the network disintegrates into a set of finite directed components and disconnected clusters. Taking into account the crucial role of G S in dynamics, functioning, and the propagation of information in directed complex networks, it is very important to develop methods that quantify the sensitivity of the networks to structural changes and signal the approaching of the critical transition. In physics, the sensitivity of a system to an applied field is quantified by the susceptibility, which characterizes the sensitivity of the order parameter to an applied field (see, for example, [23] ). The susceptibility diverges in the infinite size limit when a system under consideration approaches the critical point of a continuous phase transition. Thus the susceptibility not only quantifies the response of a system to an applied field but also signals the approaching of the phase transition. The generalized susceptibility was already discussed in the case of ordinary percolation [24] and explosive percolation [25, 26] in undirected complex networks. In the case of directed complex networks, the susceptibility was recently introduced in [20] . However, a relation between the susceptibility and the sensitivity of directed networks to the addition and pruning of edges or vertices was not yet studied. Since different network parts (G S , IN , OU T , and F ) have different topological properties, one can assume that these parts also differ in the sensitivity to the addition and pruning of edges or vertices and, therefore, they must be characterized by different susceptibilities. This problem has not yet been discussed in the literature.
In this paper, we study the response of directed networks to the addition and pruning of edges and vertices. We show that topologically different network parts (IN , OU T , G S , and F ) have different sensitivities to this kind of impact on the networks. These sensitivities are quantified by the different susceptibilities, which can be found by use of the two-point connectivity function characterizing whether any two vertices are connected by a directed path or not. Alternatively, we find the susceptibilities by analyzing statistics of individual out-components and incomponents of vertices in IN , OU T , G S , and F . We use these local characteristics for quantifying the response of the giant component G S , IN , OU T , and the finite network components F to the addition and pruning of edges or vertices. Using the generating function method, we find analytically the susceptibilities of uncorrelated random directed complex networks in the infinite size limit and demonstrate that the susceptibilities diverge at the critical point, signaling the percolation transition in these networks. Finally, we study numerically the susceptibilities of some real and synthetic directed complex networks subjected to random damage and show that these susceptibilities characterize the sensitivity of even small directed networks to damage and depend strongly on structural peculiarities of the directed networks.
II. STRUCTURE OF DIRECTED NETWORKS
In order to find the response of a directed network to the addition or removal of edges or vertices, we first need to know its structure. In this section we describe the common structural properties of directed graphs revealed in [1, [18] [19] [20] [27] [28] [29] . Directed networks have a hierarchical organization [1, [18] [19] [20] and can be partitioned into topologically different parts (see Fig. 1 ): (i) the giant strongly connected component (G S ), which is a central core of the directed network, (ii) sets of vertices called IN and OU T that are connected to G S , (iii) hierarchically organized finite directed components (tendrils and tubes) that are only connected to IN and OU T but not to G S , and (iv) disconnected finite clusters. These parts have different topological properties. The definitions of these network parts were given in [1, [18] [19] [20] . Let us briefly review them. The giant strongly connected component G S is a subgraph in which every vertex can be reached from every other vertex by following directed edges. OU T is a set of vertices that can be reached from the G S by following directed edges, but from which it is not possible to reach the G S . IN is a set of vertices from which the strongly connected component G S can be reached by following directed edges, but which can not be reached from the strongly connected component by following directed edges. Note that IN and OU T may appear only when G S appears. In some real directed complex networks, such as the neural network of Caenorhabditis elegans (C. elegans) [30] , the giant strongly connected component G S includes almost all vertices of the considered network (492 vertices among 495 vertices in C. elegans, see Sec. VII for more details), as a condition of its normal functioning [20] .
The union of the sets G S and OU T is the giant outcomponent G out [19] , i.e.,
In turn, the union of G S and IN is the giant incomponent G in [19] , i.e.,
The remaining part (F ) of the graph G is the union of finite components including finite directed components T (tendrils and tubes) and finite disconnected clusters C, i.e.,
Tendrils and tubes in T have a hierarchical, multilayer organization around IN and OU T [20] . They can exist only when IN and OU T are present in the network. The set of vertices C is the union of all finite disconnected clusters
The giant weakly connected component G W is the union of G S , IN , OU T , tendrils, and tubes, i.e.,
If we neglect the edge directedness, we find that the subgraph G W is the giant connected component of the undirected version of the graph G. Note that G W can exist even if G S , IN , and OU T are absent in the network. We also introduce a subgraph G IO as the union
We suggest that the size of G IO is the order parameter for the percolation transition in directed networks [20] .
Note that in undirected networks, the size of the giant connected component (the undirected version of G W ) is the order parameter for the ordinary percolation. There are similarities between the topological structure of the order parameters G IO and the giant connected component (the undirected version of G W ) of an undirected network. The latter consists of the 2-core, i.e., the largest subgraph whose vertices have degree at least 2, and finite branches attached to this 2-core [31] . In directed networks, G IO includes the subgraph G S , whose vertices also have degree at least two (at least one incoming edge and at least one outgoing edge with vertices within the subgraph G S ). Vertices in IN and OU T form directed incoming and outgoing branches, respectively, attached to the G S . In the general case, any directed graph G can be written as the following union:
If there is no giant component G S , the graph G consists of only finite directed components and finite disconnected clusters, i.e., G = F .
If a directed network consists of only disconnected finite clusters then the addition of new directed edges results at first in the ordinary percolation transition into state in which the undirected version of this directed network has a nonzero giant connected component. Then, adding more directed edges, the network undergoes the directed percolation transition into a state with a nonzero giant strongly connected component G S .
Let us characterize the network parts, i.e., G S , IN , OU T , and the finite directed components, using the sizes of the individual in-and out-components of vertices i [18] [19] [20] . By definition, the in-component and out-component of vertex i are the sets of vertices reachable by following edges either backwards or forwards from i, respectively. If vertex i belongs to F = T ∪ C then it has finite in-and out-components, i.e., their sizes are of the order of O (1) 
. Vertices belonging to G S have equal sizes of incomponents and equal sizes of out-components, namely,
Note that in general s in (i), as well as s out (i), are different for different i in both IN and OU T .
In Secs. V -VII we will study how the addition and pruning of edges and vertices affect the components of directed networks and their sensitivity to damage both below and above the directed percolation transition.
III. TWO-POINT CONNECTIVITY FUNCTION
Let us consider an arbitrary directed graph G of size N (G) ≡ N . In order to characterize the connectivity of the graph, we introduce a two-point connectivity function C(i → j) of vertices i and j as follow: (i) C(i → i) = 1; (ii) C(i → j) = 1 if there is a directed path from i to j (note that there can be more than one path). Otherwise, C(i → j) = 0. In general C(i → j) is asymmetric, C(i → j) = C(j → i), since a directed path from j to i can be present while a directed path from i to j can be absent, and vice versa. The function C(i → j) is the generalization of the two-point correlation function of the one-state Potts model in undirected networks [32] to the case of directed networks. The twopoint connectivity function C(i → j) is determined by the adjacency matrix A ij . This relation can be written in the form
at i = j. The theta-function Θ(x) is 1 if x > 0 and zero otherwise. Let us also introduce the function,
which is symmetric, i.e., C(i, j) = C(j, i). Furthermore, C(i, i) = 1 and C(i, j) = 1 if there is a directed path from i to j or from j to i, or in both directions. Otherwise,
Using the function C(i → j), we can find the individual in-and out-components of every vertex i, which are defined as the sets of vertices reachable by following edges either backwards or forwards from i, respectively. The sizes s in (i) and s out (i) of these components are
where the sum is over all vertices j ∈ G except i. Here, s t (i) is the total number of vertices reachable by following edges both backwards and forwards from i. Using Eqs. (9) and (10), we find that the mean sizes s in and s out of the individual in-and out-components of a randomly chosen vertex are equal to each other:
In the general case we have s t (i) ≤ s in (i) + s out (i) for vertices i ∈ G because there might be vertices that belong simultaneously to in-and out-components of vertex i due to loops and bidirectional edges.
If we neglect the edge directness then the function
Note that in this case C(i, j) = 1 if i and j belong to the same cluster C α . Therefore, according to Eq. (9), the total number s t (i) of vertices reachable from vertex i equals N (C α ) − 1 where N (C α ) is the size the cluster C α to which i belongs.
Below we show that the two-point connectivity function C(i → j) is a very useful mathematical object for quantifying the response of a network to the addition and pruning of edge and vertices.
IV. SUSCEPTIBILITY OF DIRECTED NETWORKS
It is well known that the one-state Potts model is equivalent to the ordinary percolation model [24] in undirected networks [32, 33] . The Ising model is a particular case of the two-state Potts model. In the Ising model, the susceptibility, χ = dM/dH, quantifies the sensitivity of the magnetization M to an applied magnetic field H. The susceptibility is related with the irreducible two-spin correlation function C(i, j) as follows:
where σ i T stands for the averaging of spin σ i over the Gibbs ensemble (see, for example, in [34] ). The local magnetization is nonzero (i.e., σ i T = 0) in the ordered phase at zero magnetic field. The zero-field susceptibility diverges at the critical point signaling a continous phase transition into the ordered phase. In directed networks there are two connectivity functions, C(i → j) and C(i, j), defined in Sec. III. Using the equivalence of the percolation model to the one-state Potts model, we introduce two susceptibilities χ d and χ t ,
where N (F ) is the number of vertices in the finite components F . In these equations the sum is only over vertices belonging to F . Vertices belonging to the giant component G IO , which is the order parameter for the directed percolation, are not present in the sum similar to the subtraction of the order parameter in the susceptibility χ of the Ising model. If the giant components are absent then F = G and the sum in Eqs. (15) and (16) is over all vertices in the considered network G. In Sec. V, we will show that the susceptibilities χ d and χ t quantify the response of directed networks to the addition and pruning of directed and bidirectional edges and vertices. Their divergence signals directed percolation phase transition, i.e., the appearance (or disappearance) of the giant component G S .
Using Eqs. (9)- (11), we can write χ d and χ t in a form
where the quantities
are the sizes of the individual in-component, outcomponent, and the total component, respectively, of vertex i in F . Note that in Eq. (19) only vertices j, which are reachable from i and which belong to F , are taken into account. In the general case, the individual in-or out-component of vertex i ∈ F can have a nonzero intersection with either IN or OU T as one can see in 
According to Eqs. (17) and (18), χ d equals the mean size of the in-component (or out-component) of a randomly chosen vertex in F , also including this vertex but excluding an intersection with IN or OU T . χ t is the mean total size of the in-and out-components of a randomly chosen vertex F , including this vertex but excluding an intersection with IN or OU T . Using Eq. (8), we obtain a relation between χ d and χ t ,
Equations (17) and (18) show that the susceptibilities χ d and χ t are determined by mean sizes of the in-and out-components of vertices. These parameters characterize local properties of vertices, while Eqs. (15) and (16) relate χ d and χ t with the two-point connectivity function, which contains global information about the network connectivity.
Let us introduce the susceptibilities We also introduce the probability distribution functions Π 
where δ s,s ′ is the Kronecker delta. The normalization condition is
in(out) (s) = 1. Thus, we can write
This equation shows that the divergence of χ d is due to the divergence of the first moments of Π 
, at the critical point. In a similar way we introduce the probability distribution function Π (F ) t (s) of the total size s t (i) of the individual in-and out-components of vertices i ∈ F , excluding an intersection with IN or OU T .
In the case of undirected networks, there is only one susceptibility χ = χ d = χ t . The sum over vertices i and j in Eqs. (15) and (16) can be written as the sum over all finite disconnected clusters C α in G, except the giant connected component (i.e., except the undirected version of G W ),
Here N (C) is the total number of vertices belonging to finite disconnected clusters C, i.e.,
is the size of a finite cluster C α . According to Eq. (26) the susceptibility χ of an undirected network is the mean size of a finite cluster to which a randomly chosen vertex belongs. This result is consistent with [24] .
V. NETWORK RESPONSE TO THE ADDITION AND PRUNING
In this section we consider the response of directed networks having the structure shown in Fig. 1 to the addition and pruning of edges and vertices. Actually, we mainly consider the addition of edges. Pruning of edges is the process inverse to the edge addition in the following sense. Structural changes caused by the random pruning of edges are inverse to structural changes caused by the addition of edges at random. The addition and pruning of vertices can be considered in the same way as the addition and pruning of edges. We show that a sensitivity of the different parts of directed networks is quantified by the susceptibilities introduced in Sec. IV. Finally, we find analytically behavior of the susceptibilities of uncorrelated random directed networks, when vertices (or edges) are removed at random.
A. Response to edge addition below the percolation point
First let us consider structural changes caused by the addition of edges to a directed network G when the network has no giant strongly connected component and there are only finite directed components and finite disconnected clusters, i.e., F = G. In this case, the individual in-and out-components, s in (i) and s out (i), of any vertex i ∈ G are finite. The addition of new edges increases the individual in-and out-components of vertices. This is the process that leads to the appearance of G S at the critical percolation point.
The addition of the edge (i → j) directed from vertex i to vertex j increases the out-component sout(i) of i by an amount sout(j) and also increases the in-component sin(j) of j by an amount sin(i). Let us choose at random two vertices i and j and add a directed edge (i → j) from i to j (see Fig. 2 ). If j does not belong to the out-component of i, or i does not belong to the in-component of j, then this edge increases the out-component of vertex i and the in-component of vertex j by values
respectively. Here the number of vertices lying in the intersections of the out-and in-components of vertices i and j is subtracted,
The mean values of ∆s out (i) and ∆s in (j), averaged over pairs of vertices i and j, are
. (29) The multiplier 1−C(i→j) in these equations takes into account the fact that if j belongs to the out-component of i (or equivalently i belongs to the in-component of j), then the edge addition gives no contribution to ∆s out (i) and ∆s in (j). Assuming that all moments of the probability distribution functions Π in (s) and Π out (s) are finite, we find that the intersections between the in-and out-components give a contribution of order O(1/N ) to ∆s in and ∆s out . Thus, in the infinite size limit N → ∞, we obtain
This equation shows that the susceptibility χ d determines an increase of the individual in-and outcomponents of vertices due to the addition of one edge at random. The larger χ d the stronger the network response to edge addition. Let us add a bidirectional edge between a randomly chosen vertices i and j. If i does not belong to the individual total component of vertex j, and vice versa, then the addition of this edge increases the total size of the in-and out-components of i and j by values
Here, the intersections of the in-and out-components of i and j are subtracted. Assuming that all moments of the probability distribution function Π t (s) are finite in the infinite size limit N → ∞, we find
Therefore, the susceptibility χ t quantifies the response to the addition of a bidirectional edge at random.
B. Response to edge addition above the percolation point
If a directed network G has nonempty G S , IN , and OU T , then the result of the addition of new edges between two vertices depends on the properties of the network parts to which these vertices belong. The addition of edges between two vertices in F is described by Eq. (29) where we must sum over pairs of vertices (i, j) ∈ F . This process leads to the response Eq. (30) determined by the susceptibility χ d , Eq. (17). Below we only consider some particular cases of the addition of edges in order to demonstrate that a response of the network is quantified by the susceptibilities. A detailed analysis of the impact of edge pruning on the sizes of G S , IN , OU T , and F can be performed for a directed uncorrelated random network (see Sec. VI).
Impact on IN and OU T
The addition of edges between pairs of vertices (i, j) ∈ IN or (i, j) ∈ OU T does not change the sizes of IN and OU T . Let us choose randomly a vertex i ∈ G out = OU T ∪ G S and a vertex j in the finite component F (tendrils, tubes, and finite disconnected clusters). We add an edge (i → j) directed from i to j (see Fig. 3 ). As a result, all vertices in the out-component s out (j) of j become a part of OU T because now there is a directed path from vertices in G S through i to any vertex in s out (j). Vertices belonging the intersections between s out (j) and OU T (the shaded regions in Fig. 3 (b) ) already belong to OU T and should not be considered. Thus, OU T increases by the value,
where we used the definition Eq. (15) . Note that the edge (j → i) does not change the size of OU T .
In the same way, we find the response of IN to the addition of an edge (j → i) directed from vertex j ∈ F to vertex i ∈ IN ∪ G S chosen at random. In this case
Therefore the susceptibility χ d quantifies the response of IN and OU T to the addition of edges between vertices in IN and OU T and vertices in F .
Impact on GS
The addition of edges between pairs of vertices i and j belonging to the giant strongly connected component G S does not change its size. Let us choose at random two vertices, one vertex i in IN (i ∈ IN ) and the other vertex j in G S (j ∈ G S ), and make a directed link (j → i) from j to i (see Fig. 4 ). One can see that all vertices l ∈ IN for which C(i → l) = 1 become a part of G S because they satisfy the criterion formulated in Sec. II, i.e., these vertices can now reach any vertex in G S by following edges either backwards or forwards [see Fig.  4(a) ]. Thus the size N (G S ) of G S increases by a value l∈IN C(i → l). On average, this value per one added edge is
where we used Eq. (22) . Note that the addition of a directed edge (i → j) does not change G S . Let us add a directed edge (i → j) from vertex i ∈ OU T to vertex j ∈ G S . Then all vertices l ∈ OU T for which C(l → i) = 1 will belong to G S [see Fig. 4(b) ]. In this case, the size N (G S ) of G S increases by a value
where we used Eq. (23) . The addition of a directed edge (j → i) does not change the size of G S . One can also increase G S by adding an edge (j → i) directed from vertex j ∈ OU T to vertex i ∈ IN (see Fig. 5 ). On average, the addition of this edge increases the size of G S by the value χ The addition of an edge directed from vertex i ∈ OU T to vertex j ∈ GS increases GS due to vertices l ∈ OU T from which i can be reached. One can increase the size of the giant strongly connected component G S by choosing at random a vertex j belonging to F and connecting it by a bidirectional edge with any vertex i ∈ G S . G S increases on average by the value
The susceptibilities χ
(S)
in and χ
out quantify the sensitivity of the giant strongly connected component G S to the addition of one edge at random. According to Eqs. (22) and (23), these susceptibilities are determined by the statistics of the individual finite in-and out-components of vertices in IN and OU T , respectively. The susceptibilities are related with the probability distribution functions Π 
Addition of a directed edge at random
Let us add a directed edge between two randomly chosen vertices i and j in G and find how it changes sizes of F , IN , OU T , and G S . The edge can be directed with the probability 1/2 either from i to j or from j and i. The processes in Figs. 3-5 give
where 
VI. SUSCEPTIBILITY OF RANDOMLY DAMAGED UNCORRELATED DIRECTED NETWORKS
In the previous section we introduced the susceptibility quantifying the sensitivity of different parts of directed networks to damage. In this section we find analytically the susceptibility of randomly damaged uncorrelated random directed complex networks. In this kind of complex networks, degree-degree correlations between different vertices are absent. Moreover, such complex networks have locally tree-like structure.
Let us consider the case of a randomly damaged uncorrelated directed network G and p is the occupation probability of vertices in this network. In other wards, vertices are removed with the probability 1−p and remain in the network with the probability p. With increasing the fraction of removed vertices (this corresponds to decreasing the occupation probability p) the giant strongly connected component G S decreases while the finite directed components F grow. The network undergoes the percolation phase transition at the critical point p c at which G S disappears. At p < p c there are only finite directed components. Structural changes caused by random removal of vertices or edges in the directed network can be described analytically by use of the generating function method [18, 19, 27, 28] , which gives exact results for uncorrelated random complex networks in the infinite size limit. Note that the same generating function method can be used for analyzing edge pruning. Real directed networks are correlated and have a finite size and a large clustering coefficient [29, 35] . Nevertheless, we expect that even in this case one can use the results obtained by the generating function methods. These results provide a qualitatively correct though approximate description of structural changes caused by damage.
A. Susceptibility χ d
Let us find the susceptibilities χ d and χ t [see Eqs. (17), (18)] of randomly damaged uncorrelated directed networks. On-site correlations between in-and outdegrees are characterized by a function P (q i , q o ), which is the probability that a randomly chosen vertex has in-degree q i and out-degree q o . The mean in-and out-degrees are q i ≡ qi,qo q i P (q i , q o ) and q o ≡ qi,qo q o P (q i , q o ), respectively. Note that q i = q o in any directed network. First we consider the case when all edges are directed and there are no bidirectional edges. The case when there are both directed and bidirectional edges will be considered in Sec. C. Due to the tree-like structure, the total size s 
According to Eq. (17), the susceptibility χ d is determined by the mean size of the individual in-or outcomponents ( s
out ) of vertices belonging to F . In order to find these parameters we use the generating function method described in Appendix A. Using Eqs. (A21), (A22), (B8), and (B9), we find explicitly the susceptibility χ d in uncorrelated random directed complex networks at p ≤ p c ,
where
see Eq. (A4). Using Eqs. (A16), (A17), (B7), and (B8) in Appendices A and B, we find s (F )
out and the critical behavior of susceptibility χ d above the critical point (p > p c ),
Thus, according to Eqs. (40) and (41), the susceptibility χ d diverges as A χ /|p − p c | when the directed network approaches the critical percolation point p c both from below and above. The difference is only in the amplitude A χ , which is three times smaller at p > p c in comparison with the one at p ≤ p c , i.e., (40), (41), and (A19), we conclude that in uncorrelated random directed networks the susceptibility χ d and the order parameter S IO demonstrate the critical behavior:
with the standard critical exponents γ = 1 and β = 1. We find the same critical behavior in the uncorrelated random directed networks with bidirectional edges (see Appendix C).
B. Susceptibilities χ (S)
(S) out
Let us find the susceptibilities χ 
(see Eqs. (B10) and (B11)). Using Eqs. (41) and (43), at p near p c we find the ratio
In Sec. VII we analyze numerically the critical behavior of χ
(S)
out in real and synthetic directed networks.
C. Statistics of the in-and out-components of vertices
In the case of uncorrelated random complex networks, the distribution functions Π [18] , we find that these distribution functions have the following asymptotic behavior: in /χ d above pc. 100 network realizations were used for each value of p, and in each realization 10% of the vertices were sampled randomly.
In this section we discuss the results of our numerical simulations of the susceptibilities χ d , χ (S) in , and χ (S) out in randomly damaged real and synthetic networks. In Sec. IV we showed that these susceptibilities are determined by the two-point connectivity function C(i → j) [see Eqs. (15), (22) and (23)]. Unfortunately, it is computationally inefficient to explicitly find C(i → j). An alternative numerical method for finding these susceptibilities is to use the fact that, according to Eqs. (17), (22) and (23), the susceptibilities are determined by the mean size of the finite individual in-and out-components of vertices in the network parts F , IN , and OU T (see Fig. 1 ). Thus, the statistical analysis of the individual in-and out-components of randomly chosen vertices allows us to find numerically the susceptibilities both above and below the percolation transition. In the simulations, the networks under consideration were randomly damaged, i.e., edges were removed with a probability 1−p and were retained with an occupation probability p. We found F , IN , OU T , and G S of the damaged networks. Note that since the networks studied in the simulations have a finite size, we considered the largest strongly connected component as G S . Then we chose a sample subset of vertices uniformly at random from F , IN , and OU T , and determined the sizes of the individual in-and out components of vertices in these components [see Eqs. (9)- (12), (22) and (23)]. These sizes were averaged over the vertices in the chosen subset, and over many realizations of the damage, to arrive at estimates for the susceptibilities [see Eqs. (17), (22) and (23)]. Figure 6 represents results of our simulations for the Erdős-Rényi networks with uncorrelated in-and out-degrees. The susceptibil-
in , and χ
(S)
out demonstrate a sharp maximum that signals the percolation transition. Equation (A4) predicts that the critical point of the Erdős-Rényi network is p c = q i / q i q o = 1/ q i . In the simulations we studied networks with the mean in-and out degrees q i = q o = 2, i.e., p c = 0.5. In this case, equation (40) in achieves a maximum at p max slightly above p c . This shift of p max from p c is due to a finite-size effect. It becomes smaller and smaller with increasing N .
We found a similar critical behavior of the susceptibilities in the Gnutella p2p filesharing network [37, 38] and the neural network of C. elegans [30] (see Fig. 7 where an Erdős-Rényi network is also displayed for comparison). Our analysis of data [30] showed that that the main body of the male C. elegans consists of 495 vertices wired by both chemical and electrical synapses. There are 492 nodes in the G S , 1 node in IN and 2 nodes in [37, 38] ); (c) the neural network of C. elegans (N = 495, qtot = 32.073 [30] ). The vertical dashed lines correspond to pc determined by the message passing method of [20] .
OU T . In Fig. 7 we show the behavior of the relative sizes of IN , OU T , and the order parameter G IO , which is the union G IO = G S ∪ IN ∪ OU T [Eq. (5)], as functions of the occupation probability p. The maximum of χ d signals the percolation transition. The position of the maximum agrees very well with p c predicted by the message passing algorithm of [19] . Notice that the maxima of the susceptibilities χ out are slightly shifted, compared to the maximum of χ d . This shift is due to a finite size effect similar to the one in the Erdős-Rényi network in Fig. 6 (a) . In the Erdős-Rényi network, the sizes of IN and OU T achieve a maximum and then decrease with increasing p, in contrast to the strictly monotonic increase of G IO . This feature is shared by the C. elegans network. However the size of OU T in the Gnutella network increases monotonically, without producing a maximum. The susceptibilities χ d , χ (S) in , and χ
out of the Gnutella network, after their peak at p c decrease monotonically, similarly to their behavior in the Erdős-Rényi network. A striking exception from this rule is the susceptibility χ (S) out in the C. elegans network, which exhibits a strongly non-monotonic behavior [two additional broad maxima above p c , apart from the sharp maximum at p c ≈ 0.04 in Fig. 7 (c), dotted line] . This unusual behavior is due to the structural peculiarities of the C. elegans network. We suggest that the maximum at p ≈ 0.92 is due to the chains of bodywall muscle neurons, which all have exactly 2 outgoing connections (to their neighbors on either side), and multiple in-coming ones. Pruning of some connections between these neurons in the chain increases significantly the OU T and, in turn, increases χ In Figs. 8 (a) and (b) we present results of our simulations for samples of two well-known, inherently directed networks, the World Wide Web [39, 40] and Twitter [6] . Note that in the WWW a directed link from i to j means that there is a hyperlink from site i pointing to site j. In Twitter, a directed link from i to j means that i follows j. Both networks have similar wide in-degree distributions, rapidly decaying out-degree distributions, and similar sizes. In both networks, IN is larger than OU T . This is especially apparent in Twitter. An interesting observation is that the susceptibilities in the WWW are, especially near their maximum, much higher than those of Twitter. The difference is a striking two orders of magnitude! We suggest that such high susceptibilities in the WWW are due to the highly modular structure of the network. This modular structure results in very large sizes of the in-and out-components of vertices either in IN , OU T or F in the undamaged samples of the WWW network. More specifically, the undamaged WWW has 12874 nontrivial strongly connected components (SCCs), i.e., ones of size at least 2. There are 19 SCCs with sizes greater than 100. The size of the second largest SCC is 968. The mean size of SCCs, excluding the giant (largest) SCC, is 6.37. In contrast, the Twitter sample has only 3854 nontrivial SCCs, none of which are larger than 100 vertices. The second largest SCC has only 17 vertices. The mean size of SCCs , excluding the giant (largest) SCC, is 2.23. The susceptibilities χ d and χ
out of the Twitter network in Fig. 8 (b) demonstrate non-monotonous behavior as a function of p similar to the one in the C. elegans network. Apart from the peak at p c there is a peak at p = 1 in contrast to χ (S) in , which decreases monotonously at p > p c . The origin of this behavior is unclear. Further investigations are required to explain our numerical findings in detail, but based on the results presented above one can see how a simple and straightforward analysis of the susceptibility of directed networks can reveal their structural peculiarities, such as those found in the C. elegans, WWW, and Twitter.
VIII. CONCLUSION
In this paper, we studied the sensitivity of directed networks with both directed and bidirectional edges to the addition and pruning of edges and vertices. We demonstrated that different network parts [the giant strongly connected component G S , which is a central core of the network, the sets IN and OU T playing the role of the incoming and outgoing terminals for G S , and the finite components F including tendrils, tubes, and disconnected finite clusters (see Fig. 1 )] have different sensitivities to the addition and pruning of edges and vertices since these parts have different topological properties. It is not surprising that the sensitivities of the network parts to the addition and pruning of edges and vertices are quantified by different susceptibilities. We introduced the susceptibilities, using a relation between the percolation problem and the Potts model. For this purpose we introduced the two-point connectivity function, which characterizes whether any two vertices are connected by a directed path or not. This two-point connectivity function allowed us to find explicitly the susceptibilities of the network parts. Since it is computationally inefficient to find this function in a large network, we also proposed an alternative method for finding the susceptibilities. Our method is based on the fact that, according to Eqs. (17) , (22) and (23), the susceptibilities are determined explicitly by the mean size of the finite individual in-and out-components of vertices in the corresponding network parts, i.e., IN , OU T , and F . We found analytically the susceptibilities in directed uncorrelated random networks by use of the generating function method. We showed that the susceptibilities diverge at the critical point of the directed percolation transition, signaling the appearance (or disappearance) of the giant strongly connected component in the infinite size limit. In finite networks due to the finite size effect, the susceptibilities demonstrate a sharp peak at the percolation point. We performed numerically the statistical analysis of the individual in-and out-components of vertices and found the susceptibilities of randomly damaged real and synthetic directed complex networks, such as the World Wide Web, Twitter, the neural network of Caenorhabditis elegans, the Gnutella p2p filesharing network, and directed Erdős-Rényi graphs. Our analysis revealed a non-monotonous dependence of the sensitivity of OU T to random pruning of edges or vertices in Caenorhabditis elegans and Twitter. This behavior manifests specific structural peculiarities of these networks. Our preliminary analysis pointed out the possible role of chain-like motives in the observed effects. Comparing the susceptibility of OU T in the WWW and Twitter we made the interesting observation that the former, especially near their maximum, is two orders of magnitude higher than the latter. We suggest that such high susceptibility of the WWW is due to the modular structure of the network. Further investigations are necessary to explain our numerical findings in detail. We believe that measurements of the sensitivity of different parts of directed networks to the addition or pruning of edges and vertices can be an effective method for studying structural peculiarities of the networks.
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Appendix A: Generating function technique
Let us consider directed uncorrelated random complex networks. On-site correlations between in-and outdegrees are characterized by a function P (q i , q o ), which is the probability that a randomly chosen vertex has indegree q i and out-degree q o . These complex network have locally tree-like structure that enables us to use the generating function technique [18, 19] in order to find the size of the giant strongly connected component and statistics of finite directed components. We consider the case of a randomly damaged network and p is the occupation probability of vertices in the considered network.
Let us first consider the following process in a graph G. Choose at random an edge and move along this edge forwards. We define Y out (s) as the probability to reach s vertices by following edges forwards. We also define the probability Y in (s) to reach s vertices by following edges backwards. We introduce generating functions,
which are determined by the following self-consistency equations [18, 19] : There is a critical point
below which, i.e., at p < p c , equations (A2) and (A3) have the only one solution corresponding to H in (1) = H out (1) = 1. At p > p c , another solution corresponding to H in (1) ≡ x c < 1 and H out (1) ≡ y c < 1 appears. y c is the probability that choosing an edge at random and moving along its direction we will reach a finite number of vertices while x c is the probability that choosing an edge at random and moving against its direction we will reach a finite number of vertices. The total number of remaining vertices in the damaged network is N p. Let us define parameters S S , S IN , S OUT , and S F as the probabilities that a vertex chosen at random among the remaining N p vertices belongs to G S , IN , OU T , and F , respectively. The sizes of G S , IN , OU T , and F are N pS S , N pS IN , N pS OUT , and N pS F , respectively. In turn, the fraction S S of vertices belonging to G S (S S = N (G S )/N p) is the probability that a randomly chosen vertex has at least one in-coming edge from G S and at least one outgoing edge leading to G S . Using this relation, we find 
The fraction S IN of vertices belonging IN is the probability that a randomly chosen vertex has no in-coming edge from G S but at least one outgoing edge leading to G S :
The fraction S OUT is the probability that a randomly chosen vertex has at least one incoming edge from G S but no outgoing edge leading to G S S OUT = qi,qo 
The fraction S F of vertices belonging to F is the probability that a vertex chosen at random has no incoming and no outgoing edges coming from or leading to G S , 
Introducing a generating function Φ(x, y) ≡ qi,qo
The first derivatives of H out (x) and H in (x) at x = 1,
give the mean number of vertices, which are reachable by following edges either forwards or backwards and which have either no incoming or no outgoing edges with G S , respectively. Differentiating Eqs. (B2) and (B3) with respect to x, we find 
Using Eqs. (A16) and (A17), we find that these derivatives diverge when p tends to p c from above:
The individual in-and out-components of vertex in F are the sum of the number of vertices reachable by following q i and q o edges backwards or forwards, respectively, but intersections with IN and OU T must be excluded [see Eq. 
