Given a graph G = (V, E), a subgraph G = (V, H), H ⊆ E is a k-spanner of G if for any pair of vertices u, w ∈ V it satisfies d H (u, w) ≤ k · d G (u, w). The basic k-spanner problem is to find a k-spanner of a given graph G with the smallest possible number of edges. This paper considers approximation algorithms for this and some related problems for k > 2, known to be Ω(2 log 1−µ n )-inapproximable. The basic k-spanner problem over undirected graphs with k > 2 has been given a sublinear ratio approximation algorithm (with ratio roughly O(n 2/(k+1) )), but no such algorithms were known for other variants of the problem, including the directed and the client-server variants, as well as for the related k-DSS problem. We present the first approximation algorithms for these problems with sublinear approximation ratio. The second contribution of this paper is in characterizing some wide families of graphs on which the problems do admit a logarithmic and a polylogarithmic approximation ratios. These families are characterized as containing graphs that have optimal or "near-optimal" spanners with certain desirable properties, such as being a tree, having low arboricity or having low girth. All our results generalize to the directed and the client-server variants of the problems. As a simple corollary, we present an algorithm that given a graph G builds a subgraph withÕ(n) edges and stretch bounded by the tree-stretch of G, namely the minimum maximal stretch of a spanning tree for G. The analysis of our algorithms involves the novel notion of edge-dominating systems developed in the paper. The technique introduced in the paper reduces the studied algorithmic approximability questions on k-spanners to purely graph-theoretical questions concerning the existence of certain combinatorial objects in families of graphs.
Introduction

Motivation
Spanners for general graphs were introduced in [23, 21] , and were shown to be the underlying graph structure in a number of constructions in distributed systems and communication networks. Spanners of Euclidean graphs have turned out to be relevant also in the area of computational geometry (cf. [4, 8, 2] ).
Given a graph G = (V, E) and a subgraph G = (V, E ), E ⊆ E, let
where d H (u, w) denotes the distance between u and w in H. The subgraph G is a k-spanner of G if stretch(G ) ≤ k. The combinatorial problem of finding the sparsest k-spanner of a given graph G (in terms of number of edges) is called the (basic) k-spanner problem. We refer to k as the stretch parameter of the problem.
The k-spanner problem is NP-hard, which makes it interesting to study its approximability properties. For k = 2, the approximation ratio on arbitrary n-vertex graphs is known to be Θ(log n), under suitable complexity theoretic assumptions for the lower bound [18, 17] . For k > 2, however, the situation is not as good. To begin with, it is known that under the assumption that N P ⊆ DT IM E(n polylog n ), the approximation ratio of any polynomial time algorithm for the k-spanner problem, for any constant k > 2 and for any 0 < µ < 1, is Ω(2 log 1−µ n ) [11] . On the positive side, it is known that every n-vertex graph has a (polynomial-time constructible) kspanner of size O(n ) for even k [21, 16] . Since any spanner must contain at least n − 1 edges, the algorithm for constructing such spanners can be thought of as a "universal" approximation algorithm for the problem, with ratio O(n 2 k+1 ) for odd k and O(n 2 k+2 ) for even k. This performance is poor for small constant values of k, e.g., for k = 3 it yields an O(n 1/2 )-approximation algorithm.
The situation is even worse for some related edge deletion problems. For instance, the directed k-spanner problem for k > 2 (namely, the problem on directed graphs) has no known sublinear approximation ratio. In particular, it is known that for certain n-vertex directed graphs, any k-spanner requires Ω(n 2 ) edges, hence the problem does not enjoy a "universal" sublinear ratio approximation algorithm in the above sense.
The same applies to the k-diameter spanning subgraph (or k-DSS) problem, defined as follows.
Given a graph G = (V, E), a subgraph G = (V, H), H ⊆ E is a k-DSS of G if the distance in
H between any two vertices u, w ∈ V satisfies d H (u, w) ≤ k. The k-DSS problem calls for finding the sparsest k-DSS of a given graph G (in terms of number of edges). Again, while the problem is O(log n)-approximable for k = 2 [13] , the results of [21, 10] indicate that for k > 2 no "universal" sublinear ratio approximation algorithm for the (directed or undirected) k-DSS problem exists.
A third example involves the client-server (CS) k-spanner problem [12] . This is a generalization of the basic k-spanner problem in which every edge may be either a client, a server, or both a client and a server. The goal is to k-span all the client edges by server edges, using a minimal number of server edges. In the all-client (AC) variant of the CS k-spanner problem, all the edges are clients, and in the all-server (AS) variant, all the edges are servers. All of these problems are known to be O(log n)-approximable for k = 2 [12] and Ω(2 log 1−µ n )-inapproximable for k > 2 and any 0 < µ < 1 [10] . Moreover, with the exception of the AS k-spanner problem, none of these problems currently enjoys a sublinear ratio approximation algorithm.
Our results
The current paper is concerned with two main directions. The first involves obtaining sublinear ratio approximation algorithms for a number of the edge deletion problems discussed above. In particular, the paper presentsÕ(n 2/3 )-approximation algorithms for the directed 3-spanner, the (directed and undirected) CS 3-spanner and the (directed and undirected) 3-DSS problems. (We use the notationÕ(f (n)) = O(f (n)polylog (n)).) In fact, our approximation algorithm usually provides a better ratio, and, in particular, we show that for graphs with O(n 1+β ) edges, the algorithm has anÕ(n β+1
3 )-approximation ratio. The second direction aims at developing a better understanding for the causes of the apparent difficulty of the k-spanner problem, by identifying specific parameters which affect its approximability. Specifically, our approach to this problem is based on examining various restricted graph classes with special properties, and attempting to approximate the problem on these classes.
The families of graphs we consider are characterized as containing graphs that have optimal or "near-optimal" spanners with certain properties. Intuitively, we prove that if the given input graph G has a "near-optimal" spanner H of some convenient structure, then it is possible to find a "relatively good" spanner for G (namely, one which is close to H in sparsity).
As a first and most extreme example, we consider the family of graphs that enjoy a tree kspanner, namely, a k-spanner in the form of a tree. Let S T REE (G) denote the minimum k such that G has a tree k-spanner. Finding a tree attaining S T REE (G) is known to be NP-hard even restricted to planar graphs [15] . The problem of computing S T REE (G) for a given graph G is known to be (1 + √ 5)/2-inapproximable [22] , and no nontrivial approximation algorithm for the problem is known. Denote by SP k (T REE) the family of graphs that admit a tree k-spanner.
The k-spanner problem restricted to the class SP k (T REE), namely, the problem of finding a tree k-spanner in a graph known to possess one, was shown in [6] to be polynomially solvable for k = 2 and NP-complete for k ≥ 4. In Section 5.2 we present an algorithm providing an O(min{k 2 log n,
(log log n) 2 })-approximation ratio for the problem on SP k (T REE) for arbitrary (not necessarily constant) values of k. In particular, for any graph G this algorithm builds a subgraph H of G withÕ(n) edges and stretch(H) ≤ S T REE (G).
We next turn to wider classes of graphs, enjoying a spanner with low arboricity or low girth.
Denote by SP k (P L) the family of graphs that admit a planar k-spanner. Denote by SP k (BA) (respectively, SP k (log A)) the family of graphs that admit a nearoptimal k-spanner with arboricity (or genus) bounded by a constant (respectively, by polylog n). For any fixed integer g denote by SP k (GIRT H(g)) the family of graphs that admit a near-optimal k-spanner with girth no smaller than g.
In Section 5.1 we present an algorithm providing an O(log n · a(H))-approximation ratio for the 3-spanner problem on general graphs, where a(G ) is the arboricity of the graph G and H is the optimal 3-spanner of the input graph. It follows that the problem admits a logarithmic approximation ratio when restricted to graphs in the class SP 3 (BA) (and in particular SP 3 (P L)), and a polylogarithmic ratio when restricted to graphs in SP 3 (log A).
All the above results can be easily adapted to the k-DSS problem as well. In particular, define the graph family
analogously, as the set of graphs that admit a k-DSS in the form of a tree (resp., which is planar, with arboricity bounded by a constant, with arboricity bounded by polylog n, or with girth at least g). In Section 6 we present an O(min{k 2 log n,
, and an O(log n·a(H))-approximation algorithm for the 3-DSS problem on general graphs, where H is the optimal 3-DSS of the input graph, yielding a logarithmic approximation over the class DSS 3 (BA) and a polylogarithmic ratio over DSS 3 (log A).
For problems whose definition involves a free parameter (like the parameter k in all the above problems), it is instructive to study their approximability as a function of this parameter. In particular, a set of problems {Π p } indexed by a parameter p is said to enjoy the ratio degradation property with respect to the parameter if the approximability of the problem Π p decreases exponentially fast with the inverse of the parameter p. The result of [21] shows that the basic k-spanner problem enjoys the ratio degradation property with respect to the stretch requirement k, whereas the results of [10, 13] show that the CS, the AC and the directed k-spanner problems, as well as the k-DSS problem, do not enjoy it (with respect to k).
We analyze the behavior of the 3-spanner and the 3-DSS problems over the graph classes SP 3 (GIRT H(g)) and DSS 3 (GIRT H(g)). Formally, let 3-spanner(g) (resp., 3-DSS(g)) be the 3-spanner (resp., 3-DSS) problem restricted to the family SP 3 (GIRT H(g)) (resp., DSS 3 (GIRT H(g))). We show that the problem families {3-spanner(g)} ∞ g=1 and {3-DSS(g)} ∞ g=1 enjoy the ratio degradation property with respect to this parameter. All the results mentioned above generalize to the directed and the client-server variants of the problems.
In the final two sections of the paper we derive some additional results. Section 7 concerns bicriteria approximation algorithms. It presents a bicriteria (O(n 1/2 ), +2)-approximation algorithm for the AC k-spanner and k-DSS problems. In other words, the algorithm produces an AC (k + 2)-spanner (respectively, (k +2)-DSS subgraph) which is greater by a factor of at most of O(n 1/2 ) than an optimal AC k-spanner (k-DSS subgraph). We also present a bicriteria (O(n 1/d ), (1 + , β(d, )))-approximation algorithm for the AC k-spanner problem and k-DSS problem for any > 0 and any positive integer d. In other words, the algorithm produces an AC ((1+ )·k +β(d, ))-spanner (resp.,
which is greater by a factor of at most O(n 1/d ) than an optimal AC k-spanner (resp., k-DSS subgraph). The additive term β(d, ) is at most O(d log log d−log ) and thus, it is constant whenever d and are. Note that the k-DSS and the AC k-spanner problems remain Ω(2 log 1−µ n )-inapproximable for any µ > 0, for k = O(n 1−δ ) for any δ > 0 [13] . For high values of k (e.g., θ(n δ ) for some δ > 0) our algorithm is a bicriteria (O(n 1/d ), 1 + )-approximation algorithm for the AC k-spanner and k-DSS problems for any constant > 0 and constant positive integer d. To the best of our knowledge these problems constitute the first examples of Ω(2 log 1−µ n )-inapproximable problems that admit bicriteria (O(n 1+η ), 1 + )-approximation for any constant , η > 0. These results are based on the constructions of sparse (1+ , β)-spanners due to [14] . These algorithms can be interpreted also as O(n 1/2 )-approximation algorithms for the k-DSS problem restricted to the graphs of diameter at most k − 2 and as O(n 1/d )-approximation algorithms for the k-DSS problem restricted to the graphs of diameter at most
for any > 0 and positive integer d. We also prove an analogous statement for the AC k-spanner problem.
Finally, in Section 8 we consider the k-spanner problem on the class SP k (DEG(∆)) of graphs that admit a k-spanner with maximum degree bounded by ∆, and provide an algorithm with O(∆ k−2 · log n) approximation ratio, for k > 2. Note, however, that the k-spanner problem enjoys a trivial O(∆ k )-approximation algorithm, hence the new algorithm is advantageous only when ∆ = Ω( √ log n).
Our techniques
Generally speaking, our algorithms generalize the logarithmic approximation algorithm of [18] for the 2-spanner problem. That algorithm is based on decomposing the problem into a finite number of appropriate subproblems and iteratively solving them, where every such subproblem involves performing some density computations over a small neighborhood in the graph. However, as discussed earlier, the k-spanner problem for k > 2 is significantly more difficult than the 2-spanner case. Indeed, the k-spanner problem for k > 2 is Ω(2 log n )-inapproximable [11] , whereas the approximability of the 2-spanner problem is Θ(log n) [18, 17] . (For the k-DSS problem the situation is analogous [13] .) Hence a generalization of the algorithm for the 2-spanner problem to the k-spanner one requires the introduction of novel algorithmic and analytic techniques.
The technique introduced here for handling these problems involves a new graph construct called edge-dominating system, based on a special type of graph decomposition. Using these systems, we define an algorithmic procedure (for density computation) which is applied to each component of this decomposition, and gives rise to an approximation algorithm for the k-spanner problem. We demonstrate that the approximation ratio of our algorithm equals the sparsity of the edgedominating system used by the algorithm, up to a factor logarithmic in n.
Our approach thus reduces the algorithmic question of the approximability of the k-spanner problem to the pure graph-theoretic question of existence of combinatorial objects with desirable properties (namely, edge-dominating systems with bounded sparsity). In particular, we show that a proof of existence of an edge-dominating system for the 3-spanner problem of sparsity bounded by some power 0 < δ < 1 of the arboricity of some near-optimal 3-spanner leads to an approximation algorithm for the 3-spanner problem within an approximation ratio ofÕ(n 3δ 2(2+δ) ) (the current state of the art is O(n 1/2 ) by the universal construction of [14, 9] ; note that the state of the art of the δ-edge-dominating systems is δ = 1 which unfortunately yields a similarÕ(n 1/2 )-approximation ratio). We also show that the lower bound of [11] on the approximability of the 3-spanner problem yields a lower bound on the sparsity of the possible edge-dominating systems.
Consequently, we present some constructions of edge-dominating systems. To illustrate the concept, we start by presenting a construction of constant sparsity for the 2-spanner problem on general graphs. This yields an O(log n)-approximation algorithm for the 2-spanner problem (which is, in fact, simply a more general presentation of the algorithm of [18] and its analysis). We proceed with presenting a construction of constant sparsity (i.e., not depending on n, but depending on k) for the k-spanner problem on SP k (T REE). This construction yields an O(k 2 log n)-approximation algorithm for the k-spanner problem on SP k (T REE). Finally, we present a construction for gen-eral graphs for k = 3 (for the 3-spanner problem), but the sparsity of this construction is linear in the arboricity of a near-optimal spanner of the input graph. This construction yields logarithmic and polylogarithmic approximation ratio algorithms for the 3-spanner problem on SP 3 (BA) (in particular, on SP 3 (P L)) and on SP 3 (log A), respectively, and
It is hoped that our techniques may enable in the future to get an improvement for the basic 3-spanner too, and possibly an o(n 2/3 )-approximation ratio for the aforementioned problems. Another challenging direction is to generalize our algorithms in such a way that they would provide to a sublinear approximation ratio for these problems for k > 3.
Density computation
Throughout, we denote the number of vertices in the graph G by n. The girth of graph G, denoted g (G) , is the length of the shortest cycle in the graph. For a set of nodes W let E(W ) be the set of edges with both endpoints in W . The arboricity of graph G is defined as a(G) = max
We will use Scheinerman's theorem, stating that a(G) = O( µ(G)) [24] , where µ(G) denotes the genus of graph G.
The Nash-Williams theorem (cf. [3] ) states that the edge set of a graph G with arboricity t can be decomposed into t edge-disjoint forests, and furthermore, that this decomposition can be computed polynomially. The notion of graph density, denoted by ρ(G), is very similar to arboricity, except that it has |W | instead of |W | − 1 in the denominator. Note that the relation between the two notions is
which follows immediately from the fact that for any vertex set W of size greater than 1,
Definition 2.1 For every graph G and subgraph
The algorithm that we present in Section 4 constructs the spanner subgraph denoted H. The algorithm proceeds in steps, in each step increasing the initially empty set H. Through the algorithm H u denotes the set of edges that are still uncovered.
For any vertex v and any two subsets H,
Define the ψ k -density of a subset of edges H and a vertex v with respect to an edge set H u as
Intuitively, a high-density edge subset H is a good candidate for participating in the spanner, as it covers many edges at a low cost. For a graph G = (V, E), a subset of vertices W ⊆ V and a vertex v ∈ W , define a breadth-first search (BFS) tree rooted at v for the set W to be a tree T rooted at v, whose vertex set coincides with W and such that for any node
For a vertex set U and a vertex v, let T (U, v) denote the set of all possible non-empty BFS trees rooted at v and contained in E(U ), and letT (U, v) denote the set of all possible non-empty trees rooted at v and contained in E(U ). Now define the ψ l k -density (respectively,ψ l k -density) of a node v with respect to an edge set H u to be the maximum density achievable by a BFS tree (respectively, arbitrary tree) rooted at v and spanning some part of v's l-neighborhood, i.e.,
The following lemma shows that in order to approximateψ l k (v, H u ) it suffices to compute the value of ψ l k (v, H u ).
Lemma 2.2 For any vertex v ∈ V and edge set H u ⊆ E and for any integers
Proof: The first inequality is obvious, since
To prove the second, consider a tree T that maximizes the value ofψ l k , i.e., such that
(Recall that cov denotes the size of the set COV .) Let T be a BFS tree rooted at v that spans the vertex set of T . It follows that |T | ≤ l|T |, because T is of depth l and to span any vertex of V (T ) it may use at most l new nodes. It remains to show that
We show this by establishing that
, since T is a BFS tree, and thus there is a path from u to z of length smaller than or equal to k in T that passes through the vertex v.
Lemma 2.3 For any vertex v and subset of edges H u , and for any integers
Truncate the tree at level k/2 , i.e., such that all the nodes of this level become leaves and their subtrees are deleted. Denote the obtained tree by T . Clearly, |T | ≤ |T |. We now prove that T spans the same set of edges as T . Suppose for contradiction that some edge (u, w) is k-spanned through the vertex v by the tree T but is not k-spanned by T . Hence either u or w is located at distance greater than k/2 from the vertex v. Note that since T is a BFS-tree, the distances in G are equal to the distances in T . Without loss of generality, suppose that d T (v, u) > k/2 . Since T spans the edge (u, w), the path from u to w through v is of length smaller than or equal to k, so
. This is in contradiction to the assumptions that d T (v, u) > k/2 , and T is a BFS-tree rooted at v.
Combining Lemmas 2.2 and 2.3, we have
Lemma 2.4 For any integer
We denote by T v the tree that maximizes the value of
. Specifically, our algorithm needs to compute the value of ψ l k (v, H u ), where l = k/2 . Observe that an l-deep tree T automatically 2l-spans all the edges between its vertices.
Furthermore, we next show that the density ψ l k (v, H u ) can be approximated with a ratio linear in l in polynomial time on any graph.
Hereafter we fix l = k/2 and denote the function ψ l k by ψ. Also we denote by small letters the sizes of sets denoted by capital letters. We denoteΓ
Consider the subgraphG = (Ṽ ,Ẽ), whereṼ =Γ l (v) and
The following close relation holds between ρ(G) and ψ(v, H u ).
Proof: We start with showing that ψ(v, H u ) ≤ a(G), which will imply the second inequality of the lemma by (1) . Let T v be a partial BFS spanning tree ofΓ l (v) that maximizes the value of ψ(v, H u ). Since T v is a BFS tree, for every u, z ∈ T v we have
The last inequality follows by our definition ofẼ and the choice of l. This implies
completing this direction.
For the first inequality of the lemma, let U ⊆Γ l (v) be the set that maximizes ρ(G), i.e.,
We build a partial spanning tree of U denoted T (U ) in an iterative fashion, by connecting v to all the vertices of U 1 , choosing for every vertex u 2 ∈ U 2 one neighbor in U 1 , and continuing in this
completing the proof.
By Lemmas 2.2 and 2.5 we have the following.
Lemma 2.7 Given a graph G = (V, E), a vertex v in G and a subset of edges H u ⊆ E, the value of ψ(v, H u ) can be approximated with ratio 2l in polynomial time.
Proof: Computing of the density ρ(G) can be done in polynomial time (see [19] ). The second direction of the proof of Lemma 2.5 provides a constructive way for building a partial tree T (U ), which is a a 2l-approximation to the tree T that maximizes ψ k (T, v, H u ).
3 Constructions for dominating systems
Dominating systems
At this point we introduce the notion of (H,k)-dominating systems which will be used in the analysis.
Definition 3.1 For a graph G and a spanner
Our construction for k-spanners makes use of a specific type of (H,k)-dominating system, in which the set Sp(v) is a subtree of the BFS tree rooted at v, of depth at most k − 1. To define it formally, we need the following terminology.
For a non-root vertex v in a tree T , let p T (v) denote its parent node in T and Sub s T (v) denote the edge set of the s-deep subtree rooted by v. Also let r T denote the root of the tree T and L T denote its set of leaves.
In order to build a good spanner, we need a "sparse" (H,k)-dominating system. The sparsity of an (H,k)-dominating system (D, S) is defined as
(H, 2)-dominating systems
To illustrate the concept of dominating systems we present a simple construction of an (H, 2)-dominating system with constant sparsity for arbitrary graphs. This construction can be used to simplify the analysis of the logarithmic ratio approximation algorithm for the 2-spanner problem due to [18] . Construction A
Lemma 3.2 For any 2-spanner H of a graph G, the H-system (D, S) constructed by Construction A is an (H, 2)-dominating system with Sparsity
Proof: Consider some edge e = (u, w) ∈ E. H is a 2-spanner and so either e ∈ H or there exists a vertex v such that the edges (u, v), (v, w) ∈ H. In the first case e ∈ Sp(u) and in the second
(H, k)-dominating systems for SP k (T REE)
Now we show that if a graph G admits a tree-spanner H then it has a sparse (H,k)-dominating system, i.e., with
Assume that G has a tree spanner H. Consider the following construction of an H-system for G.
Construction B
For every vertex v in D,
set Sp(v) to be the depth (k − 1) subtree of H rooted at v plus the edge from v to its parent (unless v is the root), i.e.,
. Define S to be the set {Sp(v)} v∈D .
Lemma 3.3 For any tree-k-spanner H of a graph G, the H-system (D, S) constructed by Construction B is an (H, k)-dominating system with Sparsity H (D, S) ≤ k .
Proof: To prove the first claim, consider an edge e = (u 1 , u 2 ) ∈ E \ H. Since H is a k-spanner for the graph G and e is not in H,
The set Sp(v) defined for v by Construction B; here k = 3.
The discussion is now split into two cases: either one of the two nodes is an ancestor of the other, or they both have a least common ancestor u.
In the first case, suppose w.l.o.g. that u 1 is an ancestor of u 2 . Then let u be the child of u 1 that is located on the path from u 1 to u 2 in H (since H is a tree, there is only one such path, so u is well-defined). Observe that by the construction, Sp(u) k-spans the edge e, because it contains all the edges of the path between u 1 and u 2 in H.
In the second case, note that both
Hence the whole path from u 1 to u 2 in H is contained in Sub k H (v), hence e is spanned by Sp(u). This completes the proof that (D, S) is an (H,k)-dominating system.
To prove that Sparsity H (D, S) ≤ k we consider an edge e = (u 1 , u 2 ) in the tree H. Suppose w.l.o.g. that u 1 = p H (u 2 ). Observe that by the construction, the edge e participates only in the subtrees Sp(v) for vertices v which are ancestors of u 2 and which satisfy d H (v, u 2 ) ≤ k. For any node u 2 in the graph there are at most k such vertices. Hence every edge e ∈ H participates in at most k sets Sp(v), completing the proof.
(H, 3)-dominating systems for SP 3 (BA)
We now generalize the above construction of the (H,k)-dominating system from tree spanners to spanners with bounded arboricity, albeit only for k = 3.
By the Nash-Williams theorem, every graph H with arboricity a = a(H) has a decomposition in to a edge-disjoint forests F 1 , .., F a , where for every i = 1, .., a, the forest F i is a collection of vertexdisjoint trees, i.e.,
Since the forests are edge-disjoint, every edge participates in exactly one tree. Since the trees in each forest are vertex-disjoint, each vertex may participate in at most one tree per forest. Hence each vertex participates in at most a trees.
Consider the following construction. For every vertex v, denote by T i (v) the tree in the forest F i in which v participates. An edge e = (w, u) ∈ F j is said to cross the node v in F i , for i = j, if u or w is a neighbor of v in tree T i (v), but e does not belong to F i . 
For every vertex v set
3. For every vertex v, add to Sp(v) also every edge that crosses v in F i for some i = 1, .., a.
4. Define S to be the set {Sp(v)} v∈D .
Remark 1: Note that the edges that do not cross to a different tree are taken as well for the children of v but not for its parent. For the parent, we are not interested in taking all its neighboring edges in its own tree, but only the edges that cross between different trees.
Remark 2: For a neighbor w of v the edge (w, z) is said to cross to a different tree if the edge (v, w) is located on the different tree than (w, z). This is well-defined, since each edge belongs to exactly one tree. 
Sparsity H (D, S) ≤ O(a(H)) ,
Proof: To prove (1) consider some edge e = (u 1 , u 2 ) ∈ E \ H. Since H is a 3-spanner for the graph G and e is not in H, we have
If there exists a spanning path that consists of edges of the tree T ((u, v), (v, w), (w, z) ), where P = ((u, v), (v, w) ) is contained in T 
This completes the proof that the H-system (D, S) is an (H, 3)-dominating system. It remains to prove (2). Denote the arboricity of H by a.
As in the proof of Lemma 3.3, when we treat one individual tree and build the edge sets Sp(v), each edge is counted at most three times. Also note that throughout Step 2, each node in the graph is touched by different edge sets Sp(v) at most 4a times. Now we observe that on Step 3 of Construction C, an edge e is taken into some edge set Sp(v) only if one of its endpoints is touched by Sp(v) after Step 2. Each of the endpoints of e is touched at most 4a times, hence overall, e could be inserted into at most 8a edge sets Sp(v). Therefore overall, each edge of the spanner H could be joined to at most 8a + 3 edge sets, thus yielding 
Spanner construction algorithm
This section presents an algorithm for building a k-spanner for a given graph G = (V, E). The algorithm is a modification of the 2-spanner approximation algorithm devised in [18] . Its main part is a loop, repeated while there is at least one vertex with positive ψ-density.
Inside the loop, we pick a vertex v that maximizes the ψ-density, and compute for v the corresponding tree T v that attains it. The algorithm is described formally next.
Algorithm Sparse Spanner
(b) Approximateψ(v, H u ) with ratio O(l) for this vertex;
let T v be the corresponding densest tree ofΓ l (v).
Return(H)
It can be easily seen that if theψ(v, H u )-density is zero for every vertex v in the graph, then H u is empty. Thus H c contains all the graph edges. Since an edge is inserted into H c only when it is 3-spanned by some path contained in of the spanner H, and no edges are removed from H, it follows that the algorithm leaves the loop and returns H only when H is a 3-spanner for G.
The termination of the algorithm follows from the fact that in each iteration, at least one edge is removed from H u , hence the algorithm terminates after at most |E| iterations.
In what follows, we analyze the algorithm as if it computes the densityψ(v, H u ) exactly, rather than approximates it. Later we show that approximating the density by a factor of ρ instead of computing it exactly decreases the approximation ratio of the algorithm by the same factor ρ only.
Analysis of the spanner construction algorithm
Analysis of the 3-spanner case
In this section we prove that Algorithm Sparse Spanner provides an approximation ratio ofÕ(a(H * )) for the basic 3-spanner problem, where H * is an optimal 3-spanner for the given input graph G.
For every j ≥ 1, let H j be the spanner at the beginning of the jth iteration, let H c j and H u j be the corresponding sets of covered and uncovered edges, let v j be the vertex chosen in the jth iteration, and let T j = T v j be the corresponding tree of neighbors selected, i.e., theψ-densest partial spanning tree of Γ 2 (v j ).
Observe that since H u decreases at every step, the value ofψ(v, H u ) is monotonically decreasing as well. Let us partition the iterations of the algorithm into phases as follows. Let r = |E| |V | and f = log r . The first phase includes all iterations during which each vertex v j chosen by the algorithm satisfiesψ
For 2 ≤ i ≤ f , let the ith phase consist of the iterations during which the chosen v j satisfies Let X i be the set of vertices chosen during the ith phase. For v ∈ X i , denote by P i (v) the subset of P i containing only those ith phase iterations at which v was chosen, i.e.,
Observe that for every
Since for any integer 2 ≤ i ≤ f , vertex v ∈ V and j ∈ P i (v) the set COV 3 (T j , v, H u j ) includes only edges from H u and only edges from some set COV 3 (T j , v, H u j ) are put into H c and removed from H u , and since edges taken to T j are inserted into H we have that
Therefore we can state the following lemma.
. We omit its proof, since it is analogous to the proof of Lemma 5.1 in [12] . Now letH be some 3-spanner for G andH i be (a possibly Steiner) 3-spanner for H u [i] of size no greater thanH and satisfying a(H i ) ≤ a(H). Specifically,H i is allowed to use all E edges and not only those of H u [i] . This implies the existence of such a spanner, since in particularH itself spans
Such a system exists by Lemma 3.4. By Definition (3.1), for every edge e ∈ H u [i] there exists a vertex v that 3-dominates the edge. Hence
Sinceh i ≤h, it follows that
Now by (6) we get
The following Lemma is analogous to Lemma 4.4 of [18] .
Lemma 5.3 For every 1 ≤ i ≤ f, h[i]/h < O(a(H)) .
Proof: We first prove the claim for i = 1. We may assume w.l.o.g that n ≥ 2. By Lemma 5.1,
We now prove the claim for i > 1. By the fact that
Using the previous lemma we get
Lemma 5.4 h/h = O(a(H) · log r) .
Proof: Now, by the previous lemma and the choice of f ,
Finally, we observe that exactly as in [18, 12] it suffices to approximate the densities instead of computing them precisely. This is implied by the following lemma.
Lemma 5.5 Approximating the densities by a factor α > 1 instead of computing them exactly increases the approximation ratio of Algorithm Sparse Spanner by the same factor.
We omit its proof; a very similar one can be found in ( [12] , Lemma 5.5). Denote by H(G) the set of all 3-spanners of the graph G. We have proved the following theorem. 
{|H| · a(H) · log r}) .
We next generalize Theorem 5.6 to establish a general connection between the approximability of the 3-spanner problem and the sparsity of possible edge-dominating systems. Sparsity H (D, S) = O(a(H) δ ) , for some 0 < δ < 1. Then the 3-spanner problem restricted to the family of F-spanned graphs admits anÕ(n 3δ 2(2+δ) )-approximation ratio. Proof: First, the previous analysis shows that under the assumption of the theorem our algorithm finds a 3-spanner H such that |H | = O(min H∈H(G) |H| · a(H) δ · log r ) . This is proved along the same lines as the proof of Theorem 5.6, except that in inequality (6) Let H * be an optimal 3-spanner. It follows that our algorithm provides anÕ(a(H * ) δ )-approximation ratio. We observe that |H * | ≥ a(H * ) 2 , so by using theÕ(n 3/2 )-universal construction of [9] for the 3-spanner problem we obtain anÕ(
Theorem 5.7 Consider a family F of graphs which admit (H, 3)-dominating systems (D, S) with
a(H * ) 2 )} is attained when a(H * ) = n 3 2(2+δ) . This yields the claimed ratio ofÕ(n 3δ 2(2+δ) ). We now prove a lower bound on the sparsity of the possible edge-dominating systems.
Theorem 5.8 If for every graph G and its optimal 3-spanner H there exists an (H, 3)-dominating system (D, S) such that Sparsity
Proof: The existence of such an edge-dominating system implies an O(2 log 1− n )-approximation algorithm for the 3-spanner problem for some 0 < < . In view of the hardness result of [11] concerning the 3-spanner problem, this implies that N P ⊆ DT IM E(n polylog n ) .
Denote by H 1 (G) the subfamily of H(G) of 3-spanners whose size is close to the size of an optimal 3-spanner up to a constant factor and by H 2 (G) the subfamily of H(G) of spanners whose size is close to the size of an optimal 3-spanner up to a polylogarithmic factor in n. In particular, we get
Corollary 5.9 Algorithm Sparse Spanner with k = 3 provides an O(log r)-approximation ratio for the 3-spanner problem on the class SP 3 (BA), and an O(polylog n)-approximation ratio on the class SP 3 (log A).
Denote the girth of a graph G by g (G) . Recall that SP 3 (GIRT H(g)) is the family of graphs admitting a near-optimal 3-spanner with girth no smaller than g.
Lemma 5.10 For any graph G with g(G) ≥ g and m edges, a(G) ≤ m/n g−2/g .
Proof: Let U be the densest set of G. Denote l = |U |. Then by [3] ,
This expression is maximized for l = n g−2 g , and so
and we are done. Proof: The algorithm will find a 3-spanner H which is anÕ(a(H * ))-approximation to the optimal spanner. Hence
) =Õ(n
) .
Note that the exponent tends to zero as g tends to infinity. Denote by the 3-spanner(g) the 3-spanner problem on SP 3 (GIRT H(g)). Then
Corollary 5.12 The set {3-spanner(g)} ∞
g=1 problem enjoys the ratio degradation property in g.
Analysis of the k-spanner case
In this section we show that executing Algorithm Sparse Spanner with integer parameter k ≥ 2 provides a logarithmic approximation ratio for the k-spanner problem on SP k (T REE). The proof of this fact involves the dominating systems constructed in Section 3.3. The analysis is analogous to that of the previous section. The notions of
Lemma 5.1 holds as is. LetH be some tree k-spanner for G andH i be (a possibly Steiner) tree 
Corollary 5.15 h/h = O(k log r) .
And finally, analogously to Theorem 5.6 we conclude Remark: One factor of k follows from Lemma 3.3 and the other because the value of maximal density is not computed exactly but only approximated to a factor of O(l) = O(k).
Corollary 5.17 The k-spanner problem is O(k 2 log n)-approximable for any k over the graph family SP k (T REE).
Corollary 5.18 The k-spanner problem is O(
(log log n) 2 )-approximable for any k over the graph family SP k (T REE).
Proof: For k = o( log n log log n ), Algorithm Sparse Spanner supplies the required ratio. For k = Ω( log n log log n ) we obtain an O(log n) ratio by using O(n 1/k )-approximation algorithm of [21] . Recall that S T REE (G) denotes the minimum stretch of any spanning tree T for the graph G. As mentioned earlier, the problem of finding such a tree is known to be (1 + √ 5)/2-inapproximable [22] .
Theorem 5.19
There is a polynomial time algorithm A that given a graph G constructs a kspanner H satisfying the following two properties:
|H| =Õ(n).
Proof: Algorithm A applies Algorithm Sparse Spanner as a subroutine for k between 1 and n − 1 in a binary search manner. It checks each time whether the size of the obtained spanner is O(nk 2 log r), and decreases k if it is, and increases it otherwise. Clearly, this algorithm provides
log n log log n ), we obtain a spanner of size O(n log 3 n (log log n) 2 ). Otherwise, we just use the construction of [21] to obtain an O(n log n)-size spanner with stretch O( log n log log n ) = O(S T REE (G)).
Extension to client-server and directed k-spanners
In this section we show that Algorithm Sparse Spanner with slightly modified subroutines for computing density is applicable to the CS k-spanner [10, 12] , the directed k-spanner [21] and the k-DSS problems and yields similar approximation ratios for them. Hence we next focus on generalizing our analysis to these harder variants of the k-spanner problem, and, in particular, generalizing our constructions of the edge-dominating systems. Furthermore, we show that our analysis leads to the first approximation algorithms for these problems for k > 2 with a non-trivial (i.e, sublinear) approximation ratios (specifically,Õ(n 2/3 )). This complements a result of [21] , that for certain n-vertex digraphs, any k-spanner requires Ω(n 2 ) edges.
The CS k-spanner problem is a generalization of the k-spanner problem in which as part of the input we are given two edge sets C and S, called the client edge set and server edge set respectively. An S k-spanner for C is a set H ⊆ S that k-spans all edges of C, and the goal is to find the sparsest such spanner.
The basic notions required for handling the CS k-spanner problem are similar to those defined earlier, with but few modifications. The definition of COV k (T , v, H u ) is the same as previously, butT ⊆ S and H u ⊆ C. The set T (U, v) is the set of all possible non-empty BFS trees rooted by v and contained in S(U ). Analogously,T (U, v) is the set of all such trees (not necessarily BFS ones). By Γ l (v) we denote the l-neighborhood of v in S. Now the functions ψ l k andψ l k are defined by (2) and (3).
The proofs of Lemmas 2.2 and 2.3 are the same. For the proof of Lemma 2.7 to work, the definition ofẼ in (4) is changed tõ
The definition of the (H, k)-dominating system is changed accordingly. Define CS − SP k (T REE) to be the family of triples (G, C, S) which admit a tree k-spanner contained in S for C. Thus we conclude that
Analogously, Construction C works too. Thus we conclude the following. Analogous considerations work for the directed 3-spanner and the directed CS 3-spanner problems. Given a directed graph (V, E) let us denote by (V, under(E)) the underlying graph (V, E),
is a quasi-tree if the underlying graph (V, under(T )) is a tree. Let SP k (QT REE) be the family of digraphs that have a quasi-tree k-spanner. The analog of the k-spanner problem restricted to SP k (T REE) on the digraphs is the directed k-spanner problem restricted to SP k (QT REE). As shown in [6] the directed k-spanner problem on SP k (T REE) is polynomial, but the directed k-spanner problem on SP k (QT REE) is at least as hard as the tree k-spanner problem, i.e., is NP-hard for k ≥ 4. Our algorithm adopted for the directed case leads to the following upper bound on the approximability of the problem. A reduction from the k-DSS problem to the CS k-spanner problem was shown in [13] . Consequently we have Theorem 6.9 Let 0 < β ≤ 1 be a constant. The (directed) 3-DSS problem on graphs with O(n 1+β ) edges admits anÕ(n β+1 3 )-approximation ratio. Remark: The directed 3-spanner problem and the directed and undirected 3-DSS problem when restricted to graphs of size O(n 1+β ) admit a trivial O(n β )-approximation ratio. Hence Theorems 6.7 and 6.9 yield better results only for 1/2 < β < 1. Figure 3 plots the graph of an upper bound on the approximability of these problems as function of β.
Corollary 6.10 The (directed) 3-DSS problem admits anÕ(n 2/3 )-approximation ratio.
For the basic 3-spanner problem these considerations lead only to theÕ(n 1/2 )-approximation ratio algorithm, which is unfortunately no better than the ratio obtained from theÕ(n 3/2 ) universal construction of [9] . However, any improvement in Construction B, or in the bound of O(a(H)) on the sparsity of the dominating-system built in the Construction C (see Lemma 3.4), i.e., any construction of an (H, 3)-edge-dominating system (D, S) with Sparsity(D, S) = O(a(H)) (1−δ) for some δ > 0 would enable to improve the approximation ratio for the basic 3-spanner problem beyond the O(n 1/2 ) ratio.
Bicriteria approximations
In this section we provide some bicriteria upper bounds on the CS k-spanner problem and on the k-DSS problem. We say that an algorithm is a bicriteria (ρ, (a, b) )-approximation algorithm for the CS k-spanner (respectively, k-DSS) problem if given an instance of the problem it returns a solution for the CS (a · k + b)-spanner (resp., (a · k + b)-DSS) problem of size at most ρ times larger than the optimal solution for the CS k-spanner (resp., k-DSS) problem. In particular, a bicriteria (ρ, a)-approximation (resp., (ρ, +b)-approximation) algorithm for the CS k-spanner and k-DSS problems is defined as a bicriteria (ρ, (a, 0))-approximation (resp., (ρ, (1, b) )-approximation) algorithm for the problems. 
We use the construction of [14] to get an additive 2-spanner H of the graph (V, S) of size |H| = O(|V (S)| 3/2 ). We assume without loss of generality that the whole server set S k-spans the edge set E, because otherwise the instance is infeasible and it can be checked in a polynomial time at the beginning. Consider some edge (u, w) ∈ E. Let (u = u 0 , u 1 , . . . , u l = w), l ≤ k be a spanning path in S of the edge e. Since H is a (+2)-spanner of S, there is a path P ⊆ H of length at most l + 2 ≤ k + 2 between u and w Hence H is a (k + 2)-spanner of E. Since any t-spanner H for of S for any integer t touchs every node of V (E) = V , and one edge can touch at most 2 new nodes, |H | ≥ |V (E)|/2. S ⊆ E implies |V (S)| ≤ |V (E)|, i.e., H is an (Õ(n 1/2 ), +2)-bicriteria approximation of an optimal k-spanner for the instance. As already mentioned, the k-DSS problem is reducible to the AC k-spanner problem. Subsequently, we have:
The k-DSS problem restricted to instances with
Analogously, constructions of (1 + , β(l, ))-spanners with O(n 1+1/l ) edges due to [14] can be used to extend the above results. Specifically, we have: We remark that AC n δ -spanner and n δ -DSS problems are known to be Ω(2 log 1−µ n )-inapproximable for any µ > 0, unless N P ⊆ DT IM E(n polylog n ) [13] . To the best of our knowledge these problems constitute the first examples of Ω(2 log 1−µ n )-inapproximable problems that admit bicriteria (O(n 1+η ), 1 + )-approximation for any constant , η > 0.
Graphs that admit bounded-degree spanners
In this section we present an algorithm providing an O(∆ k−2 log n) approximation algorithm for k-spanner problem, where ∆ is the maximum degree of the optimum spanner. This is done by another extension of the algorithm of [18] for the 2-spanner problem. Instead of considering the vertex density as in the 2-spanner case, we introduce the notion of the density of a path. The algorithm for the k-spanner problem will compute the maximum density of a path of length of (k − 2). Observe that in the 2-spanner case, a single vertex represents a path of length zero.
Following [12] , for every subset S ⊆ E we define the neighborhood of v in S as
The neighborhood of v with respect to the entire edge set E is defined as
., v l+1 ) be a path of length l in G. For every subset S ⊆ E define the neighborhood of the path P in S as
Similarly, N (P ) = N (P, E) . Also let deg(P, S) denote the size of N (P, S). The algorithm constructs the spanner graph denoted by H. Let H u be the set of edges that are still uncovered. Following the definitions of [12] , for any subset Q of N (e) and any path P let the set of added edges be
Adding the edges of AE(Q, P, H) to a spanner causes the covering of some new edges that were not covered before. The set of those covered edges is denoted by COV (Q, P, H u ). These edges are partitioned into two disjoint classes, according the way they are covered. We denote these classes by CE 1 (Q, P, H u ) and CE 3 (Q, P, H u ) (the names are chosen for consistency with the notations of [12] ). Hence
The set CE 1 consists of edges covered by the edges of the path P and two edges adjacent to the path, i.e.,
The set CE 3 consists of edges that are used in the path, or edges with one endpoint in V (P ) and and a vertex from Q as another. This set is formally defined as
Following [12] , for any subset Q of N (P ) we define theφ-density of the path P with respect to the set byφ
Finally, the ϕ-density of the path P is defined as
Density computation
We compute the ϕ-density by a reduction to the provisioning problem, formulated as follows. 
Objective: Maximize the difference D between the total benefit and the total cost of the solution. This problem can be solved in polynomial time [19] . Let the ϕ-decision problem be the problem of deciding whether ϕ(P, H u , H) ≥ k, given a graph G = (V, E), a path P , and an edge subsets H u and H and an integer z. Clearly, the problem of computing ϕ(v, H u , H) is reducible to the ϕ-decision problem, because a binary search can be conducted over all possible values of ϕ(P, H u , H). The denominator of the density ϕ(P, H u , H) is bounded by n k−2 , the numerator by m = |E| and so ϕ(P, H u , H) can be computed using at most log (n k−2 · m) calls to a subroutine for the ϕ-decision problem.
Now we reduce the ϕ-decision problem to the provisioning problem in the following way. Let N (P ) be the set of items and let their costs be be c j = z. Let the subsets be {{u} | u ∈ N (P, H)} and {{u, w} | u, w ∈ N (P, H) | (u, w) ∈ H u }. Let their benefits be defined by
The intuition is that for every covered edge we gain one benefit unit. The provisioning problem will now maximize
where Q is a subset of the items purchased (namely, the nodes taken into the densest subset). Now we compare D with 0 and answer "yes" iff D > 0. Indeed, this condition is equivalent to ϕ(P, H u , H) > z.
The algorithm and its analysis
The algorithm will be the same as in Section 4, except that it will use the ϕ-density, instead the ψ-density. Specifically, in each iteration it will choose the densest path of length k − 2 or less. Its correctness and termination follow from analogous considerations to those presented in Section 4. Its running time will now grow by n k−3 multiplicative factor, since in each iteration of the algorithm we now perform upto n k−2 density computations instead of n. But since k is a constant, the running time is still polynomial. We use the same notion of r as in [i] . Let X i be the set of paths chosen during the ith phase. Also we denote by P H i the set of indices of iterations in the ith phase (previously denoted by P i ). Let P j be the path chosen in the jth iteration and Q j be the corresponding densest set of neighbors of the path P j .
For any subset S ⊆ E, denote by P l (S) the set of all the paths in S of length l or less. I.e.,
Denote P l = P l (E). Similarly, for every path P ∈ P l , denote by P H i (P ) the subset of P H i containing only those ith phase iterations at which P was chosen, i.e., P H i (P ) = {j ∈ P H i | P j = P } . (N (P ,H i ), P , H u [i] ). Otherwise, k − 2 < |P | ≤ k. Since k ≥ 3, |P | ≥ 2. Thus we can represent the path P as a concatenation of its first edge e with a (possibly empty) path P and its last edge e . By definition of COV it follows that e ∈ COV (N (P,H i ) 
ae(N (P,H i ), P,H i ) .
The last equality follows because ae(N (P,H i ), v,H i ) = |{(z, v) ∈H i | v ∈ V (P ), z ∈ N (P,H i )}| = deg(P,H i ).
It follows that h u [i]
h
for some specific path P 0 ∈ P k−2 (H i ) that maximizesφ. By definition of ϕ we get
k−2 r 2 i−1 , using a bound analogous to (5) .
Lemmas analogous to the Lemma 5.3 and Corollary 5.4 can now be proven in the straightforward way.
Let denote by H(G) the family of all the 3-spanners of the graph G. We conclude
Theorem 8.2 For any graph G the algorithm finds a k-spanner H such that
|H | = O( min
H∈H(G)
|H| · ∆ H k−2 · log r ) .
