Abstract. We generalise the Dixmier-Douady classification of continuous-trace C * -algebras to Fell algebras. To do so, we show that C * -diagonals in Fell algebras are precisely abelian subalgebras with the extension property, and use this to prove that every Fell algebra is Morita equivalent to one containing a diagonal subalgebra. We then use the machinery of twisted groupoid C * -algebras and equivariant sheaf cohomology to define an analogue of the Dixmier-Douady invariant for Fell algebras A, and to prove our classification theorem.
identified with T , then δ(A) = δ(B) if and only if there is an A-B-imprimitivity bimodule whose Rieffel homeomorphism respects the identifications of A and B with T .
If we replace continuous-trace C * -algebras with Fell algebras, we must deal with locally compact, locally Hausdorff spaces X. There is no difficulty with sheaf cohomology for such spaces, but the definition of our analogue of the Dixmier-Douady invariant δ(A) ∈ H 2 ( A, S) is more involved. We tackle the problem using the machinery of C * -diagonals and of twisted groupoid C * -algebras. A C * -diagonal consists of a C * -algebra A and a maximal abelian subalgebra B of A with properties modeled on those of the subalgebra of diagonal matrices in M n (C) (see Definition 5.2) . Diagonals relate to Fell algebras as follows. Consider a Fell algebra A with a generating sequence a i of pairwise orthogonal abelian elements such that a := i 1 i a i is strictly positive in A. That is, the hereditary subalgebra generated by a is equal to A. Then B := i a i Aa i is an abelian subalgebra of A, which we prove is a diagonal. Indeed, Theorem 5.17 shows that every separable Fell algebra A is Morita equivalent to a C * -algebra C with a diagonal subalgebra D arising in just this fashion. In outline the construction is straightforward. Fix a sequence a i of abelian elements which generate A and letã i = a i ⊗ Θ i i ∈ A ⊗ K(l 2 (N)) for each i. Let C be the smallest hereditary C * -subalgebra containing all theã i and let
To prove that D is a diagonal, we show in Theorem 5.14 that diagonals in Fell algebras A can be characterised as the abelian subalgebras B which have the extension property relative to A: every pure state of B extends uniquely to a state of A. This extends [28, Theorem 2.2] from continuous-trace C * -algebras to Fell algebras. Example 5.15 shows that this characterisation does not generalise to bounded-trace C * -algebras. C * -diagonals arise naturally from topological twists: exact sequences of groupoids
(just Γ → R for short) such that Γ is a T-groupoid and R is a principalétale groupoid with unit space Γ (0) (see page 19) . The associated twisted groupoid C * -algebra C * r (Γ; R) is a completion of the space of continuous T-equivariant functions on Γ and contains a subalgebra isomorphic to C 0 (Γ (0) ). Moreover, the pair C * r (Γ; R), C 0 (Γ (0) ) is a C * -diagonal. Kumjian showed in [28] that every diagonal pair arises in this way: given a diagonal pair (A, B) there exists a topological twist Γ → R and an isomorphism φ : A → C * r (Γ; R) such that φ(B) = C 0 (Γ (0) ). Together with the results outlined in the preceding paragraph, this implies that each Fell algebra is Morita equivalent to a twisted groupoid C * -algebra C * r (Γ; R). Given a principalétale groupoid R, an isomorphism of twists over R is an isomorphism of exact sequences which identifies ends. The isomorphism classes of topological twists over R form a group Tw(R) called the twist group [27] . It was shown in [29] how the twist group fits into a long exact sequence of equivariant-sheaf cohomology. In particular, the boundary map ∂ 1 in this long exact sequence determines a homomorphism from the twist group to the second equivariant-cohomology group H 2 (R, S). We use this construction to define an analogue of the Dixmier-Douady invariant for a Fell algebra A. Given a Fell algebra A with spectrum X, choose any twist Γ → R such that A is Morita equivalent to C * r (Γ; R). Applying ∂ 1 to the class of Γ in the twist group of R yields an element ∂ 1 ([Γ]) of H 2 (R, S). We show that the local homeomorphism ψ : Γ (0) → X obtained from the state-extension property yields an isomorphism π * ψ from the usual sheaf-cohomology group H 2 (X, S) to the equivariant-sheaf cohomology group H 2 (R, S). We then show that the class δ(A) = (π * ψ ) −1 ∂ 1 ([Γ]) ∈ H 2 (X, S) does not depend on our choice of twist Γ → R, and regard δ(A) as an analogue of the Dixmier-Douady invariant for A.
This paves the way for our main result, Theorem 7.13: Fell algebras A 1 and A 2 are Morita equivalent if and only if there is a homeomorphism between their spectra such that the induced isomorphism H 2 A 1 , S ∼ = H 2 A 2 , S carries δ(A 1 ) to δ(A 2 ). The invariant is exhausted in the sense that each element of H 2 (X, S) can be realised as δ(A) for some Fell algebra A with spectrum X (Proposition 7.16).
A motivating example was a generalisation of Green's theorem for free and proper transformation groups to free transformation groups (G, X) where X is a Cartan Gspace. Our Corollary 4.6 gives a Morita equivalence between the transformation-group C * -algebra C 0 (X) ⋊ G and the C * -algebra of the equivalence relation induced by a local homeomorphism from a Hausdorff space Y to the (not necessarily Hausdorff) quotient space G\X. This result and its construction are prototypes for our later investigations of diagonals in Fell algebras. In particular, we show that δ(C 0 (X) ⋊ G) is trivial.
Preliminaries
For a C * -algebra A, let A denote the C * -algebra A + C1 obtained by adjoining a unit. If B is a C * -subalgebra of A, we regard B as a unital C * -subalgebra of A (so, 1 B = 1 A ). Given a Hilbert space H, denote by K(H) the C * -algebra of compact operators on H. For ξ, η ∈ H, let Θ ξ,η ∈ K(H) be the rank-one operator defined by Θ ξ,η (ζ) = (ζ|η)ξ.
A C * -algebra A is liminary if π(A) = K(H π ) for every irreducible representation π. If B is an abelian C * -algebra we freely identify B and C 0 (B). Let G be a Hausdorff topological groupoid with unit space G (0) . We denote the range and source maps by r, s : G → G (0) and the set of composable pairs of G by G (2) . Let U be a subset of the unit space. We write UG, GU and UGU for r −1 (U), s −1 (U) and r −1 (U) ∩ s −1 (U); U is called full if s(UG) = G (0) . A subset T of G is a G-set if the restrictions of s and r to T are one-to-one. We implicitly identify units of G with the associated identity morphisms throughout.
A groupoid is principal if the map γ → (r(γ), s(γ)) is one-to-one. A groupoid isétale if the range map (equivalently the source map) is a local homeomorphism. If G is ań etale groupoid then the unit space G (0) is open in G and for each u ∈ G (0) the fibre r −1 (u) is discrete. A topological space X is locally compact if every point of X has a compact neighbourhood in X; and X is locally Hausdorff if every point of X has a Hausdorff neighbourhood.
Fell and Type I 0 algebras
In this section we show that the classes of Fell and Type I 0 C * -algebras coincide. Let A be a C * -algebra. A positive element a of A is abelian if the hereditary C * -subalgebra aAa generated by a is commutative. If A is generated as a C * -algebra by its abelian elements then A is said to be of Type I 0 [35, §6.1] . An irreducible representation π 0 of A satisfies Fell's condition if there exist b ∈ A
+ and an open neighbourhood U of [π 0 ] in A such that π(b) is a rank-one projection whenever [π] ∈ U; this property goes back as far as [19] . If every irreducible representation of A satisfies Fell's condition then A is said to be a Fell algebra [6, §3] . That the Fell algebras coincide with the Type I 0 C * -algebras is a consequence of the following lemma which is stated in [6, §3] .
Lemma 3.1. Let A be a C * -algebra and π 0 an irreducible representation of A. Then there exists an abelian element a of A such that π 0 (a) = 0 if and only if π 0 satisfies Fell's condition.
Proof. Suppose a ∈ A
+ is an abelian element such that π 0 (a) = 0. By rescaling we may assume that π 0 (a) = 1. By [35, Lemma 6.1.3] , rank(π(a)) ≤ 1 for all irreducible representations π of A. Since [π] → π(a) is lower semicontinuous there exists a neighbourhood U of [π 0 ] inÂ such that π(a) > 1/2 when [π] ∈ U. In particular, the spectrum σ(π(a)) of π(a) is {0, λ π } for some
Since rank(π(a)) = 1, π(b) is a rank-one projection. Thus π 0 satisfies Fell's condition. Now suppose that π 0 satisfies Fell's condition. Then there exist a ∈ A + and an open neighbourhood U of [π 0 ] in A such that π(a) is a rank-one projection when [π] ∈ U. Let J be the closed ideal of A such that J = U. There exists x ∈ J + such that π 0 (axa) = 0 (choose an approximate identity {e λ } for J and note that π 0 (e λ ) → 1 in B(H)). Now π(axa) = 0 whenever [π] ∈ J, and rank(π(axa)) ≤ rank(π(a)) ≤ 1 when [π] ∈ J . Thus rank(π(axa)) ≤ 1 for all irreducible representations of A, and hence axa is an abelian element by [35, Lemma 6.1.3] .
It is well known that if p ∈ M(A) is a projection then Ap is an ApA-pAp-imprimitivity bimodule (see, for example, [37, Example 3.6] ). More generally we have:
Ab is an AbA-bAbimprimitivity bimodule with actions given by multiplication in A and by their abelian elements, they may also be regarded as locally Morita equivalent to a commutative C * -algebra. We make this precise in the following theorem.
Theorem 3.3. Let A be a C * -algebra. The following are equivalent:
(1) A is of Type I 0 ; (2) there exists a collection {I a : a ∈ S} of ideals of A such that A is generated by these ideals and each I a is Morita equivalent to a commutative C * -algebra; (3) A is a Fell algebra.
Proof. ((1) =⇒ (2)) Suppose A is Type I 0 . Let S be the set of abelian elements of A. For each a ∈ S, the sub-C * -algebra aAa is commutative, and by Lemma 3.2, aAa is Morita equivalent to the ideal I a := AaA generated by a. Since A is generated by S it is also generated, as a C * -algebra, by the collection of ideals {I a : a ∈ S}. ((2) =⇒ (3)) Assume (2) . Fix an irreducible representation π 0 of A. Since A is generated by the ideals I a there exists a 0 such that π 0 does not vanish on I a 0 . Morita equivalence preserves the property of being a continuous-trace C * -algebra, so I a 0 is itself a continuous-trace C * -algebra. The restriction of π 0 to I a 0 is an irreducible representation which satisfies Fell's condition in I a 0 (since I a 0 is a continuous-trace C * -algebra). So there exist b ∈ I + a 0 and a neighbourhood U of I a 0 such that π(b) is a rank-one projection whenever [π] ∈ U. Now b ∈ A + and U can be viewed as an open subset ofÂ, so π 0 satisfies Fell's condition in A.
( (3) =⇒ (1)) Suppose that A is a Fell algebra. By Lemma 3.1, for each irreducible representation π of A there exists an abelian element a π ∈ A such that π(a π ) = 0. Let B be the C * -algebra generated by the set S of all abelian elements of A, so that B = span{a 1 · · · a n : n ∈ N, a i ∈ S}. Since π| B = 0 for all π ∈ A, B is not contained in any proper ideal of A. But B is an ideal of A by [35, 6.1.7] (the largest Type I 0 ideal in fact), so B = A and A is Type I 0 .
Green's theorem for free Cartan transformation groups.
Throughout this section let G be a second-countable, locally compact, Hausdorff group acting continuously on a second-countable, locally compact, Hausdorff space X. We will prove a generalisation of Green's theorem for free group actions which are not proper but only locally proper. Green's theorem says that if a group G acts freely and properly on a space X, then the crossed product C 0 (X) ⋊ G is Morita equivalent to C 0 (X/G); it follows that the Dixmier-Douady invariant of the continuous-trace C * -algebra C 0 (X)⋊G is trivial. In section 7, we will establish the analogous result for locally proper actions and our generalisation of the Dixmier-Douady classification.
Recall from [34, Definition 1.1.2] that X is a Cartan G-space if each point of X has a wandering neighbourhood U; that is, a neighbourhood U such that {s ∈ G : s·U ∩U = ∅} is relatively compact in G. If X is a Cartan G-space with a free action of G then we will just say that (G, X) is a free Cartan transformation group.
The action of G on X is proper if every compact subset of X is wandering. Equivalently, the action is proper if the map φ : G × X → X × X given by φ(g, x) = (g · x, x) is proper in the sense that the inverse images of compact sets are compact. If U is a wandering neighbourhood in X, then the action of G on the saturation G · U of U is proper by [34, Proposition 1.2.4] .
If G acts freely on X and x, y ∈ X with G·x = G·y, then there is a unique τ (x, y) ∈ G such that
this defines a function τ from 
Lemma 4.2. Suppose that (G, X) is a free Cartan transformation group.
(1) There exists a covering (1), and let W := i U i be the topological disjoint union of the U i . Then the map φ :
is a homeomorphism onto a closed subset of W × W . 
i , where, for x ∈ U i ⊂ X, we write x i for the corresponding element in the copy of U i in W . The action of G on W is free because the action of G on X is free.
Since the action on W is continuous, so is φ. Since the action on W is free, φ is one-to-one. The inverse φ −1 : range φ → G × W is given by φ −1 (y, x) = (τ (x, y), x). The map τ : X × G\X X → G of (4.1) is continuous because (G, X) is Cartan, so φ −1 is continuous. To see that the range of φ is closed, suppose that
in n ∈ U j eventually as well. Since g n · x in n → y it follows that y ∈ U j . In particular, G · x j n converges to both G · x j and G · y. But the action of G on U j is proper, so G\X is Hausdorff and hence y ∈ G · x as required.
The following definitions are from [32, §2] . Let Γ be a locally compact, Hausdorff groupoid and Z a locally compact space. We say Γ acts on the left of Z if there is a continuous open map ρ : Z → Γ (0) and a continuous map (γ,
Right actions of Γ on Z are defined similarly, except that we use σ : Z → Γ (0) and Z σ * r Γ := {(x, γ) ∈ Z × Γ : σ(x) = r(γ)}. An action of Γ on the left of Z is said to be free if γ · x = x implies that γ = ρ(x), and is said to be proper if the map 2 . We will often just say that Z is a Γ 1 -Γ 2 -equivalence, leaving the fibre maps σ, ρ implicit. The main theorem of [32] says that if Γ 1 and Γ 2 are groupoids with Haar systems and Z is a Γ 1 -Γ 2 -equivalence, then 
. We identify the unit space (G × X) (0) = {e} × X with X, so s(g, x) = x and r(g, x) = g · x for all (g, x) ∈ G × X.
Suppose that (G, X) is a free Cartan transformation group. Let {U i : i ∈ I} be a covering of X by G-invariant open sets such that (G, U i ) is proper for each i; then each V i := G\U i is locally compact and Hausdorff. Let q : X → G\X be the quotient map. For each i, denote by q i : U i → V i the restricted quotient map, and let ψ i : V i → q(U i ) ⊆ G\X be the inclusion homeomorphism. Let Y := i V i be the topological disjoint union of the V i , and define ψ : Y → G\X by ψ| V i = ψ i . Then ψ is a local homeomorphism and Y is locally compact and Hausdorff.
Lemma 4.4. Suppose that X is a free Cartan G-space, and adopt the notation of the preceding paragraph.
(1) The formula (g, x) · (x, y) = (g · x, y) defines a free left action of the groupoid
The formula (g, x) · x = g · x defines a free and proper left action of the groupoid
for all g, x, z.
It is straightforward to check that the formula (g, x) · (x, y) := (g · x, y) defines a free action of G × X on the left of X * Y .
(2) As earlier, for x ∈ U i ⊂ X, we write x i for the corresponding element of
and the formula (g, x) · x i := (g · x) i defines a free action of (G × X) on W . By Lemma 4.1, to see that the action is proper it suffices to verify that
is a homeomorphism of (G × X) * W onto a closed subset of W × W . Let τ : X * G\X X → G be as in (4.1). Then τ is continuous since X is a Cartan G-space. So φ : (G × X) * W → range ψ is invertible with continuous inverse
That the range of φ is closed is precisely Lemma 4.2 (2) .
Clearly α is continuous and one-to-one with continuous inverse (x, q i (x i )) → x. To see that α is onto, notice that (x, y) ∈ X * Y for y ∈ V i if and only if y = q i (x i ). That α is equivariant is a simple calculation:
Recall that under the relative topology
is a principal groupoid with range and source maps s(y 1 , y 2 ) = y 2 , r(y 1 , y 2 ) = y 1 , composition (y 1 , y 2 )(y 2 , y 3 ) = (y 1 , y 3 ) and inverses (y 1 , y 2 ) −1 = (y 2 , y 1 ); R(ψ) isétale because ψ is a local homeomorphism. We identify R(ψ) (0) with Y via (y, y) → y.
Theorem 4.5. Let (G, X) be a free Cartan G-space. Then the transformation-group groupoid G × X is equivalent to the groupoid R(ψ) described in the preceding paragraph. More specifically, resume the notation of Lemma 4.4 and define fibre maps ρ :
ρ(x, y) = x and σ(x, y) = y.
Then the space X * Y is a (G × X)-R(ψ) equivalence under the actions
Proof. We need to verify (1)- (3) of Definition 4.3. By Lemma 4.4, the left action of G × X on X * Y is free and proper. It is easy to check that the right action of R(ψ) on X * Y is free and proper, verifying (1). To verify (2), we calculate:
It remains to verify (3). Since both ρ and σ are surjective, we need only show that both induce injections. Suppose that ρ(x, y) = ρ(
Hence, σ induces an injection.
We now obtain an analogue of Green's beautiful theorem for free transformation groups: if G acts freely and properly on X then C 0 (X) ⋊ G and C 0 (G\X) are Morita equivalent [20, Theorem 14] . If the action is only locally proper then G\X may not be Hausdorff, so that C 0 (G\X) is not a C * -algebra -the groupoid C * -algebra C * (R(ψ)) serves as its replacement in this case.
Corollary 4.6. Suppose that (G, X) is a free Cartan transformation group. Then the transformation-group C * -algebra C 0 (X) ⋊ G is Morita equivalent to the groupoid C * -algebra C * (R(ψ)).
Proof. Since R(ψ) isétale, R(ψ) has a Haar systems given by counting measures. A natural Haar system for G × X is {µ × δ x : x ∈ X}, where µ is a left Haar measure on G and δ x is point-mass measure. So the (G × X)-R(ψ) equivalence of Theorem 4.5 induces a Morita equivalence of full groupoid C * -algebras by [32, Theorem 2.8] . Since C * (G × X) and C 0 (X) ⋊ G are isomorphic [39, Remarks on p. 59] the result follows.
Let (G, X) be a free Cartan transformation group. Then C 0 (X) ⋊ G is a Fell algebra by [23] . Since the property of being a Fell algebra is preserved under Morita equivalence by [25] , C * (R(ψ)) is also a Fell algebra. Alternatively, by [14, Theorem 7 .9] a principal-groupoid C * -algebra is a Fell algebra if and only if the groupoid is Cartan in the sense that every unit has a wandering neighbourhood (see Definition 7.3 of [14] ); it is straightforward to verify the existence of wandering neighbourhoods in R(ψ).
5.
Fell algebras, the extension property and C * -diagonals
In this section we show how to construct from a separable Fell algebra A a Morita equivalent C * -algebra C containing a diagonal subalgebra in the sense of [28] . The bulk of the work is to show that diagonal subalgebras of separable Fell algebras can be characterised as those abelian subalgebras which possess the extension property. We start by verifying that the different notions of diagonals in non-unital C * -algebras which appear in the literature coincide.
Diagonals in nonunital C
* -algebras. Let A be a C * -algebra and B a C * -subalgebra of A. Recall that P : A → B is a conditional expectation if P is a linear, norm-decreasing, positive map such that P | B = id B and P (ab) = P (a)b, P (ba) = bP (a) for all a ∈ A and b ∈ B. We say P is faithful if P (a * a) = 0 implies a = 0.
Remark 5.1. There are two other equivalent characterisations of a conditional expectation: (1) P : A → B is a linear idempotent of norm 1; (2) P : A → B is a linear, norm-decreasing, completely positive map such that P | B = id B and P (ab) = P (a)b, P (ba) = bP (a) for all a ∈ A and b ∈ B. Our definition above implies (1) ; that (1) implies (2) is in [44] (see, for example [7, Theorem II.6.10.2]), and (2) implies our definition since completely positive maps are positive.
Definition 5.2. Let A be a separable C * -algebra and let B be an abelian C * -subalgebra of A. A normaliser n of B in A is an element n ∈ A such that n * Bn, nBn * ⊂ B; the collection of normalisers of B is denoted by N(B). A normaliser n is free if n 2 = 0; the collection of free normalisers of B is denoted by N f (B). We say B is diagonal or that (A, B) is a diagonal pair if (D1) B contains an approximate identity for A; (D2) there is a faithful conditional expectation P : A → B; and (D3) ker(P ) = spanN f (B).
In [ Lemma 5.3. Let A be a C * -algebra with C * -subalgebra B and let P : A → B be a conditional expectation. Then P : A → B defined by P ((a, λ)) = (P (a), λ) is also a conditional expectation. Moreover, P is faithful if and only if P is.
Proof. Since P : A → B is a conditional expectation it is completely positive by Remark 5.1. By [13, Lemma 3.9] , P is also completely positive, and the proof of [13, Lemma 3.9] shows that P is norm-decreasing. Since P (1 A ) = 1 A and since P is idempotent, P is an idempotent of norm 1 and hence is a conditional expectation by Remark 5.1. Now suppose that P is faithful and that (a, λ) ∈ A + with P (a, λ) = 0. Since P (a, λ) = (P (a), λ), we have λ = 0 and P (a) = 0. Since a ∈ A + and P is faithful, a = 0 also. Hence, P is faithful. Conversely, if P is faithful then so is its restriction P .
Lemma 5.4. Let A be a C * -algebra and B an abelian C * -subalgebra of A. Suppose that B contains an approximate identity for A. Then n * n ∈ B for all n ∈ N(B). If, in addition, P : A → B is a conditional expectation, then P (n) = 0 for all n ∈ N f (B).
Proof. Fix n ∈ N(B) and let (b i ) i∈I be an approximate identity for A contained in B. Then we have n * n = lim i∈I n
A standard spatial argument using the polar decomposition of n shows that na k → n. To see that P (n) = 0, it suffices by continuity to show that P (na k ) = 0 for all k. Fix k. Then
since a k ∈ B and P is a conditional expectation. Since n ∈ N f (B), we have (n * n)n = n * n 2 = 0 and it follows that a k n = (n * n) 1/k n = 0. Hence, P (na k ) = 0 as required.
Lemma 5.5. Suppose that (A, B) is a diagonal pair with expectation P : A → B. Let P : A → B be the conditional expectation of Lemma 5.3. Then
Proof. Fix n ∈ N f (B) and (b, µ) ∈ B. Then (n, 0) 2 = 0 and
, we have λ = 0 and n 2 = 0. We now verify that n normalises B. Fix b ∈ B. Then since (n, 0) ∈ N f ( B) and (b, 0) ∈ B we have
Hence n * bn ∈ B. Similarly, nbn
is a diagonal pair, we have ker P = spanN f (B). Hence, Conversely, suppose ( A, B) is a diagonal pair, in the sense of [28, Definition 1.1], with conditional expectation Q : A → B. Since Q is faithful, P := Q| A is also a faithful conditional expectation, and Q = P .
As in the proof of Lemma 5.5 if (n, λ) ∈ N f ( B), then λ = 0 and n ∈ N f (B). So
. By assumption ker P = spanN f ( B). By definition of P , we have ker P = {(a, 0) : a ∈ ker P }. Hence ker P = spanN
Fix an approximate identity (b i ) i∈I for B; we claim it is also an approximate identity for A. Since A = B + ker P and ker P = spanN
Since n * nb i → n * n, it follows that nb i → n also, so (b i ) i∈I is an approximate identity for A.
Lemma 5.4 now gives spanN f (B) ⊂ ker P , and hence ker P = spanN f (B).
Corollary 5.6 above ensures, in particular, that we may apply the results of [28] to our diagonal pairs, and we shall do so without further comment. We use the following definition of the extension property for non-unital C * -algebras.
Definition 5.8. Let B be a C * -subalgebra of a C * -algebra A. As in [27, §2], we say that B has the extension property relative to A if (1) B contains an approximate identity for A; and (2) every pure state of B extends uniquely to a pure state of A. Notation 5.10. Let B be an abelian C * -subalgebra of a C * -algebra A, and suppose that B has the extension property relative to A. By the discussion above, B is maximal abelian and there exists a unique conditional expectation P : A → B. Moreover, for each pure state h of B, the state h • P is its unique pure state extension to A. For this reason, we say that the extension property is implemented by P. The map x → x • P is a weak*-continuous map from the set of pure states of B (which may be identified with B) to the pure states of A.
Of course x • P determines a GNS triple (π x , H x , ξ x ). That is, π x is an irreducible representation of A on the Hilbert space H x , the unit vector ξ x is cyclic vector for π x , and x • P (a) = (π x (a)ξ x | ξ x ) for all a ∈ A. Let ψ = ψ P : B → A be the map which takes x ∈ B to the unitary equivalence class [π x ] ∈ A. We call ψ the spectral map associated to the inclusion B ⊂ A.
Since diagonal pairs have the extension property, it follows from the above that if (A, B) is a diagonal pair, then the conditional expectation from B to A is unique. We use this frequently: given a diagonal pair (A, B), we will without comment refer to the expectation P : B → A and use that the extension property is implemented by
There is some overlap with Lemma 5.11 and [4, Proposition 2.10].
Lemma 5.11. Suppose that A is a separable C * -algebra, let B be an abelian C * -subalgebra with the extension property relative to A implemented by P : A → B, and let ψ : B → A be the spectral map. Suppose that π is an irreducible representation of
is a discrete countable subset of B, and there exist a listing {x λ : λ ∈ Λ} of ψ −1 ({[π]}) and a basis {ξ λ : λ ∈ Λ} of H π such that
Furthermore, if A is liminary, then ψ is surjective and P : A → B is faithful.
Proof. We begin by identifying a basis {ξ λ : λ ∈ Λ} for H π and points {x λ : λ ∈ Λ} in B satisfying (5.1). We then show that the x λ form a discrete set which coincides with
; and Λ is countable because A is separable. Since each one-dimensional subspace span{ξ λ } is invariant under π(B), it determines an irreducible representation of B given by point evaluation at x λ ∈ B. The set {x λ : λ ∈ Λ} is discrete because for each λ there exists b λ such that π(b λ ) = Θ ξ λ ,ξ λ which forces x µ (b λ ) = 0 for λ = µ. The formula (5.1) follows from the definition of the x λ .
2 This standard fact follows from the Spectral Theorem. Specifically, the Spectral Theorem implies firstly that the C * -algebra generated by each self-adjoint T ∈ K(H) is equal to the C * -algebra generated by its spectral projections. So any abelian C * -subalgebra D of K(H) is spanned by commuting finitedimensional projections. A minimal subprojection of any of these spanning projections then commutes with D. So if D is maximal abelian, then it is spanned by a maximal family of mutually orthogonal minimal projections on H.
Hence x λ • P = (π(·)ξ λ | ξ λ ) for all λ ∈ Λ by the extension property. Thus ψ(x λ ) = [π], and it follows that {x λ :
Since the GNS representation associated to x • P is equivalent to π, we may assume that x • P (·) = (π(·)ξ | ξ) for some unit vector ξ ∈ H π . Using (5.1) we get
Suppose that there exist λ i such that (ξ | ξ λ i ) = 0 for i = 1, 2. Since {x λ : λ ∈ Λ} is discrete we can find
which is impossible. It follows that there is precisely one λ such that (ξ | ξ λ ) = 0, and
. Now suppose that A is liminary and let π be an irreducible representation of A. Then π(A) = K(H π ), so the above argument shows that ψ −1 ({[π]}) is nonempty. Therefore, ψ is surjective. It remains to prove that P is faithful. Fix a ∈ A + \ {0}. There is an irreducible representation π on a Hilbert space H π with π(a) = 0. Then with {ξ λ : λ ∈ Λ} and ψ −1 ({[π]}) = {x λ : λ ∈ Λ} as in the statement of the lemma we have
Hence P (a) = 0 and P is faithful.
Lemma 5.12. Let A be a separable liminary C * -algebra and B an abelian C * -subalgebra with the extension property relative to A, and let ψ be the spectral map. Let U be an open subset of B and let J = {b ∈ B : y(b) = 0 for all y ∈ B \ U} ⊳ B. Let I = AJA be the ideal of A generated by J. Then
Proof. Since I is generated by J, we have
To prove that ψ(U) ⊂ {[π] ∈ A : π| J = 0}, let P be the unique conditional expectation from A to B. Fix x ∈ U, and let π ∈ ψ(x). Since x ∈ U = J, there is an element b ∈ J such that x(b) = 0. Since x • P is a pure state associated with π there is a unit vector
) is a countable discrete set {x λ : λ ∈ Λ} ⊂ B, and there is a basis
The following lemma is used implicitly in the proof of [28, Theorem 3.1].
Lemma 5.13. Let A be a separable liminary C * -algebra and B an abelian C * -subalgebra with the extension property relative to A. Let ψ be the spectral map.
(1) Suppose that f, g ∈ B + have the property that the restriction of
+ have the property that the restrictions of ψ to supp f and supp g are injective, then gAf ⊂ N(B).
Proof. Let P : A → B be the unique conditional expectation.
(1) Fix a ∈ A and an irreducible representation π : A → B(H π ). It suffices to show that
Since P is an expectation with f, g ∈ P (A), we have
. So we suppose that π(f ), π(g) = 0 and we verify that
Since A is liminary, we may use Lemma 5.11 to obtain a listing ψ −1 ({[π]}) = {x λ : λ ∈ Λ} and a basis {ξ λ : λ ∈ Λ} of H π such that
for all λ, and since ψ restricts to an injection on supp f ∪ supp g there exists a unique λ ∈ Λ such that
So gaf = P (gaf ) and hence gAf ⊂ B.
(2) Fix a ∈ A and set n := gaf . Then for every b ∈ B we have n * bn = f (a * gbga)f ∈ B by (1). Thus, n * Bn ⊂ B and symmetrically nBn * ⊂ B. Hence, n = gaf ∈ N(B). Theorem 5.14. Let A be a separable Fell algebra and let B be an abelian C * -subalgebra with the extension property relative to A. Then
(1) The spectral map ψ is a local homeomorphism, and (2) (A, B) is a diagonal pair.
Proof.
(1) We must prove that ψ is continuous, open, surjective and locally injective. Continuity follows from the observation that φ → φ • P is a weak * -continuous map from the state space of B to that of A. That ψ is an open map follows from Lemma 5.12 and the surjectivity of ψ follows from Lemma 5.11.
To show that ψ is locally injective we argue as in [29, Theorem 2] . Suppose that ψ fails to be locally injective at x ∈ B. Then there exist sequences (y n )
Let I be the ideal of A such that I = V . Since V is Hausdorff, I is a continuous trace C * -algebra. Let U = ψ −1 (V ) and let J be the ideal of B such that J = U. We have J ⊂ I by Lemma 5.12.
By Lemma 5.11, ψ −1 ({[π]}) = {x λ : λ ∈ Λ} is discrete and countable, and there exists a basis {ξ λ :
+ such that x(b) > 0 and supp b ⊂ U. Since π ∈ ψ(x), we have x = x µ for some µ ∈ Λ, and since
+ satisfies π(f ) = Θ ξµ,ξµ and x(f ) = 1.
We have supp(f ) ⊂ supp(b) ⊂ U, so f ∈ J ⊂ I. Since f has compact support it belongs to the Pedersen ideal of I and hence is a continuous trace element in I. For each n, fix π n ∈ ψ(y n ). Since ψ(y n ) → ψ(x) we have
But {y n , z n } ∈ ψ −1 ({ψ(y n )}), so by Lemma 5.11 and the positivity of f we also have
which results in a contradiction. Thus ψ is a local homeomorphism. 
By definition of the extension property, B contains an approximate identity for A. Since A is liminary, we may apply Lemma 5.11 to conclude that P is faithful. By Lemma 5.4 we have N f (B) ⊂ ker P , so it remains to show that every element in ker(P ) may be approximated by sums of elements in N f (B).
By [37, Lemma 4.34] there exists a partition of unity subordinate to V; that is, there exists a sequence (f n )
For each n ≥ 0, let g n = n j=0 f j . For a compact subset K of D, the local finiteness of V implies that K ∩ V j = ∅ for all but finitely many j. Hence there exists n ≥ 0 such that g n (x) = 1 for all x ∈ K. Therefore, (g n ) ∞ n=0 is an approximate identity for B and hence for A. Fix a ∈ A. Then g n ag n → a and P (g n ag n ) = g n P (a)g n for all n. Fix x ∈ B. Since x(f i )x(f j ) = 0 whenever x ∈ V i ∩ V j , we obtain
, so ψ| V i ∪V j is injective, and Lemma 5.13 gives f i af j ∈ B. Hence f i P (a)f j = P (f i af j ) = f i af j and we have
f i af j , and
Suppose now that a ∈ ker P . Then g n ag n ∈ ker P . Since g n ag n → a, it suffices to show that g n ag n may be expressed as a sum of free normalisers. Using (5.4) and P (g n ag n ) = 0 we have
Since ψ| V k is injective and supp f k ⊂ V k for all k, Lemma 5.13 gives
as required, and (A, B) is a diagonal pair.
We now give an example of a bounded-trace C * -algebra A with a maximal abelian subalgebra B such that (A, B) has the extension property but is not a diagonal pair. Thus Theorem 5.14 cannot be extended from Fell algebras to bounded-trace C * -algebras.
Example 5.15. Let C := {f ∈ C([0, 1], M 2 ) : f (0) ∈ CI 2 }, and let D be the subalgebra of C consisting of functions f such that each f (t) is a diagonal matrix. Then C is a bounded-trace algebra, but is not a Fell algebra, and D is an abelian C * -subalgebra. Each pure state of D has the form d → d(t) i,i for some t ∈ [0, 1] and i ∈ {1, 2}, and then c → c(t) i,i is the unique extension to a pure state of C, so D has the extension property relative to C.
For t > 0, let u t := cos(1/t) sin(1/t)
Then A is not a Fell algebra but has bounded trace; B is abelian, and B has the extension property relative to A because each of D and α(D) has the extension property relative to C. The unique faithful conditional expectation P : A → B is given by
where φ is the canonical expectation from C onto D: φ(c)(t) = c 1,1 (t) 0 0 c 2,2 (t) . We claim that B is not diagonal in A. First observe that if n is a normaliser of D in C, then there exists λ(n) ∈ C such that n(0) = λ(n)I 2 by definition of C. Hence the off-diagonal entries of n(t) go to zero as t goes to zero. Since n is a normaliser, for t > 0 the matrix n(t) is either diagonal, or a linear combination of the off-diagonal matrix units. In particular, if n(0) = 0 then by continuity, n(t) is diagonal for t in some neighbourhood of 0. If n is a free normaliser, then each n(t) 2 = 0, and it follows from the above that n(0) = 0. Now suppose that
is a normaliser of B. We claim that n 1,2 (0) = 0. Note that for t > 0, each of n 1,1 (t), u * t n 2,2 (t)u t is a normaliser of D(t) and each of n 1,2 (t)u t , and u * t n 2,1 (t) is a normaliser of D(t) in C(t)
. Since n 1,2 (t 0 )u t 0 is a normaliser of D(t 0 ), it is either diagonal, or a linear combination of off-diagonal matrix units, and since t 0 < ε, there is an entry of n 1,2 (t 0 )u t 0 with modulus at least n 1,2 (0) / √ 2. It follows by choice of u t 0 that n 1,2 (t 0 ) = (n 1,2 (0)u t 0 )u * t 0 has at least one off-diagonal entry of modulus greater than ( n 1, We will show that every separable Fell algebra is Morita equivalent to one with a diagonal subalgebra; to do this we need: Lemma 5.16. Let A be a separable Fell algebra. Then there exists a countable set of abelian elements of A which generate A as an ideal.
Proof. By Lemma 3.1, for every irreducible representation π of A there exists an abelian element a π of A such that π(a π ) = 0. For each π, the set
is an open neighbourhood of [π] in A. Since A is separable, the topology for A has a countable base [16, Proposition 3.3.4] . So there exists a countable subset S := {a π i : i ∈ N} such that {U π i : i ∈ N} is an open cover of A. Let I be the ideal generated by S. Since σ(a π i ) = 0 when [σ] ∈ U π i , it follows that π| I = 0 for every irreducible representation π of A. Hence I = A.
Theorem 5.17. Let A be a separable Fell algebra, and let {a i : i ∈ N} ⊂ A be a set of abelian norm-one elements which generate A as an ideal. Let K = K(ℓ 2 (N)), and denote the canonical matrix units in K by {Θ i j : i, j ∈ N}. Set
The hereditary subalgebra C := a(A ⊗ K)a generated by a is Morita equivalent to A; and (2) D := i∈N a i Aa i ⊗ Θ i i is a C * -diagonal in C; and (3) the conditional expectation P : C → D is given by P (c)
Proof. For (1), it suffices to show that C is full or, equivalently, that (A ⊗ K)a(A ⊗ K) = A ⊗ K. Since A is generated by the a i , it suffices to show that for all i, j, k ∈ N
Fix i, j, k ∈ N and let (e λ ) λ∈Λ be an approximate identity for A. Then
For (2), first observe that D is commutative because each a i is an abelian element. Since A is a Fell algebra so is C. So by Theorem 5.14, to see that D is diagonal in C, it suffices to prove that D has the extension property relative to C. By Remark 5.9(2), it is enough to show that
Sums of the form n j,k=1
with b j k ∈ A, are dense in C. It therefore suffices to show that elements of the form For (3), observe that the formula given for P determines a norm-decreasing projection of C onto D. This is then a conditional expectation by Remark 5.1, and is the unique expectation from C to D as discussed in Notation 5.10.
Fell algebras and twisted groupoid C * -algebras
In [28, Theorem 3.1] Kumjian showed that if (A, B) is a diagonal pair, then A is isomorphic to a twisted groupoid C * -algebra. Here we combine this with the results of Section 5 to show that up to Morita equivalence every Fell algebra arises as a twisted groupoid C * -algebra, and conversely determine for which twists the associated twisted groupoid C * -algebra is Fell. We start with some background from [28, §2] . A T-groupoid Γ is a locally compact, Hausdorff groupoid Γ equipped with a free rangeand source-preserving action of the circle group T such that (t 1 ·γ 1 )(t 2 ·γ 2 ) = (t 1 t 2 )·(γ 1 γ 2 ) whenever (γ 1 , γ 2 ) is a composable pair in Γ. The quotient groupoid Γ/T is Hausdorff because T is compact.
Recall that a sequence
→ H of groupoids is exact if q is a surjective groupoid homomorphism which restricts to an isomorphism of unit spaces, and i is an isomorphism of K onto ker(q) = {g ∈ G : q(g) ∈ H (0) }. A topological twist or just twist is a T-groupoid Γ such that there is an exact sequence
of groupoids in which R is a principal,étale groupoid (a relation in the terminology of [28] ). Note that Γ (0) = R (0) . We often abbreviate the exact sequence to Γ → R. Twists Γ 1 q 1 → R and Γ 2 q 2 → R over the same relation R are isomorphic if there is a T-equivariant isomorphism π : Γ 1 → Γ 2 such that q 2 • π = q 1 ; we call π a twist isomorphism. A twist Γ q → R is said to be trivial if q has a continuous section which is a groupoid homomorphism. A trivial twist over R is isomorphic to the cartesian-product groupoid
We outline in the appendix the construction of the twisted groupoid C * -algebra C * r (Γ; R) associated to a twist, and also prove there that the C * -algebra of a trivial twist is isomorphic to the reduced groupoid C * -algebra C * r (R) of R. In brief, C * r (Γ; R) is a C * -completion of the collection of C c (Γ; R) of compactly supported T-equivariant functions on Γ; the closure of the algebra of sections in C c (Γ; R) which are supported on T·Γ 0 can be identified with C 0 (Γ (0) ), and restriction of functions extends to a conditional expectation P : C * r (Γ; R) → C 0 (Γ (0) ). For our classification theorem, a key tool will be the following theorem, proved in [28] . pairs (A, B) . However, as mentioned in the proof of [28, Theorem 3.1], the construction may be applied to nonunital pairs as follows. When (A, B) is a nonunital diagonal pair, one applies the above construction to the diagonal pair ( A, B) to obtain a twist Γ → R with unit space
It is straightforward to see that B ⊂ Γ (0) is an open invariant subset, so we may restrict both Γ and R to B to obtain a twist Γ → R. It is routine to check that C * r (Γ; R) may be identified with an ideal I ⊳ C * r ( Γ; R) ∼ = A for which the quotient is isomorphic to C * r (T; {1}) = C. Hence I coincides with A ⊳ A, and it is clear from the construction that this identification takes
In particular, there is an isomorphism π : A → C * r (Γ; R) which makes the diagram (6.1) commute. We claim that Γ is still described by (6.2). This is not obvious right off the bat: by definition the elements of Γ are of the form [n, x] where n is a normaliser of B in A, and x belongs to B ⊂ B. So we must show that if n = (n ′ , λ) ∈ A normalises B and We have nb ∈ A because A is an ideal in A, and nb also normalises B: for c ∈ B,
and both belong to B because n normalises B and A is an ideal in A.
Proposition 6.3. Let (A, B) be a diagonal pair such that A is a separable Fell algebra, and let Γ → R be the twist constructed from (A, B) as above. Let ψ : B → A be the spectral map. Then for x, y ∈ Y , there exists α ∈ R such that r(α) = x and s(α) = y if and only if ψ(x) = ψ(y). Furthermore, the map α → (r(α), s(α)) is a topological groupoid isomorphism from R onto R(ψ).
Proof. Let P be the conditional expectation from A to B. Recall that for x ∈ B, we have ψ(x) = ψ P (x) = [π x ] where (π x , H x , ξ x ) is the GNS triple associated with the pure state x • P ; so we have x • P (a) = (π x (a)ξ x | ξ x ) for all a ∈ A (see Notation 5.10). First fix α ∈ R, and let x = r(α) and y = s(α). By definition of R = Γ/T, there exists n ∈ N(B) such that y(n * n) > 0 and x = σ n (y). By scaling n we may assume that y(n * n) = 1. Since n * n ∈ B it follows that for b ∈ B, we have y(b) = y(b)y(n * n) = y(bn * n). So by definition of σ n , we have x(b) = y(n * bn) for all b ∈ B. Since y(n * n) = 1, the vector η y := π y (n)ξ y has norm 1. Now x(b) = y(n * bn) = (π y (b)η y | η y ) for all b ∈ B. Since B has the extension property relative to A, x • P and a → (π y (a)η y | η y ) coincide on A. Hence, π y and π x are unitarily equivalent, whence ψ(x) = ψ(y).
Conversely, suppose ψ(x) = ψ(y). Then the GNS representations π x and π y are unitarily equivalent, so there is an irreducible representation π : A → B(H) and unit vectors ξ, η ∈ H such that y(P (·)) = (π(·)ξ | ξ) and x(P (·)) = (π(·)η | η). Since π(A) = K(H), there exists a ∈ A such that π(a) = Θ η,ξ . Since A is a Fell algebra, Theorem 5.14 (1) implies that ψ is a local homeomorphism, so there exist open neighbourhoods U of y and V of x such that ψ| U and ψ| V are injective. Fix and norm-one positive functions f, g with compact support such that supp(f ) ⊂ U, supp(g) ⊂ V , and f (y) = g(x) = 1. Then π(f )ξ = ξ and π(g)η = η. Let n := gaf . Then y(n
Lemma 5.13 implies that n ∈ N(B), so α := q([n, y]) ∈ R with r(α) = x and s(α) = y.
It remains to prove that the map Υ : α → (r(α), s(α)) is a homeomorphism. It follows from the above that Υ is surjective, and it is injective since R is principal. The following lemma will be used in the proof of Theorem 6.6 below. Proof. For the "only if" implication, let X be a C 1 -C 2 -imprimitivity bimodule, and let L be the associated linking algebra. Let q 1 , q 2 ∈ M(L) be the multiplier projections such that q i Lq i ∼ = C i and q 1 Lq 2 ∼ = X, and identify the C i and X with subsets of L under these isomorphisms. By [28, Proposition 5.4] , it suffices to show that 
is a twist, and the twisted groupoid C * -algebra C * r (Γ; R(ψ)) is Morita equivalent to A. Moreover, any two such twists are equivalent. 
Now suppose that
. Then each C i is Morita equivalent to A. So Lemma 6.5 implies that the twists are equivalent.
(2) The pair (A, B) satisfies (D2) and (D3) by Theorem 2.9 of [28] and that it satisfies (D1) is shown in the appendix, so (A, B) is a diagonal pair. We will show that for each y ∈ Y there exists f y ∈ C 0 (Y ) such that f y is abelian in A and y(f y ) > 0, and then use Theorem 3.3 to see that A is a Fell algebra.
Fix y ∈ Y . There exists a neighbourhood U of y in Y such that ψ| U is injective. Let f y ∈ C c (Y ) be a positive element of A with support contained in U such that f y (y) = 0. To see that f y gf y ∈ C c (Y ) for any g in the dense subalgebra C c (Γ; R) of A, we identify f y , g with sections of the complex line bundle L over R as outlined in the Appendix. Note that f y has support in R (0) . A straightforward calculation yields
for ρ ∈ R(ψ). Now let ρ = (y 1 , y 2 ) ∈ supp f y gf y . Then ψ(y 1 ) = ψ(y 2 ) and y 1 , y 2 ∈ supp f y ⊂ U gives y 1 = y 2 , so ρ is a unit. Thus f y gf y ∈ C c (Y ). In particular, the hereditary subalgebra f y Af y is contained in C 0 (Y ), hence is abelian. Thus f y is abelian in A and y(f y ) > 0 as claimed.
For each y ∈ Y , set I y := Af y A. Then each I y is Morita equivalent to the abelian algebra f y Af y by Lemma 3.2. Let J be the ideal of A generated by the I y (this ideal is also the C * -subalgebra of A generated by the I y ), and let I = J ∩ C 0 (Y ), so I is an ideal of C 0 (Y ). Then I is the set of functions vanishing on some closed subset K I of Y . But for each y ∈ Y , we have f y ∈ I and y(f y ) = 0. Hence
it contains an approximate identity for A, so A is generated as a C * -algebra by the I y . Theorem 3.3 now implies that A is a Fell algebra.
It remains to prove that there is a homeomorphism h : X → A such that h • ψ = ψ P . We have R(ψ) ∼ = R(ψ P ) by Proposition 6.3. Given y, y ′ ∈ Y , we have
It follows that the assignment
gives a well-defined injective function h : X → A such that h • ψ = ψ P . Since A is liminal ψ P is surjective by Lemma 5.11, so h • ψ = ψ P implies h is surjective. Moreover, that h • ψ = ψ P and that ψ, ψ P are local homeomorphisms implies that h is continuous and open. Thus h is a homeomorphism.
A Dixmier-Douady theorem for Fell algebras
Recall that a sheaf of abelian groups over a topological space X is a pair (B, π) where B is a topological space and π : B → X is a local homeomorphism such that for each x ∈ X the fibre B x := π −1 ({x}) is an abelian group. Of particular importance are the constant sheaf Z X over X whose every fibre is Z, and the sheaf S X of germs of continuous T-valued functions on X (see Notation 7.3 for details). When the base-space X is clear from context, we will often suppress the subscript, and denote these Z and S respectively.
Our strategy for defining an analogue of the Dixmier-Douady invariant for a Fell algebra A is as follows. We first choose a twist Γ → R whose C * -algebra is Morita equivalent to A. The results of [29] show that Γ determines an element of a twist group associated to R and that this in turn determines an element of the second equivariant-sheaf cohomology group H 2 (R, S). We show that H 2 (R, S) ∼ = H 2 ( A, S) to obtain an element δ(A) of H 2 ( A, S) which we regard as an analogue of the Dixmier-Douady invariant for A. The bulk of the work in the section goes towards proving that this assignment does not depend on our choice of twist Γ → R.
We recall [29, Definition 0.6]. Let G be anétale groupoid and B a sheaf over
is an isomorphism of abelian groups and α γ 1 γ 2 = α γ 1 • α γ 2 when (γ 1 , γ 2 ) ∈ G (2) . It is common practice to suppress the α and write γb for α γ (b), and we shall do so henceforth. A sheaf B over G (0) with such an action is called a G-sheaf. A G-sheaf morphism f : B 1 → B 2 is a sheaf morphism such that f (γb) = γf (b) for γ ∈ G and b ∈ B. We will frequently regard the sheaves Z G (0) and S G (0) as G-sheaves with trivial action. 
with structure maps r(x, g, y) = x, s(x, g, y) = y, (x, g, y) −1 = (y, g −1 , x), and (x, g, y)(y, h, z) = (x, gh, z), and with the relative topology inherited from the product topology on Y × G × Y . We identify Y with the unit space (G ψ ) (0) via the map x → (x, ψ(x), x). There is then a groupoid homomorphism π ψ : G ψ → G given by
For the next result, recall the definition of a groupoid equivalence from Definition 4.3.
Lemma 7.1. Let G 1 and G 2 be second-countable, locally compact, Hausdorff groupoids, and let (Z, ρ, σ) be an equivalence from
Moreover, the map ω is a homomorphism from G ρ 1 to G 2 , and
1 , it follows that x and g·y belong to the same G 2 -coset. Since Z is a principal G 2 -space, there exists a unique element ω(x, g, y) ∈ G 2 such that σ(x) = r(ω (x, g, y) ) and x · ω(x, g, y) = g · y.
Since σ is G 1 -invariant, we have σ(y) = σ(g · y) = σ(x · ω(x, g, y)). In particular, σ(y) = s(ω(x, g, y)), and hence (x, ω(x, g, y), y) ∈ G σ 2 . An argument symmetric to that of the preceding paragraph shows that g is uniquely determined by ω(x, g, y) and the formula x · ω(x, g, y) = g · y. Hence Ω ρ,σ is a bijection.
To see that ω is a homomorphism, we first check that it maps units to units and that it intertwines the range and source maps. This will imply that ω maps composable pairs to composable pairs. Let 
, we see as above that r(ω(x, g, y)) = σ(x) and s(ω(x, g, y)) = σ(y). Thus, ω maps composable pairs to composable pairs. Now let (x, g, y), (y, h, z) ∈ G ρ 1 be a composable pair; then
so the uniqueness assertion of the first paragraph implies that ω(x, g, y)ω(y, h, z) = ω(x, gh, z) = ω (x, g, y)(y, h, z) .
Hence, ω is a homomorphism.
It is immediate that Ω ρ,σ preserves composable pairs. So to see that Ω ρ,σ is also a homomorphism, we calculate Ω ρ,σ (x, g, y)Ω ρ,σ (y, h, z) = (x, ω(x, g, y), y)(y, ω(y, h, z), z) = (x, ω(x, g, y)ω(y, h, z), z) = Ω ρ,σ (x, gh, z).
The map Ω ρ,σ is continuous because the structure maps on the groupoid equivalence Z are continuous. Reversing the rôles of G 1 and G 2 in the above yields a continuous inverse Ω −1 ρ,σ = Ω σ,ρ , so Ω ρ,σ is a homeomorphism. Let ψ : Y → G (0) be a local homeomorphism as before, and let π * ψ be the pullback functor from the category Sh(G) of G-sheaves to the category Sh(G ψ ) of G ψ -sheaves. So f (b) ). Let R(ψ) be the equivalence relation on Y induced by ψ. We may regard R(ψ) as a subgroupoid of G ψ by identifying it with {(x, ψ(x), y) : (x, y) ∈ R(ψ)}. Hence, for a G ψ -sheaf B the action of G ψ on B restricts to an action of R(ψ) on B. By [29, Theorem 0.9], π * ψ is a category equivalence between Sh(G) and Sh(G ψ ). Indeed, the proof of [29, Theorem 0.9] shows that the "inverse" functor F ψ is defined as follows.
is the quotient sheaf B/R(ψ) ∈ Sh(G). Since morphisms between G-sheaves are equivariant maps, each morphism f of G ψ -sheaves descends to a morphism
Lemma 7.2. Let G be a groupoid, and let U be a full open subset of G (0) , and let ι U : UGU → G be the inclusion map. The functor ι * U : Sh(G) → Sh(UGU) is an equivalence of categories such that the UGU-sheaves ι * U (Z G (0) ) and Z U are isomorphic. Proof. It is straightforward to verify that GU is a G-UGU equivalence under the structure maps ρ := r| GU and σ := s| GU inherited from G. Hence Lemma 7.1 provides an isomorphism Ω σ,ρ from (UGU) σ to G ρ , and hence an equivalence of categories Ω * σ,ρ from Sh(G ρ to Sh((UGU) σ ). Composing with the category equivalences π * ρ and F σ discussed above, we obtain an equivalence of categories
. It is routine to see that for a morphism f of G-sheaves, f (b) ), so the family of maps t B constitute a natural isomorphism from
and the latter is isomorphic to Z U via (x, n, x) → (n, x).
For the next lemma, we need some notation. 
X u ∈ S X } with the relative topology inherited from X × S X ; we regard ι * U (S) as the restriction of S to U.
Lemma 7.4. Let X and Y be second-countable, locally compact spaces such that X is locally Hausdorff and Y is Hausdorff. Let ψ be a local homeomorphism from Y onto an open subset of X. There is an isomorphism φ :
In particular, if U is an open subset of a second-countable, locally compact, Hausdorff space X with inclusion map ι U : U → X, then there is an isomorphism φ : ι * 
, so f and g agree on ψ(U). 
where W ⊂ Y is open and O X f,U is a basic open set in S X . We calculate:
If V ⊂ Y and ψ| V is a homeomorphism, then for f ∈ C(V ), For the second statement, apply the first to ι U : U → X.
Recall from [29, page 215 ] that given a groupoid G and a G-sheaf B, for each n ∈ N, the n th equivariant-cohomology group H n (G, B) is defined by H n (G, B) := Ext n G (Z, B) (see [22] for an alternative definition of sheaf cohomology ofétale groupoids).
Proposition 7.5. Suppose G is a second-countable, locally compact, Hausdorff,étale groupoid, B a G-sheaf, and U a full open subset of G (0) . Then the inclusion ι U :
Proof. Note that ι * U (Z G (0) ) = Z U by Lemma 7.2. So the first isomorphism follows from applying [29, Proposition 1.8 ] to the groupoid homomorphism ι U : UGU → G. In particular, there is an isomorphism ι *
Corollary 7.6. Let X be a second-countable, locally compact, locally Hausdorff space. For i = 1, 2 fix a second-countable, locally compact, Hausdorff space Y i and a local homeomorphism ψ i :
Proof. The Y i are full in R(ψ) (0) , and
The result now follows from Proposition 7.5.
Let Γ → R be a twist, R ′ be a principalétale groupoid, and ϕ : R ′ → R be a continuous groupoid homomorphism. Then the pullback twist ϕ * (Γ) is the fibred product R ′ * ϕ Γ with structure maps r(α, γ) = r(α) and s(α, γ) = s(α), and with coordinatewise operations; it is regarded as a twist over R ′ under the surjection (α, γ) → α. Recall from [29, Remark 2.9 ] that given a twist Γ q → R there is an extension 
Hence, using Lemma 7.4 to identify ι * U (S X ) with S U , we see that the diagram
commutes.
The long exact sequence of [29, Theorem 3.7] yields a boundary map ∂ 1 from the first derived functor Z 
Proof. Since each C i is Morita equivalent to A, each C i is a separable Fell algebra, and Lemma 6.5 implies that Γ 1 and Γ 2 are equivalent twists. Let Γ → R be a linking twist (see Definition 6.4). Then in particular, each
to show that, for each of i = 1, 2, the isomorphism
obtained from the first statement of Corollary 7.6 carries ∂ 1 Γ to ∂ 1 Γ i . The naturality of the long exact sequence of [29, Theorem 3.7] together with [29, Corollary 3.4] implies that the right-hand square of the diagram
commutes; the left-hand square is an instance of (7.2). Since Γ is a linking twist for the Γ i , the maps ι * D i
on the left of the diagram carry Γ to Γ i . Since the diagram commutes, it follows that the maps ι * D i on the right of the diagram carry ∂ 1 Γ to
If X and Y are topological spaces, and ψ : Y → X is a local homeomorphism, then we may regard X as a groupoid whose only elements are units, and there is then an induced groupoid homomorphism π ψ : R(ψ) → X given by π ψ (y, z) = ψ(y).
Proposition 7.8. Let X be a second-countable, locally compact, locally Hausdorff space, let Y be a second-countable, locally compact, Hausdorff space, and let ψ : Y → X be a local homeomorphism. Then π * ψ : Sh(X) → Sh(R(ψ)) is an equivalence of categories such that π *
Finally, under the hypotheses of Theorem 7.7,
Proof. Regard X as a groupoid with unit space X whose only morphisms are units.
and under this identification the map π ψ : (y, x, z) → x of (7.1) agrees with the map π ψ : R(ψ) → X described above. 

by definition. Thus functoriality and naturality of the cohomology exact sequence, and that π * ψ takes S to S ensure that
as required.
Theorem 7.7 and Proposition 7.8 ensure that we may specify a well-defined invariant as follows.
Definition 7.9. Let A be a separable Fell algebra. Let (C, D) be a diagonal pair such that C is Morita equivalent to A, fix an A-C-imprimitivity bimodule, and let h : C → A be its Rieffel homeomorphism. Let ψ : D → C be the spectral map, and ψ := h • ψ : D → A. Let Γ be the twist associated to (C, D) as in Theorem 6.1. Then we define δ(A) := (π * ψ
Remark 7.10. It seems difficult to establish that our invariant δ(A) coincides with the original Dixmier-Douady invariant of A when A is a continuous-trace C * -algebra. The issue is that the boundary map ∂ 1 which takes the class of a twist over R(ψ) to an element of H 2 (R(ψ), S) is defined by abstract nonsense. Nevertheless our invariant does classify Fell algebras up to spectrum-preserving Morita equivalence (see Theorem 7.13), and this generalises the original Dixmier-Douady theorem of [17] .
Proposition 7.11. Let (G, X) be a free Cartan transformation group. Then δ(C 0 (X) ⋊ G) = 0 as an element of H 2 (X/G, S).
Proof. By Corollary 4.6, C 0 (X) ⋊ G is Morita equivalent to a groupoid C * -algebra C * (R), where R is a principal,étale groupoid. By the remarks following Corollary 4.6, C * (R) is a Fell algebra. Thus the reduced C * -algebra C * r (R) is also a Fell algebra and hence is nuclear. By [2, Corollary 6.2.14], since R principal and C * r (R) is nuclear, R is measurewise amenable, and thus C * (R) = C * r (R) by [2, Proposition 6.1.8]. By Lemma A.1, C * r (R) is isomorphic to the C * -algebra C * r (R × T; R) of the trivial twist Γ := R × T → R. The associated sheaf twist Γ is therefore also trivial and hence
To prove our classification theorem, we need another lemma.
Lemma 7.12. Let X be a second-countable, locally compact, locally Hausdorff space. For i = 1, 2, let Y i be a second-countable, locally compact, Hausdorff space, and let ψ i : Y i → X be a local homeomorphism. For i = 1, 2, let Γ i → R(ψ i ) be a twist, and suppose that the isomorphism ι 1,2 of Corollary 7.6 carries ∂ 1 Γ 1 to ∂ 1 Γ 2 . Then there exists a locally compact, Hausdorff space Z and local homeomorphisms
. In particular, Γ 1 and Γ 2 are equivalent twists.
We claim that each Γ i is twist-equivalent to π * φ i (Γ i ). To see this, we first observe that for i = 1, 2, the assignment (x, (φ i (x), φ i (y)), y) → (x, y) is an isomorphism from R(ψ i ) φ i to R(ψ i • φ i ), and the assignment ((x, y), g) → (x, g, y) is an isomorphism from π * φ i (Γ i ) to Γ Proof. First suppose that H is an A 2 -A 1 -imprimitivity bimodule and let h : A 1 → A 2 be the associated Rieffel homeomorphism. Let (C, D) be a diagonal pair together with an A 2 -C-imprimitivity bimodule K, and let k : C → A 2 be the Rieffel homeomorphism associated to K. Let ψ : D → C be the spectral map. 
. Sincẽ ψ 2 = h •ψ 1 , Theorem 7.7 and Proposition 7.8 imply that the induced isomorphism h * : H 2 ( A 2 , S) → H 2 ( A 1 , S) carries δ(A 2 ) to δ(A 1 ). Now suppose that there is a homeomorphism h : A 1 → A 2 such that the induced isomorphism h * : H 2 ( A 2 , S) → H 2 ( A 1 , S) carries δ(A 2 ) to δ(A 1 ). Let (C i , D i ) be diagonal pairs with C i Morita equivalent to A i , let ψ i : D i → C i be the spectral maps, and let Γ i → R(ψ i ) be the associated twists. Proposition 7.8 and the hypothesis that h * carries δ(A 2 ) to δ(A 1 ) ensures that the induced map (also denoted h * ) from H 2 (R(ψ 2 ), S) to H 2 (R(ψ 1 ), S) satisfies
Hence we may regard Γ 1 as a twist over R(h • ψ 1 ) with the same image under ∂ 1 as Γ 2 . Lemma 7.12 therefore implies that Γ 1 and Γ 2 are equivalent twists, and then Lemma 6.5 implies that C 1 and C 2 are Morita equivalent, whence A 1 and A 2 are also Morita equivalent.
Recall that if X is the spectrum of a C * -algebra then X is locally compact, and every open subset of X is itself locally compact (because it is the spectrum of an ideal); such spaces are called locally quasi-compact in [16, §3.3] .
Remark 7.14. Let X be a second-countable, locally Hausdorff space such that every open subset of X is locally compact. We will show that every element of H 2 (X, S) arises as the class of a Fell algebra with spectrum X. To do this, it is convenient to work withČech cohomology, rather than sheaf cohomology, of a locally compact, Hausdorff "desingularisation" Y of X. For an introduction toČech cohomology, see [37, Chapter 4] . Given a covering {U i : i ∈ I} of a space Y , and given i, j, k ∈ I, we write U ijk for the intersection U i ∩ U j ∩ U k .
Lemma 7.15. Let Y be a second-countable, locally compact, Hausdorff space. For each a ∈ H 2 (Y, S), there exists a locally compact, Hausdorff space Z and a local homeomorphism φ : Z → Y such that φ * (a) = 0 ∈ H 2 (Z, S).
Proof. By Remark 7.14, we may regard a as an element ofȞ 2 (Y, S). So there exists a covering U = {U i : i ∈ I} of Y by open sets and a 2-cocycle c = {c ijk : U ijk → T | i, j, k ∈ I} such that a is equal to the class of c inȞ 2 (Y, S). Let Z := i∈I ({i} × U i ) ⊂ I × Y , and let φ : Z → Y be the projection onto the second coordinate. Let V i := {i} × U i ⊂ Z for each i. Then V = {V i : i ∈ I} is a refinement of the pullback cover {φ −1 (U i ) : i ∈ I} to a cover by mutually disjoint sets; in particular the only nonempty triple overlaps are those of the form V iii . SinceȞ 2 (Z, S) is the direct limit over covers of Z of the cocycle group, the class of φ * (c) is equal to the class of its image i U ,V (φ * (c)) in the cocycle group for the V. Since the V i are pairwise disjoint, i U ,V (φ * (c)) amounts to a continuous circle-valued function on each V iii , and so is a coboundary (specifically, the coboundary of itself regarded as a 1-cochain).
Next we require notation for the forgetful functor which takes an equivariant Γ-sheaf B to an ordinary sheaf B 0 over Γ 0 by forgetting the Γ-action. Note that B 0 =  * (B) where  : Γ (0) → Γ is the inclusion map. The pullback functor induces the homomorphism  * n : H n (Γ, B) → H n (Γ (0) , B 0 ) which appears in the long exact sequence of [29, Theorem 3.7] .
Proposition 7.16. Let X be a second-countable, locally Hausdorff space such that every open subset of X is locally compact. Then for each a ∈ H 2 (X, S) there exists a locally compact, Hausdorff space Z, a local homeomorphism ψ : Z → X and a twist Γ over R(ψ) such that a = (π * ψ ) −1 ∂ 1 Γ . In particular, for each a ∈ H 2 (X, S), there exists a separable Fell algebra A such that A = X and a = δ(A). . Denote by π µ : C 0 (R (0) ) → B(L 2 (R (0) , µ)) the usual representation by multiplication operators. The discussion on page 81 of [39] shows that the induced representation Ind µ is given on
by the formula Ind µ (f )(ξ ⊗ g) = φ(f )ξ ⊗ g.
Hence, Ind µ (f ) ≤ φ(f ) and so f r ≤ φ(f ) . Now, let µ be a measure with full support; then π µ is faithful and hence the corresponding representation of K(H(Γ; R)) is also faithful. Since L(H(Γ; R)) = M(K(H(Γ; R))), this shows that Ind µ is faithful on C * r (Γ; R). Hence, φ(f ) = Ind µ (f ) ≤ f r .
