Abstract-Automatic recognition of facial gestures (i.e., facial muscle activity) is rapidly becoming an area of intense interest in the research field of machine vision. In this paper, we present an automated system that we developed to recognize facial gestures in static, frontal-and/or profile-view color face images. A multidetector approach to facial feature localization is utilized to spatially sample the profile contour and the contours of the facial components such as the eyes and the mouth. From the extracted contours of the facial features, we extract ten profile-contour fiducial points and 19 fiducial points of the contours of the facial components. Based on these, 32 individual facial muscle actions (AUs) occurring alone or in combination are recognized using rule-based reasoning. With each scored AU, the utilized algorithm associates a factor denoting the certainty with which the pertinent AU has been scored. A recognition rate of 86% is achieved.
I. INTRODUCTION
F ACIAL expressions play a significant role in our social and emotional lives. They are visually observable, conversational, and interactive signals that clarify our current focus of attention and regulate our interactions with the environment and other persons in our vicinity [22] . They are our direct and naturally preeminent means of communicating emotions [12] , [22] . Therefore, automated analyzers of facial expressions seem to have a natural place in various vision systems, including automated tools for behavioral research, lip reading, bimodal speech processing, videoconferencing, face/visual speech synthesis, affective computing, and perceptual man-machine interfaces. It is this wide range of principle driving applications that has lent a special impetus to the research problem of automatic facial expression analysis and produced a surge of interest in this research topic.
Most approaches to automatic facial expression analysis attempt to recognize a small set of prototypic emotional facial expressions, i.e., fear, sadness, disgust, anger, surprise, and happiness (e.g., [2] , [9] , [13] , [15] ; for an exhaustive survey, see [17] ). This practice may follow from the work of Darwin [4] , and more recently Ekman [12] , who suggested that basic emotions have corresponding prototypic expressions. In everyday life, how- ever, such prototypic expressions occur relatively rarely; emotions are displayed more often by subtle changes in one or few discrete facial features, such as the raising of the eyebrows in surprise [14] . To detect such subtlety of human emotions and, in general, to make the information conveyed by facial expressions available for usage in the various applications mentioned above, automatic recognition of facial gestures (atomic facial signals) is needed. From several methods for recognition of facial gestures, the facial action coding system (FACS) [6] is the best known and most commonly used in psychological research [23] . It is a system designed for human observers to describe changes in the facial expression in terms of visually observable activations of facial muscles. The changes in the facial expression are described with FACS in terms of 44 different action units (AUs), each of which is anatomically related to the contraction of either a specific facial muscle or a set of facial muscles. Along with the definition of various AUs, FACS also provides the rules for AU detection in a face image. Using these rules, a FACS coder (i.e., a human expert having a formal training in using FACS) encodes a shown facial expression in terms of the AUs that produce the expression.
Although FACS provides a good foundation for AU-coding of face images by human observers, achieving AU recognition by a computer remains difficult. A problematic issue is that AUs can occur in more than 7000 different combinations [23] , causing bulges (e.g., by the tongue pushed under one of the lips) and various in-and out-plane movements of facial components (e.g., jetted jaw) that are difficult to detect in two-dimensional (2-D) face images.
Few approaches have been reported for automatic recognition of AUs in images of faces [16] . Some researchers described patterns of facial motion that correspond to a few specific AUs, but did not report on actual recognition of these AUs (e.g., [2] , [9] , [11] , [13] ). To detect six individual AUs in face image sequences free of head motions, Bartlett et al. [1] used a neural network (NN) approach. They achieved 91% accuracy by feeding the utilized NN with the results of a hybrid system combining holistic spatial analysis and optical flow with local feature analysis. To recognize eight individual AUs and four combinations of AUs in face image sequences free of head motions, Donato et al. [5] used Gabor wavelet representation and independent component analysis. They reported a 95.5% average recognition rate accomplished by their method. To recognize eight individual AUs and seven combinations of AUs in face image sequences free of head motions, Cohn et al. [3] used facial feature point tracking and discriminant function analysis. They reported an 85% average recognition rate. Tian et al. [27] used lip tracking, template matching and NNs to recognize 16 AUs occurring alone or in combination in nearly frontal-view face image sequences. They reported an 87.9% average recognition rate attained by their method. Pantic et al. [19] used face-profile-contour tracking and rule-based reasoning to recognize 20 AUs occurring alone or in a combination in nearly left-profile-view face image sequences. They achieved an 84.9% average recognition rate by their method.
In contrast to these previous approaches to automatic AU detection, which deal neither with static face images nor with different facial views at the same time, the research reported here addresses the problem of automatic AU coding from frontaland profile-view static face images. It was undertaken with three motivations.
1) While motion records are necessary for studying temporal dynamics of facial behavior, static images are important for obtaining configurational information about facial expressions, which is essential, in turn, for inferring the related meaning (e.g., in terms of emotions) [7] , [23] . Since 100 still images or a minute of a video tape take approximately one hour to manually score in terms of AUs [6] , it is obvious that automating facial expression measurement would be highly beneficial. While some efforts in automating FACS coding from face image sequences have been made, no such effort has been made for the case of static face images. 2) In a frontal-view face image, AUs such as showing the tongue or pushing the jaw forward represent out-of-plane nonrigid movements which are difficult to detect. Such AUs are clearly observable in a profile view of the face. On the other hand, changes in the appearance of the eyes and eyebrows cannot be detected from the nonrigid changes in the profile contour, but are clearly observable from a frontal facial view. The usage of both frontal and profile facial views promises, therefore, a quantitative increase in AUs that can be handled. 3) A basic understanding of how to achieve automatic facial gesture analysis from multiple views of the human face is necessary if facial expression analyzers capable of handling partial and inaccurate data are to be developed [20] . Based on such knowledge, procedures of greater flexibility and improved quality can evolve. The authors' group has already built a first prototype of an automated facial action detector, the novel version of which is presented in this paper. This prototype system was aimed at automatic recognition of six basic emotions in static face images. Pantic and Rothkrantz [15] used different image processing techniques like edge detection, active contours and NNs in a combination with rule-based forward reasoning to recognize 27 AUs from a portrait and 20 AUs from a face profile image and then classify them in six basic emotion categories. The average recognition rate ranged from 62% to 100% for different AUs. This prototype system had several limitations.
1) It required manual detection of the features describing different shapes of the mouth. 2) Detection of the features related to the image intensity and brightness distribution in certain facial areas was not robust since it required highly constrained illumination conditions. 3) The algorithm used for localizing the face profile contour performed only well for face-profile images having a uniform dark background. 4) The system was not capable of dealing with minor inaccuracies of the utilized detectors. 5) The employed forward chaining inference procedure is relatively slow since it finds one solution in each "pass" through the knowledge base. The current version of the automated facial action detector addresses many of these limitations. Fig. 1 outlines our novel method proposed in this paper. First, static frontal and/or profile-view image of an expressionless face of the observed subject is processed. Under the assumption that input images are nonoccluded, scale-and orientation-invariant face images (e.g., Fig. 1 ), each subsequent image of the observed subject (acquired during the same monitoring session with the pertinent subject) is processed in the following manner. The face region is extracted from the input frontal-view face image. The face-profile region is extracted from the input profile-view face image. To do so, watershed segmentation with markers is applied on the morphological gradient of the input color image. For the frontal view, the segmented face region is subjected to a multidetector processing: per facial component (eyes, eyebrows, mouth), one or more spatial samples of its contour are generated. From each spatially sampled contour of a facial component, we extract a number of points. In total, we extract 19 different frontal-face feature points. For the profile-view, we extract ten feature points from the contour of the segmented face-profile region (i.e., face profile contour). By performing an intra-solution consistency check, a certainty factor CF is assigned to each extracted point. A comparison of CFs assigned to frontal-face feature points leads to a selection of the most accurate of the redundantly extracted data. Subtle changes in the analyzed facial expression are measured next. Motivated by AUs of the FACS system, these changes are represented as a set of midlevel feature parameters describing the state and motion of the feature points and the shapes formed by certain feature points. Based on these feature parameters, a rule-based algorithm with the fast-direct chaining inference procedure interprets the extracted facial information in terms of 32 AUs occurring alone or in combination. With each scored AU, the utilized algorithm associates a factor denoting the certainty with which the pertinent AU has been scored.
Face and face-profile detection, facial feature extraction, parametric representation of the extracted information and AU coding are explained in Sections II-IV. Experimental results are presented in Section V.
II. FACE AND FACE-PROFILE DETECTION
The first step in automatic facial expression analysis is to locate the face in the scene. Possible strategies for face detection vary a lot, depending on the type of input images [31] . We address this problem as a segmentation problem in two objects: the face and the background. For its low computational complexity and its good localization properties we chose the watershed segmentation with markers as the segmentation means. For each input face image (either in frontal or in profile view), the markers of the two objects are extracted as follows. First, a color-based segmentation extracts the skin region as the largest connected image component with hue, saturation, and value within the range , and , respectively, where is the average hue in the horizontal middle of the image. Although people have different skin color, several studies have shown that the major difference lies in the intensity rather than in the chrominance [26] , [30] , [31] . After analyzing 360 dual-view face images of different people (see Section V-A), we have found out that the hue of the human face color seldom exceeds the range and that the saturation , remains within the range [0, 0.7]. Similar results have been reported in [30] , [26] . The experimentation also showed that the hue never deviates more than 0.35 from its average value for a given face image. Hence, under the assumption 1) that we do not deal with face detection in arbitrary scenes, 2) that the largest part of an input, true-color, PAL-camera acquired image is either a portrait or a profile view of a face (see Section V-A) and, in turn, 3) that calculating the average hue in the horizontal middle of the image will indeed identify the face-skin color of the observed person, we defined human face-skin color hue, saturation, and value domains as given above.
The skin region that results in this way is in general well localized but might suffer from small inaccuracies along the face boundaries. Moreover, the marker-based watershed segmentation requires that the objects' markers (for the face and for the background, respectively) are placed completely within the pertinent objects. In order to deal with the above, the Face marker is extracted by performing a binary erosion with a small square structuring element (3 3) on the skin region, an operation that, roughly speaking, "shrinks" the latter by 1-2 pixels. In the absence of a model for the color of the background, such as the skin color model is for the face, we base the extraction of the background marker also on the skin region. To do so, we consider a box, which is by pixels larger than the bounding box of the skin region, as the background marker. The number should be rather small (in our experiments five) since otherwise, in the presence of clutter in the background, strong background edges may appear between the two markers. Once the markers of the two objects are extracted, we apply the watershed segmentation algorithm [29] on the morphological gradient of the input color image. The gradient is estimated as the color difference between the morphological opening and closing operators, each of which is applied separately to each of the three components of the color image. We choose the Euclidian distance in the color space as a metric of color difference, since the space is perceptually uniform under this metric [25] . Fig. 2 outlines the employed algorithm. It yields a good localization of the face given that the most prominent color edge between the markers is indeed the face contour.
III. FACIAL FEATURE EXTRACTION
Contractions of facial muscles change the appearance of permanent and transient facial features. Permanent facial features are facial components such as eyebrows, eyes, and mouth. Their shape and location can alter immensely with expressions (e.g., pursed lips versus delighted smile). Transient facial features are any facial lines and bulges that did not become permanent with age but appear with expressions. To reason about shown facial expression and the facial muscle actions that produced it, one must first detect facial features and their current appearance.
Our approach to facial features' detection in images of faces utilizes the face region and/or the face-profile region, extracted from an input face image as described above, and adopts the assumption that input images acquired during a single monitoring session with a subject are nonoccluded, scale and orientation invariant, with face-profile images in right profile view.
A. Profile Face Feature Extraction
The contour of the segmented face-profile region is treated as the face profile contour in further processing. To extract the fea- ture points from the face profile contour, we move from image to function analysis and treat the right-hand side of the face profile contour as a profile contour function. We extract ten profile-contour fiducial points, illustrated in Fig. 3 , as the extremities of this function.
The zero-crossings of the function's first-order derivative define extremities. Usually, many extremities are found. To handle the false positives and to ascertain correct extraction of the feature points illustrated in Fig. 3 in all situations (e.g., also when the tongue is visible and P7 and P7 exist), we proceed as follows. We exploit the knowledge about facial anatomy, the knowledge about spatial arrangement of the extreme points, and the information extracted from the image of a neutral facial expression of the observed subject, and we extract the feature points in a particular order (Fig. 4) . After analyzing 240 dual-view face images of different people showing different facial expressions (see Section V.A), a standard "search" window has been defined for each fiducial point with respect to anatomically possible directions and magnitudes of the motion on the skin surface affecting the temporal location of . For instance, nonrigid movements of the eyebrows (raised and/or frowned eyebrows) cause upward and/or outward movement of P2, while the upward pull of the skin along the nose (i.e., wrinkled nose) causes outward and downward movement of P2. This and the fact that no facial muscle activity can push the eyebrow arcade either to the nasal bone or to the middle of the forehead, define the size and the positioning of the search window given in Fig. 4 . Furthermore, each search window has been defined relative to the "search window basis"
, and, in turn, relative to the referential, stable facial points P1 and P4, (Fig. 4) . Given these referential points, the search window basis and the search windows are defined in a scale-and person-invariant manner. Fiducial point is determined eventually such that it represents a specific global extremity (Fig. 3) of the profile contour function within the search window , which is set around the location of discerned for the face-profile image of a neutral expression of the observed subject.
B. Frontal Face Feature Extraction
Each of the known techniques for facial feature detection in static face images (e.g., snake fitting, template matching, local spatial filtering) has circumstances under which it performs poorly and circumstances under which it performs extremely well. Introducing redundancy in the extracted facial expression data by employing multidetector processing and then selecting the best of the acquired results could yield, therefore, a more accurate and complete set of detected facial features. Hence, we employ multidetector processing of the face region segmented from an input frontal-view face image to spatially sample the contours of the facial components. This "hybrid" facial feature detector is expected to result in a more robust performance than either a single detector used for all facial features or a set of different detectors, each of which used for one facial feature. Each facial feature detector that we exploit is an already existing facial feature detector. The utilized detectors have been chosen because they are simple and easy to implement. Yet, another set of detectors, which under the same conditions perform similarly (qua robustness and accuracy) to the detectors we are currently using to spatially sample the contours of the eyebrows, eyes, nostrils, and mouth from the facial portrait, could be chosen instead (e.g., the template-matching methods proposed in [27] ). Since virtually all the employed facial feature detectors have been presented elsewhere, we provide in Appendix A just a short overview of the utilized methods.
After the multidetector processing of the face region, we proceed with the feature point extraction. For the cases where multiple detectors are used to localize the contour of a certain facial component, a relevant set of fiducial points is extracted from each spatially sampled contour of the pertinent facial component. For instance, from each localized mouth contour Mouth, we extract four feature points (see Fig. 5 ). In total, we extract 19 different feature points corresponding to the vertices and/or the apices of the contours of the facial components (Fig. 3) .
C. Data Certainty Evaluation and Feature Selection
We assign the same certainty factor to each fiducial point that belongs to the same contour of a facial component spatially sampled by a certain detector. For example, we assign the same certainty factor to all fiducial points of the right eye. To do so, we measure first the distance between the currently detected inner corner of the eye and point detected in the neutral expression image of the subject. Then we calculate the pertinent by using the functional form (1).
(1) (2) In (1), is the distance between points p1 and p2 measured in pixels and is a Sigmoid function given in (2), whose parameters are determined under the assumption that there are 60 to 80 pixels across the width of the subject's eye (see Section V.A). This functional form implies that if , if , and if will be assigned to the fiducial points of the right eye (Fig. 6) .
We use the inner corners of the eyes as the referential points for calculating CFs of the fiducial points of the eyes because of the stability of these points with respect to nonrigid facial movements: contractions of the facial muscles do not cause physical displacements of these points. Under the assumption that the images acquired during a single monitoring session with an observed subject are scale and orientation invariant (see the beginning of Section III), the location of the stable facial points such as the inner corners of the eyes should remain the same during the entire session. Hence, the certainty of spatial sampling of a facial feature obtained by a given detector can be estimated based upon the error made by the given detector while localizing the stable points belonging to the facial feature at issue; the larger the degree of the detection error, the lower the certainty of the data at issue.
The referential features used for calculating CFs of other fiducial points are the tip of the nose (point P4 of the profile contour, Fig. 3 ), the size of the eyebrow area, the inner corners of the nostrils, and the medial point of the mouth . Point is calculated as the center of gravity of the distribution obtained from the mouth region-of-interest filtered to reveal colors in the vicinity of the pure red [18] . Independently of bilateral facial muscle actions that can affect the facial appearance of the mouth (e.g., mouth stretching, smile, etc.), the medial point of the mouth remains stable. However, this point does not remain stable if unilateral muscle actions occur, causing subtle facial changes in one mouth corner only. In such cases, the CF calculated based upon the referential point will be decreased even though the relevant mouth contour could be spatially sampled with high precision.
The utilized intra-solution consistency check assumes indirectly that all fiducial points are accurately extracted from the reference expressionless-face image of the current subject. To ascertain this assumption, we inspect visually the fiducial points extracted automatically from a neutral expression image acquired at the beginning of each monitoring session with a subject and, if necessary, we mark them manually in the pertinent image. Other images acquired during a single monitoring session are processed in the entirely automatic manner described above.
Eventually, in order to select the best of sometimes redundantly available solutions (e.g., for the fiducial points belonging to the eyebrows), we perform an inter-solution check. We compare, namely, the CFs of the feature points extracted from the contours spatially sampled by different detectors of the same facial component. The feature points having the highest CF are used for further analysis of shown AUs.
In the case of the fiducial points of the mouth, we also perform an "inter-solution consistency check" as a part of the inter-solution check. It compares the outputs of the vertical mouth classifier and the horizontal mouth classifier (see Appendix A) with the properties of the mouth contour localized by a mouth detector. It proceeds as follows. The values of and correspond to the y-coordinate and x-coordinate of point I, respectively, which has been extracted from the mouth contour localized by the detector . The values of and correspond to the y-coordinate and x-coordinate of point I, respectively, which has been localized in the neutral expression image of the currently observed subject. Although the and achieved a 100% average recognition rate when tested on a set of 100 full-face images, both methods use only some average properties of the image [18] , which do not necessarily depict subtle differences between various mouth expressions. Therefore, when the detector passes this inter-solution consistency check successfully, we increase the associated certainty factor for a mere 10%. This increase of 10% has been decided on based upon a number of visual observations conducted by several human observers which suggested that this increase would result neither in an overestimated nor in an underestimated certainty factor . 3) Select the mouth feature points having the highest CF for further analysis of shown AUs. If this process results in a draw, select the mouth feature points extracted from the mouth contour localized by the detector whose results have been selected more frequently during the current session with the observed subject. (middle part of the table) , and two describing shapes formed between certain points (lower part of the table). The value of y(P ) and y corresponds to the y-coordinate of point P (similar for the x-coordinate); " is 1 pixel.
IV. FACIAL ACTION DETECTION
Each AU of the FACS system is anatomically related to the contraction of one or more specific facial muscles [6] . Contractions of facial muscles alter the shape and location of the facial components. Some of these changes in facial expression are observable from the changes in the position of the feature points illustrated in Fig. 3 . To classify detected changes in the position of the feature points in terms of AUs, the pertinent changes are represented first as a set of suitable midlevel feature parameters.
A. Parametric Feature Representation
Six midlevel feature parameters, defined in Fig. 7 , describe the changes in the position of the fiducial points depicted in Fig. 3 . They are calculated for various feature points, for each input image (see Tables II and III , Section IV-B), by comparing the currently extracted points with the relevant points extracted from the neutral expression image of the subject.
More specifically, two midlevel feature parameters describe the motion of the feature points: and . These parameters are calculated only for profile contour fiducial points. The parameter describes the upward or downward movement of point . If , point moves up. If , point moves down. is point localized in the neutral expression image of the currently observed subject.
is point localized in the currently examined image of the observed subject. The values of corresponds to the y-coordinate of point Fig. 7 . Finally two midlevel feature parameters describe two specific shapes formed between certain feature points. Midlevel feature parameter true denotes the presence of an angular shape formed between the profile contour fiducial points P6 and P8 (see Fig. 7 ). This parameter is calculated only for points P6 and P8. Feature parameter true denotes the presence of an increased curvature between the profile contour fiducial points P5 and P6 (see Fig. 7 ). This parameter is calculated only for points P5 and P6.
We assign a certainty factor to each calculated midlevel feature parameter. We do so based upon the CFs associated with the selected feature points (see Section III-C), whose state or motion is described by the pertinent midlevel feature parameter. For example:
, and .
B. Action Unit Recognition
The last step of automatic facial action detection is to translate the extracted facial information (i.e., the calculated feature parameters) into an AU-coded description of the shown facial expression. To achieve this, we apply a rule-based method with the fast-direct chaining inference procedure to two separate sets of rules.
Motivated by the rules of the FACS system (Table I) , each of the rules utilized for AU recognition is defined in terms of the predicates of the midlevel feature representation (Fig. 7) and each encodes a single AU in a unique way according to the relevant FACS rule. A set of 24 rules, say set-1, for encoding 24 AUs occurring alone or in combination in an input face-profile image is given in Table II . A set of 22 rules, say set-2, for encoding 22 AUs occurring alone or in combination in an input frontal-face image is given in Table III . If the input images are face-profile images, the method encodes 24 AUs occurring alone or in combination by utilizing the rules of set-1. If the input images are frontal-face images, the method encodes 22 AUs occurring alone or in combination by utilizing the rules of set-2. Yet, if the input images are dual-view face images, the method encodes 32 AUs occurring alone or in combination by utilizing the rules of both set-1 and set-2.
The applied fast direct-chaining inference procedure takes advantage of both a relational representation of the knowledge and the depth-first search to find as many conclusions as possible within a single "pass" through the knowledge base [24] . The term direct indicates that as the inference process is executing, it creates the proper chain of reasoning. A recursive process starts with the first rule of the knowledge base (set-1 or set-2). Then it searches a linkage between the fired rule and the rule that it will try to fire in the next loop. If such a relation does not exist, the procedure tries to fire the rule that in the knowledge base comes after the rule last fired. As can be seen, the fast direct-chaining inference process is more efficient than both the forward chaining and the backward chaining because it tries to fire only the rules that may potentially contribute to the inference process.
To prevent firing of a rule more than once, we utilize a list of fired rules (LFR). Thus, if a rule has fired (i.e., the rule's premise is true and ), the rule number is added to the LFR. The value of the threshold T is set to . We do so to enable potential encoding of all shown AUs, even if the reached conclusions might have low certainties (due to the propagation, and hence accumulation, of potentially low certainties of extracted facial data).
We assign an initial certainty factor to each AU that can be scored. With each actually scored AU, we associate a factor denoting the certainty with which the pertinent AU has been scored. Its value equals the overall certainty factor p of the premise of the rule whose firing caused the AU in question to be scored.
The certainty factor of the premise of a fired rule is calculated as follows: , where fp is the feature parameter to which clause is related (see also Section IV-A).
In the case of dual-view input face images, some AUs could be scored twice (e.g., AU12, see Tables II and III) . Hence, the last processing step of the utilized algorithm deals with those redundantly available scores. For each such pair of the redundantly inferred conclusions, it discards the one with which a lower CF has been associated.
V. EXPERIMENTAL EVALUATION
There are at least two crucial issues in evaluating the performance of an automated system. The first concerns the acquisition of a relevant test data set and the second is that of validation. 
A. Test Data Set
As already remarked by many researchers (e.g., [7] , [16] , [20] ), no database of images exists that is shared by all diverse facial-expression-research communities. In general, only isolated pieces of such a facial database exist. An example is the unpublished database of Ekman-Hager AU Exemplars [8] , which has been used by Bartlett et al. [1] , Donato et al. [5] , and Tian et al. [27] to train and test their methods for AU detection from face image sequences. Another example is the database of static full-face images, so called FACS Dictionary [10] , which is also not publicly available. This, together with the inapplicability of the databases mentioned above for the purposes of testing our face-profile-based AU encoder, incited us to generate our own database of test images.
The following criteria have been defined for our database of static face images.
1) Resolution:
The images should have standard PAL camera resolution, that is, when digitized, images should measure 720 576 pixels. The largest part of each image is either a portrait or a profile view of a face. In other words, there are at least 450 pixels across the width of the subject's face in the case of a portrait image and at least 300 pixels across the width of the face in the case of a profile-view face image. In turn, this implies that there are approximately 60 to 80 pixels across the width of the subject's eye (as assumed in (1)). 2) Color: The images should be true-color (24-bit) images.
3) DB structure: The images should belong to one of three database clusters: a) Portraits of faces (no in-plane or out-plane head rotations are present); include images scanned from photographs used as behavioral science research material (see Fig. 8 , first row); b) Profile-view images of faces (no in-plane or outplane head rotations are present; see Fig. 8 , second row); c) Dual-view face images (i.e., combined portraits and profiles of faces; see Fig. 8 , third row).
4)
Distribution: the database is installed on our group's server and can be easily accessed by any group member. Similarly to the method presented in this paper, most of the existing approaches to AU detection assume that the presence of the face in the input image is ensured [16] . However, in most real-life situations the location of the face in the scene is not known a priori. The presence of a face can be ensured either by using a method for automatic face detection in arbitrary scenes (see [31] ) or by using a camera setting that ascertains the assumption at issue. The method proposed here does not perform face detection in an arbitrary scene; it operates on face images stored in our facial database, almost each of which has been acquired by a head-mounted CCD digital PAL camera device (Fig. 9) . The pertinent device contains two cameras-the camera set in front of the face acquires portraits while the camera placed on the right side of the face acquires face-profile images. The utilized camera setting ascertains the assumption that the images remain orientation and scale invariant during a monitoring session with a subject and that the face-profile-images are in right profile view (e.g., Fig. 8 ).
The database images represent a number of demographic variables including ethnic background, gender, and age, and provide, in principle, a basis for generality of research findings. Overall, the subjects were students and college personnel (in total 25 different persons) of both sexes, young but still ranging in age from 20 to 45, and of either European, African, Asian, or South American ethnic background. In order to avoid effects of the unique properties of particular people, each DB partition has been supplied with images of several individuals (e.g., the dual-views DB partition contains images of eight different subjects). The subjects were asked to display expressions that included single AUs and combinations of those. They were instructed by an expert (a certified FACS coder) on how to perform the required facial expressions. A total of 330 portraits (excluding some 60 images scanned from the photographs used as behavioral science research material), 240 profile-view images, and 560 dual-view images of subjects' faces were recorded during sessions, which began with displaying a neutral expression.
B. Validation Studies
Validation studies on the AU detection method proposed here address the question of whether the conclusions reached by our method are acceptable to human observers judging the same face images. The presented validation of the rule base and the overall method is based upon the dual-view face images contained in our database. First, two experts (i.e., certified FACS coders) were asked to evaluate the available 560 dual-view face images in terms of displayed AUs. Inter-observer agreement as to the depicted AUs in the images was found for a total of 454 images. The pertinent observers' judgments of these 454 test images were further compared to those generated by our method. Overall results of this comparison are given in Table IV in the following terms. 
1)
Correct denotes that the AU codes generated by our method were completely identical to the AU codes scored by human observers judging the same images. 2) Partially correct denotes that AU-coded description obtained by the method is similar but not identical to the one given by human observers when interpreting the same image (e.g., some AU codes may be missing or may be recognized in addition to those recognized by human observers). 3) Incorrect denotes that none of the AU codes discerned by human observers were recognized by the method. 4) Recognition rate has been calculated as the ratio between the number of correctly recognized test images and the total number of test images. If more than one AU of a particular feature was misidentified in a test image, the pertinent image was counted once for the given feature. If several AUs of different features were misidentified in a test image, that image was counted for each of the pertinent features. To calculate the percentage of agreement (i.e., the recognition rates), human FACS coders typically use the ratio between the number of correctly recognized AUs and the total number of AUs shown in the stimulus image. However, it is more appropriate to calculate the recognition rates based on the number of test images when one evaluates the performance of an automated system. This is because the system may score additional AUs besides those scored by human observers; such errors would not be taken into account if the recognition rates were measured based upon the number of correctly scored AUs and the total number of AUs shown in an image. As can be seen from Table IV, in 86% of 454 test cases our method coded the analyzed facial expression using the same set of AU codes as the human observers. If we consider only the images in which the AUs were encoded with higher certainty factors (say ; there are in total 423 such images), agreement between the system and the human observers was even 91%.
As far as misidentifications produced by our method are concerned, most of them arose from confusion between similar AUs (AU1 and AU2, AU6 and AU7, AU18, and AU35) and from subtle activations that remained unnoticed by human observers (e.g., AU26, AU38, AU39). The reason for the confusion between AU1 and AU2 (i.e., recognizing AU1 in addition to AU2) is that activation of AU2, which raises the outer portion of the eyebrow(s), tends to pull the inner eyebrow (AU1) as well. Although human observers also confuse AU6 and AU7 often [6] , [27] , in the case of our method, the reason for the confusion between AU6 and AU7 are the utilized rules for recognition of these AUs. Namely, if AU12 is present, AU6 will be scored (Table III) although this does not necessarily match the actually shown expression (Fig. 10) . The confusion between AU18 and AU35 is also caused due to the utilized rules for encoding these AUs. Since inward pull of the cheeks is not detected by the system, only the width of the mouth distinguishes AU18 from AU35, causing misidentification of a weak AU35 (Table III) . The reason for most of the mistaken identifications of AU26, AU38, and AU39 are subtle activations of these AUs, which remained unnoticed by the human observers. Actually, in most of such cases, our method coded the input images correctly, unlike the human observers. Yet such cases were addressed as misidentification.
Thus, comparing an automated system's performance to that of human judges is not enough. Human observers sometimes disagree in their judgments of AUs pictured in an analyzed image (e.g., that is why we reduced the initial set of 560 images to the test set of 454 images). They occasionally make mistakes and if the tested system does not produce the same mistakes, its performance measure is reduced. To estimate the performance of an automated system precisely, it is necessary to compare it to a validated standard. A better, readily accessible, standard set of face images objectively encoded in terms of displayed AUs is, therefore, necessary. Yet no effort in establishing such a benchmark database of test images has yet been reported (see also Section V.1).
VI. CONCLUSION
In this paper, we proposed a novel, automated method for detecting facial actions based upon changes in contours of facial components and/or face profile contour detected in a static frontal-view and/or profile-view face image.
The significance of this contribution is in the following.
1) The presented approach to automatic AU recognition extends the state of the art in automatic facial gesture analysis in several directions, including the kind of face images (static), the facial view (frontal, profile, and dual view), the number of AUs (32 in total), the difference in AUs, and the data certainty propagation handled. Namely, the previously reported automated AU detectors do not deal with static images, cannot handle more than one facial view at a time, do not assign certainty measures to the inferred conclusions (let alone varying them in accordance with the certainty of the input data), and, at best, can detect 16 to 20 AUs. 2) This paper provides a basic understanding of how to achieve automatic AU coding in both frontal-face and face-profile static images. It exemplifies how such knowledge can be used for devising procedures of greater flexibility and improved quality (e.g., inaccurate/partial data from one facial view can be substituted by data from the other view). This can form the basis of further research on AU analysis from multiple facial views. Based upon the validation study explained in Section V-B, it can be concluded that the proposed method's performance in AU recognition from dual-view static images of faces exemplifies an acceptable level of expertise. The achieved results are similar to those reported for other automated FACS coders. The method achieves an average recognition rate of 86.3% for encoding 32 AU codes and their combinations in 454 test samples, while other automated FACS coders have (in the best case and for face image sequences) an average recognition rate of 88% for encoding 16 AU codes and their combinations in 113 test samples [27] .
Though it is quite acceptable, the performance of the presented method can be improved in several respects.
1) The proposed algorithm cannot handle distractions like occlusions (e.g., by a hand), glasses, and facial hair. Hence, its analysis is limited to nonoccluded faces without a beard, moustache, and glasses. 2) It cannot deal with rigid head movements; the analyzed images have to be scale and orientation invariant with respect to the image of the expressionless face of the currently observed subject, as if they were acquired by a head-mounted camera device (such as the one illustrated in Fig. 9 ). 3) Head-mounted camera devices usually reduce the freedom with which the subject can move around and they are commonly perceived as being uncomfortable or even cumbersome. 4) The proposed method cannot encode the full range of facial behavior (i.e., all 44 AUs defined in FACS); it performs facial action coding in static frontal-view face images in terms of 22 AU codes, in profile-view face images in terms of 24 AU codes, and in dual-view face images in terms of 32 AU codes (Tables II and III) . Further efforts will be required if these limitations are to be addressed. In addition, it will be interesting to test the proposed method with a substantially large database.
APPENDIX A FRONTAL FACE FEATURE DETECTORS
This appendix provides a short overview of the detectors we are using to spatially sample the contours of the eyebrows, eyes, nostrils, and mouth from an input frontal-view face image.
We apply a simple analysis of image histograms in a combination with various filter transformations to locate six regions of interest (ROIs) in the face region segmented from an input frontal-view face image: two eyebrows, two eyes, nose, and mouth. The details of this procedure can be found in [15] , [18] . Then, to spatially sample the contour of a certain facial component, we apply one or more facial-feature detectors to the pertinent ROI.
A. Eyebrows
Two different detectors localize the contours of the eyebrows in the eyebrow ROIs. One applies the contour-following algorithm based on four-connected chain codes and the other fits a 2-D model of the eyebrow consisting of two second degree parabolas. The details of these algorithms are reported in [21] .
B. Eyes
The contours of the eyes are localized in the eye ROIs by a single detector representing an adapted version of the method for hierarchical-perceptron feature localization [28] . The detector employs a set of 81 4 1 back-propagation neural networks with a Sigmoid transfer function to locate the iris of the eye and the eye microfeatures illustrated in Fig. 5 . The border between the eyelids and the eye on which the microfeatures lie is then approximated by two third-degree polynomials. The details of this algorithm can be found in [15] .
C. Nostrils and Chin
The contours of the nostrils are localized in the nose ROI by applying a method that fits two 2-D small circular models onto the two small regions delimited as the nostril regions by a seed-fill algorithm. The seed-fill algorithm is also used to color eyes and mouth regions in the face region. An adapted version of the Vornoi-diagrams-based algorithm delimits the symmetry line between them. The tip of the chin is localized as the first peak after the third deepest valley (the mouth) of the brightness distribution along the symmetry line [15] .
D. Mouth
We utilize two detectors to spatially sample the contour of the mouth in the mouth ROI. Curve fitting of the mouth applies a simple boundary-following algorithm to achieve a coarse estimation of the mouth contour and a second-order least-square model algorithm to fit four second degree parabolas on the coarse mouth contour. Mouth template matching detector localizes the contour of the mouth in the mouth ROI by fitting a 2-D model of the lips to the mouth (Fig. 6) . We also employ two detectors to classify the horizontal and the vertical movements of the mouth. The vertical mouth classifier utilizes a set of back-propagation neural networks to classify the mouth movements into one of the categories '"smile," "neutral" and "sad." The horizontal mouth classifier employs rule-based reasoning to classify the mouth movements into one of the categories "stretched," "neutral," and "puckered." Details of these algorithms are reported in [18] .
E. Computational Costs
For a standard frontal-view image (i.e., pixels across the width of the face), the multidetector processing takes approximately 8 s on a Pentium 2, 0 GHz. This represents more than 75% of the total time spent on AU detection in a dual-view face image. Yet, none of the utilized detectors runs a computationally expensive algorithm. Hence, we feel that a careful reimplementation, aimed at obtaining optimal code of the employed detectors will greatly improve the performance.
