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On Predicting a Band-limited Signal Based on Past Sample Values P. P. VAIDYANATHAN
The prediction of samples o f a band-limited real signal x,(t) from a finite number o f past samples is considered. It is shown how a signal-independent linear predictor of finite order can be constructed based on Chebyshev polynomials, such that the prediction error tends to zero for sampling rate exceeding the Nyquist rate.
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will enable us to predict the present sample values x,(nT& based on a finite number of past samples, with arbitrarily small (prespecified) error, and with predictor coefficient sindependentofthe signal x,(t)? (Here Ts represents the sampling period, i.e., T, = 2 d Q, .
) In a 1962 text [l, Wainstein and Zubakov showed that such prediction is possible as long as the sampling frequency 3 , satisfies 3 , > 38 where 8 is the Nyquist frequency given by 8 = 20W Explicit formulas for predictor coefficients aN-l,l; of the (N -1)th order predictor (where Ndependson the desired prediction accuracy) are also given in [l] . As the predictor order (N -1) + OD, an appropriate norm of the prediction error approaches zero.
In 1972, Brown, Jr., [2] extended these results and showed that it is sufficient to sample the signal x,(t) at two times the Nyquist frequency 8, and also showed how to obtain the coefficients of the (N -1)th order predictor. These results were further improved by Splettstosser [3] in 1982, who showed that this kind of a prediction is possible even with the sampling frequency equal to 1.5 times the Nyquist frequency 8. Once again, the coefficients aN-l,k of the (N -1)th order predictor (which were independent of x#)) could be derived.
Brown [2] and Splettstosser [3] have also observed that it is theoretically possible to predict the samples of x#) in the above manner, as long as the sampling frequency is larger that the Nyquist rate by any arbitrarily small amount e > 0, i.e., (1) is sufficient. The proof is based on the use of the Chebyshev polynomial, and automatically shows how the predictor coefficients can be computed (once again, independent of x#)).
II. CONSTRUCTION OF THE PREDICTOR COEFFICIENTS
In order to keep the notations simple, we shall present our arguments based on the sequence x(n) defined by x(n) = x,(nT& and its transform [4] given by m X(ej7 = C x(n) e-.iun. Let x(n) be band-limited to 101 s w, < T (see Fig. 1 ). We can recast the prediction problem by asking how large wM can b e , so that x(n) n = -m Fig. 2. High-pass filtering of x(n) . 5 IwI w, (see Fig. 2(a) ). If x(n) is passed through this filter, the output sequence eh(n) therefore has "small" energy. We have
If we assume that h(n) is normalized such that h(0) = 1, then this implies
1;-1
In other words, as long as H(z) is a good high-pass filter with h(0) = 1 and with stopband edge 2 w,, the coefficients -h(l), -h(2), equal to unity. If we now replace cos ( d 2 ) in D d w ) with (,Irr + 2-ln)/2 and multiply the result by z -~ we obtain a causal low-pass FIR transfer function Accordingly, if we define a high-pass filter H(z) to be
then H(z) has the following features:
for all w such that IwI I T -oc.
Now suppose we are given the band-limited signal x(n), with wM = T -E, where e > 0. We then choose w, = E so that the stopband of H(z)coincideswith the signal band. A largeenough even-integer Kcan now be found such that2cosK(t/2) < 1. Such afiniteKexists because E > 0. Once w, and K are thus found, H(z) is known. We now define G(z) = HP(z). As P increases, the stopband energy of HP(z) gets smaller and smaller, and the prediction accuracy increases, i.e., e,(n) -, 0 as P -, m. (Formally, appropriate norms for the error can be formulated depending on whether the signal is deterministic or stochastic [I]-[3]. These norms tend to zero as P -+ m.) The impulse response coefficients g(n) of G(z) directly give us the predictor coefficients aN-l,n = -g(n), 1 I n I N -1 where N -1 P(L -1) PK.
Ill. PRACTICAL CONSIDERATIONS
Some of the coefficients aN-l , n computed as above take on very largevalues,asNincreases.Thisfeatureisalsotrueofthepredictor coefficients in [I], which are based on binomial coefficients. Brown [2] has modified the results in [I] by incorporating a factor a such that 0 < a < 1. According to Brown's method we have H(z) = (1 -az-'), and G(z) = Hp(z), so that the predictor coefficients are where N -1 = P.Thepresenceof a here helpsto reducethegrowth of the numbers to some extent. As wM gets closer to d 2 , a gets smaller. But at the same time, (H(e'"u)( gets closer to unity. As a result, P(and hence N) has to be madevery large in order to reduce the prediction error, whenevera is small. The net effect on the size of the coefficients aN-is that, they continue to be large. Accordingly, in a practical implementation (say, with fixed-point arithmetic) of predictors based on most of these techniques, one has to take into account the possibility of internal computational overflow and also roundoff noise.
