Abstract: Deadline-constrained scheduling in project management is a NP-hard optimisation problem with major relevance in software engineering and other real-life situations dealing with the planning of activities that must be completed before specific dates. This article introduces efficient parallel versions for two evolutionary algorithms (genetic algorithm and hybrid evolutionary algorithm), to solve the deadline-constrained scheduling problem in project management. The proposed algorithms have been engineered to compute accurate solutions in reduced execution times. Specific evolutionary operators, including a parallel local search operator in the hybrid evolutionary algorithm, are proposed for efficiently solving realistic problem instances, and both a master-slave parallel strategy and a distributed subpopulation model are applied to further improve the computational efficiency and the results quality. The experimental analysis performed on both a set of standard problem instances and new large problem instances demonstrate that accurate solutions are computed by the proposed techniques, especially for the distributed subpopulation version of the hybrid evolutionary algorithm. The comparative experimental evaluation demonstrates that the parallel evolutionary algorithms are able to outperform in reduced execution times the results computed using one of the best well-known deterministic techniques for the problem, in particular when solving instances with tight deadline constraints.
Introduction
In a broad sense, project management involves planning and organising a set of tasks or activities in order to generate a product or offer a service in the best possible way, according to specified objectives, goals, and constraints (Nicholas and Steyn, 2011) .
Project management is of major relevance in the software engineering field, but also in manufacturing, logistics, management, and many other real-life situations dealing with the planning of activities that must be completed before given dates in order to fulfil specific goals. It is a common situation that, in order to shorten the project duration and speed up the product generation, some activities can be performed faster by employing additional and/or specialised resources (i.e., faster computers, skilled employees, etc.). However, employing additional resources increases the overall cost of the entire project. Considering that each activity can be performed by using a set of alternative modes, each one defined by a time-cost pair, a key problem to enable the best project performance consists in finding a planning or schedule that assigns modes to activities. The schedule should provide a potentially good trade-off between the duration of the whole set of activities and the cost, i.e., the amount of a non-renewable resource, a specialised person or machine, etc., committed to each activity.
In this article, we address the scheduling problem known as deadline problem in project management (DPPM), which accounts for both precedence between activities and deadline for its execution. In the related literature, the problem is also referred as the discrete time/cost trade-off problem (DTCTP). This problem became specially relevant for project management since the development of the critical path method (CPM) (Kelley and Walker, 1959) , and later with its application to software engineering, project management and several other planning problems.
Most traditional scheduling problems are within the NP-hard class for optimisation problem (Garey and Johnson, 1979) . As a consequence, classic deterministic programming methods (i.e., backtracking, dynamic programming, etc.) are only useful for solving problem instances of reduced size. While some specific variants of the DPPM/DTCTP, i.e., the variant that only considers linear cost functions -can be solved in polynomial time, it has been proved that the discrete version of the problem, i.e., when the time-cost trade-off follows a discrete non-increasing pattern, and accelerating a given activity is possible by allocating more resources to it, but implying a larger project cost -is NP-hard (Grigoriev and Woeginger, 2004) . Heuristics and metaheuristics (Nesmachnow, 2014) are promising efficient methods for solving this kind of hard scheduling problems, since they are able to get accurate solutions in reasonable times, even when solving large problem instances. In fact, many heuristics methods have been proposed to approximately solve the DPPM/DTCTP (Skutella, 1998; Vanhoucke and Debels, 2007) .
Among a broad set of modern metaheuristic techniques for optimisation, evolutionary algorithms (EAs) (Bäck et al., 1997) have emerged as flexible and robust methods for solving scheduling problems, achieving the high level of accuracy and efficiency also shown in many other application areas. Although they usually require larger execution times (in the order of minutes) than ad-hoc scheduling heuristics, EAs are able to find accurate solutions and they outperform ad-hoc heuristics, so they are competitive algorithms for solving complex instances of different variants of the scheduling problem (Iturriaga et al., 2013; Nesmachnow et al., 2010 Nesmachnow et al., , 2012 as well as other complex problems (Sarkar and Chakraborty, 2011; Nesmachnow et al., 2007; Toutouh et al., 2012) .
In order to further improve the efficiency of metaheuristic methods, parallel implementations became a popular option to speed up the search and improve the results quality (Alba et al., 2013; Laredo et al., 2008; Nesmachnow, 2014) . By using several processing units to execute processes that work cooperatively, parallel EAs allow reaching high quality results in a reasonable execution time even for hard-to-solve optimisation problems.
This article extends the previous conference papers ( Galnares and Nesmachnow, 2012a, 2012b) where the sequential and one of the parallel EAs were first introduced for solving standard DPPM benchmark instances. The main contributions of the research reported in this article are: 1 to introduce two highly efficient parallel EAs, following the master-slave and the distributed subpopulations model to solve the DPPM; both parallel EAs were designed to solve realistic problem instances in reduced execution times 2 to efficiently compute accurate schedules, which outperform previous results in literature, especially for a set of problem instances with tight deadline constraints 3 a scalability analysis that demonstrate the applicability of the proposed parallel EAs for solving realistic largedimension problem instances.
Overall, the main results from the experimental evaluation indicate that the best parallel EAs was able to compute 12 new best solutions for the set of 36 standard problem instances solved. Using a few minutes of execution time, the proposed parallel EAs are able to generate solutions that deviate from the optimal solution (according to lower bounds computed for the problem) less than 0.20% on average. The majority of these deviations are found to be exactly 0.00%, thus optimal solutions are found by using the proposed parallel EA. In addition, in the scalability analysis when solving realistic large-dimension problem instances, the proposed parallel EAs clearly outperform a greedy heuristic for the problem. The manuscript is structured as follows. The next section describes the paradigm of evolutionary computation and parallel EAs. The DPPM formulation is introduced in Section 3. Section 4 reviews previous works on EAs and other relevant algorithms applied to solve the DPPM and related variants. The main features and the implementation details of the parallel EA used in the study are described in Section 5. The experimental analysis and the discussion of the results are presented in Section 6, while the conclusions and main lines for future work are formulated in Section 7.
Evolutionary computation
This section introduces the paradigm of evolutionary computation, and describes genetic algorithms, hybrid algorithms and parallel implementations for EAs.
Evolutionary algorithms
EAs are non-deterministic methods that emulate the evolutionary process of species in nature, in order to solve optimisation, search, and other related problems (Bäck et al., 1997; Goldberg, 1989) . In the last 30 years, EAs have been successfully applied for solving optimisation problems underlying many real applications of high complexity.
The generic schema of an EA is shown in Algorithm 1. An EA is an iterative technique (each iteration is called a generation) that applies stochastic operators on a pool of individuals (the population P) in order to improve their fitness, which is a measure related to the objective function. Every individual in the population is the encoded version of a solution for the problem. The initial population is generated by a random method or by using a specific heuristic for the problem (line 2 in Algorithm 1). An evaluation function associates a fitness value to every individual, indicating its suitability to solve the problem (line 4). The search is guided by a probabilistic selection-ofthe-best technique (for both parents and offspring) to tentative solutions of higher quality (line 5). Iteratively, solutions are modified by the probabilistic application of variation operators (line 6) like the recombination of parts from two individuals or random changes (mutations).
The stopping criterion usually involves a fixed number of generations or execution time, a quality threshold on the best fitness value, or the detection of a stagnation situation. Specific policies are used to select the groups of individuals to recombine (the selection method) and to determine which new individuals are inserted in the population in each new generation (the replacement criterion). The EA returns the best solution ever found in the iterative process, taking into account the fitness function.
Genetic algorithm
One of the most popular variants of EA is the genetic algorithm (GA), which has been extensively used to solve optimisation problems, mainly due to its simplicity and versatility. The classic formulation of a GA was presented by Goldberg (1989) . Based on the generic schema of an EA shown in Algorithm 1, a GA defines selection, recombination and mutation operators, applying them to the population of potential solutions in each generation. In a classic application of a GA, the recombination operator is mainly used to guide the search (by exploiting the characteristics of suitable individuals), while the mutation is used as the operator aimed at providing diversity for exploring different zones of the search space.
Algorithm 1 Schema of an evolutionary algorithm
end while 10 return best solution ever found
The simplest formulation of GA (named simple GA) uses the single point crossover (SPX operator), which selects a single crossover point at random and the subparts of the two parents between that crossover position are exchanged to create two offsprings; and the bit flip mutation (BFM), which randomly modifies a given position in the solution encoding (this operator is applied on a bit-by-bit basis).
In this article, we design and implement two parallel versions of GA, following the master-slave and the distributed subpopulation models (see next subsection), and apply the new variants to solve the DPPM. In our proposal, the traditional schema for GA is improved by including ad-hoc recombination and mutation operators in order to deal with the intrinsic complexity and constraints of the problem solved. In addition, a specific local search operator is included to further improve the search efficacy when dealing with tight constrained DPPM instances, as explained next.
Hybrid evolutionary algorithms
In its broadest sense, hybridisation refers to the inclusion of problem-dependent knowledge in a general search algorithm (Bäck et al., 1997) .
One option is to construct strong hybrid algorithms, where problem knowledge is included as a problem-dependent representation and/or special operators. The other possibility consists in combining two or more methods to solve the same optimisation problem, constructing weak hybrid algorithms by trying to take advantage of the salient features of each component to improve the efficiency or accuracy of search.
The hybrid algorithm defines a new search pattern by determining when each component is executed, and how the internal states of each component report the results to the other component. Usually, by exchanging a small set of partial solutions and/or some statistical values, it is possible to combine two or more optimisation algorithms in an efficient manner (Talbi, 2002) .
In this article, we design and implement a hybrid EA (HEA) by combining both hybridisation approaches: a standard GA is improved by including ad-hoc problem-related operators and also by applying a local search (LS) as an inner variation operator. The idea is that the improved GA provides a good exploration to locate promising regions of the search space, and the LS operator allows exploiting and improving accurate solutions found, by searching in the neighbourhood of (already found) good solutions identified by the EA. Furthermore, parallel versions of the hybrid EA were implemented.
We aim at developing a highly accurate optimisation technique for the DPPM, by combining the main features of GA, ad-hoc operators, LS, and parallelism.
Parallel evolutionary algorithms
Parallel implementations are popular options to improve the efficiency of EAs. By using several computing elements, parallel EAs allow reaching high quality results in a reasonable execution time even for hard-to-solve optimisation problems.
Three main paradigms have been proposed in the related literature to design parallel EAs, regarding the criterion used for the organisation of the population (Alba and Tomassini, 2002 ):
• The master-slave model follows a functional decomposition of the EA. The evaluation of the fitness function is the main candidate to perform in parallel when solving hard optimisation problems -since it usually requires larger computing time than the application of the variation operators, but the search operators can be applied in parallel too, as it is done in the master-slave parallel EAs proposed in this article. Summarising, a master-slave parallel EA is organised in a hierarchic structure: a master process performs the evolutionary search, while it controls a group of slave processes that evaluate the fitness function and/or apply the variation operators [ Figure 1(a) ]. A synchronous master-slave parallel EA advances generation-bygeneration, thus performing exactly the same operations than a sequential EA. However, in an asynchronous master-slave parallel EA, some individuals are inserted (and used) faster than others, providing a different algorithmic behaviour and a different exploration pattern.
• The distributed subpopulations model splits the global population in several subpopulations (also called demes), separated geographically from each other. Each deme runs a sequential EA, and the individuals are able to interact only with other individuals in the deme. An additional migration operator is defined: occasionally (at a specified frequency) some selected individuals are exchanged among subpopulations according to a specific communication pattern, introducing a new source of diversity in the EA, often helping to compute better results than a sequential EA. The unidirectional ring interconnection topology is frequently used to communicate demes [ Figure 1(b) ].
• The cellular model considers an underlying spatial structure for the individuals in the population, most usually a two-dimensional toroidal grid. The interactions are restricted only to neighbouring solutions. The propagation of good characteristics in the solutions follows the diffusion model (Pettey, 1997) , gradually spreading through the grid. The limited interaction between individuals is useful to provide diversity in the population, often improving the evolutionary search [ Figure 1(c) ].
The parallel EAs proposed in this work to solve the DPPM follow the master-slave and the distributed subpopulation models. In the master-slave implementation, the three main stages of the evolutionary search (selection, crossover, and mutation) are executed (asynchronously) in parallel by following a multithreading approach, since they demand significant computing time due to the characteristics of the problem solved. The distributed subpopulation implementation includes a second level of parallelism applied to execute several subpopulation in parallel. The details about the design and implementation of the proposed parallel EAs are presented in Section 5. 
Deadline problem in project management
This section presents the mathematical formulation of the DPPM as an optimisation problem. The DPPM formulation considers the following elements:
• Every project has a set of activities A = {a 1 , a 2 , ..., a N } (dimension N). Since some activities may require the completion of some other activities before they begin, a precedence function P is defined, where P i is the set of immediate predecessors of activity a i .
• A set of execution modes ik ik c c < which means that in order to speed up the time of a given activity additional resources are needed, i.e., higher costs are demanded. In addition, k 1 < k 2 implies 1 2 ik ik t t < for all activities a i , that is, the activity modes are ordered by decreasing order of duration.
• S i denotes the starting time of activity a i .
• A global deadline T for the project duration is established.
The goal of the DPPM is to find a schedule, i.e., a function f : M R → A N that assigns modes to the activities, which minimises the total cost while fulfilling the precedence constraints and subject to that the entire project duration cannot exceed the deadline T.
For the DPPM mathematical formulation, lets consider two dummy activities, a 0 which precedes all those real activities with no predecessors, and a N + 1 , which is performed after all activities having no successors are finished (thus, S N + 1 is the entire project duration), and the binary decision variables y ik , whose values are given by equation (1). 1, if activity is assigned to mode 0, otherwise.
Thus, the DPPM formulation as optimisation problem is presented in equation (2).
The objective of the DPPM is the minimisation of the total cost function [equation ( And the integrity constraints:
1 the starting time of the activities must be non-negative [equation (2.5)]
2 the values of y ik are binary [equation (2.6)].
Related work: heuristics and metaheuristics for the DPPM
This subsection presents a brief review of previous works in literature applying heuristic and metaheuristic algorithms to solve the DPPM and related variants of the problem. Pioneering works demonstrated that when the time/cost functions are linear, the DPPM can be solved efficiently by applying traditional methods such as maximum flow algorithm, dual-based algorithm and cut search algorithm. However, Dunne et al. (1997) proved that all versions of the DTCTP are NP-hard in the strong sense. They also showed that some special graphs (pure parallel and pure series) are solvable in polynomial times. Demeulemeester et al. (1998) solved the time/cost curve problem by applying a horizon-varying approach using iterative solutions of the DPPM, computed with a branch and bound (BAB) algorithm using linear relaxation-based lower bounds. The proposed approach solved small-sized instances up to 30 activities and four modes easily, but failed to solve most of the considered instances with 40 activities. Deineko and Woeginger (2001) proved that there cannot exist a polynomial time approximation algorithm with a performance guarantee better than 3/2 for any versions of the DTCTP.
Akkan et al. (2005) computed upper and lower bounds for the DPPM using column generation techniques based on a network decomposition approach. The proposed techniques are also applied to construct feasible solutions. An extensive computational study revealed the satisfactory behaviour of the algorithm, which obtained solutions with average cost gap less than 7% over the exact solutions in only six seconds.
Hafizoglu and Azizoglu (2010) introduced algorithms based on linear programming relaxation to solve the DPPM, and defined two lower bound (LB) procedures on the optimal total cost, namely naive bound and LPR-based LB. These LB were used in their BAB algorithm to define the branching strategy and to eliminate non-promising partial solutions. The BAB method solved instances with up to 150 activities and ten modes in reasonable execution times. The computational results revealed the satisfactory behaviour of BAB for loose deadline time constraints. However, when faced with tighter constraints, the execution time of BAB increased considerably, reaching an hour of computing time. Up to our knowledge, the BAB algorithm is one of the best method for solving the DPPM, although it demands a large computing time for instances with tight deadlines. Anagnostopoulos and Kotsikas (2010) developed five variants of a simulated annealing algorithm for solving the problem. Although these variants differ on the number of iterations in each cycle and on the stopping criterion, all of them achieve feasible solutions in a few seconds, and all methods are able to solve large-sized instances up to 300 activities with four modes. However, the quality of the computed solutions are not evaluated using optimal solutions or even lower bounds for the problem. Instead, the solutions are only evaluated with estimations of the global optima within a certain confidence interval. Hazir et al. (2010) proposed an effective exact algorithm to solve the time minimisation version of the DTCTP by decomposing the problem into two simpler subproblems. A master problem solves a relaxed version of DTCTP, generates trial values for the integer variables, and computes a lower bound for a minimisation objective. Then, a subproblem is solved, which is the original problem with the values of the integer variables temporarily fixed by the master problem. The experimental analysis solved instances from Akkan et al. (2005) with 85 to 136 activities, two to ten modes, and tight deadline constraints. According to the results, 74% of these tight instances could be solved exactly in ten minutes, 96% in an hour and all the instances are solved in 90 minutes. Up to our knowledge, this is the best method for solving the time minimisation variant of the DTCTP with tight deadlines. Zhang and Shan (2010) included in the DTCTP constrains that account for renewable and non-renewable resources simultaneously. A GA was applied to solve this variant of the problem, which was able to solve a small instance with two renewable and two non-renewable resources, and with up to 30 activities/3 modes in no more than four seconds.
Fallah-Mehdipour et al. (2012) extended the DPPM formulation by including a new feature, the quality of the project, to the previously considered time and cost parameters. Two techniques are used to solve the proposed problem, namely multi-objective particle swarm optimisation (MOPSO) and non-dominated sorting genetic algorithm (NSGA-II). Only two problem instances (with 2 objectives/18 activities, and three objectives/seven activities, respectively) are considered in the experimental analysis to evaluate the proposed algorithms. The results show that both methods are able to achieve feasible solutions, but no comparison with other techniques or computing times are reported.
Up to our knowledge, there are no antecedents of previous works applying parallel metaheuristics to solve the DPPM/DTCTP.
Summarising, the analysis of the related works shows that solving DPPM/DTCTP instances with tight deadline constraints in reduced execution times is a hard task. For these instances, the best existing approaches demands more than one hour of execution time. Thus, there is still room to contribute in this line of research, by developing efficient and accurate methods to solve the DPPM/DTCTP, able to handle the increasing complexity of realistic instances with tight constraints in reduced execution times.
Efficient parallel EAs for the DPPM
This section introduces the software library in which the proposed parallel EAs were implemented, and describes the main features of their implementation. The proposed methods are the simple genetic algorithm and a hybrid EA combining GA and a specific local search designed for the problem. The functions and methods within each EA were designed to compute accurate solutions in reduced time and to provide a good exploration pattern, by using ad-hoc evolutionary operators.
The GAlib library
The proposed parallel EAs were implemented by extending GAlib, a library for EAs developed in C/C++ using the object oriented paradigm (Wall, 1996) . The library includes tools to implement EAs and offers the possibility of developing user-defined representations and operators.
Within our work, several modifications were performed to GAlib in order to provide support for both the master-slave model and the distributed subpopulation model applied to the proposed EA, including: 1 implementing the thread creation, management, and synchronisation for both parallel models 2 implementing a thread-safe variant for the pseudorandom number generator 3 applying mutual exclusion sections for the selection operator, population, and statistical variables for the master-slave model 4 including all the previous features in the distributed implementation already provided by GAlib.
Solution encoding
In canonical GAs, bits are used to represent a solution using a binary encoding. However, in the proposed parallel EAs, a more complex encoding is defined to consider the precedence relations between activities and to take into account the different modes in which each activity can be performed. Each individual in the population is encoded as an array where I i represents the activity a i , and I ki denotes the activity a i in mode m ik . In the proposed encoding, the execution order of activities is from left to right: all of the predecessors of activity I i are located before, i.e., at the left -of I i . Figure 2 shows an example of solution encoding for a given set of activities and their precedence relations modelled according to a directed acyclic graph. The fitness function is given by equation (2), where C is the maximum cost of the project, i.e., the sum of all activity costs assuming that all activities are in the costliest mode (the last mode).
Feasibility check and repair mechanism
The initialisation and variation operators used in the proposed parallel EA never violate the task precedence constrains, but they can generate non-feasible solutions that do not fulfil the deadline constraints. Thus, a stochastic feasibility check/repair method is applied to correct non-feasible solutions.
The total time of the project cannot exceed the deadline T. Therefore, any individual When this condition is not verified, the feasibility repair mechanism works by randomly selecting an activity and changing its mode in order to demand a shorter execution time. This procedure is iteratively applied until the deadline constraint is met.
Evolutionary operators
Initialisation. An initial population of feasible solutions is generated by applying an ad-hoc randomised construction operator. I is inserted in the first available empty location. Otherwise, another activity is selected. When the whole schedule has been constructed, the feasibility check/repair mechanism is applied in order to meet the deadline constraints.
Selection. The standard proportional selection method (roulette wheel) is used. An individual i is selected to recombine/mutate with probability P SEL (i), given by equation (3), where #p is the size of the population in the parallel EA. 
Exploitation: recombination. An ad-hoc single point crossover operator (Bäck et al., 1997 ) is used to recombine solutions in the proposed parallel EA. In order to preserve the precedence relations between activities, a specific procedure is used. Two parents Each offspring inherits activities from one parent, half of them with the order and modes they have in the other parent. The recombination operator can generate solutions that exceed the maximum time allowed, so the repair method is used to assure that all constraints are met. An example of recombination is presented in Figure 3(a) . The crossover operator can generate solutions that exceed the maximum time allowed, so the feasibility check/repair procedure is used to assure that all constraints are met. The mutation operator maintains the precedence relations between activities, but the new mode is randomly selected, so the feasibility check/repair mechanism is applied to guarantee that the deadline constraint is met. Figure 3 by evaluating to change the activities to a mode that reduces the total cost. Starting on a randomly selected activity a r represented by A r , the operator cyclically analyses all the N activities, attempting to change it to mode m r ( k-1 ), assuming that the activity is assigned to execute in mode m rk . The process is iteratively applied until all activities have been analysed and no change has been applied, because making such changes will imply to violate the deadline constraint. Thus, a new schedule
The local search operator maintains the precedence relations between activities and it also guarantees that the deadline constraint is not violated.
The local search operator is applied to all new individuals obtained from the recombination and mutation operators in each generation. Thus, it is a time-consuming operator having an important influence in the performance of the proposed parallel EA.
Parallel model
Two parallel models were applied to improve the efficiency and the solution quality of the proposed EAs:
• Master-slave model. A multithreading master-slave parallel model was applied in the proposed parallel EA. A diagram of the master-slave model is presented in Figure 4 .
The proposed master-slave parallel EAs use a pool of t threads. Each thread executes all the operators, including the time-consuming local search operator and the feasibility check/repair mechanism. Since each thread creates two new solutions, a synchronising procedure is required to manage the concurrent access in order to build the new population.
The master-slave parallel EAs were implemented using the specific version of GAlib that we designed for this research, according to the details already commented in Section 5.1.
• Distributed subpopulations. The implementation of the distributed subpopulations parallel EAs extend the GADeme model provided for parallel EAs in GAlib. A diagram of the distributed subpopulations model is presented in Figure 5 .
Within each deme, the multithreading approach applied for the master-slave implementation is used. This technique allows combining the main features of both parallel implementations in order to improve the search.
Experimental analysis
This section introduces the set of DPPM instances and the computational platform used in the experimental evaluation. After that, the parameter setting experiments are commented. Finally, the numerical results of the proposed parallel EAs are reported and discussed, and the behaviour when solving large DPPM instances is studied.
DPPM instances
Thirty-six complex instances in the standard benchmark from Akkan et al. (2005) are used to evaluate the proposed parallel EA. In these instances, projects are represented by graphs, where the nodes symbolise the activities and the edges define their precedence relations. This set of problem instances have been frequently used in related articles in literature when evaluating algorithms for the DPPM/DTCTP.
We selected the most complex instances, regarding two metrics: coefficient of network complexity (C), i.e., the ratio between number of activities and number of modes (a higher C value results in more activities), and complexity index (CI), i.e., the number of node duplications needed to transform an instance into a series-parallel, that is, it evaluates how close is the given instance to a series-parallel one. The main characteristics of the selected instances are:
• the number of modes for each activity are selected using a discrete uniform distribution in the range [1, 10] • the duration of each activity is selected using a discrete uniform distribution in the range [3, 123] • the minimum cost c i , 1 is selected using a discrete uniform distribution in the range [5, 15] for all i
where a is also taken from a uniform distribution The values of CI, C, and the amount of activities (N) used in the experimental analysis of the proposed evolutionary algorithms are given in Table 1 .
Development and execution platform
The sequential and parallel EAs were implemented in C++, using the GAlib library. The multithreading support for the master-slave parallel model is provided with the standard pthreads library, and the distributed subpopulations is implemented using the MPICH-2 library, a well-known implementation of the MPI library for parallel and distributed programming (Gropp, 2002) .
The experimental analysis was performed on an Opteron 6172 Magny Cours (24 cores) processor at 2.26 GHz, with 24 GB RAM, and the CentOS Linux 5.2 operating system, from the Cluster FING infrastructure (http://www.fing.edu.uy/cluster) (Nesmachnow, 2010) . 
Parameter setting experiments
A configuration analysis was performed to determine the best values for three of the main parameter that govern the search behaviour of the proposed parallel EAs. The studied parameters included: population size (#p), and the crossover (p C ) and mutation (p M ) probabilities.
The candidate values for the parameters were: #p ∈ [50, 75, 100], p C ∈ [0.85, 0.90, 0.95], and p M ∈ [0.01, 0.05, 0.1]. The number of threads and distributed subpopulations were not analysed as a configurable parameter, as they are fixed taking into account the number of computing elements in the parallel computing infrastructure used, in order to maximise the computational efficiency.
Thirty executions of the proposed EA were performed for two average-size DPPM instances, with CI = 14, C = 6, N = 102, and θ = 0.15. Figure 6 presents two samples of the parameter configuration results for #p = 50 and #p = 100. The lowest average, median, and best cost results were obtained when using the parameter configurations with population size #p = 50, and crossover probability p C = 0.95. Regarding the mutation probability, the best results were obtained with the lowest values (p M = 0.01 and p M = 0.05). The results of the parameter setting experiments indicate that the crossover operator is very important to compute accurate solutions, since the best results were obtained when using the largest value of p C . In addition, no significant improvements in the results were detected when increasing the population size from 50 to 100. Suggesting that working with a larger population is not useful to improve the results quality (and in that case, the computing time increase). Taking into account the previous analysis, in the validation experiments the proposed parallel EAs were executed with the parameter configuration #p = 50, p C = 0.95 and p M = 0.01.
Results and discussion
This subsection presents the results of the proposed parallel EAs for the DPPM.
Methodology
In the experimental evaluation, 50 executions for each one of the proposed sequential and parallel EAs were performed to solve each one of the 36 standard DPPM instances studied. In addition, three large problem instances are used in the scalability analysis of the proposed parallel EAs. The parallel master-slave versions of the proposed EAs were executed with twenty-four slave threads (each thread handles two parents to produce offspring and applying the local search in the hybrid EA). The distributed subpopulations EAs were executed with four subpopulations, each one handling 12 individuals.
In all experiments, a stagnation stopping criterion was applied in the proposed EAs: they stop when no improvement in the best fitness value is detected during 100 generations. This value was chosen after initial parameter setting experiments suggested that it allows a good trade-off between solution quality and computational efficiency.
For the standard DPPM instances, the results obtained by the proposed EAs are compared against lower bounds for the problem computed using CPLEX and also against the BAB method by Hafizoglu and Azizoglu (2010) . The BAB method is, up to our knowledge, one of the best known deterministic methods for solving the DPPM, even outperforming the original method by Akkan et al. (2005) .
We defined two GAP metrics in order to compare the quality of the solutions computed by the proposed parallel EA against the BAB results and the lower bounds computed applying a specific relaxation for the problem. The GAP metrics are defined in equation (4) (gap when comparing against BAB) and equation (5) (gap when comparing against the CPLEX lower bounds), where best PEA is the cost of the best solution computed by each one of the proposed parallel EAs, and best BAB , and best LB are the costs computed using the BAB method and the lower bound, respectively.
In order to determine the significance of the comparison between the studied EAs, a statistical analysis is performed over the results distributions for each method. First, the Kolmogorov-Smirnov statistical test is applied to check whether the obtained fitness values follow a normal distribution or not. Since the D metric values for the Kolmogorov-Smirnov test indicate that the results are not normally distributed, the non-parametric Kruskal-Wallis statistical test was performed with a confidence level of 99%, to compare the distributions for the proposed EAs. We also evaluated the wall-clock time required by the proposed parallel EAs, and report a scalability analysis based on the comparison with the sequential version using only one thread/subpopulation for execution. On the other hand, in the scalability analysis, where new large-dimension problem instances are faced and no previous results are available, the parallel EAs results are compared against those computed using a randomised greedy heuristic specifically designed to solve the problem.
The numerical results and the discussion are presented in the following subsections. Tables 2 and 3 report the average and best results obtained by the sequential and parallel versions of the proposed GA and HEA to solve the DPPM, for the problem instances by Akkan et al. (2005) with CI = 13 and CI = 14, respectively. All average and standard deviation values are computed taking into account the 50 executions performed for each algorithm to solve each problem instance.
Comparative analysis between sequential and parallel EAs

Table 2
Results comparison of the proposed sequential/parallel EAs for the DPPM (CI = 13) Table 3 Results comparison of the proposed sequential/parallel EAs for the DPPM (CI = 14)
The results in Tables 2 and 3 indicate that the hybrid EA is able to compute better results than the traditional GA for all problem instances solved. In addition, the results also confirm that the distributed subpopulations model steadily computes the best average results for all problem instances, outperforming both the sequential and the master-slave parallel model. This results indicate that the improved diversity provided by the distributed subpopulations and the migration operator are helpful to improve the solutions computed by a traditional GA. The small p-values obtained in the Kruskal-Wallis statistical test for the comparison (< 0.01 in all cases) indicate that the fitness improvements can be considered statistically significant, allowing us to conclude that the parallel implementation of HEA following the distributed subpopulations model is the best algorithm from among the studied ones.
Comparison against BAB and lower bounds
For the problem instances by Akkan et al. (2005) , concrete results computed with the BAB algorithm by Hafizoglu and Azizoglu (2010) are available, using different time limits (determined by the parameter θ. Thus, it is possible to make a comparison between the solutions computed by the proposed parallel EAs and those reported for BAB. Table 4 reports the experimental results of the comparison against BAB and lower bounds (GAP BAB and GAP LB , respectively) obtained by the sequential (seq.), parallel master-slave (MS), and parallel distributed subpopulations (DS) versions of the studied EAs, for the problem instances with CI = 13 and CI = 14.
In those cases where one of the proposed EAs found the optimal solution for the problem (i.e., the value of GAP LB is zero) and when one of the proposed EAs outperforms the BAB method regarding the cost of the best solution found, the results are marked in italics. Table 5 reports a summary of the results obtained in the experimental comparison of the proposed EAs to solve the DPPM against BAB and lower bounds. The main results are twofold. First, they show that the hybrid approach in HEA is able to compute better results than the simple GA: HEA computes 20 optimal solutions, 11 better solutions than BAB, 17 solutions equal than BAB, and it is worst than BAB in only eight problem instances. GA only computes one optimal solution, six better solutions than the ones computed by BAB, and it is worst than BAB in 30 problem instances. Second, the experimental analysis demonstrates that the parallel versions are useful alternatives to improve the results of the sequential versions, and that the distributed subpopulation approach is the best strategy for parallelisation. The distributed version of HEA computes 29 optimal solutions, it found 12 better solutions than the ones computed by BAB (i.e., 12 new best-known solutions for the problem instances by Akkan et al. (2005) , eight of them for CI = 13 and six of them for CI = 14), 23 solutions equal than BAB, and it is worst than BAB in only one problem instance. Figure 7 summarises the comparison between the distributed subpopulation implementation of HEA and the BAB algorithm, reporting the average improvements of HEA over BAB for loose, medium, and tight deadlines. The comparison with the lower bounds for the problem indicates that the distributed version of HEA was able to compute at least 29 optimal solutions for the problem instances studied. In the remaining seven instances, the GAP LB metric was always below 0.6% and the average value of GAP LB is 0.07%.
Slight improvements in the project cost are obtained when comparing the HEA results against those computed with BAB, mainly due to the excellent results computed by BAB, one of the best existing exact methods to solve the problem. Anyway, by taking advantage of the distributed subpopulation model and the local search operator, a maximum cost improvement of 5.02% over the BAB solution was obtained for an instance with CI = 13, C = 8, 128 activities, and θ = 0.30. When considering all problm instances, HEA computes similar or better results than BAB requiring significantly lower execution times (see next subsection). 
Execution time analysis
The proposed parallel EAs require less than one minute to solve all problem instances tackled. This is a clear advantage over the BAB method, which demands large times to compute (in many cases sub-optimal) solutions: up to one hour of execution time is required for some instances with tight deadlines (Hafizoglu and Azizoglu, 2010) . Figure 8 presents a comparison of the average execution time between: 1 the master-slave parallel HEA using 24 threads 2 the distributed subpopulations parallel HEA 3 the sequential version of HEA 4 the BAB algorithm as reported in Hafizoglu and Azizoglu (2010) .
The comparison is performed regarding the deadline type of instances. 
Scalability analysis for large problem instances
In order to study the applicability of the proposed parallel EAs to solve large instances of the DPPM, we extend the experimental analysis to consider three large dimension scenarios. The new scenarios were built by applying the methodology from Hafizoglu and Azizoglu (2010) , including a randomised procedure to define costs for modes and tasks. The dimensions of the scenarios solved are defined by the following parameters: coefficient of network complexity = 10, 150 activities, and ten modes for each activity. The deadlines are defined by θ = 0.15 (tight instances, as they are the most difficult to solve). The cost associated to each mode and task were randomly selected. These problem instances are larger than the ones solved in the related works.
The experimental evaluation compares the results computed between the proposed sequential and parallel versions of HEA (sequential, parallel MS, and parallel DS), the best evolutionary method in the comparison for the standard problem instances.
The BAB algorithm is not applicable to solve those new problem instances, because their large dimension does not allow BAB to compute results in reasonable execution times. Thus, in order to compare the parallel HEA results, we use as a reference baseline the solutions computed by applying a randomised greedy algorithm.
The greedy method is based on the repair/correction mechanism used for non feasible EA solutions, i.e., it works by randomly selecting an activity and assigning the mode that demands the shorter execution time. This procedure is iteratively applied until all deadline constraints are met. Table 6 reports the improvements (GAP metric) over the randomised greedy heuristic results, obtained by the sequential HEA, the parallel HEA using the master-slave model and 24 threads, and the parallel distributed subpopulations HEA. The results confirm that the distributed subpopulations HEA is able to compute the best solutions for the problem, significantly outperforming both the sequential HEA and the parallel master-slave HEA. Table 6 Average improvements over a randomised greedy method for large problem scenarios 
Conclusions and future work
This article presented efficient parallel EAs to solve the DPPM, an important problem in project management and scheduling. The DPPM proposes to assign modes to activities in order to provide a good trade-off between duration and cost, enabling the best project performance, while fulfilling deadline constraints on the project duration. The proposed parallel EAs were designed to provide accurate and efficient solutions, by using operators that allow realistic problem instances to be solved in reduced execution times. Ad-hoc recombination, mutation, and local search operators were specifically proposed to achieve this goal. In addition, a feasibility check/repair method is incorporated to assure that the tentative solutions meet the deadline constraints.
Two algorithmic variants (traditional GA and hybrid EA) were studied to solve the problem and three implementations (sequential, parallel master-slave, and parallel distributed subpopulations) were developed. The algorithms were implemented on GAlib, a well-known library for EAs developed in C/C++, which was extended to provide support for multithreading processing and distributed computing.
The experimental evaluation of the proposed EAs was performed on a set of 36 complex benchmark instances from Akkan et al. (2005) , regarding standard metrics for complexity. A comparative study against the BAB algorithm (Hafizoglu and Azizoglu, 2010) , one of the best well-known deterministic techniques for the problem, was performed.
The numerical results indicate that the distributed subpopulations parallel HEA is able to significantly outperform the other EAs in terms of solution quality and computational efficiency, especially when solving problem instances with tight deadlines.
The proposed distributed subpopulations parallel HEA is an accurate and efficient method to solve the DPPM. It was able to find 12 new best-known solutions for the benchmark instances solved. Overall, the cost improvements of the solutions computed by the distributed subpopulations parallel HEA were 0.65% in average (and up to 5.02% for a specific instance) over the exact BAB method introduced in Hafizoglu and Azizoglu (2010) . The average percentage of improvement in the project cost are slight, mainly due to the excellent results computed by BAB, one of the best existing exact method to solve the problem. However, it could imply significant money savings when scheduling very large projects. By taking advantage of the local search operator and the distributed subpopulation model, a maximum cost improvement of 5.02% over the BAB solution was obtained for an instance with CI = 13, C = 8, 128 activities, and θ = 0.30. The parallel HEA also computed similar results than BAB in 23 problem instances, but requiring significant less execution time. The comparison with LB indicates that the parallel HEA was able to compute 29 optimal solutions out of the 36 problem instances solved, and in the remaining seven instances the gap with respect to the lower bounds was always below 0.67%.
Regarding the computational efficiency, the proposed parallel HEA required less than one minute of execution time in all of the problem instances addressed. In this aspect, the parallel HEA is significantly more efficient than BAB, which demands large times (even more than an hour) to compute (sometimes sub-optimal) solutions, especially for instances with tight deadlines.
In addition, the scalability analysis performed over a set of large dimension problem instances demonstrated that the proposed HEAs significantly outperform a randomised greedy strategy. The distributed subpopulations parallel HEA was able to compute the best results, improving up to 15.58% over the greedy for instances with 150 activities.
The previous results indicate that the proposed distributed subpopulations parallel HEA is an accurate and efficient method to solve the DPPM, especially when dealing with tight deadlines.
The main lines for future work are related to improving the evolutionary search and the computational efficiency of the proposed HEAs, in order to face larger DPPM instances efficiently. Regarding the first line, new evolutionary operators can be designed to improve the results quality. In addition, the proposed algorithms can be applied to other project scheduling problems.
