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Abstract
We consider a supremal functional of the form
F (u) = ess sup
x∈Ω
f(x,Du(x))
where Ω ⊆ RN is a regular bounded open set, u ∈W 1,∞(Ω) and f is a Borel function. Under a mild
assumption on the sublevel sets of F , we show that the lower semicontinuous envelopes of F with
respect to the weak∗ topology, the weak∗ convergence and the uniform convergence are level convex
(i.e. they have convex sub-level sets).
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1 Introduction
In this paper we will consider functionals F :W 1,∞(Ω)→ R of the form
F (u) = ess sup
x∈Ω
f(x,Du(x)), (1.1)
where f : Ω× RN → R is a Borel function and Ω ⊆ RN is a regular bounded open set. According to an
established notation we will refer to energies in (1.1) as supremal or L∞-functionals on W 1,∞(Ω) and we
will use the term supremand to denote the function f which represents the functional (1.1).
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A main topic in the study of supremal functionals is to give sufficient and necessary conditions on the
supremand f in order to have lower semicontinuity with respect to the weak∗ topology of W 1,∞(Ω).
Indeed, this topology is natural in order to study minimum problems since we have compactness of
minimizing sequences when f satisfies a coercivity assumption.
A sufficient condition for the sequential lower semicontinuity of a supremal functional with respect to
the weak∗ topology of W 1,∞(Ω) has been shown by Barron, Jensen and Wang in [2, Theorem 3.4]. It
requires that for a.e. x ∈ Ω the function f(x, ·) is lower semicontinuous and level convex that is
f(x, θξ1 + (1− θ)ξ2) ≤ f(x, ξ1) ∨ f(x, ξ2) ∀θ ∈ (0, 1) ∀ξ1, ξ2 ∈ R
N .
Note that if f(x, ·) is level convex then the supremal functional (1.1) is level convex, that is for every
λ ∈ R the sublevel set of F , denoted by
Eλ =
{
u ∈W 1,∞(Ω) : F (u) ≤ λ
}
(1.2)
is convex. Even if F is weak∗ lower semicontinuous, the vice-versa does not hold ([12, Remark 3.1]), due
to the non-uniqueness of the supremand f which represents F .
Besides considering the weak* topology onW 1,∞(Ω), one could study the lower semicontinuity of a supre-
mal functional with respect to the uniform convergence. Inspired by the analogous problem for integral
functionals, deriving by the famous counterexample by Aronszajn [20] and from the classical paper by
Serrin [21], in [13] Maggi-Gori study the lower semicontinuity of F with respect to the uniform conver-
gence and provide the example of a supremal functional F that is not uniformly lower semicontinuous on
W 1,∞(Ω) even if it is represented by a convex supremand f .
In this paper we study the properties of the relaxed functional of F given by (1.1), i.e. the greatest lower
semicontinuous functional Γτ (F ) that is less or equal to F with respect to a fixed topology τ inW
1,∞(Ω).
Note that, until now, an explicit representation formula of Γτ (F ) in a supremal form has been shown
only when f is a continuous and coercive function (see [15]), while in the general case it is still an open
problem. Despite the lack of a representation result for Γτ (F ), in this paper we prove the level convexity
of the lower semicontinuous envelopes of F with respect to the weak∗ topology, the weak∗ convergence
and the uniform convergence. In particular, if we denote by τ any of these topologies, we get that every
τ -lower semicontinuous supremal functional is level convex.
One of the main ingredients of the proof is to consider the family of pseudo-distances dλF , introduced in
[12] in the 1-homogeneous case, defined by
dλF (x, y) := sup
{
u(x)− u(y) : F (u) ≤ λ
}
(1.3)
for any x, y ∈ Ω and λ ∈ (infW 1,∞(Ω) F,+∞). Note that in general the functions defined above are not
simmetric or finite unless one requires additional hypotheses on F . In order to obtain a description of
the sublevel sets of Γτ (F ) in terms of those of the difference quotients Rdλ
F
given by
Rdλ
F
(u) = sup
x,y∈Ω,dλ
F
(x,y)>0
u(x)− u(y)
dλF (x, y)
,
a keytool is the validity of the inequalities
α(λ)|x − y| ≤ dλF (x, y) ≤ β(λ)|x − y| (1.4)
for α(λ), β(λ) strictly positive (see Proposition 3.11). The inequalities above are related to the properties
of the sub-level sets Eλ given by (1.2). The upper bound in (1.4) holds when Eλ is bounded (for instance,
whenever F is coercive), while the lower bound is easily verified when Eλ has non trivial interior part (e.g.
if the supremand f is a Carathe´odory function). In this paper, we drop any coercivity assumption on F
thanks to an approximation result of Γτ (F ) via Γ-convergence through a sequence of coercive (τ -lower
semicontinuous) functionals (see Proposition 3.6 and Proposition 2.13).
For what concerns the upper bound, we remove the usual continuity assumption on f(x, ·) by introducing
a mild hypothesis consisting in the existence of a ”minimizing” sequence for F made up by a sort of
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”continuity” points. More precisely, in Theorem 3.1 we assume that there exists a sequence (un)n∈N ⊆
W 1,∞(Ω) such that, set uξ(x) := ξ · x, it holds
lim
n→∞
F (un) = inf
W 1,∞(Ω)
F (∈ R¯)
lim sup
ξ→0
F (un + uξ) = F (un) ∀n ∈ N.
and we show that Γτ (F ) is level convex when τ is one of the topologies quoted above.
As a byproduct, in Corollary 3.2 we also obtain that the lower semicontinuous envelope of F with respect
to the weak∗ topology coincides with the sequential envelope.
Strictly connected to the study of minimum problems formulated through L∞-functionals, the last section
of the paper is devoted to the problem of giving an explicit representation formula by mean of a level
convex supremand for a weak∗ lower semicontinous functional F . Indeed, the existence of a level convex
supremand is crucial in the problems involving supremal functionals as, for example, in the study of
existence of absolute minimizers (the so called AML) shown in [3], in the homogenization problem in
[12], in the principles of comparison with distance functions for AML stated in [9], in the study of the
Lp-approximation via Γ-convergence (see [8] and [1]), in the characterization of the effective strength set
in the context of electrical resistivity (see [4] and [1]).Thus the question whether a supremal functional
F admits a level convex supremand turns out to be relevant for applications. In Proposition 4.2 we
provide a level convex representation result for any weak∗ lower semicontinuous supremal functional F
when f(x, ·) is lower semicontinuous.
2 Notations and preliminaries
Throughout the paper we assume Ω to be a bounded open set in RN . We denote by A(Ω) the family of
all open subsets of Ω, and by BN the Borel σ-algebra of RN (when N = 1, we simply write B). Moreover
we write ‖ · ‖ for the euclidean norm on RN , Br(x) for the open ball {y ∈ RN : ‖x− y‖ < r}, and LN for
the Lebesgue measure in RN . For any a, b ∈ R¯ we will denote a ∧ b := min{a, b} and a ∨ b := max{a, b}.
For any couple of functions f, g : Ω× R¯ we denote by f ∧ g and by f ∨ g the functions defined by
(f ∧ g)(x) = f(x) ∧ g(x) ∀x ∈ Ω
(f ∨ g)(x) = f(x) ∨ g(x) ∀x ∈ Ω.
If Ω is also connected, besides the euclidean one, it is possible to consider on Ω the so called geodetic
distance, that is a distance containing the geometric features of both the open set and its boundary. More
precisely, let Γx,y(Ω) be the set of Lipschitz curves in Ω with end-points x and y, and let L(γ) denote the
length of the curve γ with respect to the euclidean distance, i.e.,
L(γ) := sup{
k−1∑
i=1
|γ(ti+1)− γ(ti)| : k ∈ N, 0 = t1 < ... < ti < ... < tk = 1}.
We define the geodetic distance between two points x, y ∈ Ω as
|x− y|Ω = inf{L(γ) : γ ∈ Γx,y(Ω)} .
Note that if ∂Ω is Lipschitz then there exists a constant CΩ > 0 such that
|x− y| ≤ |x− y|Ω ≤ CΩ|x− y|. (2.5)
We will use standard notations for Lebesgue and Sobolev spaces Lp(Ω),W 1,p(Ω). We will also denote
Lip(Ω) be the space of the Lipschitz continuous functions on Ω and set
LipΩ(u) := sup
x,y∈Ω, x 6=y
|u(x)− u(y)|
|x− y|
.
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When Ω is bounded, Lip(Ω) ( W 1,∞(Ω) and for any u ∈ Lip(Ω) it holds ||Du||L∞(Ω) ≤ LipΩ(u). In
general, if Ω is connected, then ||Du||L∞(Ω) coincides with the Lipschitz constant of u with respect to the
geodesic distance, as stated in the following Lemma.
Lemma 2.1 Let Ω be a connected open set in RN . Then for any u ∈W 1,∞(Ω) it holds
||Du||L∞(Ω) = sup
x,y∈Ω,x 6=y
|u(x)− u(y)|
|x− y|Ω
. (2.6)
Moreover, if Ω is bounded and has Lipschitz continuous boundary then there exists a constant CΩ > 0
such that
||Du||L∞(Ω) ≤ Lip(u) ≤ CΩ||Du||L∞(Ω) ∀u ∈W
1,∞(Ω). (2.7)
In particular, W 1,∞(Ω) ≡ Lip(Ω). In addition, if Ω is a convex set, then ||Du||L∞(Ω) = Lip(u).
Proof. It is well known that
|u(x)− u(y)| ≤ ||Du||L∞(Ω)|x− y|Ω
for every u ∈W 1,∞(Ω) and for every x, y ∈ Ω (see, for example, [6] Remark 7 in Chapter 9). The converse
inequality in (2.6) can be established by the fact that any u ∈ W 1,∞(Ω) is differentiable almost everywhere
in Ω and Du coincides with the standard gradient of u. Therefore, for every fixed u ∈ W 1,∞(Ω) and for
every ball B ⊂⊂ Ω, we have that
sup
x,y∈Ω, x 6=y
|u(x)− u(y)|
|x− y|Ω
≥ sup
x,y∈B, x 6=y
|u(x)− u(y)|
|x− y|B
= LipB(u) ≥ ||Du||L∞(B)
By passing to the supremum with respect to B we obtain (2.6). Inequality (2.7) follows by (2.5). ⊓⊔
2.1 Lower semicontinuous envelopes.
In this section let (X, τ) be a fixed topological space. We denote by τseq the topology on X whose closed
sets are the sequentially τ -closed subsets of X . Note that τseq is in general strictly weaker than τ .
Definition 2.2 Let F : (X, τ)→ R¯ be a function.
We say that F is τ-lower semicontinuous on X (shortly τ-l.s.c.) when for any λ ∈ R the sublevel set
{x ∈ X |F (x) ≤ λ} is τ-closed.
We say that F is sequentially τ-lower semicontinuous (shortly seq. τ-l.s.c.) on X if for any x ∈ X and
for any (xn)n ⊆ X τ-converging to x we have
F (x) ≤ lim inf
n→+∞
F (xn).
Remark 2.3 Note that
1. F is sequentially τ -lower semicontinuous if and only if F is τseq-lower semicontinuous;
2. if F : (X, τ)→ R¯ is τ -lower semicontinuous then F is τseq-lower semicontinuous;
3. the supremum of a family (also infinite) of τ -lower semicontinuous functions is still τ -lower semicontinuous.
Moreover, if F,G are τ -lower semicontinuous then F +G is τ -lower semicontinuous.
Definition 2.4 Let F : (X, τ)→ R¯. The lower semicontinuous envelope (or relaxed function) of
F is defined as
Γτ (F ) := sup{G |G : (X, τ)→ R¯ , G τ-s.c.i. and G ≤ F on X}. (2.8)
By Remark 2.3(2) it follows that Γτ (F ) ≤ Γτseq (F ); if (X, τ) satisfies the first axiom of countability then
Γτ (F )(x) = Γτseq (F )(x) = min
{
lim inf
n→+∞
F (xn) |xn
τ
→ x
}
,
for any x ∈ X (for a proof see [7] Proposition 1.3.3).
The following properties can be easily shown.
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Proposition 2.5 Let F : (X, τ)→ R¯.
(1) Γτ (F ) is τ-lower semicontinuous;
(2) infX F = infX Γτ (F );
(3) for any τ-continuous function G : X → R, we have Γτ (F +G) = Γτ (F ) +G;
(4) if X is a topological vector space and x0 ∈ X, set G(·) := F (·+ x0), we have
Γτ (G)(·) = Γτ (F )(·+ x0).
Proposition 2.6 Let c ∈ R, F : X → R¯ and for any x ∈ X define (F ∨ c)(x) := F (x) ∨ c. Then
Γτ (F ∨ c) = Γτ (F ) ∨ c. (2.9)
Proof. Note that by the inequalities Γτ (F ) ≤ F we get
Γτ (F ) ∨ c ≤ F ∨ c.
Taking into account that by Remark 2.3(3) the function Γτ (F )∨c is τ -lower semicontinuous, by definition
(2.8) we deduce
(Γτ (F ) ∨ c) ≤ Γτ (F ∨ c).
In order to prove the converse inequality we fix x0 ∈ X and provide the pointwise estimate
Γτ (F ∨ c)(x0) ≤ (Γτ (F ) ∨ c)(x0).
To this aim, thanks to (2.8), it is enough to show that for any τ -l.s.c. function G : X → R¯ satisfying
G ≤ F ∨ c on X it holds
G(x0) ≤ (Γτ (F ) ∨ c)(x0). (2.10)
Moreover, if Γτ (F ∨ c)(x0) = c, then (2.10) follows immediately by the inequalities
G(x0) ≤ Γτ (F ∨ c)(x0) = c ≤ (Γτ (F ) ∨ c)(x0).
Hence it remains to show (2.10) when Γτ (F ∨ c)(x0) > c. Set U := {x ∈ X : Γτ (F ∨ c)(x) > c}, by the
τ -lower semicontinuity of Γτ (F ∨ c) we have that U is an open set and by assumption x0 ∈ U . We define
G˜(x) :=
{
G(x) if x ∈ U
−∞ if x ∈ X \ U.
We note that G˜ is τ -l.s.c. since for any t ∈ R we have that the set
{x ∈ X : G˜ ≤ t} = {x ∈ U : G˜ ≤ t} ∪ (X \ U) = {x ∈ U : G ≤ t} ∪ (X \ U)
= ({x ∈ X : G ≤ t} ∩ U) ∪ (X \ U) = {x ∈ X : G ≤ t} ∪ (X \ U).
is τ -closed. Moreover G˜ ≤ F in X : indeed, G˜(x) = −∞ ≤ F (x) for x ∈ X \ U , while for x ∈ U we have
that (F ∨ c)(x) ≥ Γτ (F ∨ c)(x) > c, that is (F ∨ c)(x) = F (x) which implies
G˜(x) = G(x) ≤ (F ∨ c)(x) = F (x).
By definition (2.8) we get that G˜ ≤ Γτ (F ) in X . In particular
G(x0) = G˜(x0) ≤ Γτ (F )(x0) ≤ (Γτ (F ) ∨ c)(x0).
⊓⊔
5
On X =W 1,∞(Ω) we will consider the topology τ∞ induced by natural inclusion of W
1,∞(Ω) ⊆ L∞(Ω).
Moreover we will introduce the following topology that allows us to exploit the so called direct methods
in Calculus of Variations on W 1,∞(Ω):
Definition 2.7 The weak* topology on W 1,∞(Ω) (w∗ for shortly) is the one inherited by W 1,∞(Ω) as a
(closed) subset of L∞(Ω)×L∞(Ω) endowed with the weak* topology as a dual space of L1(Ω)×L1(Ω). In
particular, given (un)n, u ∈ W 1,∞(Ω) we write un
∗
⇀u in W 1,∞(Ω) if un
∗
⇀u in L∞(Ω) and Dun
∗
⇀Du
in (L∞(Ω))N .
In the following remark we clarify the relationship about the properties of lower semicontinuity of a
functional F : W 1,∞(Ω)→ R with respect to the topologies w∗, w∗seq and τ∞.
Remark 2.8 Let F :W 1,∞(Ω)→ R be a functional.
(1) If ∀λ ∈ R there exists R(λ) > 0 such that
Eλ = {u ∈ W
1,∞(Ω) : F (u) ≤ λ} ⊆ {u ∈W 1,∞(Ω) : ||Du||L∞(Ω) ≤ R(λ)} (2.11)
then
F w∗seq-l.s.c. =⇒ F τ∞-l.s.c.;
indeed, thanks to (2.11), any uniformly convergent sequence (un)n inW
1,∞(Ω) with lim inf
n→∞
F (un) <
+∞ is also w∗-convergent in W 1,∞(Ω);
(2) if Ω has Lipschitz continuous boundary, by using standard immersion argument, it follows that
F τ∞-l.s.c. =⇒ F w∗seq-l.s.c.;
(3) if the sublevel sets Eλ are bounded in W
1,∞(Ω), then
F is w∗seq-l.s.c.⇐⇒ F is w
∗-l.s.c..
Indeed on bounded sets of W 1,∞(Ω) the weak* topology induced by L∞ × L∞ is metrizable. In
particular this result holds when Ω has Lipschitz continuous boundary and F satisfies the weaker
assumption (2.11).
(4) Summarizing, if Ω is has Lipschitz continuous boundary and F is a general functional satisfying
(2.11), then
F is τ∞-l.s.c. ⇐⇒ F is w∗seq-l.s.c.⇐⇒ F is w
∗-l.s.c..
In particular, under the same hypotheses, it holds
Γτ∞(F ) ≡ Γw∗(F ) ≡ Γw∗seq (F )
(since the admissible classes of functions in (2.8) coincide).
2.2 Γ-convergence
In the sequel we will use the notion of Γ-convergence. Let (X, τ) be a topological space; the set of all
open neighbourhoods of x in X will be denoted by U(x).
Definition 2.9 Let Fn : X → R be a function for every n ∈ N. The Γ(τ)-lower limit and the Γ(τ)-
upper limit of the sequence (Fn)n∈N are the functions from X into R defined by
Γ(τ)- lim inf
n→∞
Fn(x) := sup
U∈U(x)
lim inf
n→∞
inf
y∈U
Fn(y)
Γ(τ)- lim sup
n→∞
Fn(x) := sup
U∈U(x)
lim sup
n→∞
inf
y∈U
Fn(y)
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If there exists a function F : X → R such that Γ(τ)- lim inf
n→∞
Fn = Γ(τ)- lim sup
n→∞
Fn, then we write
F = Γ(τ)- lim
n→∞
Fn
and we say that the sequence (Fn)n Γ-converges to F (with respect to the topology τ) or that F is the
Γ(τ)-limit of (Fn)n.
In the following proposition we summarize some properties of the Γ-convergence useful in the sequel
(see [10] Proposition 6.8, Proposition 6.11, Proposition 5.7, Remark 5.5);
Proposition 2.10 Let Fn : X → R be a function for every n ∈ N. Then
(1) both the Γ(τ)- lim inf
n→∞
Fn and Γ(τ)- lim sup
n→∞
Fn are τ-lower semicontinuous on X;
(2) the sequence (Fn)n Γ(τ)-converges to F if and only if the sequence of the relaxed functionals
(Γτ (Fn))n∈N Γ(τ)-converges to F ;
(3) if (Fn)n is a not increasing sequence which pointwise converges to F then Γ(τ)- lim
n→∞
Fn = Γτ (F ).
In particular if Fn = F for every n ∈ N then Γ(τ)- lim
n→∞
F = Γτ (F );
(4) if (Fn)n∈N is an increasing sequence of τ-lower semicontinuous functions which pointwise converges
to F then Γ(τ)- lim
n→∞
Fn = Γτ (F ).
When X is a metric space, a sequential characterization of Γ-convergence holds, as pointed out by the
following proposition (see [10] Proposition 8.1).
Proposition 2.11 Assume that (X, τ) satisfies the first axiom of countability and let Fn : X → R for
every n ∈ N. Then (Fn) Γ(τ)-converges to F if and only if
(i) for every x ∈ X and for every sequence (xn) τ-converging to x, it is
F (x) ≤ lim inf
n→∞
Fn(xn);
(ii) for every x ∈ X there exists a sequence (xn) τ-converging to x ∈ X such that
F (x) = lim
n→∞
Fn(xn).
2.3 Level convex functionals
In the framework of supremal functionals, level convexity plays the same main role as convexity in the
setting of integral functionals.
Definition 2.12 Let (X, τ) be a topological vector space. A function F : X → R is level convex if
F (θx1 + (1− θ)x2) ≤ F (x1) ∨ F (x2) ∀θ ∈ (0, 1), ∀x1, x2 ∈ X
that is, for every λ ∈ R the sublevel set
Eλ =
{
x ∈ X : F (x) ≤ λ
}
(2.12)
is convex.
Note that the level convexity is stable under both pointwise and Γ-convergence, respectively.
Proposition 2.13 Let (X, τ) be a topological vector space and for every n ∈ N let Fn : X → R be a level
convex function. Then
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(1) the function F#(x) = lim sup
n→∞
Fn(x) is level convex;
(2) the function F ′′(x) = Γ(τ)-lim sup
n→∞
Fn is level convex.
In particular the pointwise limit and the Γ-limit (whenever they exist) of a sequence of level convex
functions are level convex. In order to show the previous proposition we need the following lemma.
Lemma 2.14 Let A ⊆ R a not empty set and c ∈ R. Then
( inf
a∈A
a) ∨ c = inf
a∈A
(a ∨ c). (2.13)
Moreover for any not empty sets A,B ⊂ R it holds
( inf
a∈A
a) ∨ ( inf
b∈B
b) = inf
a∈A
inf
b∈B
(a ∨ b). (2.14)
Proof. If (infa∈A a) ≤ c then (infa∈A a) ∨ c = c = infa∈A(a ∨ c). If (infa∈A a) > c then (infa∈A a) ∨ c =
(infa∈A a) = infa∈A(a ∨ c). Therefore (2.13) is always satisfied. For any not empty sets A,B ⊂ R, by
applying (2.13) with c = a, we have
inf
a∈A
inf
b∈B
(a ∨ b) = inf
a∈A
(a ∨ inf
b∈B
b).
If infb∈B b = −∞ then
inf
a∈A
inf
b∈B
(a ∨ b) = inf
a∈A
a = ( inf
a∈A
a) ∨ ( inf
b∈B
b).
If infb∈B b ∈ R then, by applying (2.13) with c = infb∈B b, we have
inf
a∈A
inf
b∈B
(a ∨ b) = inf
a∈A
(a ∨ inf
b∈B
b) = ( inf
a∈A
a) ∨ ( inf
b∈B
b).
⊓⊔
Proof of Proposition 2.13.
1. Let x1, x2 ∈ X and θ ∈ (0, 1). Then
F#(θx1 + (1 − θ)x2) = lim sup
n→∞
Fn(θx1 + (1− θ)x2) ≤ lim sup
n→∞
(Fn(x1) ∨ Fn(x2)).
Since for every pair of real sequences (an)n∈N, (bn)n∈N we have that
lim sup
n→∞
(an ∨ bn) ≤ (lim sup
n→∞
an) ∨ (lim sup
n→∞
bn), (2.15)
we get that
F#(θx1 + (1 − θ)x2) ≤ (lim sup
n→∞
Fn(x1)) ∨ (lim sup
n→∞
Fn(x2)) = F
#(x1) ∨ F
#(x2).
2. Let x1, x2 ∈ X , θ ∈ (0, 1) and let x = θx1 + (1 − θ)x2. Without loss of generality, assume that
F ′′(x1) ∨ F ′′(x2) < +∞. Since the map (x, y) 7→ θx + (1 − θ)y is continuous from X × X into
X , then for every U ∈ U(x) there exist U1 ∈ U(x1) and U2 ∈ U(x2) such that U contains the set
V := {ty1 + (1 − t)y2 ∈ X : y1 ∈ U1, y2 ∈ U2}. Then, by applying the level convexity of the
functions Fn and identity (2.14) we obtain that
inf
y∈U
Fn(y) ≤ inf
y∈V
Fn(y) = inf
y1∈U1,y2∈U2
Fn(ty1 + (1− t)y2)
≤ inf
y1∈U1
inf
y2∈U2
(Fn(y1) ∨ Fn(y2)) = inf
y1∈U1
Fn(y1) ∨ inf
y2∈U2
Fn(y2).
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Hence, thanks to (2.15),
lim sup
n→∞
inf
y∈U
Fn(y) ≤ lim sup
n→∞
( inf
y1∈U1
Fn(y1) ∨ inf
y2∈U2
Fn(y2))
≤ (lim sup
n→∞
inf
y1∈U1
Fn(y1)) ∨ (lim sup
n→∞
inf
y2∈U2
Fn(y2)).
In particular
Γ(τ)- lim sup
n→∞
Fn(x) ≤ Γ(τ)- lim sup
n→∞
Fn(x1) ∨ Γ(τ)- lim sup
n→∞
Fn(x2).
⊓⊔
Remark 2.15 In general, given a sequence of level convex functions (Fn)n∈N, the functions F
′ =
Γ(τ)- lim inf
n→∞
Fn and F# := lim inf
n→∞
Fn are not level convex. It is enough to consider the sequence
Fn(x) = (x− (−1)n)2. In this case
F#(x) = F
′(x) = (x + 1)2 ∧ (x− 1)2.
The following property holds for level convex functions defined on X ′ when X is a separable Banach
space.
Proposition 2.16 Let X be a separable Banach space and let F : X ′ → R. If the relaxed function
Γw∗seq (F ) is level convex (where w
∗ stands for the weak* topology on X ′), then
Γw∗(F ) = Γw∗seq (F ). (2.16)
In particular, if F is a level convex function, then
F is w∗-lower semicontinuous⇐⇒ F is w∗seq-lower semicontinuous
Its proof relies on the following classical result in Functional Analysis.
Proposition 2.17 Let X be a separable Banach space. Then for any convex subset K ⊂ X ′ we have
that the weak* closure of K coincides with its sequential weak* closure.
Proof. Let K¯ be the sequential weak* closure of K and let K˜ be the weak* closure of K. We show that
K¯ = K˜. Note that K˜ is sequentially weak* closed and this implies that K¯ ⊆ K˜. In order to show the
the opposite inclusion, we set Bn := {x ∈ X : |x| ≤ n}. For every n ∈ N the set Bn ∩ K¯ is sequentially
weak* closed and hence weak* closed (since the weak* topology is metrizable on bounded set). Since K¯
is convex, thanks to the Banach-Dieudonne-Krein-Smulian Theorem (see [6, Theorem 3.33]), we get that
K¯ is weak* closed. In particular K˜ ⊆ K¯. On the other hand, K˜ is sequentially weak* closed and this
implies K¯ ⊆ K˜. ⊓⊔
Note that the previous result holds also for bounded sets of X ′ (a priori not convex) since in these sets
the weak* topology is metrizable.
3 The level convexity as necessary condition for the lower semi-
continuity
In this paragraph we show that, given a supremal functional F of the form
F (u) = ess sup
x∈Ω
f(x,Du(x)), (3.17)
then its lower semicontinuous envelope with respect to one of the topologies τ∞, w
∗, w∗seq is level convex,
that is, for every λ ∈ R its sublevel set Eλ := {u ∈ W 1,∞(Ω) : F (u) ≤ λ} is convex. Note that with
respect to Theorem 2.7 in [15] we drop the assumption that F is a coercive functional and we do not
require that f is a Carate´odory function. The main result of this section is the following:
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Theorem 3.1 Let Ω be a bounded connected open set with Lipschitz continuous boundary. Let F be the
supremal functional (3.17) represented by a Borel function f : Ω×RN → R¯. Assume that F satisfies the
following hypothesis:
(HΩ) there exists (un)n∈N ⊆W 1,∞(Ω) such that, set uξ(x) := ξ · x, it holds
lim
n→∞
F (un) = inf
W 1,∞(Ω)
F (∈ R¯)
lim sup
ξ→0
F (un + uξ) = F (un) ∀n ∈ N.
Then Γτ (F ) is a level convex functional when τ is one of the topologies τ∞, w
∗, w∗seq.
Corollary 3.2 Under the same hypotheses of Theorem 3.1, we have that Γw∗(F ) = Γw∗seq (F ). In partic-
ular
F is w*-lower semicontinuous ⇐⇒ F is sequentially w*-lower semicontinuous.
Corollary 3.3 Under the same hypotheses of Theorem 3.1, if F is lower semicontinuous with respect to
one of the topologies τ∞, w
∗, w∗seq then F is a level convex functional.
Remark 3.4 Note that, for a general functional F : W 1,∞(Ω) → R¯, lower semicontinuity with respect
to one of the previous topologies does not imply the level convexity of F . Indeed it is enough to consider
the characteristic function of the complement of any τ -closed set C that is not convex. For instance C
can be chosen as the union of two closed disjoint balls.
Remark 3.5 We note that (HΩ) is satisfied by any functional F whose supremand has a uniform
modulus of continuity in ξ, that is, for any M > 0 there exists some modulus of continuity ωM such that
|f(x, ξ)− f(x, η)| ≤ ωM (|ξ − η|) for a.e.x ∈ Ω , ∀ξ, η ∈ BM (0).
Such hypothesis has been already exploited in literature to prove necessary conditions to the weak∗ lower
semicontinuity of F (see [14]). On the other hand (HΩ) holds for a more general class of functionals
with supremand either continuous or discontinuous with respect to the variable ξ. For instance (HΩ) is
satisfied by Borel functions f : Ω× RN → R such that
f(x, 0) = 0 = min
ξ∈RN
f(x, ξ) for a.e. x ∈ Ω and lim
ξ→0
ess sup
x∈Ω
f(x, ξ) = 0,
as well as in the case when there exists α > 0 such that
0 ≤ f(x, ξ) ≤ α|ξ| for a.e. x ∈ Ω , ∀ξ ∈ RN .
Indeed, it suffices to choose un = 0 for n ∈ N.
The class of functionals F satisfying assumption (HΩ) includes also functionals whose minimum is not
attained. As an example, we can consider the functional F whose supremand is given by
f(ξ) :=

ξ + 1 if ξ ≥ 0
ξ if ξ < 0
.
In order to show Theorem 3.1, first of all we approximate (via Γ(τ)-convergence) the τ -lower semicontin-
uous envelope of a non negative functional F on W 1,∞(Ω) through a sequence of coercive functionals.
Proposition 3.6 Let Ω be an open subset of RN . Let F : W 1,∞(Ω) × RN → [0,+∞) be a functional
and for every n ∈ N let Fn : W 1,∞(Ω)→ [0,+∞) be the functional defined by
Fn(u) := F (u) ∨
1
n
||Du||L∞(Ω). (3.18)
Then
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(1) the sequence (Fn)n∈N is decreasing and pointwise converges to F ;
(2) F is a level functional if and only if Fn is level convex for every n ∈ N;
(3) for any topology τ on W 1,∞(Ω) the sequences (Fn)n∈N and (Γτ (Fn))n∈N Γ(τ)-converge to Γτ (F ) in
W 1,∞(Ω).
Proof.
(1) It is easily follows as F ≥ 0.
(2) If F is level convex then, for every n ∈ N, the sublevel set
{u ∈W 1,∞(Ω) : Fn(u) ≤ λ} = {u ∈W
1,∞(Ω) : F (u) ≤ λ} ∩ {u ∈W 1,∞(Ω) : ||Du||∞ ≤ λ}
is convex. The converse follows by Proposition (2.13).
(3) It follows by (2) and (3) in Proposition 2.10. ⊓⊔
Remark 3.7 Let F,G : W 1,∞(Ω) → R¯ be supremal functionals represented by the supremands f, g :
Ω × RN → R¯, respectively. Then the functional F ∨ G defined by F ∨ G(u) := F (u) ∨ G(u) is still a
supremal functional, represented by the supremand f ∨ g.
Indeed, if we set H(u) := ess supΩ(f ∨ g)(x,Du(x)) for every u ∈ W
1,∞(Ω) it holds H = F ∨ G. The
inequality H ≥ F ∨ G follows by definition. In order to prove the converse inequality, let u ∈ W 1,∞(Ω)
and δ > 0 be fixed and select Bδ ⊂ Ω with |Bδ| > 0 such that (f ∨ g)(x,Du(x)) ≥ H(u) − δ for every
x ∈ Bδ. Set B
f
δ := {x ∈ Bδ : (f ∨ g)(x,Du(x)) = f(x,Du(x))} and B
g
δ := Bδ \ B
f
δ . If |B
f
δ | > 0, then
F (u) ≥ H(u) − δ while if |B−δ | > 0 then G(u) ≥ H(u) − δ. In both cases (F ∨ G)(u) ≥ H(u) − δ for
every δ > 0 and this entails H ≤ (F ∨G). In particular, it follows that if F is a supremal functional, the
functional Fn given by (3.18) is still a supremal functional. Moreover if F (u) ≥ 0 for every u ∈ W 1,∞(Ω)
then F (u) = F (u) ∨ 0 = ess supΩ f
+(x,Du(x)) for every u ∈W 1,∞(Ω) where f+ = f ∨ 0. Therefore if F
is non negative we can suppose, without loss of generality, that its supremand f is non negative. Note
that in general the same property does not hold true for the functional F ∧G, as shown in the following
example.
Example 3.8 Let Ω = (−1, 1) and let f, g : (−1, 1)→ R be defined as
f(x) :=

1 if x ∈ (−1, 0)
3 if x ∈ (0, 1)
, g(x) :=

4 if x ∈ (−1, 0)
2 if x ∈ (0, 1)
.
We consider the (localized) supremal functionals F,G with supremands f, g, respectively, given by F (u,A) =
ess supA f(x) and G(u,A) = ess supA g(x) for any open set A ⊆ (−1, 1) and u ∈ W
1,∞((−1, 1)). We
claim that F ∧G cannot be represented in a supremal form since it does not satisfy the necessary condition
F ∧G(u,
⋃
i∈I
Ai) =
∨
i∈I
(F ∧G)(u,Ai) ∀u ∈ W
1,∞(Ω), ∀Ai ∈ A(Ω).
Indeed, set A = (−1,− 12 ) and B = (0, 1), an easy computation shows that
F ∧G(u,A ∪B) = 3 > 2 = (F ∧G(u,A)) ∨ (F ∧G(u,B)).
In order to prove Theorem 3.1 we introduce the class of the difference quotient functionals. If d :
Ω× Ω→ [0,∞) is such that
d(x, y) ≤ d(x, z) + d(z, y) ∀x, y, z ∈ Ω (3.19)
we define the difference quotient functional associated to d the functional Rd : W
1,∞(Ω) → [0,∞] given
by
Rd(u) := sup
x,y∈Ω, d(x,y)>0
u(x)− u(y)
d(x, y)
. (3.20)
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Proposition 3.9 The difference quotient Rd is a non negative, convex and lower semicontinuous func-
tional with respect to the uniform convergence.
Proof. Let u0 ∈W 1,∞(Ω) and let (un)n ⊂W 1,∞(Ω) be a sequence converging to u in L∞(Ω). Thus, for
every x, y ∈ Ω such that d(x, y) > 0, we have that
u(x)− u(y)
d(x, y)
= lim
n→∞
un(x)− un(y)
d(x, y)
≤ lim inf
n→∞
Rd(un).
Taking the supremum for x, y ∈ Ω we get the thesis. The convexity is trivial. ⊓⊔
In the following proposition we introduce a family of pseudo-distances associated to the sublevel sets of
a functional F :W 1,∞(Ω)→ R¯ and state their main properties.
Proposition 3.10 Let Ω ⊆ RN be a connected open set and let F : W 1,∞(Ω)→ R¯ be a functional. For
any λ ∈ R such that
Eλ := {u ∈ W
1,∞(Ω) : F (u) ≤ λ} 6= ∅
we set
dλF (x, y) := sup
{
u(x)− u(y) : u ∈ Eλ
}
. (3.21)
Then,
(1) dλF satisfies (3.19);
(2) The following properties are equivalent:
(i) for every λ ∈ R there exists r(λ) > 0 such that
Eλ ⊆ {u ∈W
1,∞(Ω) : ‖Du‖∞ ≤ r(λ)}
(ii) there exists β = β(λ) > 0 such that ∀x, y ∈ Ω
dλF (x, y) ≤ β(λ)|x − y|Ω . (3.22)
In particular, if there exists β > 0 be such that
F (u) ≥ β‖Du‖L∞(Ω) ∀u ∈ W
1,∞(Ω)
then for every λ and for every x, y ∈ Ω it holds:
dλF (x, y) ≤
λ
β
|x− y|Ω. (3.23)
(3) Assume that
lim sup
ξ→0
F (uξ) = 0, (3.24)
where uξ(x) := ξ · x. Then for every λ > 0 there exists α(λ) > 0 such that for every x, y ∈ Ω it
holds:
dλF (x, y) ≥ α(λ)|x − y|. (3.25)
In particular, if there exists α > 0 such that
F (u) ≤ α‖Du‖L∞(Ω) ∀u ∈ W
1,∞(Ω) (3.26)
then α(λ) can be chosen equal to
λ
α
.
Proof.
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(1) It is trivial.
(2) (i) =⇒ (ii) Without loss of generality, we can suppose that there exists a continuous, increasing
and one-to-one function φ : [0,+∞)→ [0,+∞) such that
lim
t→+∞
φ(t) = +∞
and
F (u) ≥ ‖φ(Du)‖∞.
Note that by hypothesis we deduce dλF (x, y) < +∞. Let ǫ > 0 and let u0 ∈ Eλ be such that
dλF (x, y) ≤ u0(x)− u0(y) + ǫ. Thanks to the coercivity assumption we have that
φ(‖Du0‖∞) = ‖φ(Du0)‖∞ ≤ F (u0) ≤ λ
that implies
‖Du0‖∞ ≤ φ
−1(λ).
So we obtain that
dλF (x, y) ≤ u0(x)− u0(y) + ǫ ≤ ‖Du0‖∞|x− y|Ω + ǫ ≤ φ
−1(λ)|x − y|Ω + ǫ.
When ǫ→ 0 we obtain (3.22) with β = φ−1(λ).
(ii) =⇒ (i) Let u ∈ Eλ. Then for every x, y ∈ Ω
|u(x)− u(y)| ≤ dλF (x, y) ∨ d
λ
F (y, x) ≤ β(λ)|x − y|Ω
and, thanks to Lemma 2.1, this implies ‖Du‖∞ ≤ β(λ). Therefore it is sufficient to choose r = β(λ).
(3) Let 0 < ǫ < λ and let δ > 0 be such that F (uξ) ≤ ǫ for every ξ ∈ RN such that |ξ| ≤ δ. Let
0 < α = α(λ) < δ. Then, set η := α (x−y)|x−y| , we have that |η| = α < δ. Therefore F (uη) ≤ ǫ < λ. By
definition of dλF this implies that
dλF (x, y) ≥ uη(x) − uη(y) = α|x− y|.
If F satisfies (3.26), for every λ > 0 it is sufficient to choose η := λC
(x−y)
|x−y| . Since F (uη) ≤ λ we
obtain that for every x, y ∈ Ω
dλF (x, y) ≥ uη(x) − uη(y) =
λ
C
|x− y|.
⊓⊔
The following proposition generalizes Lemma 3.4 in [12] shown for 1-homogeneous supremal functional.
Proposition 3.11 Let Ω be a bounded connected open set with Lipschitz continuous boundary and let
F : W 1,∞(Ω) → R¯ be a supremal functional of the form (3.17) represented by a Borel function f :
Ω×RN → R¯. Assume λ > 0 to be such that with Eλ 6= ∅ and there exist positive coefficients α(λ), β(λ) > 0
such that for every x, y ∈ Ω
α(λ)|x − y| ≤ dλF (x, y) ≤ β(λ)|x − y|Ω . (3.27)
Then, for any v ∈ W 1,∞(Ω) such that Rdλ
F
(v) < 1, there exists a sequence {vn} ⊂ W 1,∞(Ω) converging
to v in L∞ with F (vn) ≤ λ.
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Proof. Note that thanks to (3.27) and the regularity of Ω, dλF satisfies d
λ
F < +∞. Without loss of
generality, since λ is strictly positive, we may confine the proof to λ = 1 and drop the dependence on λ in
the notation of the associate distance and of α(λ), β(λ). First of all we note that for every w ∈ W 1,∞(Ω)
satisfying F (w) ≤ 1 we have that
w(x) − w(y) ≤ dF (x, y) ≤ β|x − y|Ω
and, switching the role of x, y, we deduce
|w(x) − w(y)| ≤ β|x− y|Ω.
Thanks to Lemma 2.1 this implies
‖Dw‖∞ ≤ β. (3.28)
Now let us fix v ∈ W 1,∞(Ω) such that RdF (v) < 1 and a positive radius r > 0. Let 0 < θ < 1 such
that RdF (v) = 1− θ < 1. Then, thanks to the assumption (3.27), for every x, y ∈ Ω with |x− y| = r we
have that
v(y)− v(x) ≤ (1− θ)dF (y, x) = dF (y, x)− θdF (y, x) ≤ dF (y, x)− αθ|x − y| < dF (y, x)− rθα.
In particular
v(y)− v(x) < dF (y, x)− rθα. (3.29)
Let us fix 0 < ε < rmin{ 13θα, β + ‖Dv‖∞}. For every x ∈ Ω and for every y ∈ ∂Br(x) ∩ Ω, by the
definition of dF there exists a function w
x,y
r ∈ W
1,∞(Ω) such that
1) F (wx,yr ,Ω) ≤ 1;
2) wx,yr (y) ≥ w
x,y
r (x) + dF (y, x)− ε;
3) wx,yr (x) = v(x);
the third property being possible thanks to the translation invariance of the first two.
By properties 2), 3) and by (3.29), for every y ∈ ∂Br(x) ∩ Ω we have that
wx,yr (y) ≥ w
x,y
r (x) + dF (y, x)− ε = v(x) + dF (y, x)− ε > v(y) + rθα − ε
that is
wx,yr (y)− v(y) > rθα − ε
for every y ∈ ∂Br(x) ∩ Ω. Thanks to (3.28), for δ =
ǫ
β+‖Dv‖∞
r, we have that for every z ∈ Ω such that
|z − y|Ω ≤ δ we have that
wx,yr (z)− v(z) > w
x,y
r (y)− v(y)− (β + ‖Dv‖∞)|z − y|Ω ≥ rθα − 2ε,
that is
wx,yr (z) > v(z) + ε ∀y ∈ ∂Br(x) ∩ Ω, ∀z ∈ Ω : |z − y|Ω ≤ δ. (3.30)
Moreover, since wx,yr (x) = v(x), we have that for every z ∈ Ω such that |z − x|Ω < δ
wx,yr (z) ≤ v(z) + (β + ‖Dv‖∞)|z − x|Ω < v(z) + ǫ. (3.31)
Note that, since δ ≤ 13r, we have that ∀x, y ∈ Ω such that |x − y| = r it holds Bδ(x) ∩ Bδ(y) ∩ Ω = ∅.
Moreover the family
{Bδ(y) : y ∈ Ω ∩ ∂Br(x)}
is an open covering of the pre-compact set ∂Br(x) ∩ Ω. For every x ∈ Ω, let us fix a finite set of points
{y1, . . . , yN} on ∂Br(x) ∩ Ω such that
∂Br(x) ∩ Ω ⊂
N⋃
i=1
Bδ(yi),
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and let us set the function wxr : Ω→ R defined by
wxr (z) := max
i
wx,yir (z). (3.32)
By construction, the following facts hold:
1) ess supBr(x)∩Ω f(z,Dw
x
r (z)) ≤ 1;
2) wxr (z) > v(z) + ε for every z ∈ ∂Br(x) ∩ Ω
(in fact, if z ∈ ∂Br(x) ∩ Ω then there exists yi such that z ∈ Bδ(yi). Therefore by (3.30) wxr (z) ≥
wx,yir (z) > v(z) + ε);
3) wxr (z) < v(z) + ε for every z ∈ Bδ(x) ∩ Ω (it follows by (3.31)).
Now let Zr be a finite set of points of Ω such that
Ω ⊂
⋃
z∈Zr
Bδ(z),
and consider the function wr :
⋃
z∈Zr
Br(z) ∩ Ω→ R defined by
wr(x) := min
z∈Zr∩Br(x)
wzr (x). (3.33)
By properties 2) and 3) above it follows that wr is continuous on Ω (one may proceed by induction on
the cardinality of Zr).
Moreover, for almost every x in Ω, Dwr(x) coincides with Dw
z
r (x) for some z ∈ Zr and this implies
that wr ∈W 1,∞(Ω) and F (wr) ≤ 1.
Now let us prove that ‖wr − v‖L∞ → 0. To this aim, let us fix x ∈ Ω, and let z ∈ Br(x) ∩ Ω be such
that wr(x) = w
z
r (x). Recalling that by construction w
z
r (z) = v(z), by using (3.27) and Lemma 2.1, and
by the regularity of ∂Ω , we conclude that there exists a constant CΩ > 0 such that
|wr(x) − v(x)| ≤ |w
z
r (x)− w
z
r (z)|+ |w
z
r (z)− v(x)|
= |wzr (x)− w
z
r (z)|+ |v(z)− v(x)|
≤ max{dF (x, z), dF (z, x)}+max{dF (x, z), dF (z, x)} ≤ 2CΩβr.
Therefore, the sequence vn := w1/n satisfies the thesis. ⊓⊔
We are now in position to show Theorem 3.1.
Proof of Theorem 3.1. We divide the proof into four steps.
Step 1. We assume that un ≡ 0 for any n ∈ N and F (0) = 0. Therefore
min
u∈W 1,∞(Ω)
F (u) = F (0) = 0.
Moreover we assume that F is coercive, i.e. ∃β > 0 such that
F (u) ≥ β||Du||L∞(Ω) for every u ∈W
1,∞(Ω). (3.34)
By Remark 2.8 (4) it follows that Γτ∞(F ) ≡ Γw∗(F ) ≡ Γw∗seq (F ). Therefore it is sufficient to show that
Γτ∞(F ) is level convex. By (HΩ), applied with un = 0, and Proposition 3.10 (3) we deduce (3.22) and
(3.25), that is, for every λ > 0 there exist β(λ), α(λ) > 0 such that
α(λ)|x − y| ≤ dλF (x, y) ≤ β(λ)|x − y|Ω ∀x, y ∈ Ω
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where dλF is the distance given by (3.21). Let Rλ = RdλF be the corresponding difference quotient. Now
we show that for every fixed µ > 0
Hµ := {u ∈W
1,∞(Ω) : Γτ∞(F )(u) ≤ µ} =
⋂
ε>0
{u ∈ W 1,∞(Ω) : Rµ+ε(u) ≤ 1}. (3.35)
In fact, let u ∈ W 1,∞(Ω) be such that Rµ+ε(u) ≤ 1 for every ε > 0. Then, for every fixed 0 < θ < 1 we
have that
Rµ+ε(θu) = θRµ+ε(u) ≤ θ < 1.
With fixed ε > 0 we apply Proposition 3.11 with λ = µ + ε. Then there exists a sequence (uε,θn )n ⊂
W 1,∞(Ω) converging to u in L∞(Ω) such that F (θuε,θn ) ≤ µ + ε. Then Γτ∞(F )(θu) ≤ µ + ε for every
ε > 0 and for every 0 < θ < 1 which implies Γτ (F )(θu) ≤ µ. Letting θ → 1−, by lower semicontinuity,
we get Γτ (F )(u) ≤ µ.
To show the converse inclusion, let u ∈ W 1,∞(Ω) be such that Γτ∞(F )(u) ≤ µ. Then there exists a
sequence (un)n ⊂ W 1,∞(Ω) such that un → u in L∞(Ω) and limn→∞ F (un) = Γτ∞(F )(u). With fixed
ε > 0, there exists n0 ∈ N such that F (un) ≤ µ+ ε for every n ≥ n0. By definition, for any x, y ∈ Ω
un(x)− un(y) ≤ d
µ+ε
F (x, y)
that in turn implies Rµ+ε(un) ≤ 1 for every n ≥ n0. Since Rµ+ε is lower semicontinuous in L
∞(Ω) by
Proposition 3.9, by passing to the limit when n→ +∞ we obtain Rµ+ε(u) ≤ 1.
From (3.35), it follows that Hµ is a convex set by the convexity of the functionals Rµ+ǫ for every ǫ > 0.
Finally, by lower semicontinuity, we have that
H0 =
⋂
µ>0
Hµ.
By the convexity of Hµ for any µ > 0, H0 is a convex set too. Since for every µ ≥ 0 the set Hµ is convex
we may conclude that Γτ∞(F ) is a level convex functional.
Step 2. We assume that un ≡ 0 for any n ∈ N and F (un) = F (0) = 0 and we drop the coercivity
assumption (3.34). We may approximate F through the sequence (Fn)n given by
Fn(u) = F (u) ∨
1
n
||Du||∞.
By Proposition 3.6(3), the sequence (Γτ (Fn))n Γ(τ)-converges to Γτ (F ) with respect to any topology τ .
By Remark 3.7 Fn is still a supremal functional (represented by fn(x, ξ) = f(x, ξ) ∨
1
n |ξ|). Hence, by
applying Step 1 to the functional Fn, we get that for every n ∈ N Γτ (Fn) is level convex when τ is one
of the topologies τ∞, w
∗, w∗seq . By Proposition 2.13(2) it follows that Γτ (F ) is a level convex functional
for every τ ∈ {τ∞, w∗, w∗seq}.
Step 3. We consider the general case and we assume only the additional hypothesis
inf
u∈W 1,∞(Ω)
F (u) ∈ R.
For every n ∈ N set cn := F (un)(∈ R) where un satisfies (HΩ) and define Gn :W 1,∞(Ω)→ [0,+∞] as
Gn(u) := F (u+ un) ∨ cn − cn.
Note that for every n ∈ N Gn is a supremal functional satisfying the assumptions of Step 2. In fact,
Gn(0) = 0 = min
W 1,∞(Ω)
G(u). Hence Γτ (Gn) is level convex for any τ = τ∞, w
∗, w∗seq . By Proposition 2.5
(3)-(4) and by Proposition 2.6 we have that
Γτ (Gn)(·) = Γτ (F )(· + un) ∨ cn − cn.
It easily follows that also the functional Γτ (F ) ∨ cn is level convex for every n ∈ N. By passing to the
pointwise limit when n→∞, by Proposition 2.13 (1) we get that Γτ (F ) is level convex.
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Step 4. Finally we consider the case when inf
u∈W 1,∞(Ω)
F (u) = −∞. For everym ∈ N let Gm : W 1,∞(Ω)→
R be given by
Gm(u) := F (u) ∨ (−m).
It is easy to show that (un)n is a minimizing sequence for Gm and limξ→0Gm(un + uξ) = Gm(un).
Since inf
W 1,∞(Ω)
Gm ∈ R, by Step 3 it follows that Γτ (Gm) is level convex when τ is one of the topologies
τ∞, w
∗, w∗seq . By Proposition 2.6 we have that
Γτ (Gm) = Γτ (F ∨ (−m)) = Γτ (F ) ∨ (−m).
By passing to the limit when m→∞ and by applying Proposition 2.13(2) it follows that Γτ (F ) is a level
convex functional when τ = τ∞, w
∗, w∗seq . ⊓⊔
Now we give a necessary condition for the τ -lower semicontinuity in W 1,∞(Ω) of a localized supremal
functional
F (u,A) := ess sup
A
f(x,Du(x)), (3.36)
when τ ∈ {τ∞, w∗, w∗seq} and A ∈ A(Ω).
Remark 3.12 Let F be a supremal functional of the form (3.36). If F (·, A) is τ∞-lower semicontinuous
inW 1,∞(A) for every A ∈ A(Ω) then F is also w∗seq-lower semicontinuous inW
1,∞(A) for every A ∈ A(Ω).
Indeed, with fixed A ∈ A(Ω), for any open ball B ⊆ A, if un → u weakly* in W 1,∞(A) then un → u
uniformly on B. It easily follows that lim inf
n→∞
F (un, A) ≥ lim inf
n→∞
F (un, B) ≥ F (u,B). The thesis follows
by passing to the supremum on B ⊂⊂ A and by using the inner regularity property
F (u,A) = sup{F (u,B) : B open ball, B ⊂⊂ A} ∀A ∈ A(Ω).
The converse is in general false. Indeed, in [13] Maggi and Gori exhibit an example of a convex supremal
functional F that is w∗seq-l.s.c. (in particular w
∗-l.s.c.) but not τ∞-l.s.c.. However, when f(·, ξ) is
uniformly continuous, if the supremal functional F is w∗-l.s.c., then f is level convex in the second
variable and, by [13, Theorem 1.4], the functional F is τ∞-l.s.c. too. the level convexity of f(x, ·) is
sufficient for the uniform lower semicontinuity of a supremal functional (1.1)
In the following corollary we do not assume the regolarity assumption on ∂Ω and the connectness of
Ω that we have required in the previous results.
Corollary 3.13 Let τ ∈ {τ∞, w∗, w∗seq} be a fixed topology on W
1,∞(Ω) and let Ω be a bounded open
set. Let F : W 1,∞(Ω) × A(Ω) → R¯ be a (localized) supremal functional (3.36) represented by a Borel
supremand f : Ω× RN → R¯. If F (·, Br) is τ-lower semicontinuous on W 1,∞(Ω) and satisfies (HBr ) for
every open ball Br ⊂ Ω, then F (·, A) is a level convex functional for every open set A ∈ A(Ω).
Proof. First we show that for every open ball Br ⊂ Ω the functional FBr :W
1,∞(Br)→ R¯ defined by
FBr (u) := ess sup
Br
f(x,Du(x))
is sequentially lower semicontinuous with respect to the weak* topology of W 1,∞(Br). In fact, let
(un) ⊆ W 1,∞(Br) be a sequence weakly* converging to u in W 1,∞(Br). Without loss of generality, we
assume that
lim inf
n→∞
FBr (un) = lim
n→∞
FBr (un) =M < +∞.
Since the sequence (un) is bounded in W
1,∞(Br), there exists a constant M > 0 such that ∀n ∈ N
Lip(un) ≤ C(r)||Dun||L∞(Br) ≤ C(r)M.
If u˜n : Ω→ R is the Lipschitz extension of un given by
u˜n(x) := inf
y∈Br
{un(y) + Lip(un)|x− y|},
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we have that un = u˜n on Br and Lip(u˜n) = Lip(un|Br). Then, by definition, the sequence (u˜n)n is
bounded in C0(Ω¯), it is equi-Lipschitz continuous and thus it is bounded also in W 1,∞(Ω). Therefore,
there exists a function u˜ ∈ Lip(Ω) and a subsequence (u˜nk)k such that
lim
k→∞
||u˜nk − u˜||L∞(Ω) = 0
and (u˜nk)k converges to u˜ with respect to the w
∗-convergence of W 1,∞(Ω). Moreover u˜ = u in Br.
By taking into account that for a fixed topology τ ∈ {τ∞, w∗, w∗seq} the functional F (·, Br) is τ -lower
semicontinuous for any open ball Br, we get
FBr (u) = F (u˜, Br) ≤ lim inf
k→∞
F (u˜nk , Br) = lim inf
k→∞
FBr (unk) = lim infn→∞
FBr (un),
that is FBr is lower semicontinuous with respect to the weak* convergence of W
1,∞(Br). By applying
Theorem 3.1, for every open ball Br ⊂ Ω we have that FBr is a level convex functional. Since
F (u,A) = sup
Br⊂A
FBr (u) ∀u ∈W
1,∞(Ω)
we can conclude that F (·, A) is a level convex functional for every A ∈ A(Ω). ⊓⊔
4 A representation result
We conclude this paper with a representation result. First we introduce the notion of normal supremand.
Definition 4.1 Let f : Ω × RN → R¯ be a Borel function. We say that f is a normal supremand if
for a.e. x ∈ Ω the function f(x, ·) is lower semicontinuous on RN .
Proposition 4.2 Let Ω be a bounded open set with Lipschitz continuous boundary. Let f : Ω×RN → R¯
be a normal supremand. Let F be the supremal functional (3.17) represented by f and assume that F
satisfies the condition (HΩ). Then the following facts are equivalent:
(i) F is w∗-lower semicontinuous in W 1,∞(Ω).
(ii) F is w∗seq-lower semicontinuous in W
1,∞(Ω);
(iii) F is a level convex supremal functional;
(iv) there exists a level convex normal supremand ϕ : Ω× RN → R given by
ϕ(x, ξ) := inf
{
F (u) | u ∈ W 1,∞(Ω) s.t. x ∈ û, with Du(x) = ξ
}
where
û := {x ∈ Ω : x is a Lebesgue point of Du and a differentiable point of u}
such that
F (u) = ess sup
x∈Ω
ϕ(x,Du(x)).
Moreover there esists a negligible set N ⊂ Ω such that ϕ(x, ξ) ≥ f(x, ξ) ∀x ∈ Ω \N , ∀ ξ ∈ RN .
Proof.
1. (i) =⇒ (ii): it follows by Remark 2.8(2);
2. (ii) =⇒ (iii): it follows by Theorem 3.1;
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3. (iii) =⇒ (iv): we consider the auxiliary functional G :W 1,∞(Ω)→ [0,+∞] given by
G(u) := arctanF (u) +
π
2
= ess sup
Ω
arctan(f(x,Du(x)) +
π
2
.
Note that the G is level convex if and only if F is level convex. Thanks to the result [[14], Theorem
2.4], the level convex functional G can be represented through the level convex normal supremand
g given by
g(x, ξ) := inf
{
G(u) | u ∈W 1,∞(Ω) s.t. x ∈ û, with Du(x) = ξ
}
and satisfying
g(x, ξ) ≥ arctan f(x, ξ) +
π
2
∀x ∈ Ω \N , ∀ ξ ∈ RN
where N ⊂ Ω is a negligible set. Hence it is sufficient to choose
ϕ(x, ξ) := tan(g(x, ξ)−
π
2
) = inf
{
F (u) | u ∈ W 1,∞(Ω) s.t. x ∈ û, with Du(x) = ξ
}
.
4. (iv) =⇒ (i): it follows by [2, Theorem 3.4].
⊓⊔
In the following example we discuss the relation between the function ϕ given by the representation
formula above and the supremand f . Moreover we also show that if we consider the localizated functional
F (·, A) given by (3.36), the function ϕ does not represent its lower semicontinuous envelope.
Example 4.3 Let Ω = (−2, 2) and let f : (−2, 2)× R→ R be defined as
f(x, ξ) :=

(1− |ξ|) ∨ 0 if x ∈ [−1, 1]
2 + |ξ| if x ∈ (−2,−1) ∪ (1, 2).
Let F be the supremal functional given by F (u) = ess supΩ f(x,Du(x)). A direct computation shows
that the function ϕ in Corollary 4.2(iv) is given by
ϕ(x, ξ) =

2 if x ∈ (−1, 1)
2 + |ξ| if x ∈ (−2,−1) ∪ (1, 2).
Note that ϕ is strictly greater than f on a set of positive measure.
We underline that the function ϕ is obtained by a minimization process on the whole set Ω. Thus, it is
not suitable to represent the lower semicontinuous envelope of the localized functional F (·, A) as shown
by the following computation. For any open set A ⊆ (−2, 2) let F (u,A) := ess supA f(x,Du(x)) be
the supremal functional defined on W 1,∞((−2, 2)) and let G(u,A) := Γτ (F )(u,A) where τ is one of the
topologies τ∞, w
∗, w∗seq . We have that f is a normal supremand and f(x, ·) is level convex in R if and
only if x ∈ Ω \ [−1, 1]. According to this the functional F (·, A) is level convex only on the open sets A
satisfying the condition |A \ (−1, 1)| > 0. Indeed, for such an open set A it holds
F (u,A) = ess sup
A\(−1,1)
f(x,Du(x))
for any u ∈ W 1,∞(Ω) and the supremand f(x, ·) is level convex for any x ∈ Ω \ [−1, 1].
We claim that the relaxed functional G(·, A) can be represented for any open set A by the function
g : (−2, 2)× R→ R defined as
g(x, ξ) :=

0 if x ∈ (−1, 1)
2 + |ξ| if x ∈ (−2,−1) ∪ (1, 2).
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Indeed, if A is an open set in Ω with |A \ (−1, 1)| > 0 it holds
F (u,A) = F (u,A \ [−1, 1]) = ess sup
A\[−1,1]
f(x,Du(x))
for any u ∈ W 1,∞(Ω) and G(u,A) = F (u,A) since F (u,A \ [−1, 1]) is lower semicontinuous in W 1,∞(Ω)
by the level convexity of f . It remains to prove that for any fixed A with A ⊆ (−1, 1) it holds G(u,A) = 0
for any u ∈W 1,∞(Ω). Indeed, let u ∈ W 1,∞(Ω) be fixed and set C = ess supA |Du(x)|. For n ∈ N let us
define ψn as the odd function piecewise affine such that ψn(0) = 0 and
ψ′n :=
{
C + 1 in ( 2k2n ,
2k+1
2n )
−(C + 1) in (2k+12n ,
2k+2
2n )
with k = 0, . . . [n2 ]. We have that the sequence un = u + φn converges to u in any topology above and
|Dun(x)| > 1 for any x ∈ A. Hence F (un, A) = 0 and, subsequently, Γτ (F )(u,A) = 0. As a consequence,
for every A ∈ A(Ω) we have verified that
G(u,A) = ess sup
A
g(x,Du(x)).
In particular, for A ⊂ (−1, 1), we have that G(u,A) < ess supA ϕ(x,Du(x)) for any u ∈ W
1,∞(Ω).
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