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вих досліджень вчених ІК Н ІТ  (а саме, методів оціню­
вання ризиків інформаційної безпеки, проектування 
систем електронноїкомерціїтаін.) при побудові інфор­
маційної системи електронної комерції. Практична 
цінність статті визначається можливістю використан­
ня підходів до побудови інформаційної с истеми елек­
тронної комерції з врахуванням методів оцінювання 
ризикі в інформаційної безпеки. Авторами запропоно­
вано прогнозування результатів масових випробу­
вань ризиків у системах електронної комерції. Такі 
прогнози поки що можна здійснювати стосовно по­
вторних вибірок, спираючись на класичне означення 
ймовірності, тобто за умови, що дослід здійснюється 
відносно порівняно обмеженої за обсягом сукупності 
об’єктів. Така ситуація зустрічається у ІБ  порівняно 
рідко. Найчастіше ІБ доводиться мати справу з без- 
повторною вибіркою, яка досліджує одиниці загроз, 
що рідко зустрічаються. За таких умов розподіл ймо­
вірностей появи загрози (події) підпорядковується 
гіпергеометричному закону.
Л ітер ату р а: 1. Берко А.Ю ., В исоцька В.А., Чгірун Л.В. 
Алгоритми опрацю вання інформаційних ресурсів в сис­
тем ах  електр о н н о ї к о м ер ц ії //В існ и к  Н У  “Л ьв івська  
політехніка” . Інформаційні системи та  м ереж і. 2004. № 519. 
С.10-20. 2. Берко А.Ю ., Висоцька В.А. П роектування на­
вігаційного графу \уєЬ - сторінок бази даних систем елек-
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Рассматривается постановка общ ей задачи евклидовой 
комбинаторной оптим изации в условиях неопределен- 
ности. О писнвается м одель упаковки на множ естве 
перестановок с учетом неопределенности данньїх, задан- 
ньіх нечеткими числами. П редлагаю тся методьі решения, 
даю тся оценки зтих  методов.
1. Введем не
Развитие евклидовой комбинаторной оптимизации [ 1 - 
10] и необходимость унитьівать нечеткую информа- 
цию [11] привели к появленню новьіх моделей, кото- 
рьіе используют нечеткие данньїе.
Цель исследоватія -  развитие подходов решения 
задач евклидовой комбинаторной оптимизации в ус- 
ло виях неопределенности. Для до стижения зто й цел и 
ставится общая задача евклидовой комбинаторной 
оптимизации в условиях неопределенности. В рамках 
общей задачи исследуется задача упаковки прямоу- 
гольников с нечеткими данньїми и предлагаются ме­
тоди решения.
Приведем необходимьіепонятия и определения евкли­
довой комбинаторной оптимизации [1]. Обозначим 
через І т  -  множество первьіх т  натуральних чисел,
132
тронної комерції //В існик Н У  “Л ьвівська політехніка” . 
Комп ’ ютерні науки та  інформаційні технології. 2004. №521. 
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2004. № 519. 5. К ат ренко А.В. Ситемний аналіз об’єктів та 
процесів ком п’ютеризації. Л ьвів: Новий світ ,2000 .2003 .С . 
286 - 322. 6. К рупник А. Бизнес в интернет. М.: М икроарт, 
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т.е. ї т = {і,...,т} .П усть 0  = {§ і,§2,...,&п} -мульти- 
мнбжество, которое представляет собой совокуп- 
ность Т) злементов, среди которьіх могут бьггь и 
одинаковьіе. Мультимножество о , которое имеет к 
разньїх злементов, можно задавать его основанием 
8(о )= (е і,Є 2,...,Є]с ) -  кортежем всех разньїх зле­
ментов из О ,  а также первичной спецификацией 
[о] = (щ , Д2 > • ■ ■ > Л к )»которая определяет количество 
повторений каждого злемента основания в мульти- 
множестве.
Рассмотрим упорядоченную п -вьіборку из мульти- 
множества о :
е  =  ( 8 і 1 , § і 2 >--->£іп ) ,  (1 )
где є О , і  ^ *  і( V ір і( є ї п , У ф і є  ї п .
Множество Е, злементами которого єсть п-вьгборки 
е = ( е ] , . . . ,е п ), е = ( е 1, . . . ,е п ) измультимножества 
О вида ( 1), назовем евклидовьім комбинаторньїм 
множеством, если из условия 3 ] є  ї п , Є)* Є] сле- 
дует е * е .
Другими словами, множество Е имеет такое свой- 
ство: два злемента е и §, которьіе принадлежат 
множеству Е, отличньї друг от друга, если они неза- 
висимо от других отличий отличаются порядком сле- 
дования символов, которьге их образуют.
Не нарушая общности рассуждений, будем считать, 
что злементьі мультимножества о  упорядоченьї по 
возрастанию , т .е . им еет место неравенство:
< § 2 <;...< 8т,.
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Одним из наиболее распространенньїх евклидовьіх 
комбинаторньїх множеств является общее множество 
перестановок Е ^ С )-м н о ж е с т в о  всех п-вьіборок 
вида (1), где п = р > к , из мультимножества О , со- 
стоящего из п действительньїх чисел, среди КОТО- 
рьіх ^ разньїх. Если наличие и количество одинако- 
вьіх чисел среди злементов мультимножества не яв­
ляется существенньїм, то соответствующее множе­
ство перестановок будем обозначать Еп(о ).
Под общей задачей евклидовой комбинаторной опти­
мизации понимают задачу нахождения
Р(х*) = ш іпР(х)> (2)
х* = аг§ гпіп Р(х) (2)
х є Е  ’  4 ’
пр и ограничениях
у ‘(х)<0  У іє  І г ; (4)
\рг+1 (х) = 0 VI є Е., (5)
г, 8 — некоторьіе цельїе неотрицательньсе констан- 
ть і;е  -  евклидовое комбинаторное множество в 
пространстве К п , а Р (х ) , ч / ( х ) , і /+1(х) -  некото- 
рьіе функции.
2. Постановка общей задачи евклидовой 
комбинаторной оптимизации в условиях 
неопределенности
В силу наличия в реальньїх процессах недетерминиро- 
ванньїх параметров актуальньїм является рассмотре- 
ние задач оптимизации, в которьіх исходньїе данньїе 
имеюттот или иной злемент неопределенности, обус- 
лавливаютсятем или иньїм фактором неопределенно­
сти. К основним факторам неопределенности данньїх 
следуетотнести: стохастичность; интервальноезада- 
ние; нечеткость; парам етричность.
Приведем необходимне в дальнейшем понятия и оп- 
ределения.
Определение 1, Нечетким числом [9] О назовем 
нечеткое множество [11]вида 6  = |р]) ,...,  ^  ,
где {§1, §2>-">8ті} > §і Є я 1, VI є ,Тт  -носительнечетко- 
го множества; {ці, , щ є Я1, VI є  ^  _ мно­
жество значений функции принадяежности, 0 < р( < 1, 
У і є / Л.
Далеетерминьї нечеткое число и нечеткое множество 
будем понимать какравнозначньїе, используятермин 
число для арифметических (алгебраических) опера- 
ций, а множество -  для теоретико-множественннх 
операций.
Случайной величиной [12] назнвается величина, 
значение которой зависит от случая и наперед неизве- 
стно и для которой известна функция распределения 
вероятностей.
Как известно [13] злемент интервального простран- 
ства і ( я " |  задается упорядоченной парой ( х ^ х) ,
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где  х -  ц е н т р  и н те р в а л а , у х -  п о гр е ш н о с ть  и зм е р е - 
ния.
Определение 2. Если центром интервала является 
нечеткое число х со значением функции принадлеж- 
ности, равньїм р х , то злемент интервального про- 
странства будем називать нечетким злементом интер- 
вального п ростран ства  І(К П) и обозначать 
(х) = ((х ,ух) | цх) . С геометрической точки зрения 
центр интервала, вираженими нечетким числом 
х = {(Х| | Ці) , . . . , (х^ | ц ^ ) } ,представляетсобоймно­
жество точек числовой прямой с координатами 
X],..., хл , которьш приписанмзначения функции при- 
надлежности Ц ] , . . . ,^ .
Общую задачу евклидовой комбинаторной оптимиза­
ции в условиях неопределенности, которая включает 
в себя перечисленнме вьіше фактори неопределенно­
сти, можно представить в таком виде:
8{р((х),ю )] -» ехіт , (6)
Фі ({ х ) ,а )< 0  Уі є Іт , (7)
((х),со)єЕ, (8)
ш є Сі, (9)
где (х) -  нечеткий злемент интервального простран­
ства; т  -  целая неотрицательная константа; т  -  
случайньїй параметр, которьій характеризует опреде- 
ленное состояние среди; о  -  множество зтих состо- 
яний; Р ((х) , со) -  аргумент целевой функции задачи, 
которнй, вообще говоря, зависит от случайньїх чи­
сел, нечетких чисел, злементов интервального про­
странства; 8 (р )- некоторая детерминированная функ­
ция случайньїх величин (например, математическое 
ожидание, дисперсия и т.п.); ср(, і є 1т  -  некоторне, 
зависящие, вообще говоря, от х и о  функции; Е -  
евклидовое комбинаторное множество из злементов
интервального пространства: Е с  і |к .п | .
Каждьій из злементов модели (6)-(9) можно рассмат- 
ривать как зависимнй от ряда параметров.
3. Постановка и решение одной задачи 
евклидовой комбинаторной оптимизации в 
условиях нечеткой неопределенности, 
обуславливаемой нечеткостью данньїх
3.1. Перестановочное множество нечетких 
чисел
В случае, когдазлементн мультимножестваявляются 
нечеткими числами, будем говорить о мультимноже-
стве нечетких чисел 6  = {(§1 |іАі)>-">(&п |пп )} > где
{еі . 82*-->&п } ’ 8і є К 1, 'г'і є 'Іц -  носитель нечеткого
множества, {ці, р2,->Рп}, р; є К 1 є  ^  -  множе­
ство значений функции принадлежности, 0 < ш < 1, 
У іє  7^. Общее множество перестановок Е ^ о )  на-
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зовем общим множеством перестановок нечетких 
чисел.
3.2. Основиьіе операции с нечеткими числами
Использование методов решения такой задачи пред- 
полагает знание результатов операций нахождения 
суммьі, минимума и максимума нечетких величин.
Определение 3. Суммой двух нечетких чисел
А = {(а1 |м .^ ) , . . . , ( а а |ц £ ) }  и 
В =  {(Ь, | р .Р ),...,(Ь р  | цр )}
назовем нечеткое число А + В , которое образуется с 
помощью построения множества пар
С = й
А  = {(аі
Доказательство. При образовании множества пар С 
используются две операции: сложения и нахождения 
минимума. Посколькузти операции ассоциативньї:
(аі + ^)+ < 1к = а( +(Ь^ + бк) и
тіп(шіп(р1А, рв ) ,р ^ ) = т іп (ц А, шіп(р®, рік )), і є І а ,
І є Ір , к є І 5,
то множество пар с (А+в)+0 будетидентичннм множе- 
ству пар с А+(в+° ) .
Определение 5. Максимум и минимум двух нечет­
ких чисел
А =  а р ^ ),..., (аа | рА) |  и В = ((ь,І р?),.. „(Ьр|м-р )}
- { (а і +Ь] ІшіїДр! ,ц, (а} +Ьр | т і п ^  ,р.р]), 
( а 2 + Ьх т іп [ р 2 >В®])>---3(а 2 + Ь р т іп [р .£ ,Ц р ]) ,
(10)
(аа +Ц |тіп[ра,р.Р]),...,(аа +Ьр |тіп[р^,р.р])}.
введем так: если / ^ й й ^  > #
Первьіе злементьі сі, ■ ■ ■, ст, , где г\ = ар  , зтих пар
сл]образуютмультимножество с  = \ [ ■ Основа-
ние 8 ^с) мультимножества С : 8 (С) = {сг, . . . ,сг} -зто  
носитель нечеткого числа
А + В = |  1 р і) ',...,(сг | рг) |  .Значение функции при-
надлежности находят по правилу:
р , = шах ^ { р р Д є ^ } ,  1 є і г> (Ц )
Уіє7т): с ( = Сі
т.е. значение р, вьібирается как максимальное среди 
чисел рр,длякоторьіх С| = с( , аг -  число различньїх 
злементов в с  •
Определение 4. Суммой трех нечетких чисел
В = {(Ьі[ р] ) ,...,(Ь р  рр )} и
В = {(<*і|цР)....... (Й8 |Ц 8 ) )
назовем нечеткое число А + В + Б = Е + В >  где 
Е = А + В •
Утверждение 1. Операция суммьі для нечетких чи­
сел коммутативна, т.е. А + В = В + А .
Д о к а за т е л ь ст в о . При образовании множества пар 
С используются две операции: сложения а; + и 
нахождения минимума тіп(|лА,р в ), і є І а , і є Ір . 
П оскольку зти  операции ком м утати вни :
а1 +Ь^ = + аі; ш іп(рА,р в ) = т т ( р в ,р А), то мно­
жество пар СА+В, полученное при сложении чисел А 
и В, будет идентичньїм множеству пар с в+А , полу- 
ченному при сложении чисел В и А.
Утверяедение 2. Операция суммм для нечетких чи­
сел ассоциативна, т.е. (А + в ) + 0  = А + (В + о ) .
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і=і і=і •
то нечеткое число А будем називать максимумом, а 
нечеткое число В -  минимумом. Аналогично можно 
рассматривать максимум, минимум из нескольких 
чисел.
Определение 6. Будем считать два нечетких числа
А  =  { ( й | і і ІЧ ) > ” - > ( а а | и - а ) |  И  В  =  | ( Ь і | й В ) > - - - > ( Ь р | р р  ) |
упорядоченньїми по невозрастанию А > В тогда, ког-
Да “ Х Ь‘^ В '
і=і і=і
Определение 7. Будем считать два нечетких числа А 
и В упорядоченньїми по возрастанию А>В тогда, когда
а Р
> ] ^ Ь ірв _ П усть а] й а 2 > . . .> а 0 и
І=1 І=1
Ьі > Ь2 > ... > Ьр. Два нечетких числа А и В будем 
називать, следуя [11], равньїми А = В> ес™  а  = Р и 
3; = Ь; , рА = рВ , І Є І а .
3.3. Построение математической модели задачи 
упаковки при неопределенности, 
обусловленной нечеткостью данньїх
Рассмотрим пример построения математической мо­
дели одной задачи упаковки [1, 2, 5, б, 8] в виде 
(6) -  (9).
Пусть єсть некоторая полубесконечная (достаточно 
длинная) полоса, которая разделена на полоски оди- 
наковой ширини її (рис.1).
ш-1
т
Рис. 1 . Иллюстрация к задаче упаковки прямоугольников
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Задано еще р прямоугольников, длиньї которьіх рав- 
ньі а1;. . . ,а р 5ш ирина- д .Задачалежитвразмещении 
прямоугольников без наложений в полосе таким об­
разом, чтобьі длина занятой от начала части полосьі 
бьша минимально возможной.
Приближенньге методьі решения зтой детерминиро- 
ванной задачи упаковки бьши рассмотреньї в [1, 5 ,6, 
8], а точньге -  в [2]. Однако на практике длиньї 
прямоугольников а і,а2,...,ар заданнснекоторойнео- 
пределенностью, например из-за погрешности изме- 
рения. Позтому рассмотрение задачи с учетом нео­
пределенности в задании начальних данньїх является 
актуальной проблемой.
Построим математическую модель задачи. Будем счи­
тать, что а ; -  нечеткие числа. В каждой полоске в 
оптимальном решении, очевидно, может стоять от 
одного до р - ( ш - і )  = р -  т  + 1 прямоугольников, где 
т  -  количество полосок, на которое разделена 
полоса, т. е. целая часть от деления ширини полоси на 
І!. Обозначим п = т ( р - т  + і) и введем в рассмотре- 
н и е п -р  прямоугольниковсширинойь идлиной а0 , 
где а0 = {0 11}, т.е. является обичньїм нулем, други­
ми словами ао є К 1 ■
Тогда можно считать, что в каждой полоске стоит 
ровно р - т +1 прямоугольников. Обозначим *у -  
задаваемую нечетким числом длину прямоугольника, 
которий стоит в і-й полоске на і -м от начала полоски 
месте, і є  Іт , І є Зр_т+1. Рассмотрим вектор х вида:
х  — (Х11>' • ■> х 1,р-т+1  > х 21>" ' > х 2, р-т+1  >• • • >х і1 ■ > х і,р-т+1> 
••■>х т І> "  ■>х т ,р -т + і) -
Образуеммультимножество О = { а1,. . . ,а р,а0,...,а 0}, 
в котором злемент а0 встречается п - р  раз. Тогда 
вектор х можно рассматривать как злемент множе­
ства перестановок нечетких чисел Еп (6 ) из злемен­
тов мультимножества <з . При зтом каждой переста- 
новке х будет соответствовать определенное разме- 
щение прямоугольников в полосе, и наоборот.
Используя введенньїе операции суммьі, нахождения 
максимума и минимума, математическая модель 
сформулированной задачи упаковки прямоугольни­
ков при неопределенности, обусловленной нечеткими 
исходньїми величинами задачи, представляется [ 10] в 
такомвиде:
найти
р - т +1
Р*(х*) = шіп т а х  X  хц . ПГ)
х є Е п ( о ) Щ І 2т  н  Ч > 
р - т +1
х* = аг§ т іп  т а х  X  ху П Зч
х є Е п ( о ) і < і ^ т  у=1 ’
где аг§£(х) обозначает точку х , которая доставляет 
значение Г(х) функции р .
Формула (12) дает минимально возможную длину 
занятой части полосьі в виде нечеткого числа, а 
формула (13) -  нечеткую перестановку х * > на кото­
рой зта длина Р * (х *) достигается.
Как и всякую задачу оптимизации на дискретном 
множестве, поставленную задачу можно решать с 
помощью метода ветвей и границ [14] -  метода 
направленного перебора, а для небольших размерно- 
стей -  с помощью метода полного перебора.
Очевидно, что оценка сложности метода полного 
перебора допустимих решений для задачи (12)-(13) 
не является полиномиальной, поскольку полньш пе- 
ребор множества перестановок из п чисел (даже дей- 
ствительньїх) определяется величиной пі- Однако 
обусловленность рассмотрения такого метода и про­
ведення его анализа состоит в том, что, осуществив 
его, ми получим верхнюю оценку сложности реше­
ния задачи упаковки (12)-(13).
Метод полного перебора состоит в том, чтобьі для 
каждого х из множества нечетких перестановок 
Еп (6 ) вичислитьцелевуюфункцию-длинузанятой 
части полоси:
р - т +1
Р (х )  =  т а х  X  х іі (1 4 )
І^ і^ т  р - і  '
При изложении м етодов длиной занятой части полос-
ч
ки і будем назьшать ^  ХІІ длин Ч размещенньїх в 
1-і
ней прямоугольников длиньї Ху каждьій, І є 1ч .
В основе метода ветвей и границ [14] лежит система 
ветвлений и отсечений, которая позволяет, вообще 
говоря, значительно уменьшить обьем перебора.
Очевидно, что прямоугольники с длинами а0 не 
влияют на результат: А + а0 = А , где А -  произволь- 
ное нечеткое число, позтому при решении задачи 
методом ветвей и границ их не рассматриваем.
Рассмотрим алгоритм метода ветвей и границ, кото­
рий предлагается для решения задачи (12)-(13).
1. Упорядочим нечеткие длиньї прямоугольников по 
невозрастанию а, > а2 > ... > ар .
2. Формируем начальное размещение х следующим 
образом: каждий следующий прямоугольник из упо- 
рядоченного по убьшанию набора длин, начиная с 
прямоугольника с длиной аІ5 размещается в ту по- 
лоску, длина занятой части которой єсть наименьшей 
после размещения предьідущего. Запоминаем началь­
ное размещение я изначение целевой функции Р(х) 
при зтом размещении.
3 . Шаг і = і .  На зтом шаге размещаем прямоуголь­
ник с длиной аі в первую полоску, т.е. х11= аі-
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Обозначим полученное множество как 8 ‘ . Оценку 
множества \  для любого множества находим как 
длину занятой части полосьі. На зтом шаге оценка 
£(§')= а , . Значение і увеличиваем на 1.
4. Шаг 1 = 2 . Разбиваем множество 8 і на т  под- 
множ еств 5?,З ] ,.. . ,8* :  8 і = 8]2 I I 8 2 I I . .- І І8 2 > і’
Зі = 0 , і 9* ] , У і,]є .Іт  , где т  -  количество і'
полосок, размещая прямоугольник с длиной а2 : в 
нервую полоску, во вторую и т.д. Для каждого под- 
множества 8? , і є І т находим оценку множества
^(8 2 ) (как длину занятой части полосьі). Сравниваем 
£,(8 1 ) и Р (х ). Если ^(8 ? )  > Р (х ), то узел З? отсе­
каем. Среди неотсеченньїх подмножеств 8?, ] є І]П 
вибираєм для разветвления то, для которого оценка 
множества наименьшая. Все подмножества, кроме 
подмножества, вьібранного для разветвления, пере-
смотренньїх и отсеченннх, переобозначаем на
З з8, , . . . , 8і ,  где і , і -  некоторьіе натуральнне числа. 
Значение 4 увеличиваем на 1.
5. На каждом шаге і = г > 3  разбиваем множество
полоски, где  ^ -  некоторое натуральнеє число, под- 
МНОЖЄСТВО, В котором аі стоит в полоске с номером 
і" , отсекаем (рис. 2).
-,2-і на ш подм нож еств 02 п2 .
Зо"* =3^,11 8 ^ . . .  1 1 8 ^ ,  3 * П 8 * = 0 ,  і * } ,
\ /і ,іє Л га,где  ш -  количество полосок, т.е. разме- 
щаем прямоугольник с длиной а2 : в первую полоску, 
во вторую и т.д. Для каждого подмножества 8?, где і 
-некоторое натуральнеє число, находим оценку £,(8 ? ) 
(как длину занятой части полоси). Сравниваем £,(8 ^) 
и Р (х ). Если ^(8 * ) > р ( х ) ,  то узел 8? отсекаем. 
Если узел дерева представляет перестановку из мно­
жества перестановокЕ„ (б )  и £(з,г)< р (х ), то значе­
нню р(х) присваиваем значение £(з[),аразмещению 
х присваиваем размещение, которое отображает узел 
8?. Для разветвления вибираєм такое подмножество 
З*, для которого оценка наименьшая. Все подмноже­
ства, кроме подмножества, вьібранного для разветв­
ления, пересмотренннх и отсеченних, переобознача­
ем на 8 ?+ , . . . , 8 ?+1, где і ,)  — некоторне натураль- 
ние числа. Значение і увеличиваем на 1.
6 . Процесе продолжаетея до тех пор, пока не развет- 
вим или не отсечем все узльї. Оптимальним значени- 
емцелевойфункциибудет последнеезначение Р (х ), 
а последняя точка х -  точкой, доставляющей опти- 
мальное решение.
Замечание. В рассмотренном алгоритме метода вет­
вей и границ к поставленной задаче целесообразно 
использовать также следующее правило отсечения: 
если на некотором шаге длина занятой части полоски 
с номером і' равняетеядлине занятой части полоски с 
номером і", где р , і" -  некоторне натуральнне числа, 
і' < ( " , то после размещения прямоугольникаа; взти 
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Рис. 2. И ллю страция отсечения 
3.4. Оценка сложности решения задачи
Найдем время работьі алгоритми для нахождения наи- 
большего или наименьшего из двух нечетких чисел
а, и а2 , а ; ={(§] | ц 1) , . . . , ( е ‘ |р '  )}, і є ^ г д е  
/ і  1 •» і Чі Чі
/ -  носитель нечеткого множества а , , аїї, і
-множество значений функции принад- 
лежности. Обозначим я = т а х (я (, я2).
Согласно [15], под временем работьі алгоритми тут и 
дальше понимаем число злементарньїх шагов, кото- 
рьіе алгоритм вьшолняет. В нашем случае злементар- 
ньіми шагами будут операции сложения, умноження и 
сравнения.
Зі
Для нахождения ^  ВІ М-. необходимо вьіполнить опе-
І=1
рацию умноження не больше, чем я раз, а операцию 
сложения не больше, чем я-1 раз. Для определения
Яі
максимума или минимума среди величин ^  РІ и
Я_2 І = 1
2 2
В і йі нужно вьіполнить одну операцию сравне- 
ния. Таким образом, для нахождения наибольшего 
или наименьшего значення из двух нечетких чисел а] 
и а2 время работн алгоритма составляет не больше, 
чем я + ( я - і ) + я  + (я - і)+ 1  = 4 я -1 ,  т.е. ©(я), где ©
-  асимптотически точная оценка ([15, с. 36].
Аналогично находим время работьі алгоритма при 
определении наибольшего или наименьшего среди з
( з > 2 ) нечетких  чисел а( ,
а і = {(§І М-ї )»-••> (бц. М-д.)}, і є Д .г д е  )
-  носитель нечеткого множества а | , а {Ир-.чЦц ) — 
множество значений функции принадаежности. Пусть
Яі
Я = тах  Яі , і є І5 . Для нахождения ^  Еі необхо-
і=і
димо вьіполнить операцию умноження не больше, 
чем я раз, а операцию сложения не больше, чем я-1 
раз, т.е. для з чисел операция умноження вьіполняет-
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ся не больше, чем «Я раз, а операция сложения -  не 
больше, чем з(я — і) раз. Для сравнения величин




^  І 1 V " 1 2 2
НИТЬ сум м ьі 2 и  ^  И 2 ^  8і ^  ! и  боЛЬШуЮ (мЄНЬ-
і=1 і=І
шую) сумму запомнить, затем сравнить ту сумму, что
Яз
запомнили, с суммой и большую (мень-
І=1
шую) сумму запомнить, и т.д, т.е. для сравнения
Я|  Я2 Чя
величин й£ . . . , £  8 і Мі необходимо
І=1 І=1 І=1
вьіполнить з -1  операцию сравнения. Таким образом, 
для нахождения наибольшего или наименьшего сре­
ди з нечеткого числа время работьі алгоритма будет 
не больш е, чем зя + з ( я - і )  + ( з - і )  = 2 з я -1 , т.е. 
©(зя).
Найдем время работи алгоритма для определения 
суммьі двух нечетких чисел а] и а2 .
Для образования множества пар с  по формуле (10) 
необходимо вьіполнить максимум Я'Я = я2 операций 
сложения и столько же операций сравнения. Для 
образования основания 3 (с )  необходимо отсортиро- 
вать массив чисел максимальной размерности Я'Я • 
Воспользуемся, например, алгоритмом бьістрой сор- 
тировки [15, стр. 151]. Время работьі алгоритма бьіс- 
трой сортировки в худшем случае составляет 
® ( ( я я ) 2 ) = ©(4 4) .
Каждому злементу основания ставим в соответствие, 
согласно формуле (11), функцию принадлежности, 
т.е . в наихудшем случае надо вьіполнить 
Я ■ я-1 + я ■ я-1=2я2 -  2 операций сравнения. Таким об­
разом, время работьі для образования суммьі двух 
нечетких чисел аі и а2 будет не больше, чем 
Я2 + Я2 + Я4 + 2я2 - 2  = я4 + 4я2 -  2 , т.е. © (я4 ) . 
Аналогично находим время работьі алгоритма для 
нахождения суммьі з нечетких чисел а, , і є  Т,, з > 2 . 
Время работьі будет не больш е, чем 
Я8 + я8 + Я2! + 2я8 -  2 = я28 + 4я8 -  2 , т.е. © (я25) .
Проведем анализ алгоритма метода полного перебора 
для решения задачи (12)-(13).
Для одной перестановки имеем: в каждой полоске 
складьіваем максимум р - т  + 1 прямоугольников, 
т.е. вьіполняем максимум я 2(р-т+1) + 4я ^-т+1)_ 2  опе­
раций, имеем оценку © (я2(р -т+ !)) • Для т  полосок
вьіполняем максимум т ( я 2 р^"ш+^  + 4ц(р'ш+1) - 2 )
операций, оценка составляет 0(ітщ 2(р~т+1)) - Среди 
занятьіх длин полосок находим наибольшую длину, 
т.е. вьіполняем не больше, чем 2 т я  -1  операций.
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Д ля к аж до й  п е р е с т а н о в к и  в р ем я  р аб о ть і с о с т а в л я е т н е
б о л ь ш е ,ч ем  т ( я 2(р ' т + 1 ) +  4 я ^ р' т + 1  ^ -  2) +  2пк} -  1 >
т.е . и м еем  о ц е н к у  © ( т я 2 р^ _ т + 1 Ь  •
Для п! перестановок время работьі будет не больше, 
чем
п!(ш (я2(р' т+1) + 4я(р' т+1) -  2) + 2 т я  -  1) + (2яп!-і) 
в последних скобках -  количество операций, необхо- 
димьіх длявьібораиз п! целевьіх функций наиболь- 
шей, т.е. имеем оценку ® (п !т я 2 р^~т+1Ь  •
Учитьівая, что п = т (р  -  т  + 1), имеем: время работьі 
алгоритма метода полного перебора будет не больше, 
чем
(т(р -  т  + і))!(т(я2(р-га+і) + 4я(р’га+і) -  
-  2)+ 2 т я  - 1)+ 2я(т(р -  т  + 1))!—1 .
Оценка принимает вид ©((т(р -  т  + і))!пк}2(р“т+^).
Проанализируем последнее вьіражение. Для зтого 
проанализируем отдельно все его слагаемьіе.
а) Оценка вьіражения
(т(р -  т  + і))!(тя2 р^'ш+1^  + 4тя^р’га+1^  -  2 т  + 2 тя  -  і) 
составляет т(ш) = © (т2 !ггщ2(р~т+1)),
Т(р) = ©(р !я2(р_т+і)), Т(я) = ©(я2(р-т+і5)-
б) Оценка вьіражения 2 я ( т р - т 2 + т )і-1  составляет 
т ( т )  = ® (т2 1), Т (р)=0(р!), Т(я)=© (4).
Таким образом, время работьі метода полного пере­
бора зависи т от количества полосок как 
т ( т ) =  © (т2! т я 2^ ”ш+1^ ), от количества прямоуголь- 
никовкак т(р)=  ©(р!я2(р-ш+1^],отмаксимальноймощ- 
ности нечетких множеств, характеризующих длиньї 
прямоугольников, как т (я )=  ©(я^р_га+1^ ).
Проведем анализ алгоритма метода ветвей и границ 
для решения задачи (12)-(13),
Подсчитаем количество узлов дерева решений в худ­
шем случае (без учета количества операций для на­
хождения начального размещения х и значення целе- 
вой функции Р ( х ) ). После размещения прямоуголь­
ника с длиной аг имеем 1 узел. После размещения 
прямоугольника с длиной а2 добавляется еще т  
узлов. После размещения прямоугольника с длиной 
а3 добавляется еще щ2 узлов и т. д., т.е. после 
размещения последнего прямоугольника с длиной ар 
всего получим 1 + т  + т 2 + т 3 + ... + т р~ узлов. По- 
лученная последовательность является геометричес- 
кой прогрессией, первьій член которой равняется 1, а 
знаменатель геометрической прогрессии равняется 
т  • Сумма р первьіх членов геометрической про-
, 2 р-і т р -1грессии равняется 1 + т  + т  + ... + пг = --------- .
т  -1
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составляет т ( т ) = в ( т р), т(д) = ©(я2р), 
Т(Р) = ® (тря 2р) .
4 т 2я 4 - 4 т р+'я Р+І
в) Оценка вьіражения------- —^— ---------- составляет
Т(т) = ©(шр), Т(Ч) = ®(чр)> Т(р) = ©(шрЧр).
. - 2 т 2 + 2 т 3р-2пгг) Оценка вьіражения---------------------------- составляет
1 -  т
Т (т)=  ® (т2), от я не зависит, т(р) — ®(р) ■
Таким образом, время работьі метода ветвей и границ 
зависит от количества полосок как т ( т )=  ® (тр], от 
количества прямоугольников как т(р)=  © (тря2р), от 
максимальной мощности нечетких множеств, харак- 
теризую щ их длиньї прям оугольников, как
Т(я)=©(я2р).
3.5. Численньїй пример
Проиллюстрируем методьі нахождения решения зада­
чи упаковки прямоугольников, длиньї которьіх зада- 
ньі нечеткими числами.
Пусть задано три полоски и пять прямоугольников: 
т  = 3 , Р = 5 . Пусть длиньї прямоугольников заданьї 
такими нечеткими числами:
= ш((тя4 + т 2яб + ...+ тр_1я2р)+4(тя2 +пА)3 + ...+тр у ) -  ^  = |  (14| 0 5 ^ (15| 0 7 ^ 1^6| 0,2 )} ,
-2 (т  + т 2 +... + т рЧ))= а2 = { (8І 0,2 ), (9| 0,9 ), (і0| 0,1)},
т ( т д 4(1 -(тд 2)р~1) ; <| т д 2(1 - ( т я ) рЧ) 2 т ( і - т (р - 1))^  а3 = { (б| 0,3 ), (7| 0,7 ), (8| 0 ,1)},
1 -тя 2 1 -т я  1 - т
Для каждого узла сравниваем длиньї занятьіх частей 
полосок и вьібираем наибольшую длину -  зто еще
—   (2тя - 1) операций. Для каждого узла наиболь-
т  -1
шую длину сравниваем со значением целевой функ­
ции Р(х) -  зто еще —  (4я — і) операций. Таким
4 т - 1
образом, для всех узлов имеем не больше, чем
—   (2тя  - 1  + 4я - 1) +
т - 1
+ т (т я4( і - ( т д2)и ) + _ 2 т (1- т (р~
1 -  т я 2 1 - т я  1 - т
операций.
Проанализируем последнее вьіражение. Для зтого 
проанализируем отдельно все его слагаемьіе.
а) Оценкавьіражения —---- - (2 т я  + 4я -  2) составляет
т - 1
Т (т )= в (т р), Т(я)=®(я), т(р)=© (тр).
б) Оценка вьіражения
т 2я 4 (1 -  (ігщ2)р-*) _ т 2ц4 -  т р+іц2р+і
1 -  т с |2 1 - т я 2
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а4 = { (5 |0 ,1 ) ,(6 |0 ,9 ) ,(7 |0 ,1 )} ,
а5 = { (4 | 0 ,2 ), (б| 0 ,8 ), (б| 0,1)) .
Определим п = т - ( р - т  + 1) = 3 -(5 -3  + 1) = 9 .Вводимв 
рассмотрениеп-р = 9 -  5 = 4 прямоугольникасдлиной 
а0 = |( о | і ) | .  Вектор х имеет вид 
= (Х11 ’ х12» ХІЗ > х2! > х22> х23 > х31> х32 > х33 ) ■ Образуем 
мультимножество О : О = (а ,, а2, а3,а4, а5, а0,а0, а0, а0} ■
а) Решим задачу ( 12)-(13) методом полного перебора.
Множество перестановок из злементов мультимно- 
^  жества О Еп (О) имеет вид:
Е п ( є )  =  Е 9 У )  =  і а 1а 2 а З а 4 а 5 а 0 а 0 а 0 а 0> 
а 1а 5 а 0 а 2 а 0 а 0а 3 а 4 а 0>а 0 а 0 а 0 а 2 а 0 а 0 а 3а 4а 5 > " ‘} 
Находим значення Р(х) для каждого злемента мно­
жества Еп (О) по формуле (14). Так, для первого 
злемента длина занятой части полосьі будет такой:
Р(х) = {(28 |0 ,2),(29 |0 ,3),(30 |0 ,5), 
(31|0,7),(32 |0 ,2),(33 |0 ,1),(34 |0 ,1)}, 
для второго -
Р(х) = {(і8 |0 ,2 ),(і9 |0 ,5 ),(20 |0 ,7 ),
(21| 0,2), (221 0,і)} 
для третьего -
Таким образом, в худшем случае количество узлов
дерева решений составляет не больше, чем —— -  .
т - 1
Для каждого узла определяем, сколько прямоуголь­
ников в худшем случае складьіваем: для узлов 1-го 
уровня прямоугольники не складьіваем, для узлов 2- 
го уровня в худшем случае складьіваем 2 прямоу­
гольника, для узлов 3-го уровня -  3 прямоугольника, 
..., для узлов уровня р -  р прямоугольников, Т.е. в 
худшем случае количество операций для нахождения 
суммьі прямоугольников для узлов 1-го уровня -  0, 
для узлов 2-го уровня -  т ( я 4 + 4д2 -  2), Для узлов 3- 
го уровня т (а 6 + 4 я3 - 2), ..., Для узлов уровняР 
т (я 2р + 4яр - 2 ) .  Итого, в худшем случае количество 
операций для нахождения суммьі прямоугольников 
для всех узлов составляет
0 • 1 + т  ■ т (я 4 + 4я2 - 2)+ т 2 ■ т ( я 6 + 4ц3 -2~]+
+  т 3 • т ( я 8 + 4 д 3 - 2 ) + . . .  + т р_1 - т ( я 2р + 4 я Р - 2 ) =
= т ( т ( я 4 + 4 я 2 - 2 ) + т 2(я6 + 4 я 3 - 2 ) + . . . +
+  т р~1(я2р + 4 д р - 2 ))=
= т ( ( т я 4 + 4 т я 2 - 2 т ) + ( т 2я 6 +  4 т У  - 2 т 2 ) + . . .+
+ (тр“1я2р+ 4 т р-1др- 2 т р-1)) =
Р(х) = {(151 0,1),(16| 0,2),(17| 0,2),
( і81 0,7),(191 0,1),(20| 0,1),(21| 0,і)}
ит.д.
Н аименьш им будет зн ачен и е функции 
Р*(х*) = {(14| 0,5 ), (15| 0.7 ), (16| 0 ,2 )}  , а одна из 
точек, которая доставляетоптимальное значение целе- 
вой функции, имеет вид:
X* = ({(8|0,2) (9|0,9) (і 0|0,і)), {(4|0,2), (5)0,8) (б|0,і)}, {(о|і)}, 
{(6|0,3)(7|0,7)(8|0,1)},{(5|0,1)(6|0,9)(7|0,1)},{(0|1)},
{(і 4)0,5)  (і 5)0,7)  (і 6)0,2)}, {(о|і)}, {(о)і)}).
б) Решим задачу (12)-(13) методом ветвей и границ.
Начальним будет размещение прямоугольника с дли­
ной а) в первую полосу, прямоугольников сдлинами 
а2 и а5 -  во вторую, а3 и а4 — в третью. Значение 
целевой функции при начальном размещении:
Р(х) = { (14) 0,5 ), (15| 0,7 ), (-16) 0,2 )} .
Шаг 1. Прямоугольник с длиной аг размещаем в 
первую полоску (рис. 3).
Оценка ^ (з0) равняется длине занятой части полоси, 
т.е. 4(81)= а 1 = {(і4)0 ,5)(і5 |0,7)(1 б) 0,2)}.
Рис. 3. Шаг 1
то вершину 8, отсекаем. Рассмотрим вершиньї 82 и 
83 : согласно предложенному отсечению, вершину 
83 отсекаем. Разветвляем множество 8 | ■
Н а  і р і г і  ю з д т п ч / / п ч .
:3
Шаг 3 . Разбиваем множество 82 н т и по множества
§21  > 
,3
ь 22 з 823 ; §2 = ^ 2 1 ^  ^ 2 2 ^ 2 3  ’
8 2(і)П 8 20) = 0 ’ ' В зависимости от
размещения прямоугольника с длиной а3 (рис. 5). 
Оценки ^(з2]), £, (§23):
§ (з |, )=а) + а 3 = {(2010 ,3 )(2 1 10,5)(22]0,7)
(2310,2 ) ( 2 4 10,і)};
Ф 22 )= а2 + а3 = {(141 0,2 ),(151 0 ,з)(іб | 0,7 )
(17) 0,1) (18) 0,і)};
Ф в  )= аі = {(і4| 0,5 ) ( і5 | 0,7)(1 б| 0,2 )}.
Поскольку 5 ( § 2 1  )  > р (х  )  И  ^ ( з 22 )  > р (х ) ,т о  вер- 
шиньї 821 и 822 отсекаем. Разветвляем 823 •
Шаг 2. Разбиваем множество 8 натри подмножества 
5?, З);, 8^: 8 і = 8 ^  8 ^ 8 ^  , З ^ П ^ 2 = 0 ,  і* .Ь  
Уі, ] є  , в зависимости от возможности размещения 
прямоугольника с длиной а2 (рис. 4).
Рис. 5. Второе ветвление 
Шаг 4. Разбиваем множество 823 натри подмножества
8 231 > 8 232 > 8 233 : ^ 2 3  = ^ 2 3 1 ^  ^ 2 3 2 ^ ^ 2 3 3  ’
^23(і)П^23(і) = і 5* і ,  Уі, і є .І3, в зависимости от 
размещения прямоугольника с длиной а4 (рис. 6).
Оценки ^ (з * ) , ^ (з2) ,^ ( з 3) равняются:
^(8? ) =  а, + а2 =  { ( 2 2 10,2  )  ( 2 3 1 0 ,5 ) ( 2 4 10,7 )  
( 2 5 10,2 ), ( 2 6 10,і ) } ;
Ф г  )= )= а, = {(і4| 0,5 ) ( і5 )  0 ,7 )(іб | 0,2)}.
Поскольку ^ (8 3 ) > р (х  ) (так как
22 • 0,2 + 23 • 0,5 + 24 ■ 0,7 + 25 • 0,2 + 26 • ОД = 40,3 > 
>14 -0,5 + 15 -0,7 + 16 -0,1 = 20,1 ),
=>1 1 1 »1
“2 1 /зі,, а2 | а4
аз | ( “з 1 1 |
Рис. 6. Третье ветвление
РИ, 2007, № 2 139
вер-
Оценки 4 (5*3,), 4 (8232), ^ (з |33) :
4(5*3, )= а, + а4 = { ( і9 |0,1),(2 0 |0,5),(21)0,7)
(2210 ,2 ) (23) 0,і)};
4( 5232 )= а 2 + а 4 = { (іЗ |о ,1 X( 14 10,2),(і510,9), 
( іб |0 ,і),(і7 |0 ,і)} ;
^(Зізз ) = а, = { (і4 |0 ,5Х (і5 |0 ,7 ),(іб |0 ,2 )} .
Поскольку 4(8231 ) > р (х )  и 4(8232 ) > р (х  ) ,то  
шиньї 5^3! и 8232 отсекаем. Разветвляем 8*33 •
Ш аг 5 . Разбиваем множество 8*33 наЗ подмножества 
8іззі, 82332, 82333: 8 2зз = 8 2331и  8 2зз2и 8 2ззз , 
8 233(і)ГЇ8 233(0 = 0 ’ VI, і є  З3, размещая пря­
моугольник с длиной а5 (рис. 7).
Оценки 4 (82331), 4 (82332)» 4 (82333) '
4(8 3^3, )= а, + а 5 = { (і8| 0,2 ),(і9 | 0,5),(20| 0,7 )
( 2 110,2 ),(2210,і)}.
4(82333 ) = а3 + а4 + а5 = {(151 ОД )  (161 0,2), (1710,2 )  
(і8 |0,7 )(і9 |0 ,1  ),(20|0,1 )(21 |0 ,1 )};
а 1 1 а 5 1 ( а 1 1  _ ї
аі
а 2 | а 2 1 а 5 ! ( а 2 | /




Рис. 7. Четвертое ветвление
Поскольку 4,(82331) > р ( х )  и 4 (823з3) > р ( х ) ,  
то вершиньї 82з31 и 83333 отсекаем. Таким образом, 
вершина 83332 отображает оптимальное решение за­
дачи. Н аименьш им будет значение функции 
Р*(х*) = 4( ^ 332) = {(14| 0,5 ), (15| 0,7 ), (16| 0,2 )} , а 
точка, которая до став ляет оптимальное значение целе- 
вой функции, имеет вид:
х* =({(і4)0,5), (і 5|0,7)і(і 6|0,2)},{(о|і)}, {(о|і)},
{(8|0,2) (9(0,9) (і 0(0,і ) }, {(4)0,2), (5)0,8) (б|0,і)}, {(о|і) \  
{(б|0,з)(7|0,7)(8|0,і)},{ (5|0,1)(6|0,9)(7|0,1)},{(0|1)}).
4. Вьіводьі
Научная новизна. Рассмотрена постановка общей 
задачи евклидовой комбинаторной оптимизации в 
условиях неопределенности, а также модель задачи 
упаковки, с учетом неопределенности данньїх, задан- 
ньіх нечеткими числами. Предложено и рассмотрено 
решение задачи методом ветвей и границ. Дана верх­
няя оценка сложности решения зтой задачи на основа­
ний полного перебора, а также оценка решения мето­
дом ветвей и границ.
Практическая значимость проведенньїх исследова- 
ний состоит в расширении аппарата евклидовой ком­
бинаторной оптимизации в условиях неопределенно­
сти исходньїх данньїх.
Сравнение с аналогами. Задача упаковки, с учетом 
неопределенности данньїх, заданньїх нечеткими чис­
лами, ранее не рассматривалась и не решалась.
Перспективні исспедования. Исследованньїе в дан- 
ной статье методи и их оценки могут бьіть использо- 
ваньї для построения и анализа алгоритмов решения 
задач в условиях неопределенности на других евкли- 
довьіх комбинаторньїх множествах.
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ПРОЦЕСС ФОРМИРОВАНИЯ 
ПОРОШКОВИХ МАСС В ОБЬЕМЕ 
АКТИВНОЙ ЖИДКОСТИ
ВОВК А. В.______________________________________
Рассматривается процесе обработки порош ковой массьі 
с заданньїм распределением ей частиц по размерам. Пред- 
полагаетея, что обработка смеси производитея при воз- 
действии возмущений -  импульсов, подобранньїх специ- 
альнмм образом. Зти  возмущ ения подбираю тея так, что- 
бьт дисперсньге характеристики порош ковой м асси  со- 
впадали или незначительно отличалиеь от заданньїх. П ро­
изводитея вивод  систем и дифференциальньїх уравне- 
ний, описьівающей процесе формирования смеси. Пред- 
лагаетея способ раещ епления отой систем и на систем и 
меньших порядков.
1. Введение и постановка задачи
Процесе формирования активной смеси
Рассмотрим процесе измельчения твбрдьіх частиц в 
целях получения порошковьіх масс с заданньїми 
дисперсними характеристиками. Обрабатьіваемая 
смесь находятея в обьеме V , заполненном активной 
жидкостью. Характеристики действующих на смесь 
импульсов зависят от времени и их положення в 
обьеме V • Многократньїе возмущения всех частей 
V , согласованньїе между собой определенньш обра­
зом, приводят к изменению свойств смеси во всем 
обьеме. Мальїм возмущениям собтветствуют мальїе 
изменения дисперсних характеристик смеси. Обьйм 
V представляет собой резервуар, разделенньїй на п 
частей, ФУ обьемьі У( ( І < і < п ) которьіх приблизи- 
тельно равньх. Границь: обьбмов V; таковьі, что смесь, 
находящаяся в каждом из них, во время возмущений, 
перемещаетея в соседние с V; обьймьі.
Возмущениям подвергаютея все обьемьі У), но ха­
рактеристики возмущений (степень их воздействия на 
смесь) в разньїх V ;, вообще говоря, различньї. В 
каждом У| зти характеристики являютея функциями 
точки М є V). Указанньїе различия обусловленьї 
стремлением: сформировать в каждом У( смесь, рас- 
пределениекомпоненткоторой по своим дисперсним 
свойствамотличалосьбьютраспределенийв V] * Уі .
Адрес: Украйна, 36040, Полтава, пер. Хоткевича, 4, кв. 48. 
Тел. 8-097-71-34-654, раб. (8-05322) 509-204, дом. (8-05322) 
3-71-79.Е-таі1:го$к1а4ка@ §гпаі1.сот.
Е м ец  А л ек сан др а  О л е го в н а , ассистент каф едри инфор- 
мационно-вьічислительньїх систем Полтавекого универ­
ситета потребительской кооперации Украиньї. Научньїе 
интересн: комбинаторная оптимизация. Увлечения, хоб­
би: туризм. Адрес: Украйна, 36003, П олтава, а/я 1671. Тел. 
8-066-50-60-860, раб. (8-05322) 2-16-71, д о м .(8-05322)7-97- 
18. Е -таі1:5ІетеІ8@ е-таі1.р1.иа.
Каждойточке М є V ставитсявсоответствиеееокре- 
стность О (М ), удовлетворяющая следующим усло- 
виям: обьемьі О(М) на несколько порядков меньше 
обьемов из (1) (см. ниже); число частиц в О(М) 
достаточно велико.
Возмущения, действующие на смесь, подобрани так, 
что при многократном их повторений в различннх 
частях V будет получена смесь с заданньїм предель- 
ним распределением частиц по размерам. Характери­
стики зто гораспределения ЩМ) являютея функция- 
миточки м  (точнеє функцией О(М) -окрестности, в 
которой действовало возмущение).
Скорости изменения характеристик активной смеси, 
происходящие под действием возмущений, неодина- 
ковьі во всех V ;. Процесе обработки смеси в каждом 
Уі производитея следующим образом. Обьем V; 
разбиваетея на п , обьемов
УУ > Уі,Пі , І = 1,...,П . (1)
В каждом из них искомая функция ЩМ, і ) , описьіва- 
ющая процесе формирования компонент, заменяетея 
ее уереднением (ередним значением) по каждому обьЄ- 
му Уг (1 < г < п і ) из (1). При зтом параметр і (время) 
предполагаетея фиксированньїм. Считаем, что величи­
ни  обьемов из (1) приблизительно одинаковьі. Смесь, 
содержащаяся в них, подвергаетея возмущениям, во­
обще говоря, в разньїе моментьі времени. Точность
аппроксимации функции ЩМ, і) е£ ередними значенн­
ями по обьбмам (1) возрастает с ростом п ;.
Целью работьі является исследование процессов фор­
мирования порошковой массьі в обьЄме, отдельньїе 
части которого подвергаютея возмущениям с раз- 
ньіми характеристиками. Зто  приводит к задане об 
установлений связей между возмущениями, харак­
теристики которьіх в разньїх частях обьйма не одина- 
ковьі, и дисперсними характеристиками порошко­
вой массьі.
2. Исследование порошковой массьі
Периодически фиксируются дисперсньїе характерис­
тики обрабатнваемой порошковой массьі в каждом 
обьеме V ,. С зтой целью в У; через специальньїе 
трубки, оканчивающиеся наднеобьема V; ,вдувается
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