Abstract-Biomedical data are quickly growing in volume and in variety, providing clinicians an opportunity for better clinical decision support. Here, we demonstrate a robust platform that uses software automation and high performance computing (HPC) resources to achieve real-time analytics of clinical data, specifically magnetic resonance imaging (MRI) data. We used the Agave application programming interface to facilitate communication, data transfer, and job control between an MRI scanner and an off-site HPC resource. In this use case, Agave executed the graphical pipeline tool GRAphical Pipeline Environment (GRAPE) to perform automated, real-time, quantitative analysis of MRI scans. Same-session image processing will open the door for adaptive scanning and real-time quality control, potentially accelerating the discovery of pathologies and minimizing patient callbacks. We envision this platform can be adapted to other medical instruments, HPC resources, and analytics tools.
better and more rapid clinical decision support [1] [2] [3] [4] . In order to leverage these data and provide better patient care, clinicians must be able to extract meaningful, precise, and actionable information, and do it in a reasonably short time [5] . Robust analytical techniques employing high performance computing (HPC) resources are becoming more ubiquitous in clinical science. A key challenge that remains is to process the data quickly, even in the same patient visit in which the data is gathered. Same-session results could help prevent unnecessary patient callbacks, and speed up the time to diagnosis or treatment of a disease.
A field which could benefit from same-session or "real-time" analytics is magnetic resonance imaging (MRI). MRI has revolutionized health care and is an invaluable tool in clinical practice [6] . However, scan data are typically analyzed and processed post hoc, delaying access to quantitative disease metrics. Realtime analysis of MRI data could allow immediate access to these metrics, enhancing the quality of care provided to patients in scan sessions. Real-time MRI could also allow implementation of patient adaptive scanning for detecting subtle pathology. For example, MRI protocols and scan parameters are typically predefined for all patients based on a model subject [7] . Neglecting inter-patient differences can result in sub-optimal image quality, and consequently subtle pathological changes may be missed. Protocols and scan parameters optimized for individual patients, called precision imaging, can produce superior image contrast [8] , [9] . Further, patient motion or other imaging artifacts during a scan can corrupt or diminish the quality of images obtained with MRI. The extent of corruption is not known until the data are processed, which is typically after the patient has left the scanner. To achieve both precision imaging and in-session quality control in MRI, real-time analysis of MRI data is required.
The main challenges of real-time analytics include the potentially large size of data, the sophistication and complexity of the required processing techniques, the substantial computing power required for fast analysis, and the lack of an available platform to tie all aspects of analysis together. It is possible to deploy a small computing cluster straight into the clinical environment. This would enable much faster real-time processing of the data, provided the processing techniques exist. However, the challenge remains for the technologist collecting the data to quickly transfer it to the HPC resource, initiate the calculations, monitor the progress of the calculations, and interpret the results. In addition, the resource commitments of maintaining and operating a dedicated cluster, the speed at which hardware becomes outdated, and the costs of upgrading the cluster all may be prohibitive. It would be preferable if clinicians could take advantage of resources at dedicated computing facilities.
Here, we present an automated, real-time analytics platform for clinical data that bridges a medical instrument and an HPC cluster. The foundation of the platform is the scienceas-a-service application programming interface (API) Agave [10] . The platform removes human intervention, and provides a quantitative outcome while the patient is still in the clinic. In this specific case, we used Agave to automatically transfer data from an MRI scanner located in Houston, Texas, USA to a virtual machine in the Jetstream cloud environment located in Austin, Texas, USA and to initiate a processing pipeline implemented by the image analysis tool GRAPE (GRAphical Pipeline Environment) [11] . After processing, Agave transferred the result back to the MRI scanner so that it was immediately available to the scanner operator or clinician. In this manuscript, we apply the platform to a real-time MRI image analysis method for enhancing the conspicuity of brain lesions. The platform could easily be adapted to virtually any other medical instrument, HPC resource, cloud environment, or analytics tool. A preliminary version of this work has been reported [12] .
II. MATERIALS AND METHODS

A. Hardware Specifications
To achieve automated, real-time processing of clinical data, this platform involved three separate computer systems termed the "control computer", the "proxy server", and the "HPC resource" (Fig. 1) . The control computer is an interface to and controller for the medical instrument which gathers the clinical data. It may be embedded in the instrument, or it may be a standalone resource. Depending on the identity and origin of the medical instrument, it may be provided by the vendor. It is assumed that data collected by the medical instrument is written to storage or memory on the control computer. In this example implementation, the medical instrument was a Philips 3.0 Tesla MRI clinical scanner located at the McGovern Medical School, University of Texas Health Science Center at Houston. The control computer was supplied by the vendor (Philips Healthcare), and had a 2.8-GHz 4-core Intel Xeon E5 processor with 32 GB RAM running Windows Embedded Standard. The computer controlled all scanner operations and was the graphical interface to the scanner during MRI protocols.
The proxy server acts as the interface for communication between the control computer and the HPC resource, initiates data transfers, and starts the execution of processing pipelines.
Although having a standalone proxy server separate from the computer component of the medical device is not strictly necessary, it may provide some benefits. For example, fewer tasks need be performed by and fewer applications need be installed on the control computer, which may be desirable. Also, the control computer is free to resume operation as soon as data is transferred to the proxy server. In this example, the proxy server had a 3.2-GHz 8-core Intel Core i7 processor with 12 GB RAM running Windows 7. It was co-located with the control computer, although this is not a requirement. A remote filesystem mount over a 1 Gbps local area network connected the control computer and proxy server for ease of data transfer and .bat script execution (Fig. 1) . It remotely connected to the Agave API (and by extension, the HPC resource) via authenticated secure HTTP (https) requests over a 10 Gbps dedicated network.
The HPC resource is used to perform the compute-intensive data analytics. In this example implementation, we used Jetstream, a National Science Foundation (NSF)-sponsored open science HPC resource that is geographically distributed between the Texas Advanced Computing Center (TACC), Indiana University, and the University of Arizona. Jetstream was chosen because it is a cloud resource that could be pre-allocated, and jobs could be run directly and immediately without submitting to a queue. The Jetstream production environment includes 640 nodes, each with dual 12-core 2.5-GHz Intel "Haswell" processors, 128 TB RAM, 2 TB local storage, for 500 teraflops theoretical peak performance. Nodes are managed using the OpenStack software platform for cloud computing, and the user interface is based on CyVerse's Atmosphere (www.cyverse.org/atmosphere). While Jetstream was well-suited to this task, nearly any public or private computing resource could provide the capacity for this analysis.
B. Software Specifications
Three software components were employed in this platform ( Fig. 1 ): First, a medical instrument software package or API must be in place to run the instrument and control the output of data. Typically, this is provided by the vendor. The Philips scanner software used here was version R5.1.7. It was previously augmented [9] with a custom remote API that enables the access to the image database on the scanner and the execution of Windows .bat scripts during pre-programmed protocols. The scanner software (and this entire pipeline) could be run in live MRI scans or in a testing mode. In testing mode, the scanner software initiated processing using pre-collected data.
Second, the Agave API is a representational state transfer (REST) API which provides consistent management of and access to storage resources, compute capacity, and research applications across multiple sites [10] . In this case, the sites included the control computer in Houston plus the API infrastructure and HPC resources in Austin. The Agave backend managed authentication and authorization, the flow of data between sites, and the execution of jobs. A shell-based command line interface configured to work with Agave facilitated scripted access to the various resources. Agave "system", "application", and "job" descriptions, detailed in the online Agave documentation (https://agaveapi.co), were utilized to configure this analysis workflow. Agave, which is open source, is well-suited for deploying tools into user friendly web portals, delivering access to an infrastructure to a broad research community [13] . Thus, with only modest work, the workflow described here could be made available in an interactive web application.
Finally, the analytics software package or packages must be available to run on the HPC resource. It can be pre-installed on the HPC resource, or can be installed temporarily in user space by Agave as part of the job life cycle. In this example, we used GRAPE to process the MR image data. GRAPE allows users to create, edit, and execute custom image analysis pipelines [11] . GRAPE has a graphical interface and a command-line interface which facilitates execution in an HPC environment. It contains many internal standard analysis functions (e.g., brain tissue segmentation [14] , image registration [15] , bias correction methods [16] , etc.), and it can perform system calls to other, third-party analysis programs installed in the same user environment. GRAPE also has built-in exception handling to catch potential failures of any one step in the pipeline.
C. Experimental Execution
As a practical demonstration of the automated, real-time analytics platform, we devised two separate use cases. The first was a straightforward exercise of three-dimensional (3D) diffeomorphic image registration to a template reference [17] . The second use case was closer to our vision of a typical real-world application. MRI pulse sequences are frequently constrained by conflicting requirements which may lead to suboptimal image quality, e.g., the need to suppress a confounding signal while keeping a desired tissue contrast. To overcome this limitation, images from two or more MRI scans with different image contrasts may be combined algebraically to produce enhanced images with superior soft tissue contrast [18] , [19] . This operation is somewhat computationally expensive and not typically performed in real-time, i.e., when the patient is still inside the scanner. In both use cases, the execution workflow comprised the following steps (roughly corresponding to numbers 1-5 in Fig. 1): 1) The control computer initiated a protocol on the MRI scanner and collected image data. 2) The scanner API executed a custom command on the control computer which pushed data to a pre-determined destination on the proxy server, then executed a .bat script on the proxy server. After the .bat script initiated the process- ing, it monitored the analysis output in the background, allowing the control computer to begin other scans.
3) The .bat script on the proxy server renamed input data where necessary, and executed a shell (.sh) script on the proxy server. The shell script de-identified the data, then used Agave to initiate transfer of the data and the corresponding GRAPE analysis pipeline to the HPC resource, and started the execution of GRAPE on the HPC resource. 4) The .sh script remained paused in a waiting state on the proxy server until Agave returned a completion message, indicating that GRAPE had finished processing. The .sh script then used Agave to retrieve output data from the HPC resource, and performed some minor error checking. 5) The .bat script on the proxy server pushed final output data back to the control computer, and the control computer added that data to the scanner database so it was immediately available to the operator in the scanner interface. It is important to note that the .bat and .sh scripts used for this platform were customized to the computer systems used here. Other investigators would need to create custom .bat or .sh scripts based on operating system, computer architecture, data format, etc. With that in mind, our scripts were a combination of simple file management operations and Agave-specific shell commands. The framework presented in our scripts should be easily transferable to other applications and other computer systems with a modest amount of work. Our sample .bat and .sh scripts are provided as supplemental material.
III. RESULTS
Our first example use case transferred a 3D longitudinal relaxation time (T1) weighted (T1w) image from the MRI scanner to the HPC resource, performed diffeomorphic registration to an average template, and returned the result to the scanner. During this process, we recorded computation time and closely examined aspects of the automation and overhead required for the full platform. The GRAPE pipeline that performed the registration is shown in Fig. 2 (as it appears in the GRAPE graphical interface) [11] . Briefly, the GRAPE Source nodes provided the Diffeomorphic Registration node with the path of the input NIfT I images. The Diffeomorphic Registration node performed a system call to Advanced Normalization Tools (ANTs) [20] to perform registration to the template, and then wrote the result into NIfT I format. Finally, the End node marked the end of GRAPE execution and signaled a clean exit.
Execution of the full platform was initiated automatically by the scanner API on the control computer (see Fig. 1 ) using pre-collected image data. The process was repeated 10 times, and the average timings for each stage are shown in Fig. 3 . Timings were broken down into six phases. First, there was a data collection phase that occurred on the MRI scanner and before the initiation of the pipeline. In this example, an average MRI scan required approximately 300 s to collect data. Immediately after data collection, the vendor-provided scanner software automatically executed the custom API command, triggering the beginning of the platform. In the second phase, raw image data was transferred to the proxy server where it was de-identified, compressed, and uploaded to the HPC resource (average 12.5 s). In the third phase, the Agave "job" was initiated. The Agave job staged all input data and runtime resources on the HPC resource as necessary, then executed the GRAPE application. The majority of the overhead, including communicating with the Agave client server, occurred at this phase (average 55.9 s). The fourth phase was the time required for the application (in this case, GRAPE) to process the data. For this registration example, the time required was, on average, 67.0 s. The fifth phase began as soon as GRAPE finished executing. The Agave job detected the exit signal from GRAPE, the presence of new output data with appropriate timestamps was verified, then the output data including any log files which may contain error messages were compressed and downloaded back to the proxy server (average 6.2 s). Finally, in the last phase, the proxy server copied the final output data back to the control computer where it was entered into the scanner database (average < 1.0 s). The total amount of overhead required (shown in Fig. 3 in green) was, on average, 74.6 s. The total "round trip" time was 2 min 21 sec. In comparison, the registration calculation alone requires approximately 3 min to complete on our proxy server, not including manual intervention required to stage the data, initiate the calculation, and return the results. However, the more useful comparison to make here is that the registration was performed and returned to the scanner in the same patient session, rather than post hoc, as is typical for MRI.
The second example use case more closely approximated our vision of a real-world application of this platform. In this example, we performed two independent, consecutive 3D transverse relaxation time (T2) weighted (T2w) and fluid-attenuated inversion recovery (FLAIR) scans, then used an optimized formula to mathematically combine the output of the two scans [19] for improved contrast. This scan protocol of combining two scans into one final 3D image (FLAIR 3 ), is used to enhance the appearance and aid in the identification of certain types of brain lesions. The GRAPE pipeline that performed this algebraic combination (as it appears in the GRAPE graphic interface) is shown in Fig. 4 . Briefly, the 3D T2w and FLAIR images were read in independently, underwent bias correction, registered into the same coordinate system, scaled, then entered into the formula F LAIR 3 = (4095 × F LAIR 1.55 ) × (T 2w 1.45 ). The pipeline, as implemented in GRAPE, was moderately computationally expensive, and not typically something that would be performed in real-time, during the scan session.
As before, this platform was executed from the control computer 10 times using pre-collected data on the MRI scanner. The average timings are shown in Fig. 5 . Although somewhat analogous to the previous example, there were key differences in this pipeline. Foremost, there were two separate data collection periods. The initial execution of the platform occurred after the first data collection period, and we observed similar overhead for the data staging (average 12.9 s) and Agave job submission (average 65.9 s) phases (Fig. 5) . As before, the GRAPE application began processing the data from the first collection phase (T2w). As soon as it reached a branching point in the pipeline where it could proceed no further (average 14.2 s), it entered a waiting mode. During this time, the second data collection phase was underway (FLAIR). As soon as the second data collection phase was completed, the new data was again automatically de-identified, compressed, and uploaded to the HPC resource via the proxy server (average 10.9 s). In this case, there was no additional overhead to begin the Agave job because it was a one-time cost and GRAPE was waiting in the background for the second set of data. As soon as the new data was uploaded to the HPC resource, GRAPE automatically resumed processing and completed the pipeline (average 35.7 s). If the second dataset was unavailable, the script would be terminated from the control computer by a built-in timeout. At the end of the pipeline, GRAPE terminated with an exit signal, and the Agave job completed. Final output data was verified, compressed, and downloaded back to the scanner (average 3.9 s). Finally, the enhanced FLAIR 3 images were uploaded to the MRI scanner database for immediate inspection by the scanner operator. The majority of the Agave overhead occurred before completion of the second data collection phase. Thus, in this case, data staging time and processing time from the end of the second data collection phase to uploading the final image back to the scanner database was only, on average, 50.5 s.
The final output the FLAIR 3 pipeline was one enhanced image (Fig. 6) . It was available in the MRI scanner database quickly enough after the subject was scanned (approximately 14.8 s overhead plus processing time after the second scan), that we judge it to be an acceptable amount of time to be considered "real-time" processing. No human intervention was required, as the platform was fully self-contained within Agave and the accompanying scripts. Note that the enhanced image returned to the scanner database did not change or replace any other existing image. It simply acted as additional data to help inform a clinical decision. In this specific example, the total turnaround time from the perspective of the technologist was approximately one minute after the second data collection period (FLAIR).
IV. DISCUSSION
The results presented here demonstrate that fully automated, real-time analytics of clinical data as it is collected from a medical instrument is achievable. With a platform such as this, there is some inevitable delay, however small. Nevertheless, we were able to obtain useful results same-session, or while the patient is still in the MRI scanner, which we are satisfied to classify as "real-time" for our use case. This is a step toward developing cyberinfrastructure to better support medical sciences, which potentially has great impact [21] , [22] .
Other platforms exist to achieve similar goals. Most relevant is the Image Calculation Environment (ICE, Siemens Healthcare, Erlangen, Germany) or the Philips Pride environment. In these frameworks, quantitative calculations are incorporated directly into the scanner sequence using computer hardware colocated with the scanner. Similar to the work presented here, these platforms enable automated real-time analytics. However, these platforms are either commercial or require special research agreements, and they are specific to the MRI vendor. In addition, they require extra technical support, effort, and costs associated with maintaining any dedicated computer hardware. In contrast, the Agave-based platform we presented here is vendor and instrument agnostic, and can utilize off-site, managed computational resources. A recent software suite that takes advantage of Siemens ICE for automation is Framewise Integrated Real-time MRI Monitoring (FIRMM) [23] . The software suite provides real-time analytics of head motion in MRI. Our platform could be used to enable integration and automation of FIRMM with non-Siemens scanners, and include additional types of analyses beyond head motion.
In the MRI Cloud [24] platform, users choose from a predetermined list of processing pipelines and manually submit jobs through a website interface. Calculations are performed as resources become available. While a useful service, this platform is intended for "off-line" calculations, rather than same-session or real-time calculations. In addition, our platform enables the user to define their own pipelines (in GRAPE or another application) and automate job submission to resources of their choosing (including on-demand or cloud resources where available) via the command line interface. Other emerging methods are available including NIH Gadgetron [25] and Graphical Programming Interface (GPI) [26] . However, the tools focus more on image reconstruction, while the platform presented here enables analysis, as well as integration with the MRI scanner, and seamless data flow and job execution across multiple sites and compute resources.
The major considerations when adapting this platform in a clinical setting include compatibility, cost, flexibility, and overhead. First, considering compatibility, we emphasize that all technologies developed and described in this manuscript (except for the Philips MRI scanner and proprietary software) is publically available and amenable to Windows, Mac, or Linux based operating systems. The integration of the analysis framework and the medical device is an important first step. Cooperation from the vendor (Philips Healthcare) helped make this possible, and enabled us to fully automate the platform. However, if the medical instrument software cannot be modified to execute external .bat scripts, this full platform can still be initiated by a single action -manual execution of a .bat or shell script. This may be acceptable in many settings, including MRI, as a technologist is always present during the scans. Automation of this platform helps avoid human-caused delays or errors, and ensure consistency and reproducibility in analysis.
The major cost, in this application, is the MRI scanner itself and the accompanying control computer. When adapting this platform to other applications, however, we assume that the medical instrument and controller are already in place. Thus, we do not further discuss the medical instrument as a cost here. The proxy server used in this application was a commodity machine, and could easily have been repurposed from elsewhere. The computational load on the proxy server was relatively light weight, and no commercial software was required. In certain circumstances, we envision the control computer could also act as the proxy server, provided it is connected to the internet and the investigator is able to install software on it. This may not be ideal in cases where the control computer is dedicated and essential to the operation of the medical instrument. In our case, we chose to use a standalone proxy server so that our experimentation in development of this platform does not affect the performance of the MRI scanner operations. The HPC resource used here was an NSF-sponsored open science platform. The benefit of using an off-site, managed HPC resource is that it does not require the MRI technologist to also take on the role of HPC system administrator. Further, the clinical group does not need to address issues with defective or outdated hardware. As an NSF-managed open science resource, it is free to use for academic institutions in the United States. It is also scalable to the problem at hand. In other words, we can pre-allocate more or fewer resources as is necessary to the specific pipeline. In areas or industries without free HPC access, on-demand cloud services (e.g., Microsoft Azure, Amazon Web Services, etc.) or a locally-managed server are all equally viable alternatives supported by Agave to act as the HPC resource. Finally, the Agave API and analytics tool GRAPE are both free to use. The platform could just as easily adapt to other freely available or commercial analytics platforms, provided they are compatible with the HPC resource.
In terms of flexibility, we envision this platform can be used in many settings. Referring to Fig. 1 , most components, except for Agave, are completely modular. The medical instrument could be anything that writes data to computer and is connected to either a local area network or the internet. For example, computed tomography (CT) scanners, positron emission tomography (PET) scanners, wearable devices, or bedside monitors could qualify. In addition, this platform is not limited to clinical applications. Other lab instruments (sequencers, microscopes, spectrometers, etc.) could be compatible as well. The proxy server and HPC resource can be local, remote, selfmanaged, or managed by a computing center. Agave is flexible enough to adapt to virtually any resource that is visible from the internet [10] . Here, we used a pre-allocated cloud resource (Jetstream) which is the preferred implementation for real-time analytics. We stress that it is critically important to protect patient information by using appropriately secure de-identification, file transfer protocols, and compute resources. In our case, our HPC resource instance was only accessible by authenticated secure shell connection, and all data were de-identified by the script we provide as supplemental material. Furthermore, the analytics tool used to process data only needs to be compatible with the HPC resource, otherwise there are virtually no limitations to the types or number of simultaneous instances of applications that may be managed by the Agave platform. We envision FIRMM, Gadgetron, GPI, or other tools could be incorporated in addition to GRAPE. This modularity provides opportunities for many types of analytics, machine learning, deep learning, database integration, storage, visualization, and more.
Finally, the overhead required for performing real-time analytics with this platform can be summarized in three parts. First, there is a small amount of overhead for managing input data (e.g., de-identifying, compressing, and uploading, see Figs. 3 and 5). Second, there is a somewhat larger amount of overhead for the Agave job to initiate (e.g., communicating with the Agave client server, staging runtime resources and input data, executing the analytics tool). Third, there is a small amount of overhead for managing output data (e.g., verifying, compressing, and downloading). The timings we observed here we deem to be acceptable for this use case. The network bandwidth required is commensurate with the size of the data, and our network we found to be suitable for the relatively "small" MRI data on the order of 10 s to 100 s of MB. Other applications may vary. One feature of our analytics tool, GRAPE, that is amenable to this platform is the "waiting" mode [11] . If not all data for the pipeline were available, rather than exit with an error, GRAPE waited in the background until such time the missing data were available. This enables the opportunity to eliminate some overhead. For example, in all applications we could start the Agave job prior to data collection, then the real-time platform would simply upload the data to the HPC resource and processing would begin immediately. Not all analytics tools may share this same feature, but with some access to source code it is not unfeasible.
V. CONCLUSION
The work presented here demonstrates an automated platform for real-time analytics by bridging a medical instrument and HPC resource. Specifically, we have shown this platform to work with an MRI scanner and the Jetstream cloud environment. Image data was automatically uploaded from the scanner to the HPC resource via a proxy server, and analyzed in real time -while the patient was still inside the scanner. In MRI, we plan to use this functionality for real-time quality assurance and adaptive scanning. We envision this platform can be adapted to address a host of challenges, and can provide real benefits to clinical decision support and patient care. It is our hope that others will adapt our techniques and scripts (provided as supplemental material) to address new challenges.
