Theoretical and Numerical Analysis of Polarization for Time Dependent Radiative Transfer Equations by Guillaume Bal & Miguel Moscoso
*Corresponding author. Fax: 1-650-725-4066.
E-mail addresses: bal@math.stanford.edu (G. Bal), mmoscoso@math.stanford.edu (M. Moscoso).
Journal of Quantitative Spectroscopy &
Radiative Transfer 70 (2001) 75}98
Theoretical and numerical analysis of polarization for
time-dependent radiative transfer equations
Guillaume Bal, Miguel Moscoso*
Department of Mathematics, Stanford University, Building 380, Stanford, CA94305-2125, USA
Received 3 September 1999; received in revised form 14 August 2000; accepted 16 August 2000
Abstract
We consider the matrix-valued radiative transfer equations for the Stokes parameters for the propagation
of light through turbulent atmospheres. A Monte Carlo method is introduced to solve the time dependent
matrix-valuedradiativetransfer equations in 3D geometry.The Monte Carlo methodis based on a probabil-
istic representation of the radiative transfer equations involving an augmented scalar transport equation
where the polarization parameters are independent variables. The linear moments of the augmented
transport equation with respect to the polarization parameters solve the matrix-valued radiative transfer
equations. We show how polarization and depolarization e!ects develop in time for isotropic and un-
polarized point sources, considered for concreteness in spherical and half-space geometries. We analyze in
detailthecreation ofpolarization by single-and multiple-scatteringe!ects.  2001 ElsevierScienceLtd. All
rights reserved.
1. Introduction
Electromagnetic wave propagation in weakly #uctuating random media over distances long
compared to the wavelength can be described by radiative transfer equations [1}3]. Although light
has a vector nature, this is often neglected and the matrix-valued radiative transfer equation is
replaced by a scalar radiative transfer equation. The simpli"cation amounts to neglecting the
polarized nature of light and is usually used when the source of light is unpolarized and only the
total intensity is of interest. However, severalauthors [4,5] have shown that in the steady-state case
0022-4073/01/$-see front matter  2001 Elsevier Science Ltd. All rights reserved.
PII: S 0 0 2 2 - 4 073(00)00124-2the error for the intensity caused by neglecting the polarized nature of light can be very large.
A more accurate description of light propagation is then necessary. Even though there exist more
accurate scalar equations [6], we consider here the full matrix-valued equations for the Stokes
parameters.
Another interesting application of the matrix-valued radiative transfer equations is to character-
ize and compute the degree of polarization. Even in the case where the error on the intensity in the
scalar approximationis acceptable,we will show that the degree of polarized light can still be large.
This additionalinformationmay be valuablein solvingsome inverseproblemsmore accurately,for
instance in remote sensing [7,8] or medical diagnostics [9,10].
We are aiming at presenting a general and relatively easy-to-implement method for solving
time-dependent matrix-valued radiative transfer equations in 3D geometries based on a Monte
Carlo method. It is well known that scalar equations have a straightforward probabilistic
representation suitable for Monte Carlo simulations [11}13]. Unlike scalar equations how-
ever, matrix-valued equations do not have the same direct probabilistic representation. We
follow the probabilistic representation of polarized radiative transfer equations given in [14],
which involves an augmented scalar transport equation where the polarization parameters
become independent variables. The main interest of the augmented transport is that its linear
moments with respect to the polarization parameters solve the matrix-valued radiative transfer
equations.
We are interested here in transient phenomena generated by pulsed sources. Characteristic times
range in practice from hundreds of picoseconds in time-resolved ultrafast laser technology [15] to
hundreds of seconds in seismology [16]. There is in general no analytical solution to the full
radiative transfer equation. However, the single-scattering approximation can be computed ana-
lytically. This provides us with a good understanding of how polarization is generated by
scattering. It is also known that for large times, where multiple scattering is dominant, a decay in
the rate of polarization takes place [17]. We show here the exact decay of polarization in the
simpli"ed case of a homogeneous medium. For more complicated geometries, we present Monte
Carlosimulations ofthe matrix-valuedradiativetransfer equationand analyzethebehaviorin time
of polarizationand depolarizatione!ects. Our source term is assumed to be a delta functionin time
and space and to be isotropic,i.e. spherically symmetric.We considerhere two geometries.The "rst
one is spherical and a partial theoretical analysis in presented. The second geometry is a half-space.
We consider it in order to understand the e!ect of boundaries or interfaces on the degree of
polarization.
Our paper is organizedas follows.In Section 2 we recall the system of radiativetransfer equation
for electromagneticwaves. Next, we show how to solve this system by a Monte Carlo method. This
requires the construction of an augmented radiative transfer process. In Section 3 we "rst address
the creation of polarization by single scattering of a isotropic delta source term in spherical
geometry, and second the cancellation of polarization by multiple scattering in homogeneous
domains, i.e. domains without spatial dependence. We give in Section 4 the main steps of the
implementation of the Monte Carlo method. We present our numerical results in Section 5. First
we show the evolution of the electromagnetic wave energy in the full space. Then, we consider the
half-space problem and show how the polarization parameters are a!ected by the presence of an
interface. We summarize our results in the concluding Section 6.
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2.1. Radiative transfer equation
We consider the propagation of electromagnetic waves in random media with weak #uctuations
of the dielectric permitivity and correlation length comparable to the wavelength. The electromag-
netic wave energy density solves then a matrix-valued radiative transfer equation [17]. More
general radiative transfer equations can be dealt with [18}21]. The evolution of energy density in
phase space is described by a 22 coherence matrix =(t,x,k), which is related to the Stokes
parameters I,Q,;,<, see [1,17], by
=(t,x,k)"
1
2
I#Q ;#i<
;!i< I!Q
. (1)
The parameter I describes the total intensity whereas Q, ;, and < describe the polarization.
A scalar measure to quantify the amount of polarized energy density to the total amount of energy
density is given by the degree of polarization
(t,x,k)"
Q(t,x,k)#;(t,x,k)#<(t,x,k)
I(t,x,k)
.
The radiative transfer equation for = takes the form
=
t
#vk K )="
(k,k)¹(k,k)=(t,x,k)¹H(k,k)dk!(k)=. (2)
Here v denotes the velocity of propagation of light inside the medium. The scattering is elastic.
Therefore, in a lossless medium, we have that the total cross section  satis"es
(k)"
(k,k)¹(k,k)¹H(k,k)dk, (3)
where  is the 22 identity matrix, and
(k,k)"

2
vkR K (k!k). (4)
R K  is the power spectrum of the dielectric permitivity #uctuations, de"ned as the Fourier transform
of the two-point correlation function of the #uctuations [17]. For simplicity we assume that R K  is
identically equal to a constant. This corresponds to the so-called Rayleigh scattering, which is used
to model the scattering of light in a turbulent atmosphere [1]. We then obtain that the total cross
section  in (3) is constant. The 22 matrix ¹(k,k)i sd e "ned by
¹(k,k)"(z(k))z(k)) (5)
with the vectors (k K ,z(k),z(k)),
k K "
sincos
sinsin
cos 
, z(k)"
coscos
cossin
!sin 
, z(k)"
!sin
cos
0 
, (6)
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¹H(k,k)"¹(k,k). Moreover the vector z(k) is uniquely de"ned for all vectors k such that
k)e(1, where e is the third vector in the basis where the vectors (6) are represented. It is
important to observe that the coherence matrix = as well as the radiative transfer equation (2) are
representedin a given orthonormalbasis (e,e,e). The changeof representationby rotation of the
basis is not straightforward; we refer to [1] and Section 5.1.1 to see how the polarization
parameters are changed by rotation.
We note that the frequency 	"vk of the energy density is conserved by the free transport
operator on the left-hand side of (2) and by the elastic scattering operator on the right-hand side of
(2). Therefore, the equations for di!erent frequencies are uncoupled. We consequently assume that
the modulus k is "xed. The initial condition we consider in this paper is an unpolarized isotropic
source term of the form =	(x,k)"w	
(x). Let us de"ne the following non-dimensionalized
quantity
= I (t,x,k)"
1
w	
=
t

,
vx

, kk
. (7)
We then recast (2) as
= I
t
#k K )= I "
3
8
¹(k,k)= I (t,x,k)¹H(k,k)dk!= I (8)
with initial condition = I (0,x,k)"
(x). In the sequel, we drop the symbol for simplicity. Let us
point out that the real and imaginary parts of = are uncoupled since the matrix ¹ is real.
Therefore, < satis"es an independent equation and we assume without loss of generality that
<"0, which corresponds to linearly polarized waves.
2.2. Probabilistic representation and augmented transport
We want to solve (8) by a Monte Carlo method. This method, although slowly convergent,
enables us to deal with complicated 3D geometries with reasonable storage requirements and is in
additionrelatively easyto implement.Forthis reason,it is very popularin radiationtransport,heat
transfer, and nuclear reactor theory [12,13]. The radiative transfer equations for scalar waves have
the same structure as transport equations for particles. The central characteristic of Monte Carlo
methods is to simulate the behavior of one particle at a time. The average over a large number of
realizations of particle paths yields an estimate of the particle probability density.
The simulation of the particle trajectories is threefold. First, we describe the particle trajectories
between successive scattering events. Then, we calculate the time of the next scattering with the
underlying medium. Finally, at the time when the particle undergoes scattering, we compute its
outgoing velocity. The last two steps, time of scattering and outgoing velocity after scattering, are
random processes.
As it stands, this method is not valid for coherence matrices, whose entries do not necessarily
correspondto energies but include polarizationparameters.Moreover, the probability distribution
of the outgoingvelocityafter scattering does notdepend only on the incidentdirection,as for scalar
particle transport, but also on its polarization state.
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by considering the polarization parameters as independent variables. We follow here a recent
derivation given in [14]. We "rst have to introduce a transport process for the energy density
resolved not only over directions but also over the polarization states. For its derivation it is
convenient to rewrite the matrix = as
=(t,x,k)"
I
2
1#Q/I ;/I
;/I 1!Q/I
"
I
2
[#P], (9)
where
P"
p p
p !p
"
Q/I ;/I
;/I !Q/I
. (10)
Note that the intensity I is the trace of =(t,x,k). In addition to the position X(t) and wave vector
(velocity) K(t) we now have a pair of polarization processes p(t) and p(t) which describe the
polarization parameters Q and ;, see (10). The position X(t) is continuous in space, while the
velocity and polarization parameters >(t)"(K(t),P(t)) jump at the scattering times.
The evolution of the jump process (X(t),K(t),P(t)) follows the following rules. The process
evolves along straight characteristics between successive scattering:
dX
dt
"K(t),
dK
dt
"0,
dp
dt
"0, i"1,2. (11)
At time s, the probability that the next scattering takes place after time t follows the Poisson
distribution
P(Time of next scattering't)"e

. (12)
When a scattering event takes place, we have to de"ne the probability of the outgoing velocity and
polarization parameters. The probability density for a jump from wave vector k and polarization
matrix P into wave vector k and polarization matrix P is
(k,P,k,P)" Tr¹(k,k)[I#P]¹H(k,k). (13)
The matrix of the scattered polarization parameters P(k,P,k), which is symmetric and has null
trace, is determined by [14]
1
2
(#P)"
¹(k,k)[#P]¹H(k,k)
Tr¹(k,k)[#P]¹H(k,k)
. (14)
For the reader's convenience, we have postponed to Appendix A the computation of the probabil-
ity measure  and the scattered polarization parameters in the case of Rayleigh scattering. We see
in these expressions that the jump probability does not depend upon the outgoing polarization
parameters P and that the outgoing polarization parameters are functions of the incoming and
outgoing velocities k and k, and of the incoming polarization parameters P.
The jump process is constructed as follows. The jump process (X(t),K(t),P(t)) starts at
(x	,k	,P	). The time of "rst scattering  is given by the probability density (12). The process
follows (11) between 04t(.A t the process jumps to a new velocity and new polarization
parameters >() according to (13) and (14). Notice that the position X(t) is continuous, i.e.
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  ). Then a new scattering time  is obtained according to (12). The process is
continued in an obvious manner until a "nal time t
.
To solve Eq. (8) by Monte Carlo, we "rst consider the augmented transport equation for the
probability density function (t,x,k,p,p) of the jump process (X(t),K(t),P(t)) starting at point
(x	,k	,P	), which is given by

t
#k K )"
3
8
dk
dp  dp  Tr¹(k,k)[#P]¹H(k,k)

(P!P(k,P,k))(t,x,k,p ,p )!(t,x,k,p,p) (15)
with suitable initial data. This is the forward Kolmogorov equation associated with the random
process (X(t),K(t),P(t)). The usual theory of probabilistic representations of transport equations
[11}13] applies to (15). We solve it by estimating the probability density the jump process
(X(t),K(t),P(t)) using a Monte Carlo method. The Monte Carlo method consists of generating
independent realizations of the augmented process and in calculating the resulting discretized
probability density.
The main property of the augmented equation, which justi"es the construction of the complic-
ated augmented process, is that its linear moments with respect to the polarization parameters,
=(t,x,k)"
dp dp (t,x,k,p,p)
#P
2
, (16)
give a solution of the coherent matrix transport equation (8). Namely, let =(t,x,k) be the solution
of (8) with the initial data =(0,x,k)"=	(x,k). We decompose the initial data as
=	(x,k)"
w	(x,k)
2 
1#p	  p	 
p	  1!p	 
"
w	(x,k)
2
[#P	(x,k)],
with w	(x,k)"Tr=	(x,k). Then, =(t,x,k) is given by (16) where  solves (15) with the initial
condition
(0,x,k,P)"w	(x,k)
(P!P	(x,k)). (17)
For instance, an isotropic unpolarized local pulse is generated by
(0,x,k,P)"w	(x,k)
(P!0) where w	(x,k)"
(x).
Let us summarize the main steps in solving (8) numerically. We "rst write an augmented scalar
transport equation (15). Next, this equation is solved by Monte Carlo simulation. The probability
density (t,x,k,p,p) is calculated by averaging over a large number of realizations that simulate
the trajectories of elementarypolarizedelectromagneticwavespropagating inside the medium. The
solution = of the radiative transfer equation (8) is then obtained by averaging over the "rst-order
moments of  with respect to the polarization parameters (16).
3. Polarization and depolarization
For long times, scalar transport equations have asymptotically a simpler form in which the
directional behavior is known, in most cases even constant, and the spatial behavior solves
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ad i !usionequation. We refer to [11,22] for more details.The solutions of transportequations with
polarization e!ects also converge to that of di!usion equations, as was shown in [14,17] for
instance. So we expect that polarization e!ects disappear in time. We can also check easily that
matrices proportional to the identity do not solve (8), even for non-polarized initial conditions, i.e.,
for initial conditionsproportional to the identity.This means that polarizationis created in time by
the interaction of the wave energy with the underlying medium. We give in this section two simple
mechanisms that account for the creation and annihilation of polarization, respectively.
3.1. Polarization and single scattering
The mechanism of creation of polarization is best understood by looking at the single scattering
generated by a non-polarized energy beam. For short times compared to the mean free time (the
mean time between successive interactions with the medium, given by v
,1 here), single
scattering will dominate multiple scattering. Single scattering in spherical geometries has the
main advantage that analytical expressions for the intensity and the degree of polarization can
be worked out. In addition to being a fairly good approximation for short times, single scattering
also provides a good understanding of how polarization is created when a source initially
composed of natural light interacts with the underlying medium. We consider the case of spheri-
cally radiated natural light emitted by a delta source term in space and received at time t,
after single scattering, at a point located at a distance r from the source. We calculate the
spatio-temporal distribution of the intensity and the degree of polarization analytically. We use
the relative simplicity of the spherical geometry in the analysis of the single-scattering approxima-
tion; see Fig. 1.
Denote the incident light by a vector [1]
J"(I,I,;),
where I is the apparent intensity in a direction, which is in the plane of scattering and orthogonal
to the direction of propagation, and where I is the apparent intensity in a direction orthogonal to
the plane of scattering. We have assumed here that <"0. Let  be the angle between the incident
and scattered directions. Then, the scattered intensity in the direction  is proportional to RJ,
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R"
cos 00
01 0
0 0 cos
. (18)
For natural light, I"I" I and ;"0. Therefore, the intensities of the scattered light in
directions parallel and perpendicular respectively to the plane of scattering are in the ratio cos
to 1. Notice that the probability of being scattered in a direction making an angle  with the
direction of incidence is the same for the coherence matrix radiative transfer equation and for the
scalar approximation. Therefore, the intensities of the single scattering of natural light are identical
in both equations. However, since polarization is obtained in the matrix-valued case, the intensity
corresponding to second scattering will be di!erent for the coherence matrix and the scalar
approximation.
We see in Fig. 1 that the intensity received at a time t in the direction , in a suitable system of
coordinates, has been scattered at a point r making an angle  with the direction of the incident
natural light. The relation between the scattering angle and r,r with  is given by
cos[(r,,t)]"
2rsin
r!2rtcos#t
!1, r"
r!2rtcos#t
2(t!rcos)
. (19)
For Rayleigh scattering, the intensity of the scattered light in right directions are in the ratio cos
to 1 [1]. Then, the polarization of the intensity arriving with angle  is given by
(r,,t)"
1!cos[]
1#cos[]
"
1!
2rsin
r!2rtcos#t
!1

1#
2rsin
r!2rtcos#t
!1

. (20)
In Fig. 2, we show the spatial distribution of the polarization after one scattering for di!erent
angles .
An averaged description of the polarization is obtained by de"ning the following degree of
polarization:
(r,t)"
1
2

	
(r,,t)sin()d. (21)
A numerical computation of (21) is given in Fig. 3. Observe that  exactly vanishes at the source
location. This is because the scattering angle is  for all directions  and because unpolarized
beams scattered in the back direction are unpolarized. We also see that the degree of polarization
strongly dependson the distanceto the source,and reaches its maximum value at r/t+ . Although
(21) seems to be a natural averaged quantity over directions, other choices remain possible. Let us
introduce
(r,t)"
 	 (r,,t)I(r,,t)sin()d
 	 I(r,,t)sin()d
, (22)
82 G. Bal, M. Moscoso / Journal of Quantitative Spectroscopy & Radiative Transfer 70 (2001) 75}98Fig. 2. Spatial distribution of the rate of polarization (r,,1) for "/2 (solid line), "/3 (dashed line), "/6
(dash}dotted line) and "/8 (dotted line).
Fig. 3. Spatial distribution of (r,1). The dashed curve is the numerical computation for a discrete number of directions
n"12; see Section 5.1.
G. Bal, M. Moscoso / Journal of Quantitative Spectroscopy & Radiative Transfer 70 (2001) 75}98 83Fig. 4. (a) Spatial distribution t"1 and (b) time evolution at r"1 of the degree of polarization (r,t) for the
single-scattering approximation. The dashed curve in (a) is the numerical computation for n"12; see Section 5.1.
where
I(r,,t)"
1
8r(t!rcos)
3
4
(1#cos), (23)
is the intensity received in the direction . In (23) r and  are given by (19). Eq. (22) represents the
percentage of di!use energy which is fully polarized. The degree of polarization  behaves better
numerically than  given in (21) because the directions with more particles, for which the
resolution is better, are more represented. This will be particularly important for the long time
computations presented in subsequent sections, where most of the particles remain close to the
location of the source.
We show in Appendix B the derivation of (23) and the analytical integration of (r,t). Denoting
by "t/r, the result after computations is
(r,t)"
3
16r
1
I(r,t)
#2!3
2
ln
#1
!1
!
!3
 
, (24)
where
I(r,t)"
3
16r
3!2#3
2
ln
#1
!1
#
!3
 
, (25)
is the total intensityfor Rayleighscattering.In Eq. (24),the rate (r,t) is only a function of the ratio
"t/r and reaches a maximum at "1.27 approximately; see Fig. 4. Measurement of this
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I(r,t) for Rayleigh (solid line) and isotropic (dashed line) scattering.
maximalvalue could be used to determine the locationof the source to a "xed receiver.Also, notice
in Fig. 4, where is represented the spatio-temporal distribution of , that the maximal value of the
degree of polarization is close to 0.8. This means that up to 80% of the light is polarized after the
"rst scattering. Let us emphasize that the polarization of light takes place very quickly in terms of
mean free times. Notice also that in Eq. (24), (r,t) goes to 0 when rPt.
For the sake of comparison, we have representedin Fig. 5 the spatio-temporaldistribution of the
intensity for Rayleigh scattering given by (25) in solid line, and the intensity for isotropic scattering
in dashed line. We see that in both cases, there is a logarithmic blow up of the intensity near r"t,
as is typical for single scattering [16]. However, more intensity is concentrated for Rayleigh
scattering in the vicinity of the source than for isotropic scattering. The di!erence between those
two cases reaches up to 50% at the source location. We check that the asymptotic behavior of the
total intensity in (25) is given for r;t by I(r,t)+3/(4t).
3.2. Rate of depolarization in homogeneous media
The mechanism responsible for the loss of polarization is multiple scattering. The same mecha-
nism explainsthe regimeofdi!usion, wheretheenergydensityhas the samevalue asymptoticallyin
all directions of propagation. Di!usion theory implies that polarization e!ects and directional
information disappear for long times and large distances of propagation; see [17] for instance.
However, it remains di$cult to quantify in practice how fast the decay really is and where the
di!usive regime is valid. Before showing some numericalresults, we present the simplest example of
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homogeneous medium with a homogeneous initial distribution of natural light. By homogeneous
we mean space-independent. Moreover we assume that the initial distribution depends only on the
polar angle  and not the azimuthal angle , with respect to a given frame. Let "cos. In this
context, the radiative transfer equations (8) take the simpler form [1]
!

t
I(t,)
I(t,)
"
I(t,)
I(t,)
!
3
8



2(1!)(1!)# 
 1
I(t,)
I(t,)
d, (26)
where I and I are the apparent intensities in the two orthogonal directions l and r. They are
related to I and Q by I"I#I and Q"I!I. The asymptotic behavior of the solution for long
times is obtained by solving the following spectral equation:

I(t,)
I(t,)
"
I(t,)
I(t,)
!
3
8



2(1!)(1!)# 
 1
I(t,)
I(t,)
d. (27)
The scattering kernel in (26) is degenerate so there is a closed equation for a "nite number of
moments of I and I. Let us introduce
 (t)"



I(t,)d and  (t)"



I(t,)d.
We check that
(1!)
I(t,)
I(t,)
"
3
8
2(1!)(	  !  )#(  #	 )
  #	  
. (28)
Upon taking three moments of this relation, we obtain
!
	  (t,)
	 (t,)
  (t,)
"
0 1/4 !3/4
0 !1/4 3/4
1/5 3/20 !21/20
	  (t,)
	 (t,)
  (t,)
. (29)
The possible values of  are 0, 3/10 and 1, which correspond to the eigenvectors (3,3,1), (15,!15,1)
and (1,!1,1), respectively. According to (28), the eigenvectors of (27) corresponding to 0 and 3/10
are given, up to normalization, by

I	  ()
I	 ()
"
1
1
, 
I
	  ()
I
	  ()
"
2!3
!1 
. (30)
According to (28), we see that the eigenvalues of (27) di!erent from !1 are 0 and !3/10.
Therefore, de"ning I"I#I and Q"I!I where I and I solve (26), we have
I(t,)"#(1!3)exp
!
3t
10
#O(1)exp(!t),
Q(t,)"3(1!)exp
!
3t
10
#O(1)exp(!t), (31)
where  and  are constants depending only on the initial conditions.
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Q(t,),0i fQ(0,)"0. Therefore, no polarization is created in homogeneous media when the
initial source is homogeneous. This is not true anymore for inhomogeneous initial source terms as
we have see in Section 3.1. Second, we can infer from the above analysis the rate of decay of the
degree of polarization in regions where the intensity varies slowly. For Rayleigh scattering, the
decay to di!usion behaves like exp!(3/10)t. Moreover, we see from (31) that the loss of
polarization and of directional information decay at the same rate. In other words, the second
eigenvector (I
	  ,I
	  ) depends on  and is partially polarized. We see that even in the case
where the averaging is the fastest, the loss of polarization and of directional information is not very
fast. It takes about 8 mean free times for a decay of the polarization by a factor 10.
4. Implementation of the Monte Carlo method
In this section, we describe the implementation of the Monte Carlo method for solving the
radiative transfer equation (8) using (15) and (16).
4.1. Decomposition in the number of scattering
Let us denote by
P(¹,z,dz; z	), (32)
the probability that a particle starting at time 0 from z	"(x	,k	,p	 ,p	 ) be at time ¹ at
z"(x,k,p,p) about dz"dxdkdp dp.B yd e "nitionof the probability density  solving (15) we
have
P(¹,z,dz; z	)"(¹,z)dxdkdp dp.
The number of scattering events between 0 and ¹ is "nite (with probability one). Therefore, we can
decompose P(¹,z,dz; z	) over the number of scattering events as
P(¹,z,dz; z	)"


	
Pr(¹,N"n)P(¹,z,dz; z	N"n), (33)
where N is the number of scattering events, or jumps, of the process (X(t),>(t)) between 0 and ¹.
Here  means conditional expectation and Pr(¹,N"n) is the probability of having exactly
n scattering events between 0 and ¹. In other words, the total probability density is decomposed
over the number of scattering events that the process su!ers between 0 and ¹. The Poisson
distribution of the law of scattering times (12) allows one to compute each term in the sum (33)
separately by Monte Carlo method. We can check [23] that
Pr(¹,N"n)"e

¹
n!
. (34)
Moreover, for each number of scattering n, the times of scattering are obtained by increasing
ordering of n values sampled between 0 and ¹ with uniform distribution.
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statistical #uctuations. Indeed we include some information on the exact proportion of single
scattering, double scattering, etc. in the total intensity. Moreover, we have access to those
quantities and can easily obtain in which areas single scattering or multiple scattering is dominant.
The second advantage is architectural. Our code is written in Matlab, which is much faster when
properly vectorized. We calculate in turn the contributions of particles having exactly n scattering
events during a "xed time ¹. Here, we have 14n4K, where K is chosen so that the particles
having more than K interactions during an interval of time of size ¹ are negligible, i.e.


	
e

¹
n!
,
is small. Once n is "xed, the number of required operations to compute the trajectories of
M particles is independent of the particle, therefore easily vectorized. The total number of particles
N"N		
M is computed by N		
 successive calculations of packets of M particles.
For a "xed n, the operationsrequiredto simulateeach trajectoryare as follows. We "rst compute
the times at which the process scatters. For each scattering we determine a new velocity k and new
polarization parameters q and u of the outgoing particle according to Rayleigh scattering (13) and
(14). As seen in (13), the probability distribution of the outgoing velocity depends on the incoming
velocity, on the incoming polarization parameters, and on the outgoing velocity. It is however
independent of the outgoing polarization parameters. The outgoing polarization parameters are
determined by (14) once the outgoing velocity is known. Between scattering events, particles travel
along straight characteristic with velocity v"1.
4.2. Spatial and angular discretization
Due to the large number of computationsneededto simulateeach trajectory, we have discretized
the velocity and polarization spaces. We precompute the probability distribution of the outgoing
parameters for these discrete values of the velocity and polarization. We then replace the exact
Rayleigh probability distribution for the outgoing velocity by a piecewise constant probability
distribution. Each interaction of a particle with the underlying medium is sampled accordingly.
At the "nal time the particles must be boxed to do the averaging over the polarization
parameters.We discretize the spatial domainwith n boxes B,1 4i4n, and the angular domain
with n directions k,1 4l4n. Each particle n for 14n4N, is represented at the "nal time T by
(x(n),k(n),q(n),u(n)),which are its position, velocity, and polarizationparameters, respectively.Then
for each i and l, we compute the quantities
I(i,l; ¹)"




 
 ,
Q(i,l; ¹)"



q(n)
 
 ,
;(i,l; ¹)"



u(n)
 
 , (35)
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 "
1i f x(n)3B,
0 otherwise,

 "
1i f k(n) is closer to k than any other k,
0 otherwise.
(36)
The quantities of interest are the intensity and the degree of polarization de"ned for each
box by
I(i;¹)"
1
N



I(i,l;¹), (37)
(i; ¹)"

 Q(i,l; ¹)#;(i,l; ¹)

 I(i,l; ¹)
. (38)
5. Numerical results
In this section, we present numerical solutions of the matrix-valued radiative transfer equation
(8), where multiple scattering is taken into account. We "rst consider the case of non polarized
spherical radiation generated by a delta source term. Then, we analyze the same radiation in
a half-space geometry and examine the behavior of the degree of polarization when interfaces are
present.
5.1. Spherical geometry
5.1.1. Invariance by rotation and algorithm
The boxing described in Section 4.2 does not take into account the speci"cities of the spherical
geometry. Even though the intensity has to be rotation invariant, this is not true for the
polarization parameters, which are given in a basis that is not rotation invariant. The change of
polarization parameters under rotations leaving invariant the direction of propagation has been
addressed in [1]. We derive here similar formulas for matrix-valued radiative transfer equations.
In spherical geometry,the invariance by a rotation B is characterizedfor Maxwell's equationsby
the relations E(Bx)"BE(x) and H(Bx)"BH(x), where E and H are the electric and magnetic
"elds, respectively. Using this relation and following the derivation of radiative transfer equations
described in [17], we see that the solution of (8) satis"es
=(t,Bx,Bk)"A(B,k)=(t,x,k)AH(B,k), (39)
in spherical geometry, where A is a unitary 22 matrix whose elements are given by
A(B,k)"(z(Bk),Bz(k)). (40)
Here z is de"ned in (6). The total intensity is obviously not changed by rotation. Following (39),
the polarization parameters Q and ; after rotation are related to Q and ; before rotation, by

Q
;
"
A !A  2AA
!2AA A !A 
Q
;
. (41)
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(e,e). Then, every particle is characterized by its radius and the angle between x and k. After
transformation (41), the polarization parameters are expressed in the same basis for every particle,
and the averaging can be performed. The boxing (35) now holds for boxes B being intervals and
directions k being angles between 0 and . It can be shown theoretically that ;,0 in spherical
geometry for unpolarized sources. This is con"rmed numerically.
Equation (38) simpli"es then to
(r,t)"

Q(r,k,t)


I(r,k,t)
. (42)
The decomposition in the number of scattering events (33) allows us to implement the following
algorithm. We deduce from Eq. (33) that the time dependence of the radiative transfer solution
P(¹,z,dz; z	) comes from the weights Pr(¹,N"n), and that the terms P(¹,z,dz; z	N"n), like
for single scattering where n"1, are actually only functions of "t/r in spherical geometry. We
therefore write the degree of polarization as
(r,t)"




e
t(n!)
Q(t/r,k)




e
t(n!)
I(t/r,k)
, (43)
where Q and I are the Stokes parameters obtained for particles that have been scattered n times
exactly. This method o!ers the advantage that we only need to compute I() and Q(), for
n"1,2,N, in order to obtain the solution for all times, which are not too large so as to allow
us to neglect particles having more than N scattering events. Note that we can use the exact
solution (24) for the "rst scattering in the summation.
5.1.2. Numerical simulations
We present in Fig. 6 the spatial distribution of the degree of polarization and of the intensity for
particles having exactly 1, 2, 4, and 8 scattering events. We have observed numerically that the sign
of Q is independent of n and of the direction k. Therefore, depolarization takes place not because
theterms correspondingto di!erentnumbersof scatteringcancelwith eachother,but becauseQ is
a decreasing function in n; see Fig. 6(a). Notice however, that the decay in n is relatively slow, and
that particles are still approximately 20% polarized for r/t around 0.7 after eight scatterings.
We have represented in Fig. 7 the space and time-dependent degree of polarization (r,t)
obtainedby using (43). Thespatialdistributionof the degree of polarizationis shownin Fig. 7(a)for
di!erenttimes. For the sake of the comparison we have rescaledthe total distanceto 1 for the direct
arrivalfor all times. Wehaveplotted inFig. 7(b)time tracesof the samequantity(r,t) for di!erent
distances to the source r. We have also rescaled time such that t"1 always corresponds to the
direct arrival. We observe that the degree of polarization vanishes at r"0, where the light is thus
unpolarized, and that it has one identi"able maximum. When multiple scattering is taken into
account, this maximum is now a function of time in contrast with the single scattering approxima-
tion. The maximum as a function of the distance to the location of the source term is plotted in
Fig. 8(a). We observe that it decreases relatively slowly with the distance and eventually vanishes
for large distances. The position t/r of this maximum also depends on the distance to the source.
90 G. Bal, M. Moscoso / Journal of Quantitative Spectroscopy & Radiative Transfer 70 (2001) 75}98Fig. 6. Spatial distribution of (a) the degree of polarizationand (b) the intensity of particles having 1 (solid line), 2 (dotted
line), 4 (dash}dotted line) and 8 (dashed line) scattering events.
Nevertheless,wecan see in Fig.8(b)that the positionof the peak has changedby at most15% when
the energy is received at a distance r"8 mean free paths away from the unpolarized source. Thus,
Fig. 8 can be used to estimate the distance separating the source from far receivers, assuming that
the velocity of propagation-equal to 1 in our simulations-is known.
G. Bal, M. Moscoso / Journal of Quantitative Spectroscopy & Radiative Transfer 70 (2001) 75}98 91Fig. 7. Spatio-temporal change in the degree of polarization. (a) Spatial distributionat times t"0.5, 2, 4 and 8. (b) Time
evolution at distances r"0.5, 2, 4 and 8 to the source.
Let us emphasize the main conclusion we can draw from these computations. Even far away
from the source, the light remains to a large extent polarized. The process of depolarization due to
multiple scattering is very slow. The reason is that multiple scattering, which is indeed responsible
for the depolarization,is mainly concentrated in the vicinity of the source (see Fig. 6(b)). Moreover,
92 G. Bal, M. Moscoso / Journal of Quantitative Spectroscopy & Radiative Transfer 70 (2001) 75}98Fig. 8. Dependence on the distance to the source of (a) the maximum of the degree of polarization and (b) the position of
this maximum.
the multiply scattered particles that escape this area and approach the ballistic front, in addition
to being rare, follow very speci"c paths. This behavior is caused mainly by the convection term
k K )= in the radiative transfer equation and is qualitatively very di!erent from the homogeneous
case treated in Section 3.2. We also mention similar results showing the relatively slow decay
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free surface is at z"1.
of polarization for polarized narrow beams of light incident on a plane}parallel scattering
medium [4].
5.2. Half-space geometry
We consider in this section the more general, albeit still simple, problem of an isotropic delta
source term in half-space. We want to analyze the e!ect of a horizontal perfectly re#ecting
boundary on the degree of polarization.
Even though we do not have rotational invariance anymore, we still have cylindrical invariance
around the z-axis. Therefore, once the position, velocity, and polarization parameters are com-
puted, we can rotate that particle so as to bring it in the plane xz, say. Such a rotation leaves the
polarization parameters invariant. Indeed, if B( is a rotation around the z-axis, then we have
B([z(k)]"z(B([k]), where z is de"ned in (6). After rotation, a particle is described by its
vertical coordinate z, its distance to the z-axis r, and its velocity k, where the directions k form
a discretization of the unit sphere. For each directionk, we store the particles in boxes B centered
around points r and z, where
r"ir, i"1,2,n, (44)
z"z#j, zj "1,2,n. (45)
Here, z is the minimal z that can be reached by the particles, and r and z are the sizes of the
uniform grids in r and z, respectively.
94 G. Bal, M. Moscoso / Journal of Quantitative Spectroscopy & Radiative Transfer 70 (2001) 75}98Fig. 10. Degree of polarizationpattern at the surface. The non-polarizedisotropic point sourceis at a distance1 from the
surface.
We have represented in Fig. 9 the degree of polarization (r,z; t) for time t"2. The non-
polarized isotropic point source is located at distance z"1 from the interface. We can clearly
separate the domain (r,z) in two areas. The lower part is actually identical to the spherical
symmetry case. The maximum of the degree of polarization, around 0.5, agrees perfectly with the
one shown in Fig. 7 at time t"2. The upper part corresponds to the area where the energy has
been partially re#ected from the interface. We observe that the degree of polarization is lower than
in spherical geometry. This is due to the fact that the polarization of the re#ected part adds
destructively to that part which did not see the interface.
More interesting is the value of the degree of polarization at the surface, where it can be easily
measured.In Fig. 10 wesee that, in spite of the relativediminutionof the polarizationcaused by the
interface,an observer will detect an signi"cantamountof polarizedenergy duringearly times. As in
the spherical geometry, the degree of polarization starts from zero, then grows until it quickly
reaches a maximum, and then slowly decreases back to zero for large times.
To summarize, we can infer from our numerical computations that the perfectly re#ecting
boundary causes a decay in the rate of polarization but does not cancel it. The rate of polarization
remains de"nitely observable, and may be used as an additional piece of information in order to
solve inverse problems more accurately.
6. Conclusions
We have studied in this paper the polarization and depolarization e!ects of matrix-
valued radiative transfer problems. We have calculated analytically the intensity and degree of
G. Bal, M. Moscoso / Journal of Quantitative Spectroscopy & Radiative Transfer 70 (2001) 75}98 95polarization for single scattering with a spherically radiating natural source. We have seen that in
this setting, up to 80% of the initially unpolarizedlight becomes polarized after "rst scattering. The
maximum of polarized light as a function of time for a "xed position r, even when low-order
multiple scattering in taken into account, is obtained for a value close to t+1.27r with unit speed;
which could be used as a rough estimate of the distance between the receiver and the point source.
We also have seen that polarization appears quickly and that depolarization is very slow. More
than eight scattering events are required to observe a rate of polarization below 20%. For
half-space problems, we have shown that the presence of an interface lowers the degree of
polarization signi"cantly due to polarization cancellations. However, the degree of polarization
remains clearly observable. We have presented Monte Carlo simulations based on a probabilistic
representation of polarized radiative transfer equations. Even though only elementary geometries
were treated here, the same method can be used for more complicatedgeometries and more general
boundaries or interfaces, such as those derived in [24] for instance.
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Appendix A. Scattering matrix for Rayleigh scattering
We give here an explicit expression for (13) and (14) in the case of Rayleigh scattering. The
components of the ¹ matrix (5) are given by
¹"cos cos cos(!)#sin sin,
¹"cos sin(!),
¹"cos sin(!),
¹"cos(!). (A.1)
Upon expanding the trace of ¹=¹H, we have
(x,k,P,k,P)"
3
8
¹ #¹ 
2
(1#p)#
¹ #¹ 
2
(1!p)
#(¹¹#¹¹)p
. (A.2)
Then we obtain from (14)
p "
8
3
(x,k,P,k,P)
¹ !¹ 
2
(1#p)#
¹ !¹ 
2
(1!p)
#(¹¹!¹¹)p
,
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8
3
(x,k,P,k,P)[¹¹(1#p)#¹¹(1!p)#(¹¹#¹¹)p].
(A.3)
Appendix B. Single-scattering intensity and polarization
Let us derive here Eqs. (23) and (24).
The intensity which arrives at a point r after scattering at r under the Rayleigh's law is
[see Fig. 1]:
1
4r 
1
4r 
3
4
(1#cos). (B.1)
The factors 1/4r  and 1/4r  in (B.1) come from the geometrical spread of the intensity from the
source to the scatter and from this to the receiver, respectively. To obtain the total intensity at time
t we have to integrate over all the space under the condition that the total travel time of the light is
equal to t. Then,
I(r,t)"
3
(8)
1
r r 
(1#cos)
(t!r!r)dr
"
3
(8)

	

	

	

(t!r!r)
r r 
(1#cos)r  dr sindd. (B.2)
Let us remark that

(t!r!r)"2r
((t!r)!(r))
"2r
((t!r)!2r(t!rcos))
"
r
t!rcos


r!
t!r
2(t!rcos)
.
Therefore, we have
I(r,t)"
3
32
H(t!r)

	
1
r(t!rcos)
(1#cos)sind, (B.3)
which yields (23). The numerator in (22) is the same as in (B.3) except for the positive sign in front of
cos replaced by a negative sign.
To integrate (B.3) it is more convenient to change to prolate spheroidal coordinates (,	,)a si n
[16]. The change of variables is the following:
x"
r
2
(!1)(1!	)cos, y"
r
2
(!1)(1!	)sin, z"
r
2
(1#	), (B.4)
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3[0,2]. The Jacobian of this transformation is (rrr/2)dd	d and
cos"
2!!	
!	
. (B.5)
With these relations we end up with the integration of a rational function which can be performed
trivially. The result is Eq. (25). Equation (24) can be done similarly.
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