When watching omnidirectional images (ODIs), subjects can access different viewports by moving their heads. Therefore, it is necessary to predict subjects' head fixations on ODIs. Inspired by generative adversarial imitation learning (GAIL), this paper proposes a novel approach to predict saliency of head fixations on ODIs, named Sal-GAIL. First, we establish a dataset for attention on ODIs (AOI). In contrast to traditional datasets, our AOI dataset is large-scale, which contains the head fixations of 30 subjects viewing 600 ODIs. Next, we mine our AOI dataset and determine three findings: (1) The consistency of head fixations are consistent among subjects, and it grows alongside the increased subject number; (2) The head fixations exist with a front center bias (FCB); and (3) The magnitude of head movement is similar across subjects. According to these findings, our SalGAIL approach applies deep reinforcement learning (DRL) to predict the head fixations of one subject, in which GAIL learns the reward of DRL, rather than the traditional human-designed reward. Then, multi-stream DRL is developed to yield the head fixations of different subjects, and the saliency map of an ODI is generated via convoluting predicted head fixations. Finally, experiments validate the effectiveness of our approach in predicting saliency maps of ODIs, significantly better than 10 state-of-the-art approaches.
Introduction
In recent years, omnidirectional images (ODIs) have become increasingly popular, along with the rapid development of virtual reality (VR). Different from the traditional 2D images, ODIs provide an immersive and interactive VR viewing experience. Moreover, they enable spherical stimuli, meaning that the range of 360
• ×180
• can be accessible to subjects through the head-mounted display (HMD). In other words, humans can freely move their heads to change viewports for viewing attractive regions. Hence, head fixations play a vital role in modeling visual attention on ODIs. Accordingly, it is necessary to predict head fixations, which can be widely used in many applications of ODIs, e.g., compression [12] , rendering [44] and visual quality assessment [13] .
Most recently, there have emerged several works [3, 27, 30, 59] on predicting the saliency maps of head fixations on ODIs. For example, Lebreton et al. [27] developed two new models for saliency prediction of head fixations on ODIs, that are based on the traditional 2D saliency prediction models: Boolean Map based Saliency model (BMS) [55] and Graph-Based Visual Saliency (GBVS) [15] . Thus, these models are called "BMS360" and "GBVS360", respectively. Zhu et al. [59] proposed a multi-plane projection method to predict head fixations on omnidirectional scene, in which several blocks are generated to simulate viewports. Then, the low-level features (spatial frequency, orientation and color) and high-level semantic features (car and person) are extracted in each block, which are further fused and mapped into the overall saliency map. The above works can be seen as heuristic methods, as their features for predicting head fixations are hand-crafted. In fact, the great success of deep learning has boosted the development of saliency prediction on 2D images, which is a closely related area of head fixation prediction on ODIs. However, none of the existing saliency prediction approaches for ODIs is based on deep learning; therefore, their performance is fair.
Further complication are that the existing head fixation datasets for ODIs are all small-scale collections, which can hardly be used to train the deep learning models. Specifically, [37] is the first ODI dataset with human attention, which is composed of the head and eye fixations of 63 sub- jects on 98 ODIs. In addition, both the head and eye fixations of 169 subjects on 22 ODIs are available in the dataset of [42] . In [46] , the dataset has 104 ODIs viewed by 40 subjects. However, only the head fixations data are available in [46] without any eye fixations data. Moreover, the dataset of [17] includes the attention data of 27 subjects who were asked to view a total of 70 different ODIs in the VR environment.
In this paper, we establish a large-scale dataset for attention on ODIs (called the AOI dataset), which is comprised by head and eye fixations data of 30 subjects viewing 600 ODIs. Note that the 600 ODIs of our AOI dataset are diverse in both the resolution and content. By mining our dataset, we find that high consistency exists for head fixations among subjects when viewing ODIs. Besides, we have some additional findings. (1) The distribution of head fixations are variant between individual subjects; however, the consistency of head fixations tends to increase and converge when the number of subjects increases. ( 2) The front center bias (FCB) characteristic exists for the head fixations. ( 3) The magnitude of head movement (HM) is similar across all subjects over all ODIs in our AOI dataset. Based on the above findings, this paper proposes a generative adversarial imitation learning (GAIL) based approach for saliency prediction of head fixations on ODIs, which is called SalGAIL. Specifically, our SalGAIL approach predicts the head fixations through a deep reinforcement learning (DRL) model. In the DRL model, we regard the directions of head trajectories as the actions of the DRL model and take the viewed omnidirectional content as the observation of the environment. As such, the DRL model can be learned to predict the head fixations of one subject on an ODI. Then, multi-stream DRL is used to generate the head fixations of different subjects, and the predicted head fixations are convoluted to generate the saliency map of the input ODI. However, different from the traditional DRL tasks, the reward is intractable to be obtained and quantified in our task for saliency prediction on ODIs. Instead, we propose to learn reward by imitating the head trajectories of subjects in the training stage. This strategy benefits from the most recent success of GAIL [16, 29] . In brief, the main contributions of this paper are summarized as follows.
• We establish a large-scale AOI dataset with several findings about human attention on ODIs.
• We propose a multi-stream DRL model to predict head fixations on ODIs.
• We apply GAIL to learn the reward of our DRL model by imitating the head trajectories of subjects.
Related Works
In this section, we review the approaches and datasets for saliency prediction on ODIs.
Saliency prediction approaches for ODIs
Saliency prediction on 2D images. The past two decades have witnessed extensive works on saliency prediction for 2D images, such as [55] , [7, 14, 22, 23, 39, 53] . In the task of image saliency prediction, many effective spatial features have been proposed in predicting human attention with either a top-down or a bottom-up strategy. Specifically, Itti et al. [20] considered low-level features at multiple scales and combined them to form the saliency map of an image. Harel et al. [15] introduced a graph-based visual saliency (GBVS) model that defines Markov chains over various image maps, and treated the equilibrium distribution over map locations as activation and saliency values. Considering top-down image semantics, Judd et al. [22] proposed a saliency model based on low-, middle-and high-level image features. Moreover, Borji et al. [4] proposed combining low-level features of the bottom-up models with top-down cognitive visual features, and then learning a direct mapping from those features to eye fixations. Inspired by deep learning, deep neural networks (DNNs) have been successfully used to predict image saliency in an end-to-end manner, such as [9, 19, 25, 26, 35, 36, 41, 57] . Specifically, a DNN-based structure was proposed in Deepfix [26] to learn a multiscale semantic representation for image saliency. Moreover, saliency in context (SALICON) was proposed in [19] , which fine-tunes the existing DNNs with an effective saliency-related loss function. In [25] , a readout architecture was proposed for image saliency prediction, in which both low-level and DNN features are considered.
Saliency prediction of eye fixations on ODIs. Although saliency prediction has been well developed for 2D images, there are only a few approaches for predicting the saliency maps of ODIs. Different from 2D images, the saliency of ODIs refers to two forms: head fixations and eye fixations. Most of the existing saliency prediction approaches for ODIs focus on eye fixations, including [1, 3, 27, 30, 32, 43, 59] . In particular, Battisti et al. [3] presented a saliency model for predicting the saliency maps of eye fixations on ODIs, which is based on the combination of low-level and semantic features. Startsev et al. [43] proposed a new saliency prediction approach by considering projection distortions, equator bias and vertical border effects, for predicting saliency of eye fixations on ODIs. In addition, Ling et al. [30] took human color perception into account and proposed a model using color dictionarybased sparse representation for ODI saliency prediction. Besides, DNNs have also been successfully applied [1, 32] for saliency prediction on ODIs. "SalNet360" [32] was proposed to fine-tune traditional CNN models of 2D saliency prediction for the task of ODI saliency prediction. Additionally, "SaltiNet" [1] was developed to train a DNN model for eye fixation prediction on ODIs, which is based on a temporal-aware representation of saliency information called saliency volume.
Saliency prediction of head fixations on ODIs. In particular, there are relatively few works [11, 27, 59 ] to predict the saliency maps of head fixations for ODIs. Zhu et al. [59] employed a method of multiview projection to generate the saliency maps of head fixations on ODIs. In their work, an ODI is first projected into multiview blocks to simulate viewports. Then, both bottom-up and top-down features of all blocks are extracted and fused to generate the final saliency map of head fixations. In addition, [11] proposed adding the center bias of human attention into the saliency maps of ODIs through a postprocessing method. Lebreton et al. [27] developed new models for saliency prediction on ODI, called "BMS360" and "GBVS360", which are based on the traditional 2D saliency prediction models, boolean map based saliency model (BMS) [55] and GBVS [15] . More specifically, "BMS360" applied multiple fusion saliency (FMS) [11] to remove the border constraints. In "GBVS360", the input ODI in equirectangular format is projected into several rectilinear images, corresponding to different viewports, and then feature extraction is performed according to each rectilinear image. Finally, the resulting feature maps are back-projected to the equirectangular domain to yield the saliency map. In contrast to ODIs, more works [18, 51, 52, 56] have been proposed for predicting head fixations on omnidirectional videos (ODVs). For example, Xu et al. [51] proposed a DRL approach for saliency prediction of head fixations on ODVs. Additionally, Zhang et al. [56] presented a spherical CNN-based scheme for saliency prediction of ODVs. In the following, we overview the existing datasets for attention modeling on ODIs/ODVs.
Attention datasets for ODIs
To learn saliency models on ODIs/ODVs, datasets with head fixations and eye fixations are urgently required. Along with saliency prediction approaches, several ODIs/ODVs datasets have been recently established to collect the head fixation/eye fixation data of subjects when viewing omnidirectional scenes. Table 1 summarizes the basic properties of these datasets. To the best of our knowledge, Salient360 (Rai et al. [37] ) and Saliency in VR (Sitzmann et al. [42] ) have been widely used in the recent ODI saliency prediction works. These datasets are reviewed in more details as follows.
Salient360 (Rai et al. [37] ) is one of the earliest ODI datasets for saliency prediction. It contains 98 stimuli, which mainly include indoor, outdoor and people scenes. For each ODI, at least 40 subjects were asked to view the stimuli with free head movement in the range of 360
• . The maximum resolutions of these stimuli are 18,332×9,166. Each ODI was presented for 25 seconds with an identical initialized viewport for all subjects. Then, the eye fixations and head fixations were recorded. Finally, the ground truth saliency maps of head fixations and eye fixations were both converted into the equirectangular format.
Saliency in VR (Sitzmann et al. [42] ) is also a public dataset that records 1,980 trajectories of head fixations and eye fixations, obtained from 169 subjects viewing 22 static ODIs. In their experiment, the data of head fixations and eye fixations were captured using an HMD in both standing (called VR standing ) and seated (called VR seated) conditions. In addition, [42] also collected the data of observing the same scenes through a desktop monitor, called desktop condition. The dataset offered the ground truth saliency maps of head fixations and eye fixations using three different projections from sphere to plane, i.e., equirectangular, cube map and patch-based projection.
The attention dataset can benefit the saliency prediction approaches for ODIs/ODVs. In particular, the deep learning approaches require large-scale data for training the DNN models. Unfortunately, as shown in Table 1 , the existing datasets lack sufficient data, especially for ODIs. Therefore, we establish a large-scale dataset for saliency prediction on ODIs, namely the AOI dataset. The details about our dataset are discussed in Section 3.
Dataset

Data collection
Stimuli. First, we collected 600 ODIs from Flickr [47] , the resolution of which ranges from 4,000×2,000 to 24,028×12,014. Each ODI was downloaded in the equirectangular format and at the maximum resolution. Note that all 600 ODIs were available under the creative commons copyright. To enrich the diversity of the content in our dataset, four categories of ODIs were collected including cityscapes, natural landscapes, indoor scenes and human scenes. Figure 2 shows some examples for each category of ODIs in our dataset.
Equipment. We obtained the HM and eye movement (EM) data of the subjects through the HTC vive and aGlass. Here, the HTC vive is used as an HMD to view ODIs. The HM data can be captured by the HTC vive, while the aGlass device is able to capture the EM data within FoV. Note that the aGlass device is embedded in the HTC vive. When the subjects viewed ODIs, the "virtual desktop" was used to display all images, and meanwhile the software of [28] was applied to record both HM and EM data. Note that the whole HM data along with the time stamps form the head trajectory of viewing an ODI, from which we can extract the head fixations. Similarly, the eye fixations can also be obtained from the EM data.
Subjects. There were in total 30 subjects (19 females and 11 males) involved in our experiment, and their ages ranged from 18 to 30, with an average of 21 years old. Note that all subjects have normal or corrected-to-normal eyesight 2 . Before viewing ODIs, a simple training session was conducted to familiarize the subjects with the HTC vive. Furthermore, the procedure of the experiment was explained to all subjects. Finally, the subjects underwent the experiment of viewing ODIs with the following procedure.
Procedure. The 600 ODIs were randomly and equally divided into 2 equal groups. Two groups of ODIs were viewed by each subject on different days to avoid the fatigue. According to the Salient360 dataset [37] , the duration was set to 22 seconds for viewing each ODI. After viewing each image, we inserted a gray ODI with a red dot located at longitude = 0
• and latitude = 0 • , and the subjects pressed to enter the next ODI once they fixated on the red dot. Consequently, when the subjects viewed the next ODI, their HM and EM can be re-initialized to the center of the corresponding equirectangular image. Note that the subjects were allowed to have a rest when they felt fatigue. When viewing ODIs, the subjects wearing the HTC vive were asked to sit in a comfortable swivel chair, allowing them to rotate 360 As shown in Figure 1 , the location of the viewport can be represented in latitude and longitude, corresponding to the angles of pitch and yaw, respectively.
Data processing
Given the above raw HM data, we need to distinguish head fixations and saccades. In this paper, we mainly focus on predicting the saliency maps of head fixations. However, our dataset can also be used to predict HM saccades of HM for the future work. Our algorithm for distinguishing head fixations and saccades is presented as follows.
Head fixations and saccades. When viewing ODIs, one subject may move his/her head along with saccades, and then fix on the regions that are attractive to him/her, seen as head fixations. Next, we focus on extracting head fixations and saccades from the HM data. First, the velocity of HM is measured through the orthodromic distance [33] between two successive HM data divided by the corresponding time stamp. Mathematically, the HM velocity v i at the i-th sample can be denoted as
where ∆T is the duration of the time stamp, and d i is the orthodromic distance between the (i-1)-th and i-th samples.
Here, d i is defined as follows:
where ∆σ i is the spherical distance:
(3) In addition, r is the radius of the omnidirectional sphere. For the i-th HM sample, ∆ψ i is the difference in latitude; ∆θ i is the difference in longitude; and ψ i−1 and ψ i are latitudes of two successive samples.
Then, using the velocity-threshold identification algorithm (I-VT) [40] , we separate the head fixations and saccades based on the sample-to-sample velocities of HM. In this paper, we follow [46] to set the velocity threshold to be 18 degrees/second. In other words, if the velocity of an HM sample is below 18 degrees/second, it belongs to the head fixations; otherwise it belongs to saccades. Figure 4 shows the histograms of head fixations and saccades, calculated over all HM data of 600 ODIs in our dataset. Since this paper mainly focuses on predicting head fixations, all saccades (HM with the speed above the threshold) are discarded prior to the further analysis. After this process, we obtain the head fixations for our dataset. Figure 3 -(Second row) shows a raw head trajectory of one subject when viewing an ODI, which is composed of saccades and head fixations.
Saliency maps of head fixations. For obtaining the 2D saliency maps of head fixations, we apply equirectangular projection to process the sphere-format data according to [58] . In equirectangular projection, the yaw and pitch of the i-th head fixation on the sphere coordinate (in degrees) are mapped to a 2D pixel in the equirectangular image, i.e., a head fixation denoted by (x i , y i ) in the equirectangular coordinate. Here, the origin (0, 0) of the equirectangular coordinate is located at the lower left corner of the ODI. Then, (x i , y i ) can be obtained by
For the i-th head fixation, θ i and ψ i are its yaw and pitch, respectively; W and H denote the width and height of the equirectangular image, in the form of pixel numbers. Then, the head fixations of all subject are convolved with a Gaussian kernel to generate the saliency map for each ODI. According to [10, 21] , a 2D Gaussian kernel with 1.5
• visual angle centered at the head fixation is used in this paper. The kernel that locates at head fixation (x i , y i ) can be represented as:
where the standard deviation is σ =
with W a constant value of 90 pixels [38] . Figure 3 shows some examples of the original equirectandular images and saliency maps.
Dataset analysis
In this section, we mine our dataset to investigate human behavior in viewing ODIs. Specifically, we have the following findings. Finding 1: The distribution of head fixations are variant between individual subjects; however, the consistency of head fixations among subjects increases and converges when the number of subjects increases.
Analysis: We analyze the consistency of the head fixation distribution across subjects when the number of subjects increases. To this end, we randomly divide the subjects into two equal groups, denoted as A and B, and the number of subjects in these two groups progressively increases from 1 to 15. For each ODI in our dataset, the saliency maps of A and B are generated by convolving with the 2D Gaussian kernel (see (5) ) over the corresponding head fixations, which are denoted as S A and S B , respectively. Then, the consistency of head fixations between two groups is measured by calculating the linear correlation coefficient (CC) of saliency maps between S A and S B . Figure 5 -(a) shows the average CC values between S A and S B along with the increased number of subjects. We also plot the CC values between saliency map S A and the saliency map of randomly generated head fixations (with the same number as group A). Note that in Figure 5 -(a), the CC values are calculated and averaged over all ODIs, after randomly dividing A and B 20 times. We can see from this figure that the CC value is 0.335 when the subject number is 1 in each group. This result indicates that the head fixations are variant between two subjects, despite a certain consistency that exists (larger than that between the subject and the randomly generated head fixations). In addition, the CC value increases and converges along with the increased subject number. Therefore, this completes the analysis of Finding 1.
Finding 2: There exists FCB for the head fixations on ODIs.
Analysis: Given all collected fixations in our dataset, we calculate the distribution of their locations along with the longitude and latitude. The results are shown in Figure 6 -(a) and (b), respectively. We can see from this figure that the head fixations tend to be attracted by the regions near 
0
• longitude (i.e., the front region) and 0
• latitude (i.e., the equator). Hence, high probability exists that the head fixations fall into the front center region. In other words, the FCB holds for the head fixations on ODIs. In addition, Figure 6 -(c) counts the numbers of head fixations in different omnidirectional regions over our dataset. In this figure, the full equirectangular region of 360
• × 180
• panorama is equally segmented to 4.5
• × 2.25
• grids. Then, the numbers of head fixations of all 30 subjects are counted in each grid. As observed in Figure 6 -(c), head fixations are more likely to be attracted by the equator (i.e., the latitude is close to 0
• ), especially the center of the equator (i.e., the longitude is also close to 0
• ). Again, this observation verifies that the FCB exists for the head fixations in our dataset. Therefore, the analysis of Finding 2 is substantiated.
Finding 3: The HM magnitude is similar across all subjects over all ODIs in our AOI dataset.
Analysis: For each subject, we calculate the magnitude between two HM positions of two adjacent samples through the spherical distance. Figure 5 -(b) shows the distributions of HM magnitudes for all subjects in our AOI dataset, and in this figure each curve stands for the distribution of one subject. As can be seen in this figure, the distributions of the HM magnitudes are similar among subjects. In particular, most of the HM magnitude values locate at the range of 2
• ∼ 6
• for almost all subjects (confidence interval: 95%). Consequently, there exists similarity for the HM magnitude across all subjects when viewing ODIs. This completes the validation of Finding 3.
SalGAIL approach
Framework
In this section, we present our SalGAIL approach that aims to predict head fixations on ODIs in the form of saliency maps. Figure 7 shows the overall framework of the SalGAIL approach. As seen in this figure, our SalGAIL approach is composed of two stages: training and test. In the training stage, we propose a GAIL method for learning the reward of imitating the head fixations of each subject. Then, the learned reward of each subject is used in the corresponding DRL stream to predict a head trajectory. In the test stage, an ODI is input to a multi-stream DRL model, and given the learned reward; then, each DRL stream predicts one head trajectory. Consequently, the predicted head fixations can be obtained from the head trajectories of all DRL streams. Finally, the predicted head fixations are convoluted to generate the saliency map of the input ODI.
Test: multi-stream DRL for saliency prediction
Problem formulation. First, we formulate the problem of saliency prediction on the input ODI (denoted by I) as follows. Assume that there are in total N DRL streams, each of which corresponds to one subject. Since there are 30 subjects in our AOI dataset, N is chosen to be 30 in this paper. Note that the head fixations of 30 subjects have converged to consistency, according to Finding 1. Then, we establish an N -stream DRL model to predict the head trajectories of N subjects, in which the n-th stream aims to generate the head trajectory of subject n, denoted as τ n = {(x is the set of all head fixations from the n-th DRL stream, and K n is the total number of fixations output by this DRL stream. Then, saliency mapS can be generated for the input ODI, via convoluting all fixations {p
with a 2D Gaussian kernel (see (5) ). Since Finding 2 reveals that the FCB exists for head fixations, FCB map C is added into the generated saliency mapS to output the final saliency map S: where Norm(·) is the normalization operation that ensures all saliency values range from 0 to 1.
Multi-stream DRL model. Now, we focus on the multi-stream DRL model for predicting all head trajectories {(x n t ,ŷ n t )} T,N t=1,n=1 . In our approach, each multi-stream DRL shares the same framework, but with different rewards. See Section 5.3 for more details about the reward modeling. Here, we take the n-th DRL stream as an example. Specifically, we define the terms of the DRL stream as follows.
• ObservationÔ n t is the viewport at time step t for the n-th DRL stream.
• Actionâ n t at time step t is formulated by the HM from t − 1 to t. Similar to [51] , the action space includes 8 discrete directions {0
• , 45
• }. Different from [51] , one additional action (denoted as stay) is added to indicate that the HM is fixed without any change in the viewport. Thus, the action space is {0 : stay, 1 : 0
• Policy π n ω is modeled as the predicted probability distribution over the actions of HM across time steps with ω as its parameters.
• Reward r n t denotes the reward of the action made at time step t in the n-th DRL stream. In our approach, the reward function is learned to imitate the human actions of head trajectories, to be described in Section 5.3.
• Environment E is composed of the reward estimator and viewport extractor, such that the reward and observation can be obtained for the agent in action-making.
Given the above terms, the procedure of our multi-stream DRL is summarized in Figure 8 . Specifically, for the n-th DRL stream, observationÔ n t at time step t is obtained from the viewport. That is, the viewport is extracted to make its center locate at the HM position (x n t ,ŷ n t ). It is worth mentioning that the size of the viewport is determined by the HMD. Then, the viewport is projected onto the 2D plane with the size of 84 × 84, as observationÔ n t . Subsequently, observationÔ n t is input into a CNN (see Figure 8- 
Training: GAIL for reward modeling
In this section, we focus on modeling the reward for the DRL model of our SalGAIL approach, which is based on GAIL. Specifically, GAIL is applied to make the predicted head trajectories of our DRL model imitate ground truth head trajectories of subjects. The framework of the training stage can be seen in Figure 9 -(a). For GAIL, our multistream DRL model acts as the generator, outputting the head trajectories. Then, the discriminator distinguishes whether a head trajectory is a predicted one or the ground truth. Consequently, the probability that an input head fixation is the ground truth can be obtained from the discriminator, viewed as the reward for the DRL model. Furthermore, we propose a policy selector to match the policy of one DRL model to the corresponding subject, when maximizing the reward in the discriminator. In the following, more details about the generator, discriminator and selector are presented.
• Generator. The generator of our SalGAIL approach is the multi-stream DRL model described in Section 5.2 , which aims at learning policies to imitate the head trajectories of subjects. The input to the generator is the training ODIs. Then, the policy of one DRL stream can be updated at each episode for optimizing the corresponding reward. Note that each DRL stream learns one policy, corresponding to the head trajectories of a subject. Consequently, the generator outputs the predicted head trajectories, as the input to the discriminator. Here, the predicted head trajectories are {τ n } N n=1
correspond to the ground truth head trajectories of subjects {τ Input: The training ODIs; the head trajectories of N subjects {τ n S } N n=1 over the training ODIs. Output: The learned policies {π n ω } N n=1 of the multi-stream DRL model. 1 Initialize: Maximum number of training cycles H; the number of episodes I; the step size of one episode B; random initial parameters ω 0 = {ω 0 π , ω 0 V }, φ 0 and η 0 for the generator, discriminator and policy selector. 2 Run the generator, discriminator and policy selector with the initial parameters ω 0 , φ 0 and η 0 , respectively. 3 while h < H do 4 h ← h+1.
5
Randomly sample N ODIs into the multi-stream DRL model.
6
Initialize HM positions {(x n t ,ŷ n t )} N t=1,n=1 ← (0, 0), as observations {Ô n t } N t=1,n=1 .
Initialize empty sets χ and χ S for collecting the observation-action pairs of prediction and subjects, respectively.
9
for n = 1, 2, . . . , N do 10 Set latent vector cn in an one-hot form, corresponding to n-dimension.
11
Obtain observation-action pairs χ n S (size: B) of the n-th subject from τ n S : χ n S ⊂ τ n S .
12
Sample predicted observation-action pairs χ n (size: B) under the n-th DRL policy:â n t ∼ π n ω (â n t |Ô n t , cn),Ô n t+1 ∼ T (Ô n t |â n t ).
13
Calculate the rewards {r n t } i·B
according to (7) and deliver the rewards into rollout for optimization.
14 if {r n t } i·B
tend to converg then 15 Break from the while loop.
end 17
Append χ n S and χ n into χ S and χ, respectively.
end 19
Update φ i to φ i+1 by ascending with gradients ∆ φ i in (18).
20
Update η i to η i+1 by decreasing with gradients ∆η i in (19) .
21
for n = 0, 1, 2, . . . , N do 22 Compute R n t using rewards {r n t } i·B
from rollout according to (10) . to policies {π n ω } N n=1 ; assign parameters φ and η to D φ and Sη, respectively. • Discriminator. The discriminator is a binary classifier determining whether an input head trajectory is the ground truth, which is also used to yield the reward of the DRL model in predicting head trajectories. The parameters of the discriminator are updated by distinguishing samples of the head trajectories red in each episode between subjects and the generator. Specifically, the CNN structure of the discriminator can be seen in Figure 9 -(b). The input to the discriminator is the observations sampled from the head trajectories concatenated with the corresponding actions that are encoded by one-hot vector (9 dimensions). Here, the samples from the head trajectories are the observation-action pairs in each episode extracted from {τ , defined as χ S and χ, respectively. Hence, the probability of χ being χ S seen as the output of the discriminator is viewed as the reward for our DRL model. Unfortunately, the original GAIL approach can only learn the reward by imitating a single subject [16] . It is difficult for each DRL stream to make correct actions to imitate the head trajectories of multiple subjects. Therefore, we propose a policy selector that can be used to solve this problem.
• Policy selector. Given a subject, the policy selector is used to find a suitable policy from one among multiple DRL models, via maximizing the reward of imitating the subject's head trajectories. This is achieved by adding a latent vector c into our policy function π(â |Ô, c) as shown in Figure 8 -(b). Here, π(â | O, c) is based on InfoGAN [6] and differs from the traditional policy function π(â |Ô), which only relies on observationÔ = {Ô n t } T,N t=1,n=1 and action a = {â n t } T,N t=1,n=1 . In our approach, the latent vector c is represented by a one-hot vector, of which the n-th dimension is represented by 1 or 0, corresponding to the n-th stream DRL model. Guided by c, the policy selector can select a specific policy from the mixture of policies of multiple DRL models. Specifically, the policy selector acts as a posterior estimation, encouraging the maximum of the mutual information between c and χ. In our approach, the posterior estimation can be modeled by the CNN of Figure 9 -(b) as the policy se- lector. Note that our discriminator and policy selector share the same parameters in first few layers, and the last layer outputs different values for the discriminator and policy selector. In addition, the mutual information is viewed as one part of the reward for the DRL model to be maximized. In the following, the details about reward modeling are presented.
Reward modeling. We take into account two components for modeling the reward. The first component is the probability of the predicted head trajectories being those of the subjects, as presented for the discriminator. The second component is the mutual information between the predicted head trajectories and the latent vector of the policy selector. Specifically, for the n-th DRL model of the generator, the reward r n t at time step t can be defined as follows:
where λ 1 (> 0) is the hyperparameter that controls the trade-off between two components of the reward. In the above equation, r(Ô where D φ denotes the CNN of the discriminator with φ as its parameters. In addition, r(c; η) is the second component of the reward obtained from the policy selector, and it is a mutual information as follows,
where S η is the CNN of the policy selector with η as its parameters. In addition, c k is the k-th element in the c, and
is the probability distribution of the latent vector matching the DRL model to a given subject. Recall that K is the number of streams in our DRL model. Next, the accumulated discount reward of time step t at each episode can be calculated as follow:
where γ is the discount factor of Q-learning [48] and B is the step size of one episode. Finally, r the generator through reward optimization. The optimization procedure is discussed in the following. Optimization. Given (10), we optimize the rewards of all DRL streams in our SalGAIL approach by maximizing the expectation of the accumulated discount rewards at each episode,
such that policies π can be learned in the generator. Here,
denote the policies of N DRL streams, which can be learned by updating the CNN parameters of DRL. Note that a causal entropy regularization term [5] is added in (11) to ensure the exploration in the decision making of DRL. Mathematically, it is written as
Recall thatÔ andâ are the sets of observationŝ O={Ô n t } T,N t=1,n=1 and actionsâ={â
, respectively. Thus, the optimization formulation of (11) is rewritten as
based on (8) and (9) . Here, λ 2 (> 0) is the hyperparameter for balancing the trade-off of the first two terms and the regularization term in (13) . Consequently, the generator is capable of imitating the head trajectories of subjects through reward optimization (13) , which can be achieved through the optimization on the discriminator and the policy selector, respectively.
We introduce adversarial training to learn the CNN parameters of the discriminator, such that D φ (Ô n b ,â n b ) can be obtained for (13) . In adversarial training, the discriminator tries to make the predicted head trajectories distinguishable from the corresponding ground truth trajectories. Mathematically, D φ (Ô n b ,â n b ) can be obtained by solving the following optimization formulation:
Recall that π and π S are the policies of the generator and subjects, respectively. Here,
t=1,n=1 are the sets of outputs from the discriminator in one episode, in which the inputs Others Trade-off hyperparameter for reward λ1 in (13) 0.7 Causal entropy coefficient λ2 in (13) 0.01 are the observation-action pairs for the ground truth and the prediction. Next, we learn the CNN parameters of the policy selector by optimizing the mutual information between the predicted head trajectories and latent vector to maximum. Then, we can obtain S η (c k |Ô n t ,â n t ) by solving the following optimization formulation:
where S denotes the set:
, we can solve the optimization problem of (13). This is achieved by updating the parameters of π. As for π, its parameters ω={ω i V , ω i π } are composed of two parts, where the first part is used to update the state value in the DRL model, and the second part is used to update the policy in the DRL model. Therefore, we can obtain the gradient ω i V :
Here,
is one part of output of the DRL model.
Based on Lemma 1, the gradient ω i π can be obtained to optimize (13), which is as follows:
Lemma 1 Consider that R n t is the accumulated discount reward. The gradient ω i π for optimizing (13) at episode i can be calculated by (17) .
Proof: See Appendix A.
To solve the optimization problem of (14), the parameters of D φ can be updated through the following gradient: Similarly, the parameters of S η can be updated through the gradient of objective (15):
Finally, we can train the CNN parameters of all networks in our SalGAIL approach by solving the optimization problem of (13)- (15) . In summary, the training stage of our Sal-GAIL approach can be seen in Algorithm 1.
Experimental results
Settings
In this section, we validate the effectiveness of the proposed SalGAIL approach. To this end, each category of ODIs in our AOI dataset is randomly divided into training and test sets in a ratio of 5 : 1. As a result, there are 500 training ODIs and 100 test ODIs. Then, we compare the performance of our SaGAIL approach with other state-of-the-art approaches, including DVA [50] , BMS [55] , SALICON [19] , MLNet [9] , BMS360 [27] , GBVS360 [27] , Startsev et al. [43] , Zhu et al. [59] , DHP [51] and Battisti et al. [3] . Among these approaches, DVA, BMS, SALICON, and MLNet are the latest saliency prediction approaches for 2D images. The remaining approaches are the recent approaches for predicting saliency maps of head fixations on ODIs. Since only the training models of SALICON, MLNet and DHP are available online, they are retrained over our training set for a fair comparison.
In our SalGAIL approach, the input to the generator at each time step is the predicted viewport at the last time step, which has been projected onto a 2D plane and downsampled to 84 × 84. The number of streams N was set to 30 in our SalGAIL approach, the same as the subject number. When training the generator of our SalGAIL approach, the hyperparameters were tuned to optimize the accumulated discount rewards over the training set. The values of these hyperparameters can be found in Table 2 . Table  2 further tabulates the key hyperparameter settings of the discriminator and the policy selector, also tuned over the training ODIs. Then, the RMSprop optimizer [45] and the Adam optimizer [24] were used to update the parameters of the generator and the discriminator/policy selector, respectively. All experiments were conducted on a computer with an Intel(R) Core(TM) i7-6700K CPU@4.0 GHz, 32 GB of RAM and a single Nvidia GeForce GTX 1080Ti GPU.
Performance evaluation on SalGAIL
Objective evaluation. In our experiments, we objectively evaluate the accuracy of saliency prediction of head fixations in terms of four metrics: CC, KL divergence, normalized scanpath saliency (NSS) and the area under the receiver operating characteristic curve (AUC). The larger values of CC, NSS or AUC indicate higher accuracy in saliency prediction, while a smaller KL divergence means better performance of saliency prediction. Table 3 tabulates the results of CC, KL divergence, NSS and AUC for our own and 10 other approaches over each category of ODIs and all ODIs. We can see from this table that our SalGAIL approach performs much better than other approaches in terms of different metrics. In particular, our SalGAIL approach has a 0.015 increase in CC, 0.075 reduction in KL divergence, 0.178 increase in NSS and 0.012 increase in AUC, over Zhu et al. and BMS360 which perform the best among all compared approaches. In addition, our approach is also superior to other approaches in four metrics for categories of cityscapes, indoor scenes, human scenes and textnatural landscapes. For human scenes, our approach achieves the best performance in terms of CC, NSS and AUC, while its KL divergence result is slightly worse than those of Zhu et al.. Generally, our SalGAIL approach is effective in saliency prediction of head fixations on ODIs and is superior to other state-of-the-art approaches.
Subjective evaluation. Next, we compare the subjective results of saliency prediction on ODIs. For each category of ODIs, 2 test ODIs are randomly selected from our AOI dataset. Figure 10 visualizes the saliency maps of the selected ODIs generated by our own and 10 other approaches. As seen in this figure, the saliency maps of our SalGAIL approach are much closer to those of the ground truth, when compared with other approaches. This result implies that our SalGAIL approach performs well in the subjective results of saliency prediction. In summary, both objective and subjective results show that our SalGAIL approach outperforms other state-of-the-art approaches for predicting saliency of head fixations on ODIs.
Generalization ability test
Evaluation over the Salient360 dataset. Now, we assess the generalization ability of our approach by testing over the Salient360 dataset [37] . Here, the SalGAIL model, learned from the training set of our AOI dataset, is directly used to predict the saliency maps of head fixations on all ODIs of the Salient360 dataset. We also compare the performance of our SalGAIL approach with 10 other approaches in terms of CC, KL divergence, NSS and AUC. The average results are reported in Table 4 . As shown in this table, our SalGAIL approach again outperforms all other approaches. Specifically, there is at least a 0.021 increase in CC, 0.095 reduction in KL divergence, 0.085 increase in NSS, and Evaluation over the VR dataset. We further test the performance of our SalGAIL approach over the VR dataset [42] . In the VR dataset, two groups of head fixations are collected, for viewing the same ODIs in the standing and seated conditions, respectively. Note that the head fixations are obtained in the seated condition for both our AOI dataset and the Salient360 dataset. Consequently, the generalization ability of our SalGAIL approach can be evaluated for different viewing conditions. The average results of the CC, KL divergence, NSS and AUC are also reported in Table 4 . We can see from this table that our SalGAIL approach also performs better than all other approaches, for both standing and seated conditions. In summary, our SalGAIL approach has higher generalization ability on different datasets and in different viewing conditions.
Ablation analysis
Ablation on DRL. We evaluate the effectiveness of DRL applied in our SalGAIL approach, via replacing it by the supervised learning baseline. Specifically, the supervised baseline acts as a classifier, which is modeled by the CNN, to predict the 8 discrete HM directions or stay in the action space. For a fair comparison, the CNN structure of the supervised baseline is the same as that of the DRL model in our SalGAIL approach. Meanwhile, the input to the supervised baseline is the viewport extracted from the ODI, which is also the same as the input to SalGAIL. Additionally, the output of the supervised baseline is the probabil- ity distribution over 8 discrete HM directions and stay in the action space. Similar to our SalGAIL approach, the supervised baseline also runs 30 streams of classifiers to predict the head fixations of 30 subjects. In the training stage, for one stream, the supervised baseline learns one classifier model from the ground truth data of the corresponding subject. In the test stage, the baseline selects an action for one stream at each time step, based on the corresponding trained classifier. In addition to the supervised baseline, we also compare SalGAIL with the random baseline, in which the action of HM directions and stay are randomly generated. Figure 11 shows the accuracy of predicting HM directions along with time steps, for our SalGAIL approach, the supervised baseline and the random baseline.
We can see that the prediction accuracy dramatically decreases when replacing DRL by the supervised baseline and random baseline. Moreover, the predicted head trajectories can be obtained upon the predicted actions from all streams, and then the saliency map is generated by convoluting all head fixations which are sampled from the predicted head trajectories. Table 5 tabulates the CC, KL divergence, NSS and AUC values of SalGAIL, the supervised baseline and the random baseline. As shown in Table 5 , the proposed SalGAIL approach performs much better than both the supervised and random baselines. This result validates the effectiveness of DRL applied in our SalGAIL.
Ablation on the stream number of DRL models. In our SalGAIL approach, the multi-stream DRL model is used to imitate the head fixations of different subjects. Here, we conduct the ablation experiments to investigate the influence of DRL stream numbers on the performance of our SalGAIL approach. The results are plotted in Figure 12 . As shown in this figure, the values of NSS, CC and AUC grow and the KL divergence decreases, along with the increased stream number. Additionally, all four metrics converge when the stream number of DRL approaches 30. This result implies the necessity of the multi-stream DRL and the reasonableness of setting the stream number to 30.
Ablation on the learned Reward. Here, we evaluate the effectiveness of the reward learned by the GAIL algorithm of our approach. To this end, we replace the learned reward by a hand-designed reward [51] . Then, we obtain the performance of our approach with the learned and handdesigned rewards. In addition, we perform a comparison with a random reward approach, which randomly samples actions at each time step during the whole training process. The comparison results are shown in Figure 13 . We can see from this figure that the learned reward makes our approach perform significantly better than both hand-designed and random rewards. Therefore, the proposed GAIL algorithm of our approach is effective in modeling the reward of DRL for saliency prediction on ODIs.
Ablation on the FCB. Finally, we ablate the FCB in our SalGAIL approach to investigate its effect on saliency prediction of ODIs. Specifically, we remove the FCB map in (6) , such that the results of our approach without the FCB can be obtained. Consequently, after removing the FCB, there is a 0.027 reduction in CC, 0.045 increase in KL divergence, 0.085 reduction in NSS and 0.018 reduction in AUC. Thus, it is necessary to embed the FCB in our Sal-GAIL approach.
Conclusion
In this paper, we have proposed the SalGAIL approach for predicting the saliency maps of head fixations on ODIs. First, we established the AOI dataset, which is composed of both head fixations and eye fixations of 30 subjects on 600 ODIs. To the best of our knowledge, AOI is the largest dataset for attention modeling on ODIs. Second, we mined the AOI dataset and achieved several findings regarding the head fixations of subjects when viewing ODIs. Third, inspired by these findings, we proposed a multis-tream DRL model in our SalGAIL approach for saliency prediction on ODIs, in which the reward is learned by imitating head trajectories of human through the proposed GAIL algorithm. In the multi-DRL model, each DRL stream yields the HM trajectory of one subject, and then head fixations can be sampled from the yielded HM trajectories of all DRL streams. The experiment also validates the high generation ability of our SalGAIL approach across different datasets. Finally, a processing technique was presented to convolute the predicted head fixations of an input ODI with a Gaussian kernel, such that the saliency map of the ODI can be generated as the output of our SalGAIL approach. The extensive experiments showed that our SalGAIL approach is superior to 10 state-of-the-art approaches in predicting the saliency maps of head fixations on ODIs.
There are two promising research directions of future work. focuses on saliency prediction of head fixations on ODIs. Saliency prediction of eye fixations remains to be developed for ODIs. This is an important area for future work. (2) Our SalGAIL approach may be used to remove visual redundancy for some ODI processing tasks, e.g., ODI quality assessment and compression. This is another interesting application for future work.
