We give a new simple proof of the NP-hardness of the closest vector problem. In addition to being much simpler than all previously known proofs, the new proof yields new interesting results about the complexity of the closest vector problem with preprocessing. This is a variant of the closest vector problem in which the lattice is specified in advance, and can be preprocessed for an arbitrarily long amount of time before the target vector is revealed. We show that there are lattices for which the closest vector problem remains hard, regardless of the amount of preprocessing.
Introduction
A lattice is the set of intersection points of a regular (but not necessarily orthogonal) n-dimensional grid. In the closest vector problem, given a lattice L and a target vector y one must find the point in the lattice L closest to the target y. Lattices are used in coding theory for efficient signaling over band limited channels and vector quantization (see [1] for an overview), and more recently they have been used in cryptography to design encryption functions [2, 3, 4, 5] . In these applications, the lattice L usually represents the code or encryption function, while the target y is the received message. In this context the closest vector problem corresponds to the decoding or decryption process. Notice that the lattice L is usually fixed, and it is known long before transmission occurs. Therefore it makes sense to consider a variant of the closest vector problem in which the lattice is known in advance, and only the target vector y is specified as input to the problem. Moreover, essentially all known techniques to find (possibly approximate) solutions to the closest vector problem work as follows: (1) first a computationally intensive algorithm is run on the lattice to obtain some information useful for decoding (usually a reduced basis or a trellis); (2) then this information is used to solve the closest vector problem using some simple procedure (some form of rounding [6] for methods based on lattice reduction, or the Viterbi algorithm [7] for trellis based decoding). Trellis based decoding is very efficient, provided that a small trellis for the lattice exists. Unfortunately it has been demonstrated that minimal trellis size can grow exponentially with the dimension of the lattice (see [8, 9, 10] ). In this paper we concentrate on methods where the result of preprocessing is always polynomially bounded in the size of the lattice description. Essentially all the preprocessing methods whose output is guaranteed to be small perform some sort of basis reduction (see section 2 for the definition of lattice basis), i.e. given any basis for the lattice, they produce a new basis consisting of short vectors. In certain cases the short basis can be computed in polynomial time, resulting in a polynomial time approximation algorithm for the closest vector problem. This is the case for example in [6] where LLL reduced bases (see [11] ) are used, or [12] where block-KZ reduced bases (see [13] ) are used, achieving 2 O(n) and 2 o(n) approximation factors. In other cases it is not known how to efficiently compute the good basis, but once this good basis is found, a much better approximation to the closest vector can be found in polynomial time. For example [14] shows how to achieve a O(n 1.5 ) approximation factor using dual KZ reduced basis 1 . The fastest currently known algorithms to solve the closest vector problem [16, 17] also use KZ reduced bases. However, even if the KZ-reduced basis is given, the running time of the algorithm remains exponential in the dimension of the lattice.
One natural question is whether it is possible to find optimal solutions to the closest vector problem (with preprocessing) in polynomial time, possibly using a different notion of reduced basis, or more generally using some other form of preprocessing with polynomially bounded output. In other words, we are asking if for every lattice L there exists some polynomial amount of information that makes the closest vector problem in L easily solvable.
In this paper we give a negative answer to this question, under standard complexity assumptions. In particular, we show that if the closest vector problem with preprocessing can be solved in polynomial time, then NP is contained in P/poly and the polynomial hierarchy collapses (see [18] ). Our result is analogous to similar results for the nearest codeword problem [19] and the subset sum problem [20] and is based on a new proof of the NP-hardness of the closest vector problem.
A related result is presented in [17] , where it is proved that for recursive cube search (RCS) algorithms (including the algorithm of Kannan [16] ), the complexity of decoding any sequence of lattices with possible application in communications is exponential in the dimension, regardless of the amount of preprocessing. This result is somehow stronger than the one presented in this paper as it applies to a wide class of lattices, while our result is proved for a specific sequence of lattices. On the other hand, the lower bound in [17] is proved only for a specific class of decoding algorithms (RCS), while our result holds for any (known or yet to be discovered) polynomial time decoding procedure.
The rest of the paper is organized as follows: In section 2 we formally define the closest vector problem with preprocessing and other problems that will be used in this paper. In section 3 we give a new proof of the NP-hardness of the closest vector problem. In section 4 we use the new NP-hardness proof to derive a hardness result for the closest vector problem with preprocessing. Section 5 concludes with some remarks and open problems.
Definitions
Given n linearly independent vectors b 1 , . . . , b n ∈ R m , the lattice generated by
The set {b 1 , . . . , b n } is called a lattice basis, and it is usually represented as a matrix B with the basis vectors b i as rows. Using matrix notation the lattice vectors can be represented as xB, where x is an integer row vector.
The closest vector problem is defined as follows.
Definition 1 In the closest vector problem (CVP) one is given a lattice basis B and a target vector y and must find a lattice vector xB (x ∈ Z n ) such that xB − y is minimized. In the decisional version of CVP one is also given a real number t, and must decide whether there exist an integer vector x such that xB − y ≤ t.
The decisional and search version of CVP are easily proved equivalent. One direction is obviuos: given an algorithm to find the lattice point xB closest to y, one can solve the decisional problem simply checking if xB − y ≤ t. In the other direction, one can use the decision algorithm to recover the coeffients x i , one at a time, as follows. Say we want to determine x 1 . First we determine if x 1 is even or odd by checking if the distance of the target y from the sublattice L(2b 1 , b 2 , . . . , b n ) is the same as the distance from the original lattice. (Notice that the distance of the target from the lattice can be easily computed using the decision oracle and performing a binary search on t.) The other binary digits of x 1 can be determined repeating the above step after subtracting b 1 from y if x 1 is odd, and multiplying b 1 by 2. Notice that only a polynomial number of repetitions is needed because the size of the coefficients x i is polynomial in the size of the input.
Once we have found the coefficient x 1 for some closest lattice vector xB, we subtract x 1 b 1 from the target y and go on to the second coefficient, until all x i have been determined.
We are interested in the following variant of the closest vector problem.
Definition 2
The closest vector problem with preprocessing (CVPP) asks for a function P (the preprocessing function) and an algorithm D (the decoding algorithm) with the following properties:
• On input a lattice basis B, P (B) returns a new description L of the lattice L(B) whose size is polynomially related to the size of B, i.e. there exists a constant c such that size(L) < size(B) c for all bases B and L = P (B).
• Given L and a target vector y, D(L, y) computes a lattice point xB closest to y. In the decisional version of CVPP, D is also given a distance t, and D(L, y, t) decides whether there exists a lattice vector xB such that xB − y ≤ t.
Also for CVPP, the search and decision versions are equivalent: any algorithm to solve the search version also solves the decision version, and the search version can be reduced to the decision version evaluating the preprocessing function P on all lattices (2 i b j , b j+1 , . . . , b n ) with i bounded by a polynomial in the size of the input basis.
Notice that no complexity assumption is made on the preprocessing function P (other than the restriction on the size of the output). One may think of P as a preprocessing algorithm with unlimited computational resources. However, only the running of D is used to measure the complexity of the decoding process, i.e., we say that CVPP is solvable in polynomial time if there exists a function P and a polynomial time algorithm D such that D(P (B), y, t) solves the CVP instance (B, y, t).
We show that CVPP cannot be solved in polynomial time by giving a reduction from an NP-hard problem H to CVP with the property that any H instance M is mapped to a CVP instance (B, y, t) where B is a lattice basis that depends only on the size of M . It immediately follows that if CVPP has a polynomial time solution, then the NP-hard problem H is solvable in P/poly, and consequently N P ⊆ P/poly.
In the rest of the paper we will make use of the following notoriously NP-hard problems [21] .
Definition 3
The subset sum problem (SS) is the following. Given n + 1 integers (a 1 , . . . , a n , s), find a subset of the a i 's (if one exists) that adds up to s, or equivalently, find coefficients x i ∈ {0, 1} such that i a i x i = s. In the decision version of the problem one is given (a 1 , . . . , a n , s) and must decide if there exist coefficients x i ∈ {0, 1} such that i a i x i = s. Definition 4 Exact cover by 3-element sets (X3C) is the following problem. Given a finite set M and a collection of three element subsets C, decide if there exists a sub-collection C ′ ⊆ C such that each element of M is contained in exactly one element of C ′ .
A New NP-hardness Proof for the Closest Vector Problem
The closest vector problem was proved NP-hard for the first time by van Emde Boas [22] in 1981. The original proof is rather complex. Subsequently, Kannan [16] gave a simpler proof by reduction from 3-dimensional matching (3DM, see [21] ). In this section we give a new, even simpler, proof of the same NP-hardness result.
The new proof will be used to derive a new hardness result for the closest vector problem with preprocessing. Our proof is by reduction from the subset sum problem, and it is related to (a variant of) the LagiariasOdlyzko algorithm [23, 24] (see section 5 for further discussion). Given a subset sum instance (a 1 , . . . , a n , s) we define a lattice basis B with one row b i for each subset sum coefficient a i . Then we associate a target vector y to the sum s. Vectors b i and y are defined as follows:
Notice that the basis B can be expressed in matrix notation as B = [a|2I n ] where a is the column vector [a 1 , . . . , a n ]
T and I n is the n × n identity matrix. We now prove that the reduction is indeed correct. First assume that there exists a solution to the subset sum problem, i.e., there are x i ∈ {0, 1} such that
a i x i − s = 0 and 2x i − 1 = ±1 for all i. This proves that the distance of y from L(B) is at most √ n and therefore the CVP instance (B, y, √ n) has solution.
Conversely, assume that the distance of y from the lattice is at most √ n and let x be an integer vector such that Bx − y ≤ √ n. Notice that also in this case we have
a i x i = s and x i ∈ {0, 1} for all i, i.e. x is a solution to the subset sum problem.
The Closest Vector Problem with Preprocessing
The proof given in the previous section reduces a subset sum instance (a, s) to a CVP instance (B, y, t) with the property that the lattice basis B only depends on the subset sum coefficients a, while the target vector y depends on s.
Therefore we can use the hardness result for the subset sum problem with preprocessing [20] to derive a similar result for the closest vector problem. In particular, [20] proves that there exists a reduction from 3-dimensional matching (3DM) to subset sum (SS), such that 3DM instance M is mapped to a SS instance (a, s) where the subset sum coefficients a depend only on the size of M . Combining the result in [20] with our reduction we obtain the following theorem.
Theorem 5 There exists a reduction from an NP-complete problem H to CVP such that any H instance M is mapped to a CVP instance (B, y, t) where the lattice B depends only on the size of M .
For completeness we now give a direct reduction from an NP-complete problem (X3C, see definition at the end of section 2) to CVP satisfying the conditions of the theorem. The following reduction essentially combines the ideas from [20] and our reduction from subset sum, but without the complications of using subset sum as an intermediate problem.
Fix some n, let k = n 3 and consider a matrix T ∈ {0, 1} k×n whose rows are all possible n-dimensional binary vectors containing exactly three ones. We identify the rows of T with the 3-element subsets of {1, . . . , n}, and X3C instances with the corresponding characteristic vectors m ∈ {0, 1} k . X3C instance m is mapped to the following CVP instance:
It is easy to see that X3C instance m has a solution if and only if CVP instance (B, y, t) has a solution. Moreover, the lattice B depends only on the dimension k of m.
Discussion
The reduction we gave from SS to CVP has obvious connections to the Lagarias-Odlyzko algorithm to solve subset sum (or more precisely the improved version in [24] ). The (improved) Lagarias-Odlyzko algorithm works as follows: given a subset sum instance (a, s), build a lattice
where c is a sufficiently large constant, and look for a short non-zero vector in the lattice. Notice that if x is a solution to the subset sum problem, then the lattice has a vector of length √ n, obtained by multiplying the last row by −1 and the other rows by x. If the short vector found is of the form xB with x n+1 = −1 and x i ∈ {0, 1} for all other i = 1, . . . , n, then x 1 , . . . , x n is a solution to the subset sum problem.
Notice that this algorithm can be succinctly described as follows:
1. Multiply the subset sum problem by some large constant c to obtain an equivalent instance (c·a 1 , . . . , c· a n , c · s)
2. Reduce (c · a 1 , . . . , c · a n , c · s) to a CVP instance (B, y) using the reduction presented in section 3.
3. Solve the closest vector problem (B, y, √ n) using the following heuristic technique: in order to find the lattice vector closest to y, look for a short vector in the lattice generated by [B T |y T ] T . If this short vector is of the form xB − y, then it yields a vector (xB) ∈ L(B) close to y.
The reason the first column of the basis matrix is multiplied by a large constant c is that it is not known how to solve the shortest vector problem exactly, so in practice an approximation algorithm is used (e.g. LLL). If the first column in the matrix is multiplied by a large constant c, then even approximately shortest vectors must be zero in the first coordinate, and the coefficients x found by the approximation algorithm must satisfy a i x i = (−x n+1 )s. Obviously, there is no guarantee that the x i are always 0 or 1, or that x n+1 = −1, and the Lagarias-Odlyzko algorithm succeeds only with high probability when the density of the lattice is sufficiently small.
The closest vector problem (as well as the decoding problem studied in [19] ), are known to be NP-hard not only to solve exactly, but also when one seeks only an approximate solution [25, 26] . The arguments presented in this paper for lattices and in [19, 17] for the codes do not seem to extend to approximation versions of the problems. We leave as an open problem to prove that the closest vector problem with preprocessing and the nearest codeword problem with preprocessing are hard to approximate to within the same factors as in [25, 26] .
