Abstract
Introduction
For Real-Time applications requiring high dependability, Fault Avoidance techniques, although necessary, do not allow to exclude the occurrence of faults at run-time.
Then, Fault Tolerance (FT, in the following) policies must be employed. The necessary redundancy can be either statically sized on the worst case, or exploited by an adaptable behaviour of the application. In case of overload or lack of resources due to failures, adaptable use of redundancy can allow graceful degradation of the system; Paolo Bizzarri, Andrea Bondavalli, Fabio Tarini CNUCE-CNR, 1-56126 Pisa, Italy A.Bondavalli@cnuce.cnr.it, tarini@ec.unipi.it e.g. safety-critical tasks could be supported as long as possible, while non critical ones could receive fewer resources or even be omitted.
To reach an adaptive use of redundancy, the application designer and the run-time support must co-operate in such a way that the designer specifies needs and flexibility of the application, while the run-time support takes them into account in managing system resources. This specification could also allow to integrate Fault Tolerance policies in the design and implementation of the application, and in the validation of its Real-Time requirements. Special notations have been proposed to this purpose, both as programming-in-the-large notation [6] and as notations meant at an intermediate level [2] between programmingin-the-large and programming-in-the-small. These notations have to be general, powerful and expressive, in order to give the designer the maximum freedom. With the FERT notation, fault tolerance strategies can be defined for complex real-time systems and tailored to the existing environment.
One of the problems of providing fault tolerance in real-time applications is, that fault tolerance strategies are often very time-(resource-) intensive and that worst case execution times are often difficult to estimate. Imprecise estimations also add to more resource consumption which may lead in the end to unfeasible schedules. On the other hand, the effective resource consumption may often be much smaller than the estimated one, which means that the possibility for a successful computation before a given deadline is large. The problem for the run-time system is to guarantee, that given deadline is not violated, even if a computation does not succeed within its timing bounds.
The Taskpair-Scheduling (TPS) scheme [7] matches this requirement. It provides a method for flexible and predictable execution of tasks with hard timing constraints (no deadline violation allowed) in presence of ,,unsuccessful" computations as described above, by im-plicitly scheduling exceptional reactions if a task does not terminate within its time bound.
The main purpose of this paper is to discuss possible solutions how to realise FERT strategies by means of TPS. On the one hand TPS allows use of specifying average execution times while guaranteeing that deadlines are not violated, and on the other hand -if all worst case execution times are known (and usable) -it provides the full guarantee needed for the ,,original" FERT notation.
As a first step only a subset of FERT is considered. It consists of fault tolerance strategies which cover a large range of applicatioris: the Recovery Block Scheme [l] , NVersion Programming (NVP) [ 3 ] , and Imprecise Computations [5] . In this paper the mapping of the Recovery Block Scheme and NVP to TPS is described as examples.
The rest of this paper is organised as follows. Section 2 outlines the FERT notation; section 3 outlines the TPS dynamic scheduling scheme; section 4 addresses some issues about usability of TPS to realise FERTs; section 5 describes two examples for possible implementations in terms of TPS.
The FERT notation
The FERT notation (Faulf-tolerant Entity for Real Time), proposed in [2], allows the application designer both to define adaptable behaviour of the application and to specify different FT policies for each application component. This notation introduces an intermediate level in the design of the application, between the programming in-the-large and the programrning in-the-small; at runtime, an application is composed of a set of functional modules, also called FERTs.
Figure 1. Structure of a FERT
A FERT includes three parts, each described below (see fig. 1 ): 1. an interface towards the other FERTs; 2. a set of Application Modules (AM in the following); 3. a control part which describes how to handle the execution of the AMs. An interface is simply composed of a set of input and output ports.
The AMs are modules written in a language in-thesmall, each one with its own worst case execution time and its input and output ports.
The control part controls the dynamic execution of the AMs in a FERT. In the control part the application designer can define an execution graph for the AMs through four primitives: POSSIBLE, EXEC, UNUSED and OUT-PUT. The POSSIBLE primitive defines an alternative for the execution of the FERT, intended as a set of AMs with precedence constraints, a deadline for completing its execution and a value associated to it. With more than one POSSIBLE, the FERT designer can implement alternative computations (' 'strategies") for the same FERT, with different values and costs. The remaining three primitives state how and under which conditions the execution of a single strategy must occur. The EXEC primitive specifies the inputs needed for the execution of each AM; such inputs may come from the output port of other AMs, from input ports of the FERT or may be given as constants. The OUTPUT primitive sends results out of the FERT, through the FERT interface. Lastly, the UNUSED primitive states that some AMs are no longer necessary to complete the strategy; such primitive is invoked after a runtime control on some condition of the output ports. For example, in a Recovery Block [Randell, 19761 the next alternative is not executed, if the results of previous one pass the acceptance test.
Externally, the FERT behaves also as a fault containment unit: the FERT resolves and masks all the faults aclmitted under the failure hypothesis made. Therefore the application designer can define the FERTs and their interfaces as parts of a functional design, without any explicit concern of faults and fault propagation between FERTs. Moreover for each mode offunctioning of the system the FERTs belonging to an application can be divided in fundamental and non fundamental ones. The fundamental FERTs execute the computations that in the current mode of functioning are critical to the integrity of the system or for safety reasons: if the run-time support accepts to execute a given application, then it must guarantee that at least a default strategy (defined by the designer) will bs executed within its deadline, of course under given fault arid load hypotheses. The arrival time to the system of the fundamental FERTs of an application can be periodic (equally spaced, with a period characteristic for the FERT) or sporadic (arbitrarily spaced, but always with an interval longer than a fixed minimum, characteristic of the FERT). Non-fundamental FERTs can also be aperiodic (arrival time arbitrary spaced without a minimum).
In short, at run-time only one of the strategies of a FERT is chosen for execution, according to its ,,cost" in terms of resources needed and its ,,value" in terms of benefits gained by its execution. When accepting to execute a FERT, i.e., one of its strategies, the system is expected to guarantee deadline and internal precedence constraints of this strategy. The system must also guarantee that it will accept to execute possible safety-critical FERTs arriving with periodical rate or with a sporadic rate, although with an inter-arrival time not less than a given a minimum. Non critical FERTs can contend resources to each other, possibly utilising resources left because of unused redundancies andor because of executions shorter than the specified worst case execution time (WCET).
The Task-Pair Scheduling scheme
The Task-Pair Scheduling scheme (TPS) is a central component of the DIRECT approach [9], aimed to dynamically guarantee to each application component accepted for execution, a minimum level of computation, and to execute the remaining part based on a best effort approach. To this purpose, the component is structured in a Task Pair (TP), made of a SoftTask (ST) and a HardTask (HT). A deadline is specified for the TP. The ST executes the normal computation, with a ,,best effort" approach. With ,,best effort" we mean, that we explicitly want to consider unknown timing behaviour of SoftTasks. The HT is executed if the SoftTask does not terminate within the specified time, in order to avoid a violation of the pair deadline. For a HT its WCET has to be specified. The scheduler reserves the CPU for this amount of time if the pair is accepted for execution. The scheduler is able to reserve resources also for STs. But in contrast to HTs the scheduler does not rely on timely correct behaviour of a ST.
The application programmer specifies the two parts (the SoftTusk and HurdTusk, according to the TPS notatn:n) while he's writing the code of the process itself. If the HardTask is empty (but exists), TPS guarantees the termination of the TaskPair before its deadline. No application relevant computation is performed, the only purpose of the HardTask is to avoid a deadline violation and to avoid the disturbance of other tasks. In either case, predictability of the timing behaviour of the TaskPair is guaranteed.
A Simple Guarantee Algorithm For TaskPairs
The simplest way to implement TaskPairs is, to dispatch SoftTasks with a simple dispatch strategy, preemptive and with low priority, while executing HardTasks as late as possible but with maximum priority. This means that HardTasks are planned in a ,,time triggered" way and that they are non-preemptive. A simple dispatch strategy for SoftTasks can be e.g. EDF or least laxity first in combination with guaranteeing a minimum of execution time for SoftTasks.
The following picture shows two independent TaskPairs TP1 and TP2 running concurrently. TaskPairs may be nested, i.e. within SoftTasks and within HardTasks further TaskPairs may be entered. The scheduler knows about the dependency, i.e. an inner TaskPair has always to terminate before the outer one. E.g. for a TaskPair TP2 within a HardTask HT1 this implies that WCET(HT2) c WCET(HT1). In addition the time-difference is implicitly reserved for ST2. This construction is utilised when mapping FERT strategies to TaskPairs.
Currently distributed scheduling is under development.
Communicating local schedulers guarantee TaskPairs with a common deadline executing on different nodes.
Issues on implementing FERTs on a TPS system
One of the basic assumptions of FERT is that at runtime system resources are allocated to the selected strategy before its execution, such that its deadline is guaranlFor simplicity we do not consider time for run-time system activities like guaranteeing tasks, switching of threads etc.. All such activities must be bounded (see also [8]).
teed. In order to maintain this semantic for an implementation of FERTs on TPS, each strategy ought to be mapped on the HardTask of a pair, leaving empty the corresponding SoftTask. This method implements software fault tolerance covered by the applied FERT strategy but does not utilise the features of TPS. To take benefit of TPS for fault tolerance, the application should be implemented in SoftTasks, while fault management (e.g. recovery, acceptance tests, voting) should to be placed to HardTasks. This is reasonable because fault-management is assumed to be correct and has a known WCET, which is required for HardTasks. In contrast the application may fail and it is our aim to tolerate a faulty behaviour. Since resources can also be guaranteed for SoftTasks, there is no reason for putting the application into a HardTask. For the remainder of this paper, we assume, that the application is implemented in SoftTasks, while fault-management is implemented in HardTask.* With this construction, two main benefits can be drawn from TPS for implementing fault-tolerance:
1. Applications, or parts of it, can be executed on a best effort basis. 2. Faults, which may result in a changed timing behaviour, can be tolerated (time faults).
Ad 1) This means, although if the system is not able to guarantee full availability of resources, the application can be started. If an application does not complete within time, the system will abort the SoftTask and start the HardTask. Now, since the HardTask contains the fault management, fault-tolerance operations are activated.
Starting an application on a best effort basis is reasonable, only, if there is a realistic chance for a successful execution. If the system is already running on a high load, there will be not much resources available for an additional task. To deal with such situations, resources can also be reserved for SoftTasks. Here the question arises, how much resources shall be reserved. For this purpose we defined the ,,Optimistic Case Execution Time", OCET [4:1. The OCET,x defines the time an application will need with a probability x of successful execution. If, e.g. 99% of all possible (correct) executions of an application will complete before OCET99 time units and the WCET of the application is much larger than OCET99, it seems to be reasonable to reserve OCET99 time units instead of the WCET. Especially this is true, if the fault probability of the application has a comparable value.
Ad 2) Faults, which results in a changed timing behaviour are implicitly detected by TPS, if they appear in a SoftTask. TPS will automatically start the corresponding For performance improvement it is sometimes reasonable to place parts of the fault-mangement additionally in a SoftTask.
HardTask as a first reaction on this fault. This mechanism can now be utilised by the fault-management executing in the HardTask. So, TPS enables the fault-management provided by FERT strategies to react on time-faults. v2 v1 vo
To implement a FERT strategy on TPS, the FERT components are mapped to a nested structure of TaskPairs. A straightforward mapping exist, when incremental strategies are implemented by FERTs. A strategy Si is incremental with respect to a strategy Si-1, if Si is made by adding components and functionality over Si-1. For example (see figure 3) , S2 could include an accurate but fragile algorithm V2 and, as a second chance, a robust but less accurate one V1. S 1 could be made just of the latter algorithm. SO contains the absolute minimum which has to be executed, i.e. in the FERTs notation an exception handler. Such strategies could be easily mapped on a TaskPairs, where strategy S2 is a TaskPair with V2 as SoftTask and the remainder (= SI) as the HardTask. SI can now be implemented by another Taskpair, in which the SoftTask implements V1 and the HardTask VO. In the original idea of FERT the scheduler chooses a strategy for execution and reserves the requires resources. To achieve the maximum level of fault-tolerance, S2 must be guaranteed, SI performs less fault-tolerance and SO only an exception handler. So, the scheduler tries to guarantee S2. If this is not possible then S1, and if even this is not possible, SO.
By using best effort approaches for an algorithm, we get additional alternatives for execution. If, e.g. only S1 can be guaranteed it may be possible, that V2 has a reasonable chance to succeed, such that V2 should be tried. Or, if only SO can be guaranteed, V1 can be tried. This means that beneath the guaranteed algorithms one more can be tried, enhancing the overall chance for a successful computation.
The flexibility of this approach is more enhanced d instead of WCETs OCETs are used. Since all algorithms of the example are implemented in a SoftTask (with respect to the related nesting level) the execution times specified for the algorithms need not be the WCET. This gives the designer additional possibilities for improving the faulttolerance. If (in SoftTasks) WCETs can be replaced by OCETs with a similar success probability, this might enable the scheduler to guarantee a strategy with an additional algorithm, which in the end has a greater success probability than the strategy with WCETs.
To investigate concrete problems of implementing FERTs on a TPS system, the following set of fault tolerance policies can be taken into account, as representative ones: Recovery Block, N-Version Programming, and Imprecise Computations; these three FT policies seem to be sufficient for a programmer to specify a good variety of solutions covering almost every real-life scenarios. Recovery Blocks and Imprecise computations have a similar dependency structure like TPS, so their mapping can take advantage of that. For N-Version Programming, a sequential execution of the version can be mapped, or a parallel version. If parallelism is required (e.g. to execute different versions on different processors at the same time or quasi-parallelism on one processor but with different threads of execution), a TaskPair have to be spawned, i.e. at least asynchronous activities has to be started, which have to inherit the initiating TaskPairs deadline; more precisely, it has to inherit the start time of the HardTask of the initiating TaskPair. In such cases, the HardTask of the TaskPair could be used for comparing the results of the NVersions.
Implementation of some FT techniques by means of TPS.
In the following, two examples are proposed of implementation of FERTs on TaskPairs. The first one is based on a Recovery Block scheme, the second one on a NVersion scheme.
Before describing the implementation, we extend TPS by the primitive execHurdTusk due to the following problem:
TPS will terminate a TaskPair if a SoftTask completes timely. Since we place the fault-management in HardTasks (e.g. an acceptance test or voting) this will not be executed although it would be needed.
The new primitive execHardTask advises the scheduler not to terminate the TaskPair but to start the HardTask.
Recovery Block
The FERT is supposed to include following incre- The strategy S2 has the following code: Lastly, the strategy SO is the following:
begin [Strategy S o ] end [Strategy S o ] exec ( EH ) According to the idea proposed in the previous section, these strategies can be implemented by means of a nested TPS, like the following one:
As described above ,,execHardTask" indicates, that the SoftTask must not return, becauses the corresponding HasdTask has to complete the TaskPair. The ,,unused" statement of FERTs is ignored, because resources are reclaimed by the scheduler implicitly. For all code within HardTasks we assume correct implementation and known WCETs. For SoftTasks arbitrary resources (WCETs, OCETs, or nothing) are guaranteed.
Assuming that the scheduler has guaranteed the strategy S2 (TPs2) this implementation results in executing V2
arid then, if necessary, Vi and then, if necessary, EH; VI is necessary in case of deadline-missing of V2 (e.g. due to a time fault), or in case that V2 gives a wrong result. Figure 4 shows the scheduled Recovery Block Strategy S2 with TPS, like it is specified above. Since the HardTask HTs2 of TPs2 contains SoftTask STsl and HardTask HTsl of TPs1, resources for both tasks are reserved by construction. Since the Algorithms Viand V2 are running in the SoftTasks, the programmer has the freedom to specify the amount of execution time for reservation by maintaining the tolerance of timing faults. This is especially worthful, if the WCET differs extremely from the average (or ,,normal") execution time.
if AT.out=success then output(V1 .out)
N-Version Programming
The following example does not claim to be a applicable solution for NVP and especially it cannot fully exploit the power and flexibility of FERT and TPS. The example is presented to give an idea about a possible implementation. Therefore, we consider a sequential execution of the different versions.
The FERT is supposed to include following incremental strategies: 
Conclusion

P I
In this paper it is outlined how fault tolerance strategies denoted by the FERT notation are mapped to the TaskPair-Scheduling scheme.
While for small systems wirb static behaviour fault tolerance policies based on worst case execution times can be used, this is not true for more complex systems, in which worst case execution times are partially unknown or differ drastically from their avlerage execution time. Since FERTs originally depend on <guaranteed execution times in such cases often guarantees, cannot be given, although there may exist a good chance to succeed. Usage of the TPS scheme alleviates the precondition for executing FERT's strategies by mapping them to TaskPairs, which .-onsists of a precisely (guaranteed) scheduled HardTask, based on WCETs and a SoftTask, which can be scheduled by best effort or for which arbitrary execution time can be specified. This enhances the flexibility of FERTs because additional strategies are definable by the specification of different resource requirements.
In all cases TPS guarantees a timely execution and termination of all TaskPairs. 'With this construction also time faults of applications can be tolerated.
A possible mapping to TasWairs was proposed for the Recovery Block and for a selquential implementation of the N-Version scheme. Mappings for distributed strategies are currently under study.
for real-time applications can be implemented. Strategies
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