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Route network design is the first and the most important step in the bus transportation 
planning process. This is because the route structure designed becomes an important 
input to the subsequent decision making processes and will invariably affect the later 
planning steps. Effective design of route network and service frequencies can 
decrease the overall cost of providing the transit service and increase the efficiency of 
the bus transit system. The main challenge of the route network design problem is to 
be able to give a good and efficient solution in a reasonable computation time. 
 
In this thesis, we focus on the design of the Feeder Bus Network Design Problem 
(FBNDP). The problem involves designing a set of feeder bus routes to provide 
access to an existing rail public transport system and the determination of the 
operating frequency on each route, such that the objective function of the total 
operator and user costs is minimized. The main objective of this research is to design 
better and more efficient algorithms to the FBNDP by exploring the use of 
metaheuristics and other innovative heuristics. Metaheuristics have their own way of 
avoiding getting trapped in local minimum in its search for the global minimum and 
have seldom being used to solve the FBNDP in the literature. Their potential is 
explored in this research. Four metaheuristics for solving the FBNDP are proposed. 
They are Simulated Annealing, Tabu Search, Genetic Algorithm and the more recent 
metaheuristic, Ant Colony Optimization. The results are compared to those published 
in literature. A comparative study is also carried out on several test problems 
generated at random to evaluate the performance of these heuristics in terms of their 
computational efficiency and solution quality. These problems vary in several 
vi 
characteristics such as the problem size and the problem structure. The problem size is 
determined by the size of the service area, the number of stations in the service area 
and the density of the bus stops in the service area. The problem structure is 
determined by the shape of the station network: a line network, a junction network 
and a crossing network, the location of the destination station: either at the central or 
at the peripheral of the service area, and the grouping of the bus stops: either clustered 
or evenly distributed based on the geographical location of the service area.  
 
Computational experiments have shown that Tabu Search combined with an 
intensification strategy is the most effective metaheuristic, generating better quality 
solutions. It has also produced a new best solution as compared to the literature. 
However, the computational time is the longest. Genetic Algorithm is closely 
comparable to basic Tabu Search. Simulated Annealing is fast and offers reasonably 
good solutions. Ant Colony Optimization is comparable to the state-of-the-art 














ACO  Ant colony optimization 
CBD  Central Business District  
FBNDP   Feeder Bus Network Design Problem 
GA  Genetic algorithm 
MDVRP Multi-depot vehicle routing problem 
SA   Simulated annealing 
TS  Tabu search 
TSP  Travelling salesman problem  
VRP   Vehicle routing problem 
 
cooling_rate  Constant for the reduction of the temperature for SA  
max_count  Maximum counter value for stopping criterion for SA 
max_Iter  Maximum number of iterations for stopping criterion for TS and ACO 
max_moves  Maximum number of moves to be performed at each temperature T for SA 
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SA  
n_gen   Number of generations for GA 
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viii 
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I   Number of stops  
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j
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Xihk  Binary variable; Value of 1 if stop i precedes stop h on bus route k 
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Subscripts: 
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Chapter 1 Introduction 
 
In this chapter, we present the role of route network design in the transportation 
planning process and the difficulties faced by researchers in dealing with this problem. 
This research is focused on the feeder bus network design problem. The model 
formulation, the objective and the scope of this research are presented. 
 
1.1 The Route Network Design Problem  
 
The transportation planning process is decomposed into four basic elements 
performed in sequence due to its complexity: route network design and setting 
frequencies, timetabling, bus scheduling and driver scheduling. Route network design 
involves the design of an optimal network of bus routes and associated frequencies 
(inverse of headways) for each route that achieves some desired objectives, subject to 
some operational constraints and maintaining the quality of service offered. Being the 
first step in the planning process, it becomes the most important planning step in the 
bus transit planning process (Ceder and Wilson, 1986). This is because the route 
structure designed becomes an important input to the subsequent decision making 
processes and will invariably affect the later planning steps. It is also due to the fact 
that bus operators have the least flexibility in altering the routes once they are set.  
 
Ceder and Wilson (1986) highlighted some important components of route network 
design such as estimating demand, identification of objective function, constraints and 
passenger behaviour. The objective functions adopted by various researchers vary 
widely. Ceder and Israeli (1998) explained that an ideal objective function should take 
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care of the operator as well as the user perspectives in a transit operation. The prime 
concern of the operator is to minimize the operating cost or maximize the profit, 
which depends on the fleet size and the average bus round trip travel time and total 
distance traveled. The user, on the other hand, looks for minimum total travel time 
which may consist of waiting time, riding time and transfer time, the number of 
transfers and sometimes the access cost, which is incurred by passengers walking to 
the bus route. Hence, the objective function is generally the minimization of the sum 
of user costs and operator costs. Feasibility constraints may include minimum or 
maximum operating frequencies on all or selected routes, the maximum load factor on 
any bus route which is a function of vehicle size, the maximum allowable bus fleet 
size or operating costs, the vehicle size, etc.  
 
In terms of passenger demand, most of the time it is assumed fixed or inelastic for 
simplicity. The assumption of fixed demand may be reasonable for systems in which 
ridership is insensitive or independent to service quality or price. Otherwise, demand 
can be a variable, probably due to the sharing or competition of the public transport. 
Two types of travel demand patterns, many-to-one and many-to-many, are also 
considered. The many-to-one demand pattern refers to passengers traveling from 
multiple origins to a single destination. This is usually more applicable to feeder bus 
services which carry passengers to a common destination (e.g. a central business 
district or a transfer station). In most bus services, the many-to-many demand pattern 
is considered when passengers have different origins and destinations. 
 
Effective design of transit routes and service frequencies can decrease the overall cost 
of providing the transit service and increase the efficiency of the bus transit system, 
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thereby attracting people to use the public transportation system. There are several 
criteria considered by researchers to evaluate the efficiency of bus route network 
design. In general, an efficient bus route network design should be able to satisfy most, 
if not all, of the existing transit demand, without requiring passengers to transfer from 
one route to another. The routes should be preferably short to reduce operating cost 
and the total travel time required by passengers to reach their destinations should be 
fast and passengers are able to easily access from their origins or destinations (e.g. a 
non-circuitous route). For a longer term planning process, a bus route design system 
should be more dynamic and can provide a quick solution to incident events such as 
accidents, road maintenance, or special events, without major disruptions to the 
present system. It should also be capable of designing the extension of existing bus 
routes or even redesigning the entire route network. 
 
Another main challenge of the route network design problem is to be able to give a 
good and efficient solution in a reasonable computation time. As found out by some 
researchers, the problem of designing an efficient route network for a transit system is 
a difficult optimization problem which does not lend itself readily to mathematical 
programming formulations and solutions using traditional techniques (Newell, 1979). 
Similar observations are also made by Johnson et al. (1977) and Baaj and 
Mahmassani (1991). The transit route network design problem belongs to the class of 
NP-hard, combinatorial problems that suffer from several forms of mathematical 
complexity, such as nonlinearity, nonconvexity of the objective function, and the 
discrete and multiobjective nature of route design (Baaj and Mahmassani, 1990) 
which cannot be solved optimally by any polynomial growth algorithms (Johnson et 
al. 1977). This difficulty in solving the problem through traditional optimization 
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techniques leads to the continual development of heuristic algorithms which are new 
and more robust to tackle such problems.  
 
1.2 Types of Route Network Design Problems  
 
There are two types of bus route network design problem. The first type is, given a 
service area with pre-specified bus stop locations and an hourly demand at each bus 
stop, the bus network design problem involves designing a set of bus routes and 
determining the associated frequencies for each route, such that it achieves the desired 
objective with a specified service level to the passengers and subject to some 
constraints imposed by the problem. In other words, the problem involves connecting 
all the demand points (bus stops) such that most, preferably all, the passengers are 
able to access from one point to another, while optimizing the objective function 
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The second type is the FBNDP. It differs from the first type in that there is an existing 
rail public transport system (e.g. Mass Rapid Transit system in Singapore) and the 
buses serve to carry the passengers from the bus stops to the various stations. In other 
words, the problem involves designing a feeder bus network to provide access to an 
existing rail public transport system. Thus, given a service area with prespecified bus 
stop locations, and also a fixed rail transport system and an hourly demand at each bus 
stop, this problem also involves designing a set of feeder bus routes and determining 
the associated frequencies for each route that achieves the desired objective with a 








Figure 1.2: Feeder bus network design problem 
 
An intermodal transit system, integrating a rail line and a number of feeder bus routes 
connected at different transfer stations, is inevitable in large metropolitan regions, 
where transit demand is high and widely spread. Singapore is a good example of such 
an integrated system. The present MRT system is fast, reliable, and highly efficient 
and is able to carry high volumes of passengers. It is a convenient mode of transport 
for the passengers and at the same time it eases the traffic on the roads. When this 
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are set up, whose main purpose is to transport users from the bus stops to the MRT 
network.  The main challenge of designing an efficient feeder bus route network is to 
integrate and coordinate the rail and bus services as efficiently as possible. The 
development of better integrated intermodal systems improves service quality and 
passenger satisfaction that results from better coverage, reduced access costs, minimal 
delay and shorter travel times. From the viewpoint of the transit operators, an overall 
coordination among the various public transport modes can reduce their operating 
costs and increase their revenue by maintaining shorter routes and eliminating 
duplication of routes by the train and the buses. Thus, in this research we will focus 
on the feeder bus network design problem. 
 
1.3 Problem Formulation 
 
Notations 
ASH  Maximum available seat-hours 
Cjs Unit rail wait-time and riding-time cost from rail node j to destination s 
($/passenger) 
c  Bus-vehicle capacity 
Dk  Maximum route length of route k (miles) 
H  Any proper subset of N containing the set of all rail nodes 
I   Number of stops  
J  Number of stations 
K  Number of routes 
Lih  Distance between nodes i and h (miles) 
N  Set of all nodes 
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Qi  Average demand per hour at bus node i (passengers/hour) 
Q   Average hourly demand per stop (passengers/hour) 
U  Average bus operating-speed (mile/hour) 
λ0  Unit bus operating-cost ($/vehicle-mile) 
λr  Value of one passenger-hour of riding-time ($/passenger-hour) 
λw  Value of one passenger-hour of waiting-time ($/passenger-hour) 
ρL  Average bus-load factor 
 
Subscripts: 
h  Node index (bus node or rail node); h = 1, …, I + J 
i, m  Bus-node index; i, m = 1, …, I 
j  Rail-node index; j = I + 1, …, I + J 
k  Bus-route index; k = 1, …, K 
s  Destination station 
 
Then, the many-to-one (multiple origins, single destination) FBNDP can be 
formulated as a non-linear programming model with both continuous and integer 
variables as follows (Kuah and Perl, 1989): 
Let 














Fk  = Service frequency on bus route k 
 
Chapter 1: Introduction 
8 





















































U 1 11 1 12
















w XQF1 1 12







































∉ ∈ =Hi Hh
K
k













ihk YXX   Ii ,...,1= ; JIIj ++= ,...,1 ; Kk ,...,1=   











































 Kk ,...,1=        (1.1h) 
 
ihkX , ijY  = 0, 1; Ii ,...,1= ; JIIj ++= ,...,1 ; Kk ,...,1= ; JIh += ,...,1  
Fk ≥ 0; Kk ,...,1=  
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The objective function consists of four cost components. The first term represents the 
passenger costs in the rail system (waiting-time and riding-time cost in the trains). 
The second term gives the operating costs incurred on the bus operator, which is 
proportional to the total distance traveled by the buses (round trip). The third term 
gives an approximation to the passengers’ bus riding costs and the last term represents 
passengers’ bus waiting costs. The constraints (1.1a) to (1.1e), together with the 
definition of the binary variables, determine the feasibility of the bus routes. 
Constraint (1.1a) requires that each stop is placed on a single route. Constraint (1.1b) 
ensures that each route is linked to a single station. Constraint (1.1c) constitutes the 
route-continuity, stating that a route which enters a bus node must leave that same 
node. Constraint (1.1d) requires that every feeder bus route must be linked to a station. 
Constraint (1.1e) specifies that a bus stop can be assigned to a station only if a route 
which terminates at that station passes through that stop. Constraints (1.1f), (1.1g) and 
(1.1h) impose the restrictions on the route network. Constraint (1.1f) specifies the 
limit on route capacity. Constraint (1.1g) states that the total seat-hours used should 
not exceed that which can be provided by the available fleet. Constraint (1.1h) 
imposes a maximum limit on each route length. 
 
The FBNDP focuses on the design of a set of feeder bus routes and the determination 
of the operating frequency on each route, such that the objective function of the sum 
of operator and user costs is minimized. It can be viewed as achieving the optimal 
balance between the operator costs and user costs. The operator cost is related to the 
length travelled by the vehicles (total route length). The user cost is a function of total 
passenger travel time including the waiting time and riding time on both the bus and 
the train.  
Chapter 1: Introduction 
10 
The network model, as shown in Figure 1.2, consists of two types of nodes – rail 
nodes and bus nodes, which represent railway stations and bus stops respectively. The 
rail transport network is assumed to be fixed, that is, defined in advance and not 
subjected to changes, and is represented as links joining the rail nodes shown in the 
diagram on the left in Figure 1.2. The location of bus stops is prespecified and the 
demand is assumed to be concentrated at bus nodes and inelastic to service quality 
and fares. The demand can be viewed as the average number of passengers per hour 
during the time period of study (e.g. peak period or off-peak period). The demand of 
passengers at each bus stop, the travel cost in the rail system between each pair of 
railway stations, the distance between each pair of bus stops and between every bus 
stop and every railway station are given. The bus fleet size, capacities and operating 
speed of the fleet of buses over the planning period are also given. In terms of 
network representation, the problem involves linking bus nodes to rail nodes, in which 
these bus links represent feeder bus route segments, as shown in the diagram on the 
right in Figure 1.2.  
 
In our approach, FBNDP is considered under many-to-one demand pattern with 
multiple origins and a single destination. Peak-period work trips to the Central 
Business District (CBD) in the morning may exhibit this pattern. In this case, all 
passengers share a common destination, identified as the central city station. 
Passengers gathered at bus stops located in the service area wish to access this 
destination by first travelling by bus to any of the stations and then proceeding to the 
city centre by train. The following assumptions are made for the many-to-one FBNDP: 
(1) Each bus stop is served by one feeder bus route only. (2) Each feeder-bus route is 
linked to exactly one station. This implies that buses are not allowed to travel along 
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rail lines, which is consistent with one of the basic purposes of integration, i.e. the 
elimination of duplicate services. (3) All buses have standard operating speeds and 
capacities. (4) The feeder-bus is assumed to halt at all the stops on its route. 
 
1.4 Research Scope 
 
 
A real world FBNDP is usually extremely large and complex. It cannot be solved to 
optimality within a reasonable amount of computation time using existing exact 
optimization methods and needs to be solved heuristically. The main objective of this 
research is to design efficient algorithms to the FBNDP by exploring the use of 
metaheuristics and other innovative heuristics. Metaheuristics have their own way of 
avoiding getting trapped in local minima in its search for the global minimum and 
have seldom been used to solve FBNDP. Their potential is explored in this research. 
Based on the formulation proposed in the literature, the model is solved using 
metaheuristics such as simulated annealing (SA), tabu search (TS) and genetic 
algorithms (GA), and a newer heuristic, the ant colony optimization (ACO). Results 
are compared to those published in literature for the benchmarking problem. A 
comparative study is also carried out on several test problems generated at random to 
compare the performance of the various heuristics in terms of better computational 
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1.5 Organization of the Thesis 
 
The thesis is arranged as follows. Chapter 2 presents a literature review of the 
published works that deal with bus network design problems and feeder bus network 
design problems. Chapter 3 describes our methodology for solving the FBNDP. 
Chapters 4, 5, 6 and 7 further describe the metaheuristics used and how we have 
applied them to solving the FBNDP. The overall computational results are 
summarized and analyzed in Chapter 8. Lastly, conclusions and future work are 
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Chapter 2 Literature Review 
 
In this chapter, we review the previous works related to the area of route network 
design. The literature is mainly classified into two groups: the bus network design 
problems (single-mode) and the feeder bus network design problems (multiple-mode 
with feeder buses serving a rail line or feeder buses serving the CBD). The different 
models and approaches to these problems are discussed. 
 
2.1 Classification of Previous Approaches  
 
A review of the literature reveals various approaches and different computational 
tools for route network design and can be classified into two main categories: analytic 
and network approaches. These approaches differ in their purpose and have different 
advantages and disadvantages. They should be viewed as complementary rather than 
alternative approaches (Kuah, 1986).  
 
Analytic models are developed to derive optimal relationships among various 
components of a transit network system. The analytic approach starts by formulating 
the design objective as a continuous function of a set of design variables. Assuming 
that the design variables are continuous, the optimal values of the design variables are 
then found by using the optimality conditions on the objective function with respect to 
the individual design variables. The typical design variables are bus route spacing, rail 
station spacing and service frequency.  
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The analytic approach is context-dependent in that it requires the shape of the street 
geometry to be prespecified. The street geometry is usually in the form of simplified 
networks or regular shaped networks for convenience in formulating models. Some of 
the geometric network configurations considered are: radial (Byrne, 1975), polar 
(Vaughan, 1986) and rectangular grid networks (Chien and Spasovic, 2002). Chien 
and Yang (2000) also considered routes with intersection delays which makes the 
model more complex but realistic. An example of the street configuration of an 
analytic model is shown in Figure 2.1.  Furthermore, it requires a known demand 
function which represents the spatial distribution of demand in the service area. 
 
               
               
               
               
               
               
               
               
 
Figure 2.1: Example of an actual street network in an analytic model 
 
While the analytic approach provides approximate solutions using relatively 
restrictive assumptions regarding the structure of the network, it has the advantage of 
providing useful relations between design variables and the parameters of the system. 
These relations can provide useful insights into the interdependencies among the 
various elements of the problem of bus/rail transit integration. However, this approach 
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is theoretically rigorous and can handle only small sized or regularly shaped networks, 
since the number of feasible solutions increases drastically with the number of streets. 
If the street network is oversimplified, the usage of the model developed will be only 
limited to theoretical studies and may not be applicable to the real world situations.  
 
In the network approach, the service area is represented by nodes and links. The 
demand is assumed to be concentrated at the nodes and the links represent the 
segments of the transit routes and usually a travel time or distance is associated with 
each link. A route is represented by a sequence of nodes. An example of a simple 
network model is shown in Figure 2.2. An origin-destination (O-D) demand matrix is 
available to represent the demand by passengers to travel between all pairs of nodes in 







Figure 2.2: Example of a simple network model with 8 nodes and 9 links 
 
Network models are discrete and context free. They are context free in that they do 
not require one to prespecify the geometry of the street network. Consequently, their 
applicability is not limited to a particular network structure. They are discrete in that 
the demand and design elements are represented as discrete variables. It has the 
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The computational tools used to solve both the analytic and network models can be 
classified into the following types:  
1. Conventional mathematical programming methods.  
2. Heuristic methods that search for approximately good solutions quickly by 
using different sets of rules to construct the route network in a step-by-step 
and iterative procedure (Kuah and Perl, 1989).  
3. Hybrid methods that combine the ability of different computational tools to 
handle complex problems. For example, heuristics can be used for the 
generation of potential routes and genetic algorithms can be used for the 
selection of the optimal route set (Pattnaik et al., 1998).  Baaj and Mahmassani 
(1991) also presented a hybrid artificial intelligence/operations research 
(AI/OR) framework that combines the AI search concepts with OR vehicle 
routing heuristics. 
4. Computer simulation and interactive approach (Rapp, 1972 and Rapp et al., 
1976).  
5. Metaheuristics such as SA, TS and GA that derive their concepts from 
mathematical and physical sciences, biological evolution and artificial 
intelligence (Martins and Pato, 1998; Chien et al., 2001, and etc.).  
 
A considerable amount of effort has been devoted to developing both analytical and 
numerical techniques for optimization in route network design and they are 
summarized in Section 2.2. 
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2.2 Previous Works on Bus Network Design Problems  
 
2.2.1 Analytic approach 
 
Some models developed for bus network design focused only on a limited number of 
design elements. They were very limited in application because other important 
design elements such as the route structures were not considered in these models. 
However, they contributed to the development of the network design problems by 
providing useful guidelines. 
 
Bus stop models 
The bus stop models determined the optimal bus stop spacing of a bus network 
serving a given level of demand. Lesley (1976) determined the optimal bus stop 
spacing on a simple, linear bus route so as to minimize the total travel cost. The study 
assumed that the service area for each bus stop is defined by a circle around each stop 
with a radius equal to half of the stop spacing. Vaughan and Cousins (1977) 
determined the bus stop spacing along a linear bus route that minimizes the average 
travel time for many-to-many demand pattern. By assuming that the daily demand 
functions vary slowly within stop spacing, Wirasinghe and Ghoneim (1981) 
determined the optimal spacing of bus stops along a bus route with a non-uniform 
many-to-many demand distribution by minimizing the sum of operator and user costs. 
Non-uniformly distributed demand was modeled with cumulative functions of 
originating and destination trip functions along a bus route. Stochastic stopping of 
buses was also analyzed.  
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Bus size models  
The bus size models determined the optimal bus size on a bus route serving a given 
demand. Jansson (1980) optimized bus size and frequency on a simple bus route such 
that the total cost of operator and user costs was minimized. The optimal bus size was 
found to increase with the increase in peak passenger flow and in average passenger 
trip length, and to decrease with the decrease in the average bus occupancy. Oldfield 
and Bly (1988) determined the optimal bus size for an urban bus service which 
maximized social benefit. An analytic model was solved to provide an explicit 
relationship between optimal bus size and factors such as operating cost, level of 
demand, and demand elasticities. Financial constraints and the effect of fleet size on 
congestion were also considered.  
 
Zonal transit models  
The zonal transit models determined the number of service zones and their boundaries 
and sizes of each zone in a transit system serving a given demand. Clarens and Hurdle 
(1975) studied the problem of transporting commuters from a central terminal to 
various destination zones. Their model determined the optimal zone size and the 
headway such that the total operating and user costs were minimized. The bus travel 
time within the service zone was assumed to be directly proportional to the zone area. 
For the case of fixed demand, the optimal zone size was found to be inversely 
proportional to the square root of the density of passenger destinations, if the vehicles 
were filled to capacity, and to the cube root of the density of passenger destinations, if 
they were not completely filled, under the assumption that problem parameters did not 
vary over daytime. 
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Tsao and Schonfeld (1983, 1984) analyzed zonal transit service for a prespecified 
street network, where the shape of the zone and bus route within zones were clearly 
defined. The demand pattern was assumed to be many-to-one and demand was 
inelastic. Tsao and Schonfeld (1983) determined the optimal number of zones (zonal 
length) and zonal headway of a linear transit route such that the total operator and 
user costs were minimized. The optimal number of zones was found to be dependent 
on passenger demand, the value of time and the vehicle operating costs. The optimal 
headway was found to be dependent on the length of zone in addition to the other 
three factors mentioned. Tsao and Schonfeld (1984) extended their previous study to 
the case of two-dimensional, rectangular zones.  
 
Chang and Schonfeld (1993) analyzed bus service zones using the decision variables 
such as zone size, route length, route spacing and service headway in which supply 
and demand characteristics were assumed to vary over time. Chang and Schonfeld 
found that the optimal route length decreased with demand density at a decreasing 
rate and that the cost functions were U-shaped with respect to the zone elongation 
parameter, which was defined as the ratio between the length of an area and the width 
of that area.  
 
Route structure and frequency models 
Most analytic optimization models, the route structure and frequency models, 
considered two decision variables of the route spacing or the location of transit routes 
and route frequency of a system serving a given demand for optimization. Byrne and 
Vuchic (1972) determined the optimal bus route spacings and headways on a system 
of parallel bus routes serving a many-to-one demand to a linearly extended CBD that 
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was perpendicular to the bus routes. The objective of the study was to minimize the 
total operator and user costs. The model assumed an inelastic demand and that 
passengers take the least cost route to the CBD and bus operating speeds on each 
route were equal. An iterative algorithm was developed and the results showed that 
bus routes should be located such that the total demand from each side of the route 
was equal. They also found that the optimal headway occurred when the waiting time 
cost was equal to the operating cost. 
 
Byrne (1975) extended the work of Byrne and Vuchic (1972) to the case of a radial 
network in which bus routes were radial and were terminating at a common centre, 
such as the CBD. Byrne showed that the optimal bus routes should be located along 
the centre line of each sector and should have equal headways. He also showed that 
the optimum number of lines depended upon the ratio of the access costs to the sum of 
the waiting and operating costs, if the population density varied only radially. Byrne 
(1976) extended the work of Byrne (1975) by allowing different bus route operating 
speeds, which substantially increased the complexity of the model.  
 
Hurdle (1973) also extended the works of Byrne and Vuchic (1972) to consider the 
design of feeder buses serving a rail line. The rail and bus system were not optimized 
jointly; instead, only the bus network was optimized. The bus route spacings and bus 
frequencies were optimized. The objective function was to minimize the total cost 
function consisting of operator and user costs, but it did not include riding time cost. 
The demand pattern was assumed to be many-to-one and demand was inelastic. 
Hurdle showed that the optimal route density and frequency were affected by demand 
density, bus operating cost and the value of access time. 
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Holroyd (1967) explicitly considered many-to-many demand patterns for realistic 
geographic and demand variations. Holroyd analyzed a rectangular grid bus network 
with a given origin-destination demand matrix that was uniformly distributed over an 
infinite plane and assuming inelastic demand. The optimal route spacing and headway 
were determined by minimizing the total cost function consisting of operator and user 
costs. By analyzing parallel bus routes on a grid street network, Newell (1979) solved 
the convexity problems and difficulties in determining the optimal bus route location 
and headway for an idealized service area, while considering many-to-many demand 
characteristics. Newell showed that the optimal routing would be highly sensitive to 
the detailed properties of the trip distribution and the cost parameters. Newell also 
found that a square grid of straight line bus routes was not likely to be an optimal 
geometry even under highly idealized conditions.  
 
Instead of assuming inelastic demand as in the previous models, Kocur and 
Hendrickson (1982) considered the design of a local bus transit network with demand 
elasticity such that ridership was sensitive to bus service quality and fares. The travel 
demand pattern was many-to-one and their model optimized bus route spacing, bus 
headway and fare for a bus system operated on a rectangular grid. Kocur and 
Hendrickson considered three objectives: profit maximization, net user benefit 
maximization, and combined operator profit maximization and net user benefit 
maximization. For all the objectives, the study found that optimal route spacing and 
headway are proportional to one another.  
 
Vaughan (1986) analyzed a polar bus network consisting of ring and radial routes to 
determine the optimal spacing and headway by minimizing user travel time subject to 
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a fleet size constraint. A fixed demand and a many-to-many travel demand was 
described by a continuous function of the positions of a commuter’s home and 
workplace. It was also assumed that buses travel at a constant speed. The results 
indicated that under optimal conditions both spacing between routes and headway 
between buses should be inversely proportional to the cube root of the proportion of 
commuters joining and leaving the route. Chang (1991) developed a model to 
optimize radial bus networks, in which multi-periods and many-to-many demand 
patterns were considered. The total cost function consisting of operator and user costs 
was minimized and inelastic demand was assumed.  
 
Chang and Schonfeld (1991) developed analytic models for parallel route bus systems 
with time dependent, many-to-many and elastic demand which varied in different 
time periods. With some approximations, closed form solutions for the optimal route 
spacings, headways, for different time periods and stop spacings were obtained for 
inelastic demand conditions. Later, Chang and Schonfeld (1993) modeled parallel 
route bus systems with time dependent, many-to-many and elastic demand 
distributions, in which the vehicle operating cost varies in different time periods and 
along one spatial dimension. Spasovic and Schonfeld (1993) developed a model to 
optimize service coverage for a rectangular urban area using uniform and linearly 
decreasing density functions, and assuming inelastic demand. The optimal route 
length, headway, route and stop spacing were found by minimizing the total cost 
function consisting of operator and user costs. Using a sequential substitution 
algorithm, Spasovic, Boile, and Bladikas (1994) optimized bus transit service 
coverage by maximizing operator’s profit and social welfare. Optimal route spacing, 
operating headway and fare were determined, while considering the impact of 
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realistically irregular geographic, socio-economic, demand and traffic characteristics. 
Chien and Schonfeld (1997) optimized a grid transit system in a heterogeneous urban 
area considering two-dimensional realistic geographic conditions without 
oversimplifying the spatial and demand characteristics. The route spacings and 
headways were optimized by minimizing the total system cost function consisting of 
operator and user costs with fixed demand and many-to-many travel patterns. 
 
Imam (1998) demonstrated optimal design of a bus transit system analytically for the 
case of variable demand with transit ridership sensitive to service levels. It was 
assumed that transit passengers always used the nearest available transit route and had 
the choice of using the transit mode or other alternative modes. Their transport mode 
choice was dependent on the five variables: wait time, walk time, in-vehicle travel 
time, fare, and auto time and cost, represented by their respective demand mode 
choice coefficients. The major decision variables considered here were the spacing 
between parallel bus routes, the frequency of service on a route and the fare, with an 
objective function of profit maximization with or without vehicle capacity constraints. 
Optimal spacing between parallel bus routes and headway were found to be 
proportional to each other for the same objective function with or without vehicle 
capacity constraints. The optimal values with or without capacity were based strongly 
on the demand mode choice coefficients of walk and wait time. Similar relations had 
also been obtained by Hurdle (1973) and Kocur and Hendrickson (1982) for different 
types of transit systems. On the other hand, optimal fare level without vehicle 
capacity constraint was extremely sensitive to changes in the square of the mode 
choice coefficient of the wait and walk time. Similar relations had been obtained by 
Kocur and Hendrickson (1982) in the case of optimal spacing between parallel bus 
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routes and headway. In vehicle capacity constraints, the mode choice coefficient of 
the wait and walk time did not affect the fare level. 
 
Chien and Spasovic (2002) proposed an analytic model which was able to optimize 
the design of urban bus transit systems in a realistic geographic environment with 
irregular variations in land use, travel speeds, operating costs and other such variables. 
Elastic demand sensitive to the service quality variables, such as travel time (e.g. 
access, wait and in-vehicle times) and fare and many-to-many demand patterns were 
also considered. This could be done without oversimplifying the spatial characteristics 
and demand patterns by subdividing the irregular service region into arbitrarily small 
zones based on the different internal characteristics, such as the demand densities and 
travel speeds, reflecting the fact that each zone could have different land use and 
traffic characteristics. The objective functions included maximization of total operator 
profit and social welfare functions. The total profit was defined as the total revenue 
minus the operator cost, while the total social welfare was consumer surplus plus the 
operator’s profit. The main decision variables to be optimized were the route spacings, 
operating headways and fare. Results showed that both the objective total profit and 
social welfare functions were relatively flat near the optimum with respect to route 
spacing and headway. This indicated that minor changes in the solution away from the 
optimum would not change the profit significantly and allowed bus operators 
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2.2.2 Network approach 
 
The literature on network approaches for bus network design can be classified into 
three groups: headway models, route structure models, and combined headway and 
route structure models. While the purpose of the headway models is to determine the 
optimal bus route frequencies and the route structure models is to determine the 
location of routes in a bus network, these two models are limited as they consider only 
one aspect of the bus network design problem. Moreover, they assume independence 
between route structures and headways. However, their simplicity allows the 
optimization model to be solved exactly or using a heuristic algorithm to provide 
good near-optimal solutions. 
 
Headway models 
Lingaraj et al. (1976) developed a model for determining the headways that 
minimized the system operating cost on a prespecified route network using the chance 
constrained programming techniques. Erlander and Scheele (1974) determined 
optimal bus frequencies and passenger flows, where the objective function was to 
only minimize the travel time of passengers. Scheele and Erlander (1980) developed 
an iterative algorithm and tested it on an actual bus network in the town of Linkoping 
in Sweden. The results produced by the model suggested certain actions which were 
in agreement with the actions taken by the bus operator in practice. 
 
Route structure models 
Rapp (1972) and Rapp et al. (1976) developed the interactive graphics of transit 
design system (IGTDS) and interactive graphics network optimization system (TNOP) 
for determining the route structure of an urban transit network serving a many-to-
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many demand pattern. The iterative procedure allowed planners to scan the solution 
space “thoroughly” and be able to determine a good solution. Hsu and Surti (1975, 
1977) developed bus routes in a given service area using a heuristic approach of 
insertion of nodes. The procedure started by identifying potential nodes in the service 
area and then adding routes successively to connect the nodes into an emerging transit 
network. An evaluation system with operating revenues, accessibility and 
connectivity as criteria was developed to help planners in evaluating the connected 
network. Hsu and Surti (1977) also developed the decomposition approach for 
Denver’s urban area. Mandl (1980) developed a heuristic procedure to improve the 
route system of an existing transit route network. The procedure started with a 
feasible set of routes (i.e. the existing route structure) and then performed a search to 
find a route structure that would reduce the average passenger’s transportation cost. 
Bansal (1981) formulated an optimization model to determine a set of bus routes for 
serving a many-to-many demand pattern. The objective function minimized the total 
operating cost and travel cost, and the model was solved heuristically. The study 
showed that for any network, a close-to-optimal solution was one with the minimum 
number of routes joining all O-D pairs by shortest paths. 
 
Combined headway and route structure models 
Early combined route structure and frequency models are two-stage heuristic models 
in which transit routes are built in the first stage and service frequencies are 
determined in the second stage. Lampkin and Saalmans (1967) developed a heuristic 
model to design a complete transit route network by inserting nodes to a base network 
such that all the demand was satisfied. The model then assigned an operating 
frequency to each route of the complete network so as to minimize total travel time. 
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The technique assumed a fixed passenger demand and did not consider any restriction 
on bus fleet size. Silman et al. (1974) developed a two-phase method similar to that of 
Lampkin and Saalmans (1967). In the first phase, bus routes were generated by a 
process of insertion and deletion based on the criteria of total travel time. In the 
second stage, the optimal route frequencies were determined such that the sum of the 
journey time plus discomfort penalties was minimized. Rea (1972) also developed a 
heuristic approach for the design of routes and frequencies using service specification 
models in which links with low flow that did not warrant transit services were 
eliminated from the initial network.  
 
The combined models described above implicitly assume that the route structure and 
frequency are independent. This assumption is inaccurate as we expect the two design 
elements to be interdependent. The models below are all able to optimize the route 
structure and frequency simultaneously. 
 
Baaj and Mahmassani (1991) discussed the sources of complexity of the transit 
network design problem and existing solution approaches to this problem and their 
limitations. They developed an AI-based approach, which used expert knowledge to 
guide AI search techniques and produce superior solutions efficiently. They also 
presented the framework of an AI/OR hybrid solution approach that combines AI 
search concepts with vehicle routing heuristics and transit system analysis methods. 
The framework consisted of three major components: (1) The Route Generation 
Design Algorithm (RGA) which generated different sets of routes corresponding to 
different trade-offs among the principal objectives; (2) The Analysis procedure 
(TRUST) which was described in detail in Baaj and Mahmassani (1990). TRUST 
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assigned the demand matrix to the transit network and computed the corresponding 
user and operator costs as well as the pertinent measures of system performance; and 
(3) The Route Improvement Algorithm (RIA) which considered the set of routes 
generated and utilized the results of the analysis procedure to generate an improved 
set of routes. The hybrid approach was able to incorporate the knowledge and 
expertise of transit network planners together with efficient search techniques. 
 
Baaj and Mahmassani (1995) focused on the RGA for the design of transit route 
networks. This algorithm was one of three major components of an AI-based hybrid 
solution approach to solving the transit network design problem (Baaj and 
Mahmassani, 1991). RGA was a design algorithm heavily guided by the demand 
matrix and allowed the designer’s knowledge to be implemented so as to reduce the 
search space. It was also able to generate different sets of routes corresponding to 
different trade-offs among conflicting objectives (user and operator costs). Numerical 
experiments were conducted to test the performance of RGA on data generated for the 
transit network of the city of Austin, Texas.  
 
Pattnaik et al. (1998) studied urban bus route network design using a genetic 
algorithm as the tool for selecting the optimal route network to minimize the overall 
operator and user costs. The GA model for the route network design was carried out 
in two phases. The first phase was the generation of a large set of potential routes 
called the candidate route set by a candidate route generation algorithm (CRGA) that 
took care of the network specific characteristics and the travel demand. The second 
phase involved the selection of the optimum solution route set with their frequencies 
from the candidate route set using the GA. Two methods based on the binary coding 
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scheme were implemented: the fixed string length coded (FSLC) model and the 
variable string length coded (VSLC) model. The FSLC model worked with a fixed 
size of the number of routes in a feasible solution. Since the number of routes in the 
optimum solution was unknown, the evaluation was carried out by assuming a route 
set size in each iteration and tested a range of route set size values, in order to find the 
optimal route set size.  It was simple to code this model but it required many iterations 
and excessive computational effort to generate the solution. For the VSLC model, the 
variation for the solution route set size was incorporated in the coding itself and was 
optimized by GA. The route set and the number of routes were optimized 
simultaneously, thus avoiding any extra iteration for the number of routes. However, 
it required more complex coding than the FSLC. When applied to the case study 
network of Madras Metropolitan City, South India, a comparison of the performance 
of the two models showed that FSLC gave a better solution in terms of lower 
objective function value, unsatisfied demand, total travel time, bus kilometre and fleet 
size, while VSLC resulted in a smaller number of routes and less waiting time. FSLC 
required more computation time than VSLC mainly due to the iterations being carried 
out for the route size. Hence, the VSLC model can be adopted as a design procedure 
which gives a near-optimal solution with considerably less computation time. FSLC 
would be slightly superior to VSLC if computation time was not a constraint. 
 
Tom and Mohan (2003) adopted the objective function of minimizing the total system 
costs comprising of the sum of the operating cost and the user’s travel cost (Baaj and 
Mahmassani, 1995). They found that the previous two coding schemes proposed by 
Pattnaik et al. (1998) required an assumption on initial frequency and then allocating 
the demand, followed by frequency computation iteratively to arrive at the final 
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frequency of the selected routes. To avoid the iterations on the frequency, a third 
coding scheme, the simultaneous route and frequency coded (SRFC) model was 
proposed that incorporated the frequency of the route as a variable in addition to the 
route details. A sample study on the Chennai Metropolitan City, South India, network 
showed that when compared with the FSLC and VSLC models (Pattnaik et al., 1998), 
SRFC gave the best solution in terms of lowest objective function value, least 
operating cost, highest direct demand allocation, lowest fleet size, and was considered 
superior to the other two models. 
 
Ngamchai and Lovell (2003) designed the bus route configuration and the service 
frequencies on each bus route with the objective of minimizing the total operator and 
user costs. They mainly focused on determining the transfer locations in the network 
and coordination of headways by the ranking of transfer demands at the transfer 
terminals in a three-step process: (1) The route generation algorithm to construct an 
initial feasible set of routes, (2) The route evaluation algorithm to design the service 
frequency on each route and apply headway coordination techniques at transfer points 
to decrease transfer times between routes, and (3) The route improvement algorithm 
to improve the efficiency of the network using genetic operators and changing the 
transfer locations in the system. In addition, they suggested that when the 
chromosome was binary-coded (Pattnaik et al., 1998), the search was merely a 
random choice of a new chromosome and undirected. In their proposed model, integer 
representations were coded in GA to represent the set of routes in a solution and it 
was proven to be more efficient than the binary-coded GA. Seven new problem-
specific genetic operators were also proposed to handle the problem and the relative 
efficacy of each genetic operator were analyzed.  
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Chakroborty and Dwivedi (2002) also proposed a three-step iterative process based on 
the principles of genetic algorithms to determine an “optimal” or “efficient” transit 
route network for a given road network and transit demand data with respect to certain 
criteria. Firstly, various initial reasonable route sets for the given road network and 
demand matrix were determined using the Initial Route Set Generation (IRSG) 
procedure. The evaluation step and the route modification step were executed 
repeatedly until an “optimal” or “efficient” route set was obtained. Instead of 
evaluating the quality of the solution based on just the objective function value, the 
evaluation scheme consisted of a set of criteria which gave a measure of the goodness 
of a route set. Lastly, the route sets were modified using genetic algorithm to evolve 
into a better group of route sets. The performance of the proposed methodology was 
tested using a real-world benchmark Swiss network initially used by Mandl (1980) 
and later by Baaj and Mahmassani (1991) to test their route design algorithms. Mandl 
(1980) also provided the link travel time data and the complete transit demand matrix 
for the network. The results showed that the proposed method performed substantially 
better than the existing procedures. 
 
2.3 Previous Works on Feeder Bus Network Design Problems  
 
2.3.1 Analytic approach 
 
Wirasinghe (1977) and Wirasinghe et al. (1977) designed a coordinated rail/bus 
transit system that served peak travel between a metropolitan region and its CBD. The 
rail lines were assumed to be radial. Wirasinghe (1977) optimized the zone boundary 
from which feeder-buses should serve a rail line so as to minimize the total user and 
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operator costs for a given set of rail station spacings and constant train headways. 
Wirasinghe et al. (1977) extended this work to optimize additionally the rail station 
spacings and the train headways. Wirasinghe and Ho (1982) designed an optimal 
commuter bus system serving peak demand for “drive and ride” travel between the 
CBD and residential areas. Passengers were assumed to access the radial bus routes 
by auto and then travel to the CBD by the commuter bus system. The study 
determined the optimal bus route density and headway to minimize the sum of 
operator and user costs. The optimal route density was found to be insensitive to the 
peaking effect of demand over time and to small changes in the route frequency. 
Wirasinghe (1980) analyzed the case of feeder bus access to a rail line on a 
rectangular street network. Feeder buses along parallel routes fed passengers to a 
linear rail line that ran perpendicular to the feeder routes toward the CBD. The study 
determined the bus route density, bus frequency and rail station density that 
minimized the total operator and user costs. A major assumption was that all 
passengers walked to the nearest bus route. Hurdle and Wirasinghe (1980) extended 
the study of Wirasinghe (1980) to include several feeder modes such as auto, bus and 
bicycle. However, only the rail station spacing was optimized. 
 
Kuah and Perl (1988) found that the above studies of feeder bus network design had 
several limitations. First, they dealt with the problems of determining the optimal stop 
spacing separately from that of determining optimal route spacing and operating 
headway. They had also considered only the case of many-to-one demand pattern. 
Kuah and Perl presented an analytic model for the design of an optimal feeder bus 
network for accessing an existing rail line, which avoided the sequential approach and 
optimized the stop spacing, route spacing and headway simultaneously. The study 
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assumed inelastic demand and many-to-many travel pattern, and minimized a total 
cost function consisting of operator and user costs. The results with regards to bus 
route spacing and headway were similar to those obtained previously in the sense that 
the route spacing and operating headway were not highly sensitive to changes in the 
relevant system parameters. Numerical examples indicated that the proposed model 
had provided reasonable solutions.  
 
In addition, the problems in existing studies are solved analytically by simplifying the 
route structure or demand distribution of the service area. Chien and Schonfeld (1998) 
presented an optimization model for jointly optimizing the design variables of an 
integrated rail transit system and its associated feeder bus system in a rectangular 
service area with irregular and discrete realistic geographic and demand variations 
along one dimension, i.e. along the rail corridor. The travel demand pattern was 
many-to-many and the decision variables included rail line length, rail and bus 
headways, station and stop spacings, and bus route spacing. The objective was to 
minimize the total cost including the supplier and user cost. Besides deriving the 
analytic relations among variables, they also developed a successive substitution 
algorithm for optimizing the key variables of transit systems. This algorithm was able 
to converge quickly towards the minimum of the objective function. It was found that 
the total cost function is relatively flat near the optimum and minor changes in the 
solution from the optimum would not change the cost significantly. 
 
Chien and Yang (2000) optimized the location of a feeder bus route and its operating 
headway to provide service for connecting an irregular shaped suburban area with a 
generally irregular grid street pattern and a CBD or a major intermodal transfer station. 
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Subject to geographic, capacity and budget constraints, the objective function of total 
cost including supplier and user costs had been minimized, while considering 
intersection delays, heterogeneous demand distributions and realistic geographic 
variations. The travel demand pattern of the area was many-to-one and the demand 
was assumed inelastic with respect to service quality or price. The exhaustive search 
algorithm (ES) proposed could find the optimal feeder bus route location and 
headway on a given network because the optimal solution was identified by 
evaluating all feasible solutions found. However, if the given network was more 
complicated in terms of greater number of the streets, the number of feasible routes 
would become huge and result in a drastic increase in computation time. Although the 
near-optimal algorithm could improve the computation efficiency, it sacrificed the 
accuracy of the results.  
 
Since the ES algorithm was computationally expensive to solve the route design 
problem, Chien et al. (2001) extended Chien and Yang’s work (2000) by presenting a 
genetic algorithm to solve the problem. The GA started with an initial population 
randomly generated by the route generator followed by route improvement by GA. 
The results showed that the optimal solutions found by ES and GA were identical. 
However, the computational time for GA was significantly less than that for ES, 
especially for large and complicated networks. Thus, Chien et al. had demonstrated 
that the proposed GA efficiently converged to the optimal solution, validated by 
applying ES.  
 
In an intermodal transit system in which the rail line and its feeder bus routes are 
integrated, passengers may need one or more transfers to complete their journey. 
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Long transfer times may significantly deteriorate the service quality. Therefore, 
effective intermodal coordination can reduce transfer times and contribute 
significantly to service quality improvements. Such problems are known as transfer 
optimization problems. Chowdhury and Chien (2002) developed a method to seek 
better coordination for an intermodal transit system using an analytical approach. The 
objective was to determine the optimal headways for all transit routes and slack times 
for all coordinated routes by minimizing total cost, including supplier and user costs. 
A four-stage procedure was developed and a numerical search algorithm (Powell’s 
algorithm) was applied to solve this problem. 
 
2.3.2 Network approach 
 
Kuah and Perl (1989) was the first to attempt to define the FBNDP using a 
mathematical programming model based on the network approach. The FBNDP was 
to design a feeder bus network to access an existing rail system. It was considered 
under two different demand patterns, many-to-one (M-to-1) and many-to-many (M-
to-M). He showed that the mathematical programming model for the M-to-1 FBNDP 
could be generalized to the M-to-M FBNDP. The model optimized the route structure 
and the operating frequency with the objective function of minimizing the sum of user 
and operator costs. A heuristic model was presented, which generalized the ‘savings 
approach’ to incorporate operating frequency. The computational analysis showed 
that the proposed heuristic provided reasonable feeder bus network solutions that are 
superior to manually designed networks.  
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Martins and Pato (1998) extended the works of Kuah and Perl (1989) by designing 
better heuristics to improve previously obtained solutions. They built the initial 
solution using the sequential savings proposed by Kuah and Perl (1989) and also 
developed a two-phase method to generate the initial solution. The initial solution was 
improved using some heuristic procedures, as well as tabu search heuristics with 
different strategies. In addition, they also generated a set of problems simulating real 
life situations for a more detailed computational study. The results showed that even 
the simplest short-term version of tabu search produced very good solutions and they 
concluded that it would be one of the most promising heuristics in the future.  
 
Shrivastav and Dhingra (2001) proposed the development of a heuristic algorithm for 
feeder routes of public buses to suburban railway stations. Mumbai, India was used as 
a study area. This heuristic algorithm was the first part of a model that had been 
developed for operational integration of suburban railway stations and public buses. 
The second part was the determination of optimally coordinated schedules of feeder 
bus services for the existing schedules of suburban trains. The proposed heuristic 
feeder route generation algorithm (HFRGA) was heavily guided by the demand 
matrix similar to Baaj and Mahmassani (1995). It adopted different node selection and 
insertion strategies by giving priority to nodes having higher demands over low 
demand nodes and therefore, insertion of high demand nodes were done first. The 
proposed algorithm was able to develop feeder routes that could satisfy demands to 
various nodes without any transfer with reasonable acceptable delays to high demand 
nodes. It was also able to identify the best route for each node among all available 
routes and have it inserted in the best possible way in the selected route. The results 
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showed that the developed feeder routes were much fewer in number as compared to 
the existing ones and would reduce the fleet size for the same demand satisfaction. 
 
2.4 Detailed Description of Previous Approaches to FBNDP 
 
Due to the complex and combinatorial nature of the FBNDP, the past approaches have 
used heuristic algorithms to solve the problem. A heuristic algorithm can search for a 
near optimal solution rather than the best solution at relatively low computational time. 
The existing heuristics proposed for the FBNDP solved the problem by first building 
an initial feasible solution starting from scratch using a construction algorithm and 
next to improve the current solution using a local search algorithm. 
 
Construction algorithms start from an empty solution and iteratively add components 
to the partial solution, often in a greedy manner, until a complete solution is obtained. 
An example of a greedy construction heuristic for the travelling salesman problem 
(TSP) is the nearest neighbour construction heuristic. Starting from an initial city, this 
algorithm builds a tour by always choosing to go to the nearest unvisited city before 
returning to the initial city. Construction algorithms are fast to build and always give a 
fairly good approximation compared to randomly generated solutions.  
 
The results produced by construction algorithms are often far from optimal and they 
can be further improved by local search algorithms. Local search algorithms start 
from a complete initial solution and try to search its neighbourhood for a better 
solution. If such a solution is found, it becomes the current solution and the local 
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search continues. When no more improving neighbour solution is found, the 
algorithm ends in a local optimum. 
 
Since there are relatively few papers published on FBNDP and because of the 
similarity between the FBNDP and the multi-depot vehicle routing problem 
(MDVRP), which is the problem of designing a set of delivery routes from several 
depots to a large number of demand points so as to minimize the total route distance, 
the methods for developing heuristics for the FBNDP are adapted from the existing 
heuristics for the MDVRP. However, the FBNDP has the added complexity of a non-
linear objective function to minimize both operator and user costs, while the MDVRP 
only has to minimize operator cost (travel distance). In addition, the operating 
frequency in the FBNDP is a decision variable while in the MDVRP, it is 
predetermined. 
 
Some of the construction heuristics for building initial solutions are the sequential 
building and two-phase building methods. The local search improvement methods 
include the displacement and exchange heuristic and tabu search. The details of their 
implementation are described in Section 2.4.1. 
 
2.4.1 Route construction heuristics 
 
Sequential building  
The sequential building heuristic is proposed by Kuah and Perl (1989), which is 
adapted from the ‘sequential savings approach’ for the MDVRP.  
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The algorithm starts by calculating, for each stop i, the cheapest direct route cost of 








λλλ ++= 02       (2.1) 
 
The construction procedure initiates the first route by selecting the stop with the 
highest direct route cost, and linking it to the nearest station. A route is then 
constructed by inserting subsequent unassigned stops into the current route, between 
the stop that is first placed and the station that it is linked to, based on the maximum 
savings (MSVTC) value.  
 
The savings from including an unassigned bus node i between points p and q of an 
emerging route is given by 
),(),( qpINCOSTTCqpSAVTC i
j
ii −=      (2.2) 
where the insertion cost ),( qpINCOSTi  is the cost of inserting stop i between stops p 
and q. The insertion cost is the difference between the total route cost before and after 
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(2.3) 
where the superscript ‘a’ denotes the value after insertion. 
 
However, as discovered by Tillman and Cain (1972), this savings equation is only 
applicable to the case of a single station. They introduced the concept of ‘modified 
distance’ for the case of multiple stations. Because of the multi-station nature of the 
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FBNDP, a ‘modified total cost’ (MTC) of a direct route from stop i to station j is 
obtained as follows 
j
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Thus, the modified savings measure is 
),( qpMSVTCi  = ),( qpINCOSTMTC i
j
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The building of a route ends when at least one of the following conditions occurs: 
 When the current emerging route cannot be expanded because the feasibility 
constraints are violated. 
 When the ‘savings’ from expanding any of that route is smaller than a 
prespecified value.  
 
If the building has ended due to the first case, a new route is initiated by selecting the 
unassigned stop with the greatest direct route cost. If the building has ended due to the 




The two-phase building heuristic is suggested by Martins and Pato (1998) which splits 
the stops into border and non-border stops. The criterion for sorting the stops is by 
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calculating the ratio between the direct route cost of the cheapest station j* and the 
same cost for the next cheapest station j** for each stop: 
*** / ji
j
ii TCTCr =         (2.6) 
 
A classifying parameter η = 0.85 was chosen. If ri ≤ η, linking stop i directly to 
station j* is far more cheaper than linking it directly to station j**. Then, linking stop i 
to station j* is considered as a more attractive choice. Stop i is classified as a non-
border stop and is assigned to station j*. If ri > η, then stop i is classified as a border 
stop and is not assigned to any station because linking to either stations will not cause 
much difference in the total cost. 
 
After the stops have been classified, the route building procedure works in two phases. 
In the first phase, border stops, which are not assigned to any stations, are linked to 
stations by a route-building procedure identical to the one applied in the sequential 
building heuristic. At the end of this phase, all border stops would have been included 
in the routes constructed. 
 
In a second phase, the remaining non-border stops, which have already been assigned 
to stations, are inserted to the existing routes ending at the station to which they were 
previously assigned. If some stops have still not been included, new routes are then 
created.  
 
By separating the stops into two subgroups, the two-phase building heuristic requires 
significantly lesser computations then the sequential building heuristic. In the paper 
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stated, the results for the initial solution do not differ much from the sequential 
building heuristic. 
 
2.4.2 Local search heuristics 
 
Displacement heuristic 
In the algorithm proposed by Kuah and Perl (1989), after solving the TSP using the 2-
opt procedure for each route, the initial solution is improved using the displacement 
procedure. The displacement procedure considers two types of displacements: an 
internal displacement, where a stop is displaced to another route linked to the same 
station, and a non-internal displacement, where a stop is displaced to a route linked to 
a different station. 
 
Firstly, only internal displacements are performed. This is done by constructing a 
displacement list for every station, which records and ranks all the internal feasible 
displacements that would result in a reduction of the total cost. The displacement that 
gives the largest reduction is performed and the displacement list for that station is 
updated. The process continues until the displacement lists of all stations are empty. 
Next, a displacement list which records and ranks all non-internal feasible 
displacements is constructed. Similarly, a displacement that gives the largest cost 
reduction is performed and the list is updated. The procedure terminates when the 
displacement list is empty. 
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Exchange heuristic 
In another paper by Martins and Pato (1998), the exchange of positions of two stops 
from two different routes is also performed if there is a reduction in the total cost, 
while ensuring that the new routes remain feasible. As in the displacement heuristic, a 
ranked list of the exchanges is used and the heuristic terminates when the list is empty. 
 
Tabu Search 
Martins and Pato (1998) also attempted to solve the FBNDP using TS. For their basic 
TS, the move attributes are defined as the stops before and after the stops that are 
being displaced or exchanged. For example, if stop i is between stops s and t before 
displacement, then the move attributes are s and t. The tabu restrictions imposed will 
be to prevent the replacement of a stop in its previous position for some iterations, 
with the tabu list size being JI + . Hence, when displacement takes place, if stop i 
is between stops s and t before displacement, then after a displacement takes place, 
stop i cannot be re-inserted between s and t for a pre-specified number of iterations. If 
an exchange takes place, an additional restriction will be imposed on the other stop, 
preventing it from re-inserted between its previous attributes.  
 
Other characteristics of its basic TS include: 
 Using the best solution aspiration criterion to override the tabu status; 
 The selection criterion for choosing moves is either the “first best admissible” 
or the best admissible, giving rise to two versions of basic TS; 
 A stopping criterion, defined as the number of iterations without improvement 
of the objective function, is set equal to KJI + (where K is the total 
number of routes). 
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Their intensification strategy is employed on a short-term basis by forbidding the 
stops from leaving the routes of the best-so-far solution. It serves to intensify the 
search in a region of good solutions before leaving the search to take other directions. 
Therefore, if the best-so-far solution is found as a result of a displacement of stop i 
from route k1 to the place between stops p and w in route k2, all solutions that do not 
have stops p, i and w sequentially in a route will be forbidden during 4 JI +  
iterations. This also applies to exchange moves. 
 
The diversification strategy is a longer term memory search process which penalizes 
the less frequently changed attributes and is carried out after δ iterations without 
improvement in the objective function. The most constant linkages are penalized 
according to  
4' )/( LTITPLL ihihih +=        (2.7) 
where ihL  is the actual distance between stops i and h, 
'
ihL  is the penalized distance 
between stops i and h, L  is the average distance between any two points, ihP  is the 
number of iterations with the linkage from i to h present, and TIT is the total number 
of iterations from the beginning of the previous run of the basic TS. 
 
2.5 Concluding Remarks 
 
In this chapter, we summarize the previous works for the bus and feeder bus network 
design problems according to their approach for solving the problem: the analytic 
approach and the network approach. In general, two observations can be deduced 
from this literature survey. Firstly, it seems that there is no standard definition of the 
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network design problem. As a result, different studies have focused on various aspects 
of the problem, defining different objective functions and constraints, different 
decision variables and making different assumptions to simplify the problem, hence 
making critical comparison a difficult task. However, such diversity can be 
understandable because public transportation systems in different countries have 
different sets of rules and objectives to satisfy, and passengers have demand for 
different types of services depending on the zones where they live in, their lifestyle 
and daily routines and their commuting behaviour. 
 
Secondly, the literature survey also reveals that that there has not been substantial 
work for both the analytic and network approaches to the network design problem, 
especially in the area of multiple-mode transit system in which the feeder bus system 
provides service for an existing rail network. Most of the existing studies have been 
focused on the design of a single-mode network. As such, our research is focused on 
the development of new approaches for the feeder bus network design problem. 
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Chapter 3 Approach to Solving FBNDP 
 
In this chapter, we present our approach for solving the FBNDP. First, the route 
construction heuristic for obtaining an initial solution is described, followed by 
defining the neighbourhood solutions and introducing the metaheuristics used for 
improving the initial solution. Lastly, the test problems which are used to test the 
performance of the metaheuristics are described. 
 
3.1 Generating the Initial Solution 
 
The initial solution is constructed on a stochastic basis. Each route is built 
sequentially as follows: first, a station is selected at random, then, stops, chosen at 
random, are added to the route linking to this station. Each time a stop is added, the 
length of the route is checked. When it exceeds the maximum route length, the current 
route is terminated and a new route will be built in the same way. The procedure 
continues until all the stops have been included in the routes. 
 
However, random selection of stops without any restrictions may cause too many bad 
selections and result in a poor initial solution. Thus, the concept of delimiter proposed 
by Van Breedam (2001) is applied here. A delimiter is a restriction in terms of the 
distance between the stations and the stops to be selected at random. The delimiter is 
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For each stop i, determine the distance of its nearest station j: 
Disti = 
j
min dij         (3.1) 




max (Disti)        (3.2) 
Thus, the distance between the random stops and the stations selected must be less 
than or equal to DI, or else a new stop will be generated.  In this way, the delimiter 
will prevent linking a stop and a station that are too far apart such that they are 
unlikely to form a good solution. 
 
3.2 The Metaheuristics Approach 
 
Metaheuristics are generalizations of local search algorithms. They are the most 
recent development for solving hard combinatorial optimization problems by 
incorporating concepts derived from artificial intelligence, biological evolution, 
mathematical and physical sciences to improve their performance. In this research, 
four metaheuristics, namely SA, TS, GA and ACO have been developed and applied 
to optimize the FBNDP. Their historical developments and general descriptions are 
described in details in the later chapters. In general, all these four metaheuristics are 
unique in their own ways when searching for the optimal solution. SA is able to avoid 
getting trapped at a local minimum by probabilistically accepting a neighbourhood 
solution that is worse than the current one. TS makes use of short and long term 
memory structures to store certain attributes of recently visited solutions in tabu lists 
and forbid these attributes for some time to prevent the repetition of moves. In GA, 
new and better generations of solutions are evolved by going through the selection, 
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crossover and mutation processes. ACO is inspired by the behaviour of real ants 
which lay pheromone trails on the paths they have travelled to direct the search by the 
future ants. Each artificial ant is capable of constructing a feasible solution on its own 
using a probabilistic decision rule that makes use of pheromone trails and priori 
information about the problem. These metaheuristics have proven to be very efficient 
and effective in solving large and complex combinatorial optimization problems, such 
as the vehicle routing problem (Van Breedam (1995, 2001), Bullnheimer et al. (1999a, 
1999b, 1999c), Tan et al. (2001a, 2001b)). Their concepts and applications are also 
widely described by Reeves (1993), Osman and Kelly (1996), Aarts and Lenstra 
(1997), Sait and Youssef (1999) and Pham and Karaboga (2000). 
 
3.3 Defining Neighbourhood Moves 
 
For the application of metaheuristics such as SA and TS, the choice of an appropriate 
neighbourhood structure is crucial for their performance. The neighbourhood structure 
defines the set of solutions that can be reached in one single move from a current 
solution.  
 
An example for the TSP is the k-opt neighbourhood in which neighbour solutions 
differ from the current solution by deleting k arcs and reconnecting it by k others. The 
2-opt algorithm tests whether the current tour can be improved by replacing two edges. 
The 2-opt algorithm is included in the solving of FBNDP and is carried out after the 
initial solution has been constructed and whenever a new best solution has been found. 
The purpose is to reorder the stop sequence in every single route to reduce the route 
distance, which in turn reduce the total cost, before the local search is continued. The 
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use of the 2-opt algorithm is justifiable because the size of the problems tested in this 
research is small. 
 
In order to obtain a neighbourhood solution for the FBNDP, several move types are 
defined to describe the way stops are relocated between the routes. It is assumed that 
only feasible moves with respect to the constraints are performed. Three types of 
moves are considered here. 
 
Exchange is a move in which the positions of two stops from two different routes are 
exchanged. 
 
Reduction-displacement is a move of a stop from one route to another existing route. 
The purpose of this type of move is to reduce the number of routes. 
 
Addition-displacement is the removal of a stop from one route and allowing it to form 
a new route by linking it to its nearest station. Since the focus of this problem is on 
minimizing the total cost and not the number of routes (number of vehicles required), 
a solution with the minimum number of routes may not give the smallest objective 
value. The intention of this move is to increase the number of routes whenever there is 
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3.4 Description of the Test Problems 
 
Our experiments are based on two types of problem data as described below. 
3.4.1 The base problem 
 
The benchmark problem, which is named as the base problem, is taken from the 
literature (Kuah and Perl, 1989) and shown in Table 3.1 and Table 3.2. It includes 55 
stops and 4 stations (one of which is specified as the destination station), covering a 
service area of 2 × 2.5 square miles. The bus-stop density is 11 stops per square mile, 
with hourly demand density of approximately 2200 passengers per square mile, i.e. a 
constant demand of 200 passengers per hour at each stop. The values for the 
parameters such as the bus operating cost, rail user cost, riding-time cost, waiting-
time cost, maximum allowable route length, bus capacity, bus operating speed, and 
maximum available seat-hours are shown in Table 3.3. 
 
Table 3.1: Bus stop locations 
Stop index X-coordinate Y-coordinate 
1 30 234 
2 62 235 
3 119 250 
4 182 249 
5 134 228 
6 163 230 
7 115 222 
8 87 215 
9 24 203 
10 60 193 
11 125 197 
12 150 210 
13 183 196 
14 108 186 
15 85 177 
16 37 169 
17 130 173 
18 185 164 
19 12 163 
20 67 153 
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21 105 157 
22 123 152 
23 32 133 
24 55 135 
25 73 135 
26 89 144 
27 142 137 
28 161 143 
29 18 107 
30 46 107 
31 107 115 
32 147 117 
33 172 124 
34 31 95 
35 91 103 
36 113 99 
37 13 80 
38 66 87 
39 83 83 
40 141 92 
41 167 97 
42 67 65 
43 122 75 
44 150 67 
45 177 68 
46 95 59 
47 17 47 
48 47 43 
49 130 48 
50 71 35 
51 108 33 
52 169 35 
53 13 25 
54 35 17 
55 63 7 
* Distances are specified in hundreds of miles. 
 
Table 3.2: Station locations 
Station index X-coordinate Y-coordinate 
56 (Destination) 42 72 
57 78 116 
58 123 137 
59 160 178 
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Table 3.3: Values for parameters 
Descriptions Units Value 
Bus operating-cost, λ0 $/vehicle-mile 3.0 
Rail user-cost, Cjs/mile $/passenger-mile 0.15 
Riding-time cost, λr $/passenger-hour 4.0 
Waiting-time cost, λw $/passenger-hour 8.0 
Max. allowable route length, Dk Mile 2.5 
Bus capacity, c Seat 50 
Bus operating-speed, U Mile/hour 20 
Max. available seat-hours, ASH Seat-hours 5500 
 
 
3.4.2 The randomly generated test problems 
 
The second set of test problems consists of 20 randomly generated test problems to 
further compare the performance of the metaheuristics proposed. These problems vary 
in several characteristics, such as the problem size and the problem structure. 
 
The problem size is determined by (1) the size of the service area, (2) the number of 
stations in the service area, and (3) the density of the bus stops in the service area. The 
two sizes of the service area are square areas of 3×3 miles2 and 5×5 miles2. They are 
labeled as small and large problems respectively and 10 such problems are generated 
for each size. The number of stations in the service area is set to 4 stations for the 
small problems and 7 stations for the large problems. For the density of the bus stops 
in the service area, it is set between 4 to 6 stops/miles2. The bus stops are randomly 
and uniformly located in the service area. 
 
The problem structure is determined by three factors: (1) the shape of the station 
network, (2) the location of the destination station, and (3) the grouping of the bus 
stops. Three types of station networks are taken into consideration: a line network, a 
junction network and a crossing network. For the destination station, it is located 
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either at the central or at the peripheral of the service area. The grouping of the bus 
stops are either clustered or evenly distributed based on the geographical location of 
the service area. The schematic diagrams to illustrate the problem structures are 








Figure 3.1(a): Illustration of the three types of station networks:  








Figure 3.1(b): Illustration of the two locations of the destination station:  




















































































Figure 3.1(c): Illustration of the grouping of the bus stops:  
clustered (left) and evenly distributed (right) 
 
For all these 20 randomly generated problems, the demand at each bus stop is fixed at 
150 passengers per hour. The values for the other parameters are the same as the base 
problem, except for the maximum allowable route lengths. The maximum allowable 
route lengths are 2.5 miles and 4 miles for the small and large problems respectively. 
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Table 3.4: Summary of the test problems generated 



















1 3×3 4 4 36 line peripheral even 
2 3×3 4 4 36 line peripheral clustered 
3 3×3 4 4 36 line peripheral clustered 
4 3×3 4 4 36 junction central even 
5 3×3 4 4 36 junction central clustered 
6 3×3 4 6 54 line peripheral even 
7 3×3 4 6 54 line peripheral clustered 
8 3×3 4 6 54 line peripheral clustered 
9 3×3 4 6 54 junction central even 
10 3×3 4 6 54 junction central clustered 
11 5×5 7 4 100 line peripheral even 
12 5×5 7 4 100 junction peripheral even 
13 5×5 7 4 100 junction central clustered 
14 5×5 7 4 100 crossing peripheral even 
15 5×5 7 4 100 crossing central clustered 
16 5×5 7 5 125 line peripheral even 
17 5×5 7 5 125 junction peripheral even 
18 5×5 7 5 125 junction central clustered 
19 5×5 7 5 125 crossing peripheral even 
20 5×5 7 5 125 crossing central clustered 
 
3.5 Concluding Remarks 
 
In this chapter, we have outlined our approach for solving the FBNDP. The initial 
solution is constructed on a stochastic basis together with the concept of delimiter to 
cut down search space to prevent too many bad selections that may result in a poor 
initial solution. The four metaheuristics which we will be proposing to solve the 
FBNDP are briefly introduced. The neighbourhood structure is also defined by three 
move types: the exchange move, the reduction-displacement move and the addition-
displacement move. Besides using a base problem taken from the literature, we also 
randomly generated 20 test problems to further compare the performance of the 
metaheuristics proposed. These problems vary in several characteristics, such as the 
problem size and the problem structure. 
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Chapter 4 Applying Simulated Annealing to FBNDP 
 
In this chapter, we present a general description of SA and its physical analogy, 
followed by the detailed procedures of how SA is applied to solve the FBNDP. Lastly, 
the computational results are presented. 
 
4.1 General Description 
 
 
SA was proposed by Kirkpatrick et al. (1983) for finding good solutions to 
combinatorial optimization problems. The main feature of SA is that it may avoid the 
problem of iterates getting trapped at a local minimum by probabilistically accepting a 
neighbourhood solution that is worse than the current one. This uphill movement 
makes it possible to move away from a local minimum and explore other feasible 
regions which may later lead to better solutions.  
 
4.1.1 Physical analogy 
 
SA is deduced from the physical annealing process of solids. In the annealing process, 
a solid is heated to a high temperature in which all molecules of the solid randomly 
arrange themselves into a liquid phase. The temperature of the melted solid is then 
gradually reduced to allow sufficient time for the molecules to arrange themselves 
naturally into a regular, stable and strong structure which is at the state of minimum 
energy (ground state). If the solid is cooled very quickly (rapid quenching), the solid 
is unable to reach thermal equilibrium for the intermediate temperature values, and 
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irregularities and defects can be locked into the structure. The solid will then become 
brittle, with an energy level which is significantly higher.  
 
In addition, for a solid at any temperature greater than zero, there exists a small 
probability that the solid will enter a state of higher energy (Metropolis et al., 1953). 
This implies that it is possible that the solid will leave the state of minimum energy 
for a new state where the energy is increased. But as the temperature is lowered, the 
probability that the energy level will increase suddenly is reduced. The probability p 
that a change in the state of the metal at some temperature T with initial energy level 






−− κ        (4.1) 
where κ is the Boltzmann's constant. 
 
4.1.2 The metaheuristic 
 
This physical analogy can be adapted to combinatorial optimization. The feasible 
solutions can be considered as the states of the solid, the energies of the states as the 
objective function values, the minimum energy state as the optimal solution to the 
problem, and rapid quenching can be viewed as local optimization.  
 
At any current solution, a neighbourhood solution is generated and its objective 
function value is calculated. The difference between the objective function values is 
denoted by ∆, which is analogous to the change in energy of the two states. If ∆ < 0, 
the neighbourhood solution is better (lower objective function value) and becomes the 
current solution. If ∆ > 0, the neighbourhood solution has a probability of exp(-∆/T) of 
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being accepted as the new current solution, where T represents the current 
temperature. 
 
Thus, unlike traditional descent methods where only those feasible solutions of lower 
objective function values are considered, SA accepts with certain probability feasible 
solutions which are worse than the current one. This prevents the possibility of being 
trapped in a local minimum as in the case with a descent algorithm. At the beginning 
of the process where the temperature is high, the acceptance probability is high so that 
every feasible neighbourhood solution has high chances of becoming the current 
solution. The search process is focused on diversification and exploration of new 
regions. As the temperature lowers, only solutions of good quality can have a higher 
probability of being accepted as the current solution. Thus, the search process has 
shifted to exploitation of the good solutions. 
 
To apply SA, it is important to determine a good cooling schedule so that a high 
quality final solution can be obtained. In designing the cooling schedule, four 
parameters must be specified: the initial temperature, the cooling function with a 
cooling rate for lowering the temperature, the criterion for thermal equilibrium at 
each temperature step, and the stopping rule.  
 
The initial temperature value is a trade-off between the attainability of all feasible 
solutions and the computational time and can be obtained experimentally. The cooling 
function defines the way the temperature is reduced after thermal equilibrium at each 
temperature is achieved. A simple cooling strategy is the geometric cooling rule such 
that the new temperature is a factor of the previous temperature. This factor is called 
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the cooling rate, which is a constant less than but close to one. Faster cooling will 
lead to a local optimum similar to rapid quenching in the annealing process, while 
slower cooling leads to excessively long computation times and hence a compromise 
has to be made. The criterion to determine when thermal equilibrium at a given 
temperature is reached is necessary so that the number of newly generated feasible 
solutions for each temperature is large enough. Lastly, a stopping rule determines 
when the algorithm stops and is usually done by fixing a final temperature or a 
maximum number of total iterations.  
 
The main disadvantage of SA is that it can produce good solutions at the expense of 
large computational times. This is mainly due to the tendency of getting caught in 
repetition of moves resulting in cycles. The stochastic nature of the algorithm also 
requires running the experiments many times in order to find the best solution.  
 
4.2 Proposed Method 
 
Neighbourhood structure 
In SA, a neighbourhood solution is generated on a stochastic basis. As mentioned in 
Section 3.3, three types of moves are used when searching for a neighbourhood 
solution and in this SA implementation, each of them has an equal chance of being 
selected at every iteration.  After a type of move has been chosen, the routes and the 
stops required to perform the move are selected at random. Because of the large 
search space involved, it is necessary to restrict the neighbourhood so that the number 
of bad moves selected can be reduced. The concept of delimiter is applied to the 
exchange move type whereby two stops from different routes are exchanged. This is 
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similar to the way when it is used for constructing the initial solution as described in 
Section 3.1.  
 
Firstly, calculate the distance between each stop i in route Rk and its nearest stop j 






min ,  kRi∈       (4.2) 
Repeat the calculation for all stops and the exchange delimiter DE is the maximum of 
the set of minimum distances previously calculated: 
iiE
NND max=         (4.3) 
Thus, the distance between the stops of two different routes selected at random for the 
exchange move must be less than DE, so that there is a higher potential of generating a 
move that will improve the quality of the neighbourhood solution.  
 
Cooling function 
The cooling function for the reduction of the temperature used is the simple geometric 
function. The temperature at iteration i is Ti = cooling_rate × Ti-1. 
 
Thermal equilibrium  
Thermal equilibrium at each temperature is achieved by fixing the number of moves 
to be performed at each temperature T to some predetermined value max_moves. 
 
Stopping rule 
The stopping rule is defined by setting a predetermined value max_count. Whenever 
thermal equilibrium at any given temperature is reached, the counter is incremented 
by one. However, the counter is reset to zero under two conditions: (1) when a new 
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best solution is found, and (2) if the percentage of accepted moves for the current 
temperature is greater than a prespecified minimum percentage min_percent. When 
the counter reaches max_count value, the process is terminated. 
 
SA procedure 
Step 1: Generate an initial solution s and improve the solution by solving TSP 
for each route using the 2-opt procedure. 
Step 2: Set the current temperature to the initial temperature T = Tinit. 
Step 3: Set counter = 0.   
Step 4: Set the number of accepted moves = 0 and perform the following steps 
max_moves times at each temperature T: 
4.1 Generate a solution s’ by randomly selecting a move from the 
neighbourhood space of s and compute its total cost TC(s’). 
Calculate the difference ∆TC = TC(s’) – TC(s). If ∆TC < 0, accept 
the neighbourhood solution and go to Step 4.3. 
4.2 Generate a random number R ∈ U[0, 1] and calculate the 
acceptance probability p = exp(-∆TC/T). If R < p, accept the 
neighbourhood solution and go to Step 4.3. If R ≥ p, go to Step 4.1. 
4.3 Set s = s’ and increment the number of accepted moves by 1. 
Perform TSP for each route using 2-opt if it is the best solution so 
far. 
Step 5: Decrease the current temperature using the cooling function T = 
cooling_rate × T.  
Step 6: If a new best solution has been found or the percentage of accepted 
moves in the last max_moves is greater than some predetermined level 
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min_percent, reset counter to zero and go to Step 4. Otherwise, 
increment counter by 1. If counter < max_count go to Step 4 and 
repeat the process. 
Step 7:  Return the best solution found. 
 
4.3 Computational Results 
 
The parameters are chosen experimentally to ensure a compromise between the 
running time and the solution quality. This is done by varying the parameter values 
over an estimated range and doing trial runs for all the problems generated. The 
values of cooling_rate and max_moves are related to the problem size (I is the number 
of stops and J is the number of stations) as follows: 
)]1(99.0,5.0max[_ )( JIBAeratecooling +−−= , where A = 0.57 and B = 0.0055, and 
max_moves = max [500,  3 * (I + J)]. Other parameters are found to be independent 
of the problem size and are set as: max_count = 100, initial temperature Tinit = 90, and 
min_percent = 1%. 
 
For each of the problems, a total of 20 runs are performed. In each run, an initial 
solution is generated randomly and then improving it by using SA. The average total 
costs, the best total costs and the average computational times are recorded. The 
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Table 4.1: Summary of average and best total costs for SA 
Problem Average (out of 20 runs) Best (out of 20 runs) 
Base 6845.8 6519.8 
1 4684.3 4461.5 
2 4909.8 4581.1 
3 4892.8 4685.6 
4 4750.9 4413.3 
5 4396.3 4195.4 
6 7054.9 6749.1 
7 7822.1 7576.3 
8 7086.4 6773.3 
9 6355.0 6113.2 
10 6221.0 5951.0 
11 17711.7 17297.1 
12 17173.5 16635.6 
13 14815.2 14548.5 
14 16912.7 16325.9 
15 14487.2 13938.2 
16 21564.9 21134.2 
17 20639.2 20000.9 
18 18395.9 17943.6 
19 21339.8 20299.5 
20 17731.6 17270.0 
 
 
Table 4.2: Summary of computational times in seconds for SA 
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The computational results obtained for the base problem are an average total cost of 
6845.8 and an average time of 4.62 seconds. The best total cost obtained in 20 
experimental runs for the base problem is 6519.8. A comparative study of the SA 
against other algorithms is given in Chapter 8. 
 
4.4 Concluding Remarks 
 
In this chapter, we have discussed the implementation of SA for solving the FBNDP. 
This metaheuristic is able to avoid getting trapped at a local minimum by 
probabilistically accepting a neighbourhood solution that is worse than the current one. 
There are four important parameters defined to ensure a good cooling function: the 
initial temperature, the cooling rate for lowering the temperature, the number of 
neighbourhood moves to be performed at each temperature for thermal equilibrium, 
and the stopping rule by setting a maximum counter value. The neighbourhood 
structure is also defined using the concept of delimiter to cut down search space.  
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Chapter 5 Applying Tabu Search to FBNDP 
 
In this chapter, we present a general description of TS which uses adaptable memory, 
followed by the detailed procedures of how TS is applied to solve the FBNDP. Lastly, 
the computational results are presented. 
 
5.1 General Description 
 
TS is a memory-based iterative search procedure introduced by Glover (1989) for 
solving combinatorial optimization problems. While other metaheuristics, such as SA 
and GA, are ‘memoryless’, TS makes use of flexible memory by exploiting its three 
memory components: 
1. A short-term memory component, which is also called the basic TS algorithm. 
2. An intermediate-term memory component, which is used for intensifying the 
search. 
3. A long-term memory component, which is used for diversifying the search. 
 
5.1.1 Basic TS 
 
Basic TS simply uses the short-term memory component to store certain 
characteristics of recently visited solutions in a tabu list and classify these 
characteristics as tabu (forbidden or not allowed) for a prespecified number of 
iterations. By doing so, it can avoid returning to previously visited solutions 
temporarily and force the search into other regions. This can help to lower the 
possibility of cycling or repetition of moves that frequently occurs in SA algorithm.  
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When a neighbourhood solution is generated from a current solution, its move 
attributes are checked against the tabu list. If the move is not tabu, it becomes the 
current solution, even if its objective function becomes worse. This feature helps to 
prevent being entrapped in a local optimum. If the move is tabu, the aspiration 
criterion is checked. If it passes the aspiration criterion, then it becomes the current 
solution. The attributes of this current move are then stored in the tabu list, and the 
reversal of this move is not allowed for a tenure controlled by the tabu list size. 
Otherwise, the next best move not in the tabu list is selected and performed. Lastly, 
the search procedure is repeated until a stopping criterion is reached. The stopping 
criterion is usually a fixed number of iterations that is determined experimentally. 
 
As mentioned earlier, TS has a memory component to store recently visited solutions 
and to prevent returning to these solutions for a short term. However, storing a list of 
complete solutions, even a small number of them, and comparing them with newly 
generated ones, takes up a lot of time effort and memory requirement. As such, only 
attributes of a move are stored in the tabu list to prevent the reversal of the move. Any 
change that results in the move from one solution to another can be an attribute of that 
move and there can be several attributes in order to define a move. For example, the 
2-opt procedure for solving the TSP deletes two nonadjacent edges of a tour and adds 
back two edges to create a new tour. This move consists of at least two attributes, the 
added edges and the dropped edges.  
 
When the attributes are stored in the tabu list, certain tabu restrictions are imposed. 
One example is, if a move contains attribute m, then the reverse attribute m’ is 
forbidden. Take the 2-opt procedure for example: tabu restrictions include adding an 
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edge which had been removed earlier, removing an edge which had been added earlier, 
or both.  
 
A tabu restriction is imposed only when the attributes occurred within a limited 
number of iterations prior to the present iteration and is controlled by the tabu list size. 
A recency-based memory structure is used to remember how recently solutions have 
been visited, or how recently attributes of moves have been changed and classifying 
them as tabu. A queue (FIFO - First In, First Out) is usually used in the tabu list. 
Generally, the tabu list size is small, which corresponds to the short-term memory of 
TS. Usually, the more stringent the tabu restriction is, the smaller the tabu list size 
should be. Its value can be determined from experimental trials. Cycling occurs when 
the size is too small and deterioration of solution quality results when the size is too 
large and too many moves are forbidden.  
 
Since only move attributes (not complete solutions) are stored in the tabu list, these 
tabu restrictions may also prevent the consideration of some unvisited good solutions. 
Thus, the aspiration criterion is introduced to override the tabu status of a recent 
move in the tabu list if the reversal of the move is sufficiently good. The most 
commonly used is the best solution aspiration criterion which overrides the tabu status 
when a move produces a solution better than the best solution obtained so far. If that 
is the case, the solution resulting from that move has satisfied the aspiration criterion 
and is accepted as the current solution. 
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5.1.2 Search intensification 
 
The basic role of the intermediate-term memory component is to intensify the search, 
that is, to make the search focus on regions that are likely to be attractive and produce 
a better solution. Usually, a frequency-based memory structure is used and attributes 
that appear in accepted solutions with a certain high frequency over a larger number 
of iterations (greater than tabu list size) are recorded. These attributes are deemed to 
be attractive when seeking for a good solution and the search will be focused on 
preserving these attributes. For example, in the TSP, after some number of initial 
iterations, all edges not yet incorporated into any tours can be discarded. This can 
reduce the search space and also the computational time.  
 
5.1.3 Search diversification 
 
The goal of long-term memory component is to diversify the search. Instead of 
focusing the search into regions that contain previously found good solutions, it drives 
the search process into new regions that are different from those examined so far. A 
frequency-based memory structure is commonly used. Using the TSP as an example, 
one way to implement diversification is to penalize the edges that have occurred too 
frequently in the tours previously generated and focus the search on tours that do not 
include these edges. In this way, other unvisited regions can be explored in the hope 
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5.2 Proposed Method 
 
Neighbourhood structure 
Instead of selecting neighbourhood solutions on a stochastic basis for the SA 
algorithm, in this TS implemented, a subset of the feasible neighbourhood solutions 
will be examined and the best among these will be selected. In order to reduce the 
neighbourhood space, the candidate list strategy is adopted. Here, for each stop, it 
will only be displaced next to its n nearest neighbours or exchange positions with its n 
nearest neighbours. It is assumed that displacing or exchanging a stop to/with 
neighbour stops that are further away is unlikely to form a good solution. Among 
these possible feasible moves, only the one that gives the best solution will be 
selected and checked for tabu status and aspiration criterion. If the best move selected 
is tabu and fails to satisfy the aspiration criterion, the next best move will be chosen. 
The size of nearest neighbours considered, n_NB, will be one of the parameters to be 
tested. 
 
Move attributes and tabu list 
The attributes stored in the tabu list are (1) the stop i that is being displaced or 
exchanged, (2) the stop before i after i has been displaced or exchanged, and (3) the 
stop after i after i has been displaced or exchanged.  For the addition-displacement 
move type, since a new route is formed, the stops before and after i will be substituted 
by the station attached to stop i to indicate that the stop is only linked to the station 
only.  
 
The tabu restrictions imposed will be to prevent the replacement of a stop in its 
previous position for some iterations. Hence, when displacement or exchange takes 
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place, stop i cannot be re-inserted between attributes (2) and (3) (the stops before and 
after i) stored in the tabu list for that prespecified number of iterations. 
 
Tabu list size 
A FIFO queue is used in the tabu list. Every time the tabu list is updated, the last 
move performed is added to the end of the list and the oldest one on top of the list is 
removed. The tabu list size, tabu_size, will be determined experimentally.  
 
Aspiration criterion 
The best solution aspiration criterion is used, that is, the tabu status is overriden if a 
move produces a solution better than the best obtained so far during the search. 
 
Stopping criterion 




The intensification strategy proposed here to is exploit the elite solutions discovered 
in the search process. Whenever a best move chosen from the subset of 
neighbourhood results in a new best solution, the search will branch into 
intensification by choosing the next best move to obtain the current solution and this 
continues until max_Iter is reached. After that, it will return to the stage just before it 
is branched, using back the best move to obtain the current solution and the search 
proceeds as usual. 
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Basic TS procedure 
Step 1: Generate an initial solution s and improve the solution by solving TSP 
for each route using the 2-opt procedure. 
Step 2: Initialize the tabu list to empty set and set the aspiration level. 
Step 3:  Perform the following steps max_Iter times: 
3.1 From the neighbourhood space of s, choose a best neighbour s’ 
which is not tabu or has satisfied the aspiration criterion. 
3.2 Set s = s’ and increment the number of iterations by 1. Perform 
TSP for each route using 2-opt if it is the best solution so far. 
Update the tabu list and aspiration level.  
Step 4:  Return the best solution found. 
 
 
TS with intensification procedure 
Step 1: Generate an initial solution s and improve the solution by solving TSP 
for each route using the 2-opt procedure. 
Step 2: Initialize the tabu list to empty set and set the aspiration level. 
Step 3:  Perform the following steps max_Iter times: 
3.1 From the neighbourhood space of s, choose a best neighbour s’ 
which is not tabu or has satisfied the aspiration criterion. 
3.2 Set s = s’ and increment the number of iterations by 1. If it is 
the best solution so far, do intensification. Perform TSP for 
each route using 2-opt for the best solution. Update the tabu list 
and aspiration level.  
Step 4:  Return the best solution found. 
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5.3 Computational Results 
 
The parameters are chosen experimentally to ensure a compromise between the 
running time and the solution quality. This is done by varying the parameter values 
over an estimated range and doing trial runs for all the problems generated. The 
values of n_NB and max_Iter are related to the problem size (I is the number of stops 
and J is the number of stations) as follows: n_NB = 20% of I and max_Iter = 1.5 × (I 
+ J). The size of the tabu list, tabu_size is fixed at the value 10. 
 
For each of the problems, a total of 20 runs are performed. In each run, an initial 
solution is generated randomly and then improving it by using basic TS and TS with 
intensification respectively. The average total costs, the best total costs and the 
average computational times are recorded. The results of basic TS are summarized in 
Table 5.1 and Table 5.2 and results of TS with intensification are summarized in 
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Basic TS 
Table 5.1: Summary of average and best total costs for Basic TS 
Problem Average (out of 20 runs) Best (out of 20 runs) 
Base 6549.7 6351.4 
1 4528.1 4440.0 
2 4675.0 4533.3 
3 4694.8 4536.1 
4 4444.3 4326.9 
5 4158.2 4102.4 
6 6855.7 6713.6 
7 7669.4 7549.6 
8 6842.3 6727.0 
9 6066.3 5937.5 
10 6033.2 5881.8 
11 17639.1 17242.8 
12 17040.1 16781.9 
13 14763.4 14405.9 
14 16765.7 16205.0 
15 13646.3 13356.0 
16 21630.6 21206.6 
17 20368.4 19917.9 
18 18017.8 17817.7 
19 20857.8 20445.6 




Table 5.2: Summary of computational times in seconds for Basic TS 
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TS with intensification 
Table 5.3: Summary of average and best total costs for TS with intensification 
Problem Average (out of 20 runs) Best (out of 20 runs) 
Base 6485.5 6338.5 
1 4489.1 4431.6 
2 4582.4 4467.2 
3 4640.0 4520.8 
4 4380.6 4258.7 
5 4125.1 4084.7 
6 6785.7 6660.3 
7 7569.7 7459.2 
8 6790.5 6633.1 
9 5996.7 5856.7 
10 5980.0 5854.1 
11 17512.2 17201.7 
12 16867.8 16670.9 
13 14659.3 14405.9 
14 16605.5 16158.6 
15 13549.5 13304.5 
16 21476.0 21092.2 
17 20236.1 19842.8 
18 17936.5 17628.4 
19 20642.9 20279.5 
20 17049.9 16681.1 
 
 
Table 5.4: Summary of computational times in seconds for TS with intensification 
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The computational results obtained for the base problem for basic TS are an average 
total cost of 6549.7, average time of 1.53 seconds and best total cost of 6351.4. For 
TS with intensification, the average total cost is 6485.5, average time is 13.81 seconds 
and best total cost is 6338.5. When compared to the results of SA, basic TS obtained 
better results for most of the problem instances, i.e. lower total costs, and in shorter 
times while TS with intensification further improves the solution quality. A 
comparative study of the basic TS and TS with intensification against other 
algorithms is given in Chapter 8. 
 
5.4 Concluding Remarks 
 
 
In this chapter, we use a basic TS, as well as combining an intensification strategy, to 
solve the FBNDP. Basic TS makes use of short-term memory structures to store 
certain attributes of recently visited solutions in tabu lists and forbid these attributes 
for some time to prevent the repetition of moves. The intensification strategy further 
exploits the elite solutions discovered during the search process. The attributes 
defined in our approach are the stops before and after the one being displaced or 
exchanged, after the move has been performed. Thus, this stop cannot be re-inserted 
between these two attributes within certain iterations. The stopping criterion is 
defined by setting the total number of iterations. For the neighbourhood structure, the 
candidate list strategy is adopted and each stop will only be displaced or exchanged 
positions with its nearer neighbours. The tabu list size, the total number of iterations, 
and the size of nearest neighbours are parameters to be obtained experimentally. The 
results have shown that basic TS obtained better results than SA in shorter times while 
TS with intensification further improves the solution quality. 
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Chapter 6 Applying Genetic Algorithm to FBNDP 
 
In this chapter, we present a general description of GA and how it is adapted from the 
evolution theory, followed by the detailed procedures of how GA is applied to solve 
the FBNDP using a new crossover technique. Lastly, the computational results are 
presented. 
 
6.1 General Description 
 
GA is developed by Holland (1975), which is an intelligent search heuristic inspired 
by Darwin's theory about evolution. According to Darwin's evolution theory, only the 
best-fit individuals should survive and create new offsprings, whereas the least-fit 
individuals will be eliminated. The GA simulates this behaviour by maintaining a 
population of solutions with a fitness value associated with each solution. By means 
of some selection techniques and operators, a new population with better overall 
fitness is being reproduced and it replaces the old population. This cycle is repeated 
until a satisfactory solution is found.  
 
6.1.1 Biological analogy 
 
All living organisms consist of cells formed by the same set of chromosomes. A 
chromosome consists of genes. Each gene characterizes a trait, for example, colour of 
the eyes, and has its own position in the chromosome. During reproduction, genes 
from parents recombine or crossover in some ways to form a whole new chromosome. 
This newly created offspring may undergo mutation which changes some genes in the 
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chromosome, mainly caused by errors in copying genes from parents. If the offspring 
inherits good characteristics from its parents, it will be fitter and it is more likely to 
survive and continue to reproduce and pass down its good characteristics to its next 
generation.  
 
6.1.2 The metaheuristic 
 
The best solution to a problem solved by GA is evolved. Unlike other heuristics, like 
SA and TS, which evaluate only one solution at a time, GA begins with a set of 
solutions called population; each solution corresponds to a chromosome. Solutions 
are selected according to their fitness, usually a function of the objective function 
value and a penalty being imposed if the solution is infeasible, to form new solutions 
(offsprings). The better the fitness value of the solutions, the more suitable they are 
for reproduction and hence, the more chances they will be selected to reproduce. The 
new offsprings created are placed in the new population and it is said that a new 
generation has evolved. This is repeated until a terminating condition (e.g. number of 
generations) is satisfied. This is motivated by the hope that the new generation will be 
better than the old one and a best solution can be found.  
 
Representation 
GA does not use much knowledge about the problem to be optimized and does not 
deal directly with the parameters of the problem. It works with codes which represent 
the parameters. Thus, the first step to solve a problem with GA is to define a way to 
represent the problem. There are generally two types of representation of a 
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chromosome (solution) to a problem: binary or permutation. The type of 
representation to be chosen depends mainly on the type of the problem to be solved.  
 
In binary encoding, every chromosome consists of a binary string of 0 or 1. Each bit 
in this string can represent some characteristics of the solution. An example of a 
problem that can be best represented by binary encoding is the Knapsack problem. 
The knapsack problem has a knapsack with a given capacity and a set of things with 
given values and sizes. The objective of the problem is to select which things to be 
put in the knapsack in order to maximize the value of things in the knapsack, but not 
exceeding the knapsack capacity. When encoded, each bit represents if the 
corresponding thing is in the knapsack. 
Chromosome:   1 0 1 1 0 0 1 0  
 
Permutation encoding is more commonly used in ordering problems, such as the TSP. 
Every chromosome is a string of integers, which represents numbers in a sequence. 
For the TSP, the chromosome represents the order of the cities the salesman will visit. 
Chromosome:   1 5 3 2 6 4 7 8 
 
Selection 
The next step is to determine the criterion for selecting parents from a population for 
reproduction. This can be done in many ways, but the main idea is to select the 
parents with better fitness values (in the hope that the better parents will produce 
better offsprings). One example of the selection procedure is the Roulette Wheel 
selection. Fitter individuals occupy larger sectors on the wheel and parents are 
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selected by a random spinning of the wheel. The better the chromosomes are, the 
more chances they will be selected.  
 
Reproduction 
Reproduction is the most important part of GA. It serves the purpose of combining the 
useful traits from the parent chromosomes and passing them on to the offsprings. The 
reproduction of GA consists of two operators, crossover and mutation. The 
performance of GA is highly influenced by these two operators and efficient 
implementation of these operators is largely responsible for good performance. 
Depending on the encoding of the problem, the crossover and mutation operators 
differ.  
 
Crossover selects genes from parent chromosomes and recombines them to create a 
new offspring in the hope that the new chromosomes will have good parts of the old 
chromosomes and the new chromosomes will be better. For the binary encoding, a 
single-point crossover is performed by selecting one crossover point and swapping the 
binary strings after the crossover point for both parents. 
Parent 1:  1 1 0 0 1 | 0 1 1 
Parent 2:  1 1 0 1 1 | 1 1 1 
Offspring 1:  1 1 0 0 1 | 1 1 1 
Offspring 2:  1 1 0 1 1 | 0 1 1 
Other types of crossover for binary encoding include the double-point crossover and 
uniform crossover.  
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For permutation encoded strings, where each integer gene appears only once in any 
chromosome, crossover methods for binary chromosomes cannot be applied because 
invalid offsprings with duplicated genes in one string will be produced. To prevent 
such invalid offsprings from being reproduced, other crossover operators such as 
PMX and ERX are used. 
 
Partially mapped crossover (PMX) builds an offspring by choosing two cut points at 
random. For example:  
Parent 1:  1 2 3 | 4 5 6 7 | 8 9 
Parent 2:  4 5 2 | 1 8 7 6 | 9 3 
First, the cut-out section of the two parents are swapped. 
Offspring 1:  x x x | 1 8 7 6 | x x 
Offspring 2:  x x x | 4 5 6 7 | x x 
The next step is a series of swapping operations to be performed on the two parents. 
For each pair of genes at the same position from the two parents between the two cut 
points (i.e. {4, 1}, {5, 8}, {6, 7}, {7, 6}), their positions are swapped and the 
following offsprings are obtained. 
Offspring 1:  4 2 3 | 1 8 7 6 | 5 9 
Offspring 2:  1 8 2 | 4 5 6 7 | 9 3 
 
Edge recombination crossover (ERX) builds an offspring by preserving more than 
95% of the edges from the parents. The general idea is that an offspring should be 
built exclusively from the edges present in both parents. This is done with the help of 
the edge list created from both parents. The edge list provides, for each city, all the 
other cities connected to itself in at least one of the parents. 
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For example:  
Parent 1:  1 2 3 4 5 6 7 8 9 
Parent 2:  4 1 2 8 7 6 9 3 5 
The edge lists for city 1 are cities 9, 2 and 4, for city 2 are cities 1, 3 and 8, and so on. 
 
Select an initial city from one of the parents. Assume city 1 is selected, which is 
directly connected with three other cities: 9, 2, and 4. The next city selected is the one 
with the smallest number of unused edges in the edge list. Cities 4 and 2 have three 
edges and city 9 has four. Therefore, a random choice is made between cities 4 and 2. 
Assuming city 4 is selected, the candidates for the next city are now 3 and 5 (1 is 
already in the tour). City 5 is selected since it has only three edges as opposed to the 
four edges of city 3. Continuing with this procedure, the new offspring will be: 
Offspring:  1 4 5 6 7 8 2 3 9 
Such selection increases the chance that the completed tour has most edges selected 
from the parents. One problem that occurs with edge recombination is that cities are 
often left without a continuing edge and a new edge has to be reintroduced.  
 
After a crossover is performed, mutation takes place. This is a form of diversifying 
the search by forcing the algorithm to search new areas. Mutation changes the new 
offspring randomly. The mutation depends on the encoding as well. For example, in 
binary encoding, selected bits are inverted from 1 to 0 or from 0 to 1. 
Old offspring:  1 1 0 0 1 0 0 1   
Mutated offspring: 1 0 0 0 1 0 0 1  
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For permutation encoding, mutation could be performed by exchanging the positions 
of two genes randomly. 
Old offspring:  1 2 3 4 5 6 7 8   
Mutated offspring: 1 8 3 4 5 6 7 2  
 
Also, when creating a new population by crossover and mutation, there is a high 
chance that the best chromosome will be lost. Therefore, the idea of elitism is being 
introduced. This means that at least one best solution is copied without any changes to 
the new population, so the best solution found can survive to the next generation. 
Elitism can increase performance of GA very rapidly because it prevents losing the 
best-found solution. 
 
Parameters of GA  
The two most important parameters of GA are the crossover probability and the 
mutation probability. The crossover probability says how often will crossover be 
performed. If there is no crossover, the offspring is an exact copy of the parent. If 
there is a crossover, the offspring is made from parts of the parents’ chromosomes. If 
crossover probability is 100%, then all offsprings are made by crossover. The 
mutation probability says how often the parts of the chromosome will be mutated. If 
there is no mutation, offspring is taken after crossover without any change. If 
mutation is performed, part of the chromosome is changed. If mutation probability is 
100%, then all chromosomes are changed. The mutation probability should be kept 
low because GA would have become random search if mutation occurs too frequently.  
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There are also some other parameters of GA. The population size determines how 
many chromosomes (solutions) are in a population (in one generation). If there are too 
few chromosomes, GA has a few possibilities to perform crossover and only a small 
part of search space is explored. On the other hand, if there are too many 
chromosomes, GA is slowed down. Lastly, the terminating condition may be based on 
a fixed number of generations. 
 
6.2 Proposed Method 
 
Representation 
The representation of a FBNDP solution used here is an integer string of variable 
length, depending on the number of routes formed. Each string consists of several 
substrings, each representing one route in the solution. Each substring is a sequence of 
stops in a route ended by the station that these stops are attached to.  
For example, assuming that 1 to 10 are stop indices and 11 to 13 are station indices, a 
solution in this form: 
Route 1:  1  2  3  4  11 
Route 2:  5  6  7  12 
Route 3:  8  9  10  13 
is represented as 
 1  2  3  4  11  5  6  7  12  8  9  10  13 
This representation is unique and one chromosome can only be decoded to one 
solution. Decoding the chromosome into route configurations is very simple because 
every station in the string indicates the end of each route. By coding the solution in 
this way, the original route configurations can always be retrieved after decoding with 
no ambiguity. 
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Initial population and Fitness 
Initial solutions in the population are generated at random, similar to SA and TS. The 
size of the population, pop_size is predetermined. Fitness of a solution is measured by 
its objective function value. The penalty function is not included in this research 
because feasible solutions are always ensured during the reproduction process. 
 
Selection 
After generating the initial population, a tournament selection mechanism, adopted 
from Tan et al. (2001a and 2001b), is used to select parents for reproduction. In this 
tournament selection, the population of n solutions is duplicated to get two identical 
copies. These two populations are arbitrarily ranked. For population P1, each pair of 
adjacent chromosomes (with indices 2i and 2i + 1) is compared. The one with smaller 
fitness value (lower objective function) qualifies to be a potential parent. After 
comparing all the n/2 pairs in P1, n/2 ‘fathers’ fi, are obtained. This process is repeated 
for population P2 to get n/2 ‘mothers’ mi. Subsequently, fi and mi are mated for 
reproduction in the next stage. This selection scheme allows average quality solutions 
to have some chances of being selected too, provided that they are paired up with 
solutions that are even worse. 
 
Reproduction 
In order to ensure the validity of the offsprings produced by crossover, as well as to 
preserve the edges in the parents, the following crossover technique is used to solve 
the FBNDP. Starting from the first gene of the parent string, similar to ERX, the 
edges next to this stop are listed. The shortest edge between the current stop and its 
edges is chosen as the next gene in the string. The process is continued until the 
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feasibility of the current route is violated. When this occurs, the next stop in the 
parent string that has yet to be included in the offspring chromosome will be selected 
as the first stop of the next route. Also, when there are no more unvisited edges to be 
chosen, the current route is terminated and the same procedure is continued for the 
next route.  
 
Using the following example: 
Parent 1:  1  2  3  4  11  5  6  7  12  8  9  10  13 
Parent 2:  10  7  4  11  1  3  12  5  9  12  2  6  8  13 
Starting from the first gene in parent 1, the first gene in offspring 1 is chosen to be 
stop 1. Next, the edges next to stop 1 are stops 2 and 3. Assuming that d13 < d12, stop 3 
is chosen as the next gene in the offspring. Similarly, the edges next to stop 3 are 
stops 2 and 4 (stop 1 has already been included). Assuming that d34 < d32, stop 4 is 
then chosen as the next gene. The process is continued until the feasibility of the 
current route is violated. Then, station 11 which is attached to the first stop in this 
route (stop 1) is put next on the string. Scanning through the parent 1 string, the next 
unvisited stop is stop 2 and it becomes the first stop of the next route and the process 
continues.  
Offspring 1:  1  3  4  11  2  …  11  … 
The advantage of this crossover method is that, besides being able to preserve most of 
the edges in the parent chromosomes, it can also inherit the best qualities from the 
parents as well. 
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Mutation is performed by simply swapping any two stops in the string at random. The 




To restore some of the good solutions in the parent population, the worst 4% 
chromosomes in the offspring are substituted with the best 4% in the parents (Tan et 
al., 2001a and 2001b).  
 
Terminating condition 
Terminating condition is based on a fixed number of generations, n_gen. 
 
GA procedure 
Step 1: Generate random initial population of size, pop_size, with each 
solution improved by solving TSP for each route using the 2-opt 
procedure. 
Step 2: Evaluate the fitness value in terms of the objective function for each 
chromosome in the population. 
Step 3: Create a new population by repeating the following steps until it is 
completely generated: 
3.1 [Selection] Select two parent chromosomes from a population by 
tournament selection. 
3.2 [Crossover] With a crossover probability Pc, perform crossover on 
the parents to form a new offspring. If no crossover was performed, 
the offspring is an exact copy of the parent. 
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3.3 [Mutation] With a mutation probability Pm, mutate new offspring at 
random. 
3.4 [Accepting] Place the new offspring in a new population.  
3.5 [Recovery] Replace the worse 4% chromosomes in the new 
population with the best 4% in the parent’s population. 
Step 4:  Update the old population with the newly generated population. 
Step 5: If the total number of generations, n_gen, is reached, perform TSP for 
each route using 2-opt to improve the solutions in the current 
population. Else, go to step 2. 
Step 6: Return the best solution found.  
 
6.3 Computational Results 
 
The parameters are chosen experimentally to ensure a compromise between the 
running time and the solution quality. This is done by varying the parameter values 
over an estimated range and doing trial runs for all the problems generated. The 
number of generations, n_gen, is related to the problem size (I is the number of stops 
and J is the number of stations), where n_gen = 10 × (I + J). The population size, 
pop_size, is set at 100. Other parameters are: the crossover probability Pc = 0.8 and 
the mutation probability Pm = 0.06. 
 
 
For each of the problems, a total of 20 runs are performed. In each run, an initial 
population is generated randomly and then improving it by using GA. The average 
total costs, the best total costs and the average computational times are recorded. 
These results are summarized in Table 6.1 and Table 6.2. 
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Table 6.1: Summary of average and best total costs for GA 
Problem Average (out of 20 runs) Best (out of 20 runs) 
Base 6519.4 6412.5 
1 4521.4 4447.2 
2 4639.9 4546.3 
3 4700.7 4576.4 
4 4467.0 4380.5 
5 4118.3 4111.2 
6 6910.3 6785.8 
7 7621.6 7599.2 
8 6792.5 6706.6 
9 6045.6 5992.5 
10 5922.7 5903.9 
11 17625.2 17502.9 
12 16848.0 16767.9 
13 14727.7 14611.0 
14 16621.7 16547.5 
15 13719.0 13683.9 
16 21402.8 21315.9 
17 20806.8 20634.4 
18 18307.2 18178.2 
19 21087.1 20963.8 




Table 6.2: Summary of computational times in seconds for GA 
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The computational results obtained for the base problem for GA are an average total 
cost of 6519.4, average time of 10.1 seconds and best total cost of 6412.5. The 
performance of GA is comparable to basic TS and GA achieves better results than SA. 
However, it is not as good as TS with intensification. The computational times are 
slightly shorter than that for TS with intensification. A comparative study of the GA 
against other algorithms is given in Chapter 8. 
 
6.4 Concluding Remarks 
 
In this chapter, GA is applied to solve the FBNDP. GA is inspired by Darwin's theory 
about evolution that only the fittest individuals should survive and create new 
offsprings. In our implementation, starting from an initial population of solutions, new 
and better generation of solutions are reproduced by going through the selection, 
crossover and mutation processes. Parent solutions are selected using the tournament 
selection technique. A new crossover operator is designed which is able to preserve 
most of the edges in the parent solutions, as well as able to inherit the best qualities 
from the parents, while ensuring the validity of the new offsprings produced. 
Mutation is performed by swapping any two stops in the parent chromosome at 
random. Elitism is also used to restore some of the good solutions in the parent 
population. The parameters in this approach are the crossover probability, the 
mutation probability, the size of a population and the number of generations as the 
terminating condition. The results have shown that GA achieves better results than SA, 
but it is not as good as TS with intensification.  
 
 
Chapter 7: Applying Ant Colony Optimization to FBNDP 
90 
Chapter 7 Applying Ant Colony Optimization to FBNDP 
 
In this chapter, we present a general description of ACO and how it is inspired from 
the behaviour of ants, followed by the developments from the original Ant System to 
its recent extensions, and the detailed procedures of how ACO is applied to solve the 
FBNDP. Lastly, the computational results are presented. 
 
7.1 General Description 
 
ACO is a recently proposed metaheuristic approach for solving combinatorial 
optimization problems. ACO is inspired by the behaviour of real ants which lay 
pheromone trails on the paths they have travelled and use pheromones as a 
communication medium. Despite being a rather recent metaheuristic, ACO algorithms 
have already been applied to a large number of different combinatorial optimization 
problems, such as the vehicle routing problems.  
 
7.1.1 Biological analogy 
 
In many ant species, individual ants may deposit a pheromone (a particular chemical 
that ants can smell) on the ground while walking. By depositing pheromone, they 
create a trail that can be used to mark the path from their nest to food sources and 
back. By sensing pheromone trails left on the ground, foraging ants can follow the 
path to food discovered by other ants.  
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In one of the experiments done by researchers on ant behaviour, a bridge of two 
branches, one longer than the other, was used to connect a nest of ants, and a food 
source to study their pheromone trail laying and following behaviour. In this 
experiment, at the start, the ants were left free to move between the nest and the food 
source. As there was no pheromone deposited on the two branches initially, the ants 
had no preference for any of the two branches. Therefore, on average, half of the ants 
chose the short branch and the other half the long branch. However, because one 
branch was shorter than the other, the ants choosing the short branch were faster to 
reach the food and return back to the nest. This higher frequency of travelling on the 
shorter branch resulted in pheromone to accumulate faster and leaving a higher level 
of pheromone on the shorter branch. Eventually, it would be used by the majority of 
the ants. The outcome that most of the ants ended up using the shorter branch shows 
that they are also capable of exploiting pheromone trails to choose the shortest path 
among the available paths leading to the food. 
 
7.1.2 The metaheuristic 
 
In analogy to the biological example, ACO is based on the indirect communication of 




An individual ant is capable of probabilistically constructing a feasible solution on its 
own. It has a memory that stores information about the path it has followed so far. 
Usually, it is assigned a start state of either a single component or an empty sequence, 
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and iteratively adding components to its partial solution, while ensuring its feasibility 
(by implementing the constraints), until a complete solution is obtained.  
 
When selecting components to be added, a probabilistic decision rule that makes use 
of (i) pheromone trails, and (ii) heuristic information is applied. Connections have 
associated pheromone trails τ that encode a long-term memory about how an ant 
searches. Heuristic values η represent a priori information about the problem, which 
are usually estimates of the cost of extending the current partial solution. Once a 
solution is built, the ant evaluates the solution and deposits pheromone trails, 
proportional to the quality of the solution produced, on the components or 
connections it has used. This pheromone information will change dynamically at run-
time to reflect the ants’ acquired search experience and direct the search of the future 
ants.  
 
Ants move concurrently and independently and each ant is complex enough to find a 
(probably poor) solution to the problem under consideration. Typically, good quality 
solutions emerge as the result of the collective interaction among the ants through the 
pheromone trail values.  
 
Trail update 
Besides ants’ activity, an ACO algorithm includes two more procedures: pheromone 
trail evaporation and daemon actions. Pheromone evaporation is the process in which 
the pheromone trail intensity on the components decreases over time. From a practical 
point of view, pheromone evaporation is needed to avoid too rapid convergence of the 
algorithm towards a sub-optimal region. It implements a useful form of forgetting, 
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favouring the exploration of new areas of the search space. Daemon actions can be 
used to implement centralized actions that cannot be performed by single ants, such as 
the collection of global information from all the ants used and then deciding whether 
it is useful or not to deposit additional pheromone to bias the search process. A 
practical example is to choose to deposit extra pheromone on the components used by 
the ant that has built the best solution.  
 
ACO in pseudo-code 
Initialize 
For a specified number of iterations do 
 For ant k = 1 to m do 
 Construct a feasible solution iteratively using the probabilistic 
decision rule based on pheromone trails and heuristic information 
 Calculate the objective value of the solution generated by ant k 
End 
Update the pheromone trail levels  
End 
 
7.1.3 Ant System (AS) 
 
The first ACO algorithm proposed in the literature was Ant System (AS) by Dorigo 
(1996) and was first applied to the TSP. In TSP, each ant is initially put on a 
randomly chosen city and has a memory which stores the partial solution it has 
constructed so far (initially the memory contains only the start city). Starting from its 
start city, an ant iteratively moves from city to city until the tour is completed. The 
probability that a city is selected is based on the intensity of the pheromone trail level 
leading to this city and the proximity of this city to the current city. When being at 
city i, an ant k chooses to go to a still unvisited city j with a probability given by 
 












 if Ω∈j      (7.1) 
where  
ijd   distance between cities i and j 
ijτ   intensity of pheromone trail between cities i and j 
ijij d/1=η   visibility of city j from city i (a priori available heuristic information) 
α   parameter to regulate the influence of pheromone trail, ijτ  
β   parameter to regulate the influence of heuristic information, ijη  
Ω   feasible neighbourhood of ant k, that is, the set of cities which ant k has 
not yet visited 
 
Parameters α and β have the following influence on the algorithm behaviour. If α = 0, 
the selection probabilities are proportional to βη ][ ij  and the closest cities will more 
likely be selected. In this case, AS corresponds to a classical stochastic greedy 
algorithm. If β = 0, only pheromone amplification is at work. This will lead to the 
rapid emergence of a stagnation situation and generating of tours which are 
suboptimal. (Search stagnation is the situation where all the ants follow the same path 
and construct the same solution.) The larger the value of α, the stronger the 
exploration of the search experience. Hence, varying α could be used to shift the 
search from exploration to exploitation and vice versa.  
 
The solution construction ends after each ant has independently completed a tour. 
Next, the pheromone trails are updated. By analogy to nature, part of the pheromone 
evaporates, and this is done by lowering the existing pheromone trails by a constant 
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factor, ρ. The parameter ρ is used to avoid unlimited accumulation of the pheromone 
trails and enables the algorithm to “forget” previous bad decisions. On edges which 
are not chosen by the ants, the associated pheromone strength will decrease 
exponentially with the number of iterations. If ρ is too close to one, most of the global 
information contained in the trail levels evaporate immediately and learning does not 
take place. If ρ is too close to zero, there is a danger of early convergence of the 
algorithm.  
 
Following that, each ant will deposit pheromone on the edges that belong to its tour. 
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where  
]1,0[∈ρ  pheromone trail evaporation rate  
m   number of ants  
k
ijτ∆    amount of pheromone ant k deposits on the edges (i, j) 
Q  quantity of pheromone laid by an ant per iteration 
kL   length of the kth ant’s tour  
 
By equation (7.2), the amount of pheromone deposited by each ant is a function of the 
tour quality. The shorter the ant’s tour is, the more pheromone is received by edges 
belonging to the tour. In general, edges which are used by many ants and which are 
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contained in shorter tours will receive more pheromone and therefore are also more 
likely to be chosen in future iterations of the algorithm.  
 
Although AS could not prove to be competitive with state-of-the-art algorithms 
specifically designed for the TSP when attacking large instances, it has stimulated 
further research on algorithmic variants to improve its performance. 
 
7.1.4 Ant System and its extensions 
 
A first improvement, called the elitist strategy (ASelite), was introduced by Dorigo 
(1996). The idea of the elitist strategy in the context of the ant system is to give extra 
emphasis to the best path found so far after every iteration. In practice, each time the 
pheromone trails are updated, those belonging to the edges of the best tour get an 
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where  
*
ijτ∆  increase of trail level on edge (i, j) caused by the elitist ants 
σ number of elitist ants 
L* length of the best tour found 
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The edges of best tour are therefore reinforced with a quantity of *ijτ∆  and this type of 
pheromone update is an example of daemon action mentioned earlier. 
 
A subsequent improvement was the rank-based version of Ant System (ASrank). ASrank 
(Bullnheimer et al., 1999c) is in a sense an extension of the elitist strategy. After each 
tour construction phase, it sorts the ants according to the lengths of the tours they 
generated and the contribution of an ant to the pheromone trail level update is 
weighted according to the rank µ of the ant. In addition, only the µth best ants and the 
overall-best ant are allowed to deposit pheromone. The µth best ant of the colony 
contributes to the pheromone update with a weight given by (σ - µ), while the overall-
best ant reinforces the pheromone trails with weight σ. The new updating of trail 




























   
where  
µ ranking index 
µτ ij∆  increase of trail level on edge (i, j) caused by the µth best ant 
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7.2 Proposed Method 
 
Since FBNDP and VRP are closely related, the proposed method will be highly 
influenced by the application of the ant system to VRP (Bullnheimer et al., 1999a, 
1999b and 1999c). 
 
Ant activity 
Firstly, each ant constructs a solution on its own. The procedure is as follows: an ant 
is assigned to a stop initially. Due to the multi-station nature of the problem, a 
decision has to be made to determine which station this stop has to link to. Here, a 













,  if Ω∈st st    (7.5) 
where  
st
id   distance between stop i and station st 
sti ,τ  intensity of pseudo-pheromone trail between stop i and station st (the 
term ‘pseudo’ is used because stop i is not directly linked to station st, 
it simply means that stop i is being assigned to station st) 
st
isti d/1, =η  visibility of station st from stop i (a priori available heuristic 
information) 
α   parameter to regulate the influence of pheromone trail, sti ,τ  
β   parameter to regulate the influence of heuristic information, sti ,η  
Ω  st  the set of stations which stop i can be assigned to 
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After a station has been chosen according to the probability above, a route will be 
constructed by successively choosing stops to be visited, until the feasibility of the 
route becomes invalid. When this happens, the current route will be ended and the 
next unvisited stop will be selected and the process continues until all stops are visited. 











  if Ω∈j     (7.6) 
 
However, in the VRP (and also FBNDP), not only is the relative location of two cities 
important, but also their relative location to the depot is essential. This is the so-called 
savings, proposed by Clarke and Wright (1964), which measures the favourability of 







ijij ddds −+==η        (7.7) 
 
However, Tillman and Cain (1972) discovered that this savings equation is only 
applicable to the case of a single station. With their concept of ‘modified distance’ for 
the case of multiple stations, the modified distance for each stop i from each station st 







i dddd −−=       (7.8) 
where mim dmin  is the distance between stop i and its nearest station m. 
 
The modified savings from linking stops i and j to a route assigned to station st 







ijij ddds −+== ~~~η        (7.9) 
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Trail update 
After all artificial ants have constructed a feasible solution, the pheromone trails are 
updated depending on the quality of their objective function value, the total cost TCk. 














      (7.10) 
The first term calculates how much the existing pheromone trails evaporates and is 
controlled by ρ, the trail evaporation rate. The second term shows that the 
pheromone trail is increased by µµ µστ TCQij /)( ⋅−=∆  if edge (i, j) is used by the 
µth best ant with total cost TCµ (zero otherwise), where µ is the rank of the ant 
according to solution quality.  For the third term, for all σ elitist ants, if the edges (i, j) 
travelled by them also belong to the best solution found so far (total cost TC*), the 
trail intensity is increased by an amount ** /TCQij ⋅=∆ στ  (zero otherwise).  
 
Candidate list 
As with the similar difficulty encountered by any heuristics when solving a problem 
with big-sized neighbourhood, the solution construction by an ant without any 
restriction is very time consuming and the probability that many ants visit the same 
state is very small. Hence, the candidate list strategy, adapted from TS, is also applied 
here. During the construction, when an ant tries to move from one stop to another, 
only its n_NB nearest neighbours are considered. If the list of its nearest stops have all 
already been visited, the current route is ended and a new route has to be constructed. 
 
  
Chapter 7: Applying Ant Colony Optimization to FBNDP 
101 
Number of ants and their initial placement 
Studies for VRP (Bullnheimer et al., 1999a) have shown that ACO yields very good 
results when the number of ants is set equal to the number of cities and each ant starts 
its tour from a city distinct from that of other ants. Thus, for the FBNDP, the number 
of ants is set equal to the number of stops and each ant is placed at each stop during 
initialization. The number of elitist ants σ is set experimentally.  
 
Number of iterations 
The number of iterations max_Iter is determined experimentally. In fact, the use of m 
ants that build max_Iter solutions each is equivalent to generating (m × max_Iter) 
initial solutions.  
 
ACO procedure 
Step 1: Initialize. 
Step 2: For max_Iter iterations: 
2.1 For each ant k = 1 to m, generate a new solution using equations 
(7.5) and (7.6) and improve the solution by solving TSP for each 
route using the 2-opt procedure.  
2.2 Calculate the total cost for all solutions and rank them accordingly. 
2.3 Update the pheromone trails using equation (7.10).  
2.4 If a new best solution has been found, perform TSP for each route 
using 2-opt. 
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7.3 Computational Results 
 
The parameters are chosen experimentally to ensure a compromise between the 
running time and the solution quality. This is done by varying the parameter values 
over an estimated range and doing trial runs for all the problems generated. The 
values of max_Iter and n_NB are related to the problem size (I is the number of stops 
and J is the number of stations) as follows: max_Iter = 1.5 × (I + J) and n_NB = 20% 
of I. Other parameters are set as: α = 1, β = 5, ρ = 0.15, σ = 6 and Q = 100.  
 
For each of the problems, a total of 20 runs are performed and the average total costs, 
the best total costs and the average computational times are recorded. The results are 
summarized in Table 7.1 and Table 7.2. 
 
Table 7.1: Summary of average and best total costs for ACO 
Problem Average (out of 20 runs) Best (out of 20 runs) 
Base 6716.5 6535.1 
1 4646.5 4478.3 
2 4867.4 4689.7 
3 4791.5 4643.7 
4 4840.4 4639.0 
5 4403.8 4234.4 
6 7041.6 6838.7 
7 7861.2 7566.4 
8 7007.7 6727.4 
9 6226.1 5912.5 
10 6185.5 5979.5 
11 17816.1 17326.8 
12 17292.7 16815.1 
13 14876.6 14461.5 
14 16933.6 16030.4 
15 14454.2 14225.0 
16 21675.5 21166.2 
17 21485.8 20680.1 
18 18417.8 18010.3 
19 21597.4 21048.3 
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Table 7.2: Summary of computational times in seconds for ACO 
























The computational results obtained for the base problem for ACO are an average total 
cost of 6716.5, average time of 8.95 seconds and best total cost of 6535.1. This result 
is comparable to SA and ACO is able to generate reasonably good solutions in short 
computational times. A comparative study of the ACO against other algorithms is 
given in Chapter 8. 
 
7.4 Concluding Remarks 
 
In this chapter, a very recently developed metaheuristic, ACO is used to solve the 
FBNDP. ACO is inspired by the behaviour of real ants which lay pheromone trails on 
the paths they have travelled to direct the search of the future ants. In our proposed 
method, each artificial ant constructs a feasible solution on its own using a 
probabilistic decision rule that makes use of pheromone trails and a priori information 
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about the problem. Two probability functions are defined to calculate the desirability 
of linking each stop to its neighbouring stops and to the stations in the network. After 
all the ants have constructed their feasible solutions, the pheromone trails are updated 
depending on the quality of their objective function value. A combined elitist and 
ranking strategy is used and ants deposit pheromone on the edges it has used if it is 
one of the elitist ants or if the edges travelled by them also belong to the best solution 
found so far. The number of elitist ants and the total number of iterations are set 
experimentally. The results show that ACO is comparable to SA and is able to 
generate reasonably good solutions in short computational times. 
 
Chapter 8: Analysis of Results 
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Chapter 8 Analysis of Results 
 
In this chapter, we analyze and compare the results of the metaheuristics that we have 
proposed in terms of their solution quality and computational efficiency. The results 
are also compared to those published in literature. We also check if the performances 
of these metaheuristics are problem-dependent. 
 
8.1 Comparison of Results of Competing Metaheuristics 
 
Let us first summarize the results we have obtained for the five methods we have 
attempted. The average total costs, the best total costs and the average computational 
times obtained for the base problem and the set of 20 randomly generated problems 
are shown in Table 8.1, Table 8.2 and Table 8.3 respectively. 











Base 6845.8 6549.7 6485.5 6519.4 6716.5 
1 4684.3 4528.1 4489.1 4521.4 4646.5 
2 4909.8 4675.0 4582.4 4639.9 4867.4 
3 4892.8 4694.8 4640.0 4700.7 4791.5 
4 4750.9 4444.3 4380.6 4467.0 4840.4 
5 4396.3 4158.2 4125.1 4118.3 4403.8 
6 7054.9 6855.7 6785.7 6910.3 7041.6 
7 7822.1 7669.4 7569.7 7621.6 7861.2 
8 7086.4 6842.3 6790.5 6792.5 7007.7 
9 6355.0 6066.3 5996.7 6045.6 6226.1 
10 6221.0 6033.2 5980.0 5922.7 6185.5 
11 17711.7 17639.1 17512.2 17625.2 17816.1 
12 17173.5 17040.1 16867.8 16848.0 17292.7 
13 14815.2 14763.4 14659.3 14727.7 14876.6 
14 16912.7 16765.7 16605.5 16621.7 16933.6 
15 14487.2 13646.3 13549.5 13719.0 14454.2 
16 21564.9 21630.6 21476.0 21402.8 21675.5 
17 20639.2 20368.4 20236.1 20806.8 21485.8 
18 18395.9 18017.8 17936.5 18307.2 18417.8 
19 21339.8 20857.8 20642.9 21087.1 21597.4 
20 17731.6 17145.6 17049.9 17183.5 18131.1 
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Base 6519.8 6351.4 6338.5 6412.5 6535.1 
1 4461.5 4440.0 4431.6 4447.2 4478.3 
2 4581.1 4533.3 4467.2 4546.3 4689.7 
3 4685.6 4536.1 4520.8 4576.4 4643.7 
4 4413.3 4326.9 4258.7 4380.5 4639.0 
5 4195.4 4102.4 4084.7 4111.2 4234.4 
6 6749.1 6713.6 6660.3 6785.8 6838.7 
7 7576.3 7549.6 7459.2 7599.2 7566.4 
8 6773.3 6727.0 6633.1 6706.6 6727.4 
9 6113.2 5937.5 5856.7 5992.5 5912.5 
10 5951.0 5881.8 5854.1 5903.9 5979.5 
11 17297.1 17242.8 17201.7 17502.9 17326.8 
12 16635.6 16781.9 16670.9 16767.9 16815.1 
13 14548.5 14405.9 14405.9 14611.0 14461.5 
14 16325.9 16205.0 16158.6 16547.5 16030.4 
15 13938.2 13356.0 13304.5 13683.9 14225.0 
16 21134.2 21206.6 21092.2 21315.9 21166.2 
17 20000.9 19917.9 19842.8 20634.4 20680.1 
18 17943.6 17817.7 17628.4 18178.2 18010.3 
19 20299.5 20445.6 20279.5 20963.8 21048.3 
20 17270.0 16764.0 16681.1 17065.2 17363.0 
 
 











Base 4.62 1.53 13.81 10.10 8.95 
1 5.07 0.74 4.13 5.48 5.00 
2 6.92 0.59 4.29 4.67 7.41 
3 5.80 0.70 3.97 5.78 5.96 
4 5.14 0.60 3.49 5.69 6.12 
5 4.28 0.64 4.04 4.84 4.67 
6 6.54 1.42 11.51 9.53 9.55 
7 7.66 1.29 10.28 8.66 10.87 
8 6.62 1.40 8.80 7.71 9.96 
9 6.24 1.26 12.09 10.28 8.48 
10 6.15 1.16 9.78 9.33 9.21 
11 89.95 19.06 147.48 127.47 113.63 
12 85.97 17.21 137.37 105.59 92.82 
13 87.12 12.55 84.87 76.83 103.81 
14 88.23 15.75 120.02 127.32 109.77 
15 78.91 11.72 93.00 87.39 97.26 
16 108.73 31.42 250.02 167.42 131.84 
17 109.55 25.61 196.52 148.88 120.92 
18 91.35 19.11 150.50 127.82 107.19 
19 111.89 24.69 223.34 163.25 139.77 
20 88.63 17.14 152.58 144.17 110.39 
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In Table 8.4, we have also computed the average percentage deviation based on the 
average total costs from the best-known solution achieved. In Table 8.5, we further 
categorize the results according to the characteristics of the problems tested so as to 
check for any dominant methods for the different types of problems. 
 
From these tables, we are able to summarize the comparison between these 
metaheuristics as follows: 
 
1. In terms of average total cost, TS with intensification obtains the best results with 
only an average percentage deviation of 2.0% from the best-known solution. Basic 
TS and GA are the next best metaheuristics obtaining 3.0% and 3.1% deviation 
respectively, and are only about 1% worse than TS with intensification. Both are 
closely comparable. SA and ACO obtain 6.1% and 6.3% deviation respectively, 
and are approximately 3% worse than GA and basic TS, and 4% worse than TS 
with intensification. In general, SA and ACO are still able to give satisfactory 
results.  
 
2. In terms of the best total cost, TS with intensification produces the best solutions 
in almost all the problems we have tested except for problems 12 and 14. For 
problem 12, SA gives the minimum total cost and for problem 14, ACO achieves 
the best result. For problem 13, basic TS obtains the best result and the 
intensification strategy does not further improve its solution quality. 
 
3. In terms of the problem types, the performance of TS with intensification seems to 
be independent of the various characteristics of the problems such as the problem 
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size, the station network, the location of the destination station and the 
geographical distribution of the bus stops. It is able to outperform other 
metaheuristics regardless of the nature of the problem. This result shows the 
robustness of the intensification strategy. When comparing between GA and basic 
TS, no dominating heuristic is apparent. However, GA seems to be less effective 
when dealing with larger problem sizes. Between SA and ACO, ACO seems to 
favour problems with smaller sizes, single line station network, destination station 
located peripherally, and with evenly distributed bus stop locations. This result is 
encouraging because it is among the first attempts to implement ACO for route 
design problems and it shows ACO’s competitiveness to the state-of-the-art 
heuristics like SA. 
 














Base 6338.5 8.0 3.3 2.3 2.9 6.0 
1 4431.6 5.7 2.2 1.3 2.0 4.9 
2 4467.2 9.9 4.7 2.6 3.9 9.0 
3 4520.8 8.2 3.9 2.6 4.0 6.0 
4 4258.7 11.6 4.4 2.9 4.9 13.7 
5 4084.7 7.6 1.8 1.0 1.8 7.8 
6 6660.3 5.9 2.9 1.9 3.8 5.7 
7 7459.2 4.9 2.8 1.5 2.2 5.4 
8 6633.1 6.8 3.2 2.4 2.4 5.6 
9 5856.7 8.5 3.6 2.4 3.2 6.3 
10 5854.1 6.3 3.1 2.2 3.2 5.7 
11 17201.7 3.0 2.5 1.8 2.5 3.6 
12 16635.6 3.2 2.4 1.4 2.3 4.0 
13 14405.9 2.8 2.5 1.8 2.2 3.3 
14 16030.4 5.5 4.6 3.6 3.7 5.6 
15 13304.5 8.9 2.6 1.8 3.1 8.6 
16 21092.2 2.2 2.6 1.8 2.5 2.8 
17 19842.8 4.0 2.6 2.0 4.9 8.3 
18 17628.4 4.4 2.2 1.7 3.9 4.5 
19 20279.5 5.2 2.9 1.8 4.0 6.5 
20 16681.1 6.3 2.8 2.2 3.0 8.7 
Average % deviation 6.1 3.0 2.0 3.1 6.3 
Percentage deviation = (Average total cost – best known result) / best known result * 100% 
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Table 8.5: Comparison of average percentage deviation based on problem 
characteristics 







Problem size      
 Small1 7.7 3.3 2.1 3.1 7.0 
 Large2 4.6 2.8 2.0 3.2 5.3 
Station network      
 Line3  7.1 2.9 1.8 2.8 6.6 
 Junction 5.9 3.1 2.2 3.3 6.2 
 Crossing 4.5 3.0 2.2 3.4 5.0 
Destination station           
 Central 6.6 3.4 2.4 3.7 7.0 
 Peripheral3 5.8 2.8 1.8 2.8 5.6 
Bus stop distribution      
 Clustered 6.4 3.3 2.1 3.5 6.9 
 Evenly distributed3  5.8 2.8 1.9 2.8 5.4 
1 Base problem and Problems 1 to 10 
2 Problems 11 to 20 
3 Classification of base problem 
 
8.2 Comparison with Best-known Results 
 
In this section, we compare the best solutions found for the base problem from our 
metaheuristics as well as those published from the literature.  
 
The best solution obtained in this study is produced by TS with intensification, shown 
in Table 8.6 and Figure 8.1. A total cost of $6338.5/hr is achieved and 19 feeder bus 
routes are formed, with service frequencies ranging from 17 to 29 trips per hour 
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1 33 28 27 58   600 0.61 25.63 
2 8 14 15 26 57  800 1.24 20.75 
3 13 59     200 0.29 21.37 
4 18 59     200 0.29 21.57 
5 52 45 41 32 58  800 1.24 20.73 
6 29 34 56    400 0.43 24.85 
7 4 6 12 59   600 0.84 21.79 
8 39 38 56    400 0.46 24.14 
9 3 5 7 11 17 58 1000 1.35 22.25 
10 16 19 23 30 56  800 1.27 20.53 
11 44 49 51 46 42 56 1000 1.38 21.99 
12 2 1 9 10 57  800 1.80 17.21 
13 55 50 48 56   600 0.84 21.84 
14 40 43 36 31 57  800 0.97 23.42 
15 20 24 25 57   600 0.59 25.98 
16 54 53 47 56   600 0.81 22.21 
17 21 22 58    400 0.34 28.14 
18 37 56     200 0.30 21.05 
19 35 57     200 0.18 26.93 
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A comparison between the metaheuristics that we have attempted and the best-known 
results in literature for the base problem are shown in Table 8.7 below. As we can see, 
TS with intensification produces a new best solution.  
 
Table 8.7: Comparison between our metaheuristics and the best-known results 
Heuristic Approach Total cost 
Literature  
 Savings heuristic1 6846 
 Tabu search2 6368 
Our metaheuristics  
 SA 6519 
 Basic TS 6351 
 TS with Intensification 6338 
 GA 6412 
 ACO 6535 
1 From Kuah and Perl (1989) 
2 From Martins and Pato (1998) 
 
8.3 Comparison of Computational Times 
 
Table 8.8 below compares the average computational times recorded for the various 
metaheuristics again based on the characteristics of problems tested. 
 
Table 8.8: Comparison of computational times based on problem characteristics 







Problem size      
 Small1 5.9 1.0 7.8 7.5 7.8 
 Large2 94.0 19.4 155.6 127.6 112.7 
Station network      
 Line3  26.9 6.5 50.5 38.5 33.7 
 Junction 49.8 9.6 72.7 63.9 58.8 
 Crossing 91.9 17.3 147.2 130.5 114.3 
Destination station      
 Central 46.0 8.0 63.8 58.3 55.9 
 Peripheral3 49.0 10.9 87.0 68.6 59.0 
Bus stop distribution      
 Clustered 38.3 6.6 52.2 47.7 46.7 
 Evenly distributed3  56.5 12.7 101.8 80.1 67.9 
1 Base problem and Problems 1 to 10 
2 Problems 11 to 20 
3 Classification of base problem 
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As shown in the table, basic TS is the fastest algorithm as it is simple and it uses a 
candidate list strategy to restrict the neighbourhood to a reasonable size. With the 
intensification strategy, the computational time escalates. This result is expected 
because every current solution that achieves a new best solution is further intensified 
by searching its entire neighbourhood and this is time-consuming. However, we know 
that this strategy helps to improve the solution quality greatly and that the time taken 
is only a few minutes longer and hence acceptable. SA takes a longer time than basic 
TS. This is probably due to the reset of the counter whenever a new best solution is 
found or the percentage of accepted moves exceeds a minimum value. GA and ACO 
require similar amount of time. GA requires more time to perform the crossover 
operations because validity checks have to be done repeatedly to ensure that the 
maximum route length is not exceeded. ACO spends more time on updating the 
pheromone trails by checking for elitist ants and desirable edges. Lastly, no 
significant conclusion can be drawn based on the effect of the nature of the problem 
on the computational times. All the algorithms are coded in Visual C++ and were run 
on a Pentium 900 Mhz PC under Windows XP.  
 
8.4 Concluding Remarks 
 
In this chapter, a comparative study of the metaheuristics based on the base problem 
and the set of 20 randomly generated problems has been performed. The results 
obtained from our metaheuristics have also been compared with the best-known 
results in literature. In general, TS with intensification is the most effective 
metaheuristic, as it is generating better quality solutions and also obtaining the best 
solutions for most problems. However, its computational time is the longest. GA is 
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closely comparable to basic TS, and they are slightly worse than TS with 
intensification. SA is fast and offers reasonably good solutions. ACO is able to give 
satisfactory results. In terms of relative computational times, basic TS is the fastest 
algorithm. GA and ACO require similar amount of time.  
 
TS with intensification also produces a new best solution as compared to the literature.  
In terms of the problem types, the performance of TS with intensification is found to 
be independent of the various characteristics of the problem, showing the robustness 
of the intensification strategy. ACO is able to surpass some of the state-of-the-art 
heuristics like SA for certain types of problems. Lastly, no significant conclusion can 
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Chapter 9 Summary and Conclusion 
 
In this thesis, we have presented our methodology for solving the FBNDP. The 
FBNDP focuses on the design of a set of feeder bus routes and the determination of 
the operating frequency on each route, such that the objective function of the sum of 
operator and user costs is minimized. According to the literature review, the FBNDP 
belongs to the class of NP-hard, combinatorial problems that suffer from several 
forms of mathematical complexity and needs to be solved heuristically. Moreover, the 
literature survey also reveals that there has not been substantial work for both the 
analytic and network approaches to the feeder bus network design problem. Thus, the 
main challenge of our research is to develop better and more efficient algorithms that 
are able to give a good and efficient solution for the FBNDP in reasonable 
computation time.  
 
The procedure starts with a construction algorithm that builds an initial feasible 
solution from scratch on a stochastic basis. The concept of delimiter is applied when 
generating the initial solution to prevent too many bad selections such that they are 
unlikely to form a good solution. This initial solution is then further improved by 
metaheuristics, which are the most recent development for solving hard combinatorial 
optimization problems by incorporating concepts derived from artificial intelligence, 
biological evolution, mathematical and physical sciences to improve their 
performance. In this research, four metaheuristics: SA, TS, GA and ACO are 
developed and applied to optimize the FBNDP. All these four metaheuristics are 
unique in their own ways when searching for the optimal solution. SA is able to avoid 
getting trapped at a local minimum by probabilistically accepting a neighbourhood 
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solution that is worse than the current one. TS makes use of short and long term 
memory structures to store certain attributes of recently visited solutions in tabu lists 
and forbids these attributes for some time to prevent the repetition of moves. The 
application of SA and TS requires a definition for an appropriate neighbourhood 
structure that defines the set of solutions that can be reached in one single step from a 
current solution. We have proposed three new types of neighbourhood moves: (1) The 
exchange move in which the positions of two stops from two different routes are 
exchanged. (2) The reduction-displacement move in which a stop is displaced from 
one route to another existing route. (3) The addition-displacement move in which a 
stop is removed from one route, allowing it to form a new route by linking it to its 
nearest station. For TS, two versions are developed: the basic TS which only uses 
short-term memory and TS with intensification that employs an intensification 
strategy to exploit the elite solutions discovered in the search process.  
 
In GA, new and better generations of solutions are evolved by going through the 
selection, crossover and mutation processes. A unique chromosome representation of 
a solution is proposed such that a chromosome can only be decoded to one solution. A 
new crossover operator is designed which is able to preserve most of the edges in the 
parent solutions and inherit the best qualities from the parents, while ensuring the 
validity of the new offsprings produced. ACO is inspired by the behaviour of real ants 
which lay pheromone trails on the paths they have travelled to direct the search of the 
future ants. In our proposed method, each artificial ant constructs a feasible solution 
on its own using a probabilistic decision rule that makes use of pheromone trails and a 
priori information about the problem. Due to the multi-station nature of the problem, 
two probability functions are defined to calculate the desirability of linking each stop 
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to its neighbouring stops and to the stations in the network. A combined elitist and 
ranking strategy is used and ants deposit pheromone on the edges it has used if it is 
one of the elitist ants or if the edges travelled by them also belong to the best solution 
found so far. 
 
Computational results are compared to those published in literature for the base 
problem. A comparative study is also carried out on 20 test problems generated at 
random to further compare the performance of the metaheuristics in terms of better 
computational efficiency and better solution quality. These test problems vary in 
several characteristics such as the problem size and the problem structure. In general, 
TS with intensification is the most effective metaheuristic, as it is generating better 
quality solutions and also obtaining the best solutions for most problems. TS with 
intensification also produces a new best solution as compared to the literature. 
However, its computational time is the longest. GA is closely comparable to TS, and 
they are slightly worse than TS with intensification. SA is fast and offers reasonably 
good solutions. ACO is able to give satisfactory results. In terms of relative 
computational times, basic TS is the fastest algorithm. GA and ACO require similar 
amount of time. In terms of the problem types, the performance of TS with 
intensification is found to be independent of the various characteristics of the test 
problems. It is able to outperform other metaheuristics regardless of the nature of the 
problem, and this shows the robustness of the intensification strategy. ACO is able to 
surpass some of the results by SA for certain types of problems. This result is 
encouraging because it is among the first attempts to implement ACO for route design 
problems and it shows ACO’s competitiveness to the state-of-the-art heuristics like 
SA. 
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In conclusion, this research has two major contributions to the area of feeder bus route 
design problem. It is among the first to solve the complex FBNDP using ant colony 
optimization. In addition, up to the present date, it is also the first to present a 
comparison of four types of metaheuristics for the FBNDP. 
 
Several directions for future research for solving the FBNDP are possible. Firstly, the 
design of better metaheuristics can be explored. Our implementation of tabu search 
still lacks some of the important features of TS such as the use of long-term memory 
and diversification strategy. For ACO, the encouraging results indicate that there is 
much potential for further development and improvement. ACO has major advantages 
over SA, TS and GA. SA and TS rely heavily on the concept of neighbourhood, but 
defining these neighbourhoods is a very difficult task. ACO does not depend on 
neighbourhoods because new solutions are generated in every iteration and it does not 
move from one solution to another. When compared to GA, the difficulty in finding 
appropriate crossover operators is unnecessary. Thus, future work on ACO approach 
may further improve its quality for FBNDP, even though the current version cannot 
compete with TS yet. Secondly, it is also possible to consider modifying the objective 
function and the constraints of the problem, such as to maximize the profit of the bus 
operator without sacrificing the service quality. Other extensions include the 
consideration of the elastic nature of passenger demands and also running 
computational experiments for larger problem sizes. The use of the 2-opt procedure to 
optimize each route formed can be improved to the 3-opt procedure. Lastly, the 
metaheuristics can be applied to other models of the network design problem since 
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