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BOUNDARY HARNACK INEQUALITY FOR α-HARMONIC FUNCTIONS ON
THE SIERPI ´NSKI TRIANGLE
KAMIL KALETA AND MATEUSZ KWA´SNICKI
ABSTRACT. We prove a uniform boundary Harnack inequality for nonnegative functions
harmonic with respect to α-stable process on the Sierpin´ski triangle, where α ∈ (0, 1).
Our result requires no regularity assumptions on the domain of harmonicity.
1. INTRODUCTION AND MAIN THEOREM
The analysis and probability theory on fractals underwent rapid development in last
twenty years, see [1, 11, 27, 28] and the references therein. Diffusion processes were
constructed for the Sierpin´ski triangle [4, 15, 21] and more generally for some simple
nested fractals [17] and Sierpin´ski carpets [2, 18, 20, 22]. In [25] Sto´s introduced a class of
subordinate processes on d-sets, called α-stable processes on d-sets by analogy to the clas-
sical setting (see also [19]). Their nice scaling properties are similar to those of diffusion
processes on d-sets, but their paths are no longer continuous. For the formal definition,
see the Preliminaries section; here we only remark that in order to make the notion of
α-stability consistent with the scaling properties mentioned above, we depart from the no-
tation of [25]. Namely, the α-stable process below refers to the ( 2αdw )-stable process in the
sense of [25]. In particular, subordination yields α ∈ (0, dw) rather than α ∈ (0, 2) as
in [25].
The theory of α-stable processes on d-sets was further developed in [9, 10, 19]. In
particular, it is known that the Harnack inequality holds true for nonnegative functions
harmonic with respect to the α-stable process (α-harmonic functions) on a d-set F when-
ever there is a diffusion process on F and α ∈ (0, 1) ∪ (d, dw) [9, Theorem 7.1]. Also,
it is proved in [9, Theorem 8.6] that for the Sierpin´ski triangle a version of the boundary
Harnack inequality holds for α ∈ (0, 1) ∪ (d, dw) if domain of harmonicity is a union
of fundamental cells. The main result of this article extends this result for α ∈ (0, 1) to
arbitrary open sets.
Theorem 1. Let 0 < α < 1. Let B be the union of two adjacent cells of the infinite
Sierpin´ski triangle F with common vertex x0, and let B′ be the union of the two twice
smaller adjacent cells with common vertex x0 (see Fig. ??).
There is a constant c = c(α) with the following property. Suppose thatD is an arbitrary
open set in F . If f and g are nonnegative functions regularα-harmonic inD and vanishing
on Dc ∩B, then
f(x)
g(x)
≤ c
f(y)
g(y)
, x, y ∈ D ∩B′ .(1.1)
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Our aim is to study the estimates and structure of α-harmonic functions on d-sets. The
present article is the case study of the Sierpin´ski triangle. It seems that the generalization of
Theorem 1 to the case of more general simple nested fractals requires only minor changes
in the proof, with the exception of the algebraic Lemma 1. Sierpin´ski carpets are another
interesting fractals, studied e.g. in [3, 16, 26]. However, proving an analogue of Theorem 1
in this case is much more difficult due to little knowledge about analysis on these sets.
Our argument follows the ideas of [8], where isotropic α-stable Le´vy processes in Rd
were considered. To adapt the argument for the fractal sets, two issues need to be resolved.
First, a sufficiently smooth cutoff function is needed. In the case of Sierpin´ski triangle and
some more general simple nested finite fractals, it can be constructed using splines [29].
Second, the satisfactory estimate on the distribution of the process after it first exits from
a ball is crucial for the proof of Lemma 4. Such estimate is proved in [9, Lemmas 6.5
and 7.5] for general d-sets for α ∈ (0, 1) (this in fact is the only reason for the restriction
on α in Theorem 1). The problem whether similar result hold also for α ∈ [1, dw) remains
open.
The paper is organized as follows. In Preliminaries we recall the notions of Sierpin´ski
triangle, fractional diffusion and α-stable process, and construct cutoff functions on the
Sierpin´ski triangle. Section 3 contains the proof of Theorem 1 and auxiliary lemmas.
2. PRELIMINARIES
In this section we recall the construction of the unbounded Sierpin´ski triangle and the
α-stable process from [9], and collect some notation and facts.
1. Sierpin´ski triangle. Let F0 be the unit equilateral triangle, i.e. the closed triangle with
vertices p1, p2, p3, where p1 = (0, 0), p2 = (1, 0), p3 = (12 ,
√
3
2 ). Let Tj denote the
homothety with factor 12 and center pj , j = 1, 2, 3, and define a decreasing sequence of
compact sets recursively by Fn+1 = T1Fn ∪ T2Fn ∪ T3Fn. Let
F+ =
∞⋂
n=0
Fn .
The set F+ is the finite Sierpin´ski triangle. Its mirror image about the vertical axis will be
denoted by F−. The infinite Sierpin´ski triangle is defined by
F =
∞⋃
n=0
2n(F+ ∪ F−) .
For each n ∈ Z, the infinite triangle F is the union of the collection Sn of uniquely
determined isometric copies of 2−nF+, called cells of order n, or n-cells. The intersection
of two distinct n-cells is either empty or contains a single point, called vertex of order n, or
n-vertex. In the latter case we say that the two n-cells are adjacent. The set of n-vertices
of F is denoted by Vn. Two distinct n-vertices u, v are adjacent, u ∼n v, if there is an
n-cell containing both of them.
The infinite triangle F is equipped with standard euclidean distance ̺(x, y) = |x − y|;
by B(x, r) we denote an open ball in F . We remark that the intrinsic shortest-path metric
̺′ is Lipschitz isomorphic to ̺. Clearly, F is arc-connected. Each n-cell contains three
n-vertices, which constitute its topological boundary in F .
The Sierpin´ski triangle F is a self-similar set of Hausdorff dimension d = log 3log 2 . If
D ⊆ F and diamD < 12 , then D is contained in some 0-cell or in two adjacent 1-cells.
In either case there exist an open set D˜ ⊆ F+ ∪ F− isometric to D. Furthermore, F is
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invariant under homotheties with center at the origin and scale factor 2n, n ∈ Z. These
symmetries imply nice scaling properties of various functions and measures on F .
Let µ denote the d-dimensional Hausdorff measure on F so normalized that µ(F+) = 1.
Any two isometric subsets of F have equal measure, and µ(2nE) = 3nµ(E) for any Borel
E ⊆ F . For a function f integrable on E,∫
E
f(x)µ(dx) = 3−n
∫
2nE
f(2−nx)µ(dx) .
2. Calculus. In the past two decades calculus was developed for the finite Sierpin´ski
triangle, see e.g. [1, 14, 17]. The extension to the infinite triangle is straightforward and
we shall omit the details of this extension. Below we briefly introduce the concepts of the
Laplace operator and the normal derivative.
Let f be a continuous function on a cell S ∈ Sn. We define
ES(f, f) = lim
k→∞
(
5
3
)k ∑
u∼kw
(
f(u)− f(w)
)2
,
where the sum is taken over all pairs of neighbors {u,w} ⊆ Vk ∩ S. We remark that the
above limit is nondecreasing. Furthermore, for a continuous f on F , we let
E(f, f) = lim
k→∞
(
5
3
)k ∑
u∼kw
(
f(u)− f(w)
)2
with the summation over all neighbor pairs {u,w} ⊆ Vk. The domains of ES and E , de-
notedD(Es) and D(E) respectively, consist of all functions f for which the corresponding
limits exist. Clearly E(f, f) =
∑
S∈Sn ES(f, f). Furthermore, ES and E are regular local
Dirichlet forms on S and F , respectively [14]. The Laplacian on F is the self-adjoint (un-
bounded) operator on L2(F ) associated to E ; hence ∆f is the function in L2(F ) satisfying
〈∆f, g〉 = −E(f, g)
for all g ∈ D(E). The set of those f for which ∆f exists is the domain of ∆, denoted
D(∆). The Laplacian on a cell S ∈ Sn is the operator ∆S on L2(S) satisfying
〈∆Sf, g〉 = −ES(f, g)
for all g ∈ D(ES) vanishing on the boundary of S, with the domain D(∆S) being the set
of f ∈ D(ES) for which such function exists. We emphasize that ∆S is not a self-adjoint
operator, andD(∆S) is larger than the domains of Dirichlet or Neumann Laplacians on S,
see [28].
Let v ∈ Vn be a vertex of an n-cell S. For each k ≥ n there is a unique k-cell Sk ⊆ S
such that v ∈ Sk. Let uk, wk denote the other k-vertices of Sk. The (outer) normal
derivative for S and a function f : S → R is defined by
∂Sf(v) = lim
k→∞
(
5
3
)k (
2f(v)− f(uk)− f(wk)
)
,
provided the limit exists. Clearly, at each n-vertex v there exist two normal derivatives
∂S1f(v) and ∂S2f(v), for the two adjacent n-cells S1 and S2 with common vertex v. For f
in the domain of ∆ (or ∆S with any S ⊇ S1∪S2) both ∂S1f(v) and ∂S2f(v) exist [17, 28]
and ∂S1f(v) + ∂S2f(v) = 0 [29]. Furthermore, for f ∈ D(∆S) and g ∈ D(ES) we have
by [17]
ES(f, g) = −〈∆Sf, g〉+
∑
v∈∂S
∂Sf(v) g(v) .
For a more detailed introduction to the topic, the reader is referred to e.g. [1, 14, 17, 28, 30].
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3. Diffusion and stable processes. There exists a fractional diffusion on F [1, 4]. That is,
there is a Feller diffusion (Zt) with state space F , such that its transition density function
qt(x, y) (with respect to the Hausdorff measure µ) is jointly continuous in (x, y) ∈ F ×F
for every t > 0 and satisfies
c′1
t
d
dw
exp
(
−c′2
̺(x, y)
dw
dw−1
t
1
dw−1
)
≤ qt(x, y) ≤
c1
t
d
dw
exp
(
−c2
̺(x, y)
dw
dw−1
t
1
dw−1
)
(2.1)
for some positive c1, c′1, c2, c′2 and all t > 0, x, y ∈ F . The constant dw =
log 5
log 2 ≈ 2.322
is the walk dimension of F . This diffusion corresponds to the Dirichlet form E . We remark
that the process corresponding to the Dirichlet form ES can be viewed as (Zt) reflected at
the boundary of S.
By Qt we denote the transition operators of (Zt), Qtf(x) =
∫
qt(x, y)f(y)µ(dy),
acting on either L2(F ) or C0(F ). The infinitesimal generator of Qt acting on L2(F ) is
precisely the Laplacian∆ defined in the previous paragraph. It agrees with the infinitesimal
generator on C0(F ) on the intersection of domains. The probability measure of the process
Zt starting at x ∈ F is denoted by Px, and the corresponding expected value by Ex.
We fix α ∈ (0, dw). Let (Yt) be the strictly ( αdw )-stable subordinator, i.e. the non-
negative Le´vy process on R with Laplace exponent uα/dw [5, 6, 23]. We assume that
(Yt) and (Zt) are stochastically independent. The subordinate process (Xt), defined by
Xt = Z(Yt), will be called the α-stable process on F [25]. In [25], (Xt) is called ( 2αdw )-
stable; the change in notation is motivated by the scaling properties indicated below.
If ηt(u) denotes the transition density of (Yt), then
pt(x, y) =
∫ ∞
0
qu(x, y) ηt(u) du
defines the transition density of (Xt). The corresponding transition operators Ptf(x) =∫
pt(x, y)f(y)µ(dy) form a semigroup on C0(F ) and on L2(F ), and the L2(F ) infinites-
imal generator of this semigroup is
−(−∆)
α
dw f(x) = lim
tց0
Ptf(x)− f(x)
t
;
the fractional power here is understood in the sense of spectral theory of unbounded oper-
ators on L2(F ). We remark that both qt(x, y) and pt(x, y) have nice scaling properties,
qt(x, y) = 3
nq(2dwnt, 2nx, 2ny) , pt(x, y) = 3
np(2αnt, 2nx, 2ny) .
Furthermore, the Px law of (Xt) is equal to the P2
nx law of (2−nX2αnt), and a similar
relation holds for Zt with α substituted by dw. If fn(x) = f(2−nx), then for suitable f
we also have ∆f(x) = 2dwn∆fn(2nx) and (−∆)α/dwf(x) = 2αn(−∆)α/dwfn(2nx).
There is c3 > 0 such that [12, Theorem 37.1]
lim
u→∞
u1+
α
dw η1(u) =
α
2Γ(1− αdw )
, η1(u) ≤ c3 min(1, u
−1− α
dw ) , u > 0 .
Denote Aα = α/(2Γ(1− αdw )). By the scaling property,
ηt(u) = t
− dw
α η1(t
− dw
α u) , t, u > 0 ,
we have
lim
tց0
ηt(u)
t
= Aαu
−1− α
dw ,
ηt(u)
t
≤ c3 min(t
− dw
α , tu−1−
α
dw ) , u > 0 .(2.2)
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This formula will be used in Lemma 2. We remark that (2.2) and (2.1) yield estimates of
pt(x, y), see [9].
For a (relatively) open D ⊆ F , the first exit time of D,
τD = inf {t ≥ 0 : Xt /∈ D} ,
is the stopping time. If D is bounded then τD <∞ a.s., and the Green operator,
GDf(x) = E
x
∫ τD
0
f(Xt) dt ,
has a nonnegative symmetric kernel GD(x, y) jointly continuous in (x, y) ∈ D ×D, and
integrable in y ∈ D for all x ∈ D [9, Section 5]. In particular, GD is a bounded operator
on C(D) and on L∞(D), and GDf(x) ≤ ‖f‖∞ ExτD .
If B is an open set such that B is compact and B ⊆ D, we write B ⋐ D.
Definition 1. A function f : F → [0,∞) is α-harmonic in open D ⊆ F if
f(x) = Exf(X(τB)) for every open B ⋐ D and x ∈ B.(2.3)
If (2.3) holds for all B ⊆ D (in particular for B = D) then f is regular α-harmonic in D.
By the strong Markov property, if f(x) = Exg(X(τD)) for some nonnegative g, then
f is regular α-harmonic in D.
If f is (regular) α-harmonic in D, then fn(x) = f(2−nx) is (regular) α-harmonic in
2nD. Furthermore,
E
xτD = 2
−αn
E
2nx(τ2nD) .
We will use these and similar scaling properties without explicit reference.
4. Splines. To construct a sufficiently smooth cutoff function ϕ we will use the concept of
splines on the Sierpin´ski triangle [29]. First we prove some simple properties of a certain
function on a cell of F .
Fix S ∈ Sn and let v1, v2, v3 be its vertices. Let ϕ0 denote the function f (1)01 of [29],
the element of the better basis, rescaled to S. This is a biharmonic function on S (i.e.
(∆S)
2ϕ0 = 0) satisfying ϕ0(v1) = 1, ϕ0(v2) = ϕ0(v3) = 0 and ∂Sϕ0(vj) = 0 for
j = 1, 2, 3.
Proposition 1. Suppose that u1, u2, u3 are vertices of a k-cell S′ ⊆ S. Let w1 = u1, and
let w2, w3 be the midpoints of line segments u1u2 and u1u3, respectively. The three points
w1, w2, w3 are vertices of a (n+ 1)-cell S′′ ⊆ S′. We have

ϕ0(w1)
ϕ0(w2)
ϕ0(w3)(
3
5
)k+1
∂S′′ϕ0(w1)(
3
5
)k+1
∂S′′ϕ0(w2)(
3
5
)k+1
∂S′′ϕ0(w3)


=
1
75


75 0 0 0 0 0
36 36 3 −7 −7 −1
36 3 36 −7 −1 −7
0 0 0 45 0 0
−90 90 0 15 −15 0
−90 0 90 15 0 −15




ϕ0(u1)
ϕ0(u2)
ϕ0(u3)(
3
5
)k
∂S′ϕ0(u1)(
3
5
)k
∂S′ϕ0(u2)(
3
5
)k
∂S′ϕ0(u3)


.
6 KAMIL KALETA AND MATEUSZ KWA´SNICKI
Proof. Formula (5.8) of [29] states that

ϕ0(w1)
ϕ0(w2)
ϕ0(w3)(
1
5
)k+1
∆ϕ0(w1)(
1
5
)k+1
∆ϕ0(w2)(
1
5
)k+1
∆ϕ0(w3)


=
1
25


25 0 0 0 0 0
10 10 5 −3/5 −3/5 −7/9
10 5 10 −3/5 −7/9 −3/5
0 0 0 5 0 0
0 0 0 2 2 1
0 0 0 2 1 2




ϕ0(u1)
ϕ0(u2)
ϕ0(u3)(
1
5
)k
∆ϕ0(u1)(
1
5
)k
∆ϕ0(u2)(
1
5
)k
∆ϕ0(u3)


.
For brevity, we write this formula as dk+1 = Adk. Furthermore, by (3.5) and (5.9) of [29],
scaling and the construction of ϕ0,

ϕ0(u1)
ϕ0(u2)
ϕ0(u3)(
1
5
)k
∆ϕ0(u1)(
1
5
)k
∆ϕ0(u2)(
1
5
)k
∆ϕ0(u3)


=


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
−30 15 15 11 −4 −4
15 −30 15 −4 11 −4
15 15 −30 −4 −4 11




ϕ0(u1)
ϕ0(u2)
ϕ0(u3)(
3
5
)k
∂S′ϕ0(u1)(
3
5
)k
∂S′ϕ0(u2)(
3
5
)k
∂S′ϕ0(u3)


.
Again, this can be written in short as dk = B ck. A similar formula holds for w1, w2, w3
and S′′, in symbols: dk+1 = B ck+1. It follows that ck+1 = B−1AB ck and the proposi-
tion follows. 
Lemma 1. The function ϕ0 satisfies 0 ≤ ϕ0(x) ≤ 1 for all x ∈ S.
Proof. Let S′ ⊆ S be a k-cell with vertices u1, u2, u3. We consider the following condi-
tion:
ϕ0(uj) ≥ 0 and
(
3
5
)k
|∂S′ϕ0(uj)| ≤ 3ϕ0(uj) , j ∈ {1, 2, 3} .(2.4)
Note that (2.4) holds when S′ = S. We claim that if (2.4) is satisfied for a k-cell S′ ⊆ S,
then it holds for each of the three (k + 1)-cells S′′ ⊆ S′.
Indeed, assume (2.4), and let S′′, w1, w2, w3 be defined as above. By Proposition 1,
ϕ0(w2) =
(
12
25 ϕ0(u1)−
7
75
(
3
5
)k
∂S′ϕ0(u1)
)
+
(
12
25 ϕ0(u2)−
7
75
(
3
5
)k
∂S′ϕ0(u2)
)
+
(
1
25 ϕ0(u3)−
1
75
(
3
5
)k
∂S′ϕ0(u3)
)
≥ 0 ,
and
3ϕ0(w2)−
(
3
5
)k+1
∂S′′ϕ0(w2) =
(
66
25 ϕ0(u1)−
12
25
(
3
5
)k
∂S′ϕ0(u1)
)
+
(
6
25 ϕ0(u2)−
2
25
(
3
5
)k
∂S′ϕ0(u2)
)
+
(
3
25 ϕ0(u3)−
1
25
(
3
5
)k
∂S′ϕ0(u3)
)
≥ 0 .
A similar calculation shows that 3ϕ0(w2)+
(
3
5
)k+1
∂S′′ϕ0(w2) ≥ 0. By symmetry, similar
formulas hold also for w3. This proves our claim.
By induction,ϕ0 is nonnegative on every vertex in S. By continuity,ϕ0 ≥ 0 everywhere
on S. Finally, the function (1−ϕ0) is the sum of two copies of ϕ0 with v1, v2, v3 arranged
in a different order, and this yields the inequality ϕ0 ≤ 1. 
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Suppose that a finite set of cells S ⊆ Sn is given. Let V ⊆ Vn be the set of vertices of
cells from S. Define the cutoff function ϕ in the following way. On each n-cell S ∈ Sn
with vertices v1, v2, v3 we let:
ϕ = 1 if v1, v2, v3 ∈ V ;
ϕ = 0 if v1, v2, v3 /∈ V ;
ϕ = ϕ0 if v1 ∈ V, v2, v3 /∈ V ;
ϕ = 1− ϕ0 if v1 /∈ V, v2, v3 ∈ V .
Here v1, v2, v3 are arranged in a suitable order, so that one of the above conditions is
satisfied. Observe ϕ = 1 on each n-cell in S and ϕ = 0 on each n-cell disjoint with
all cells from S. Furthermore, the definition of ϕ is consistent in the following sense.
When v ∈ Vn is a common vertex of two n-cells S1, S2, then ϕ is continuous at v (that
is, the definitions of ϕ on S1 and S2 agree at v), and ∂S1ϕ(v) + ∂S2ϕ(v) = 0 because
both normal derivatives vanish. Hence, by Theorem 4.4 of [29] (extended to the infinite
triangle),ϕ belongs to domain of ∆, and ∆ϕ is essentially bounded on F . This smoothness
property of ϕ is used in the following result.
Lemma 2. The function ϕ defined above belongs to the C0(F )-domain of −(−∆)α/dw .
Proof. By the Fubini Theorem,
Ptϕ(x) − ϕ(x)
t
=
1
t
(∫ (∫ ∞
0
ηt(u) qu(x, y) du
)
ϕ(y)µ(dy)− ϕ(x)
)
=
1
t
∫ ∞
0
ηt(u)
(∫
ϕ(y)qu(x, y)µ(dy)− ϕ(x)
)
du
=
∫ ∞
0
ηt(u)
t
(Quϕ(x) − ϕ(x)) du .
We will show that
Ptϕ(x) − ϕ(x)
t
→ Aα
∫ ∞
0
u−1−
α
dw (Quϕ(x) − ϕ(x)) du(2.5)
in the supremum norm. We have
|Quϕ(x) − ϕ(x)| =
∣∣∣∣
∫ u
0
d
ds
Qsϕ(x)ds
∣∣∣∣ =
∣∣∣∣
∫ u
0
Qs∆ϕ(x)ds
∣∣∣∣ ≤ u ‖∆ϕ(x)‖∞ .
Furthermore, |Quϕ(x) − ϕ(x)| ≤ 2 ‖ϕ(x)‖∞. It follows that∣∣∣∣Ptϕ(x) − ϕ(x)t −Aα
∫ ∞
0
u−1−
α
dw (Quϕ(x) − ϕ(x))du
∣∣∣∣
≤
∫ ∞
0
∣∣∣∣ηt(u)t −Aαu−1− αdw
∣∣∣∣ |Quϕ(x) − ϕ(x)| du
≤
∫ ∞
0
∣∣∣∣ηt(u)t −Aαu−1− αdw
∣∣∣∣min (u ‖∆ϕ(x)‖∞ , 2 ‖ϕ(x)‖∞) du .
By (2.2) and dominated convergence theorem, the above integral converges to zero as
t→ 0. This proves the uniform convergence in (2.5), and the lemma follows. 
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3. ESTIMATES OF α-HARMONIC FUNCTIONS
We generally follow the proof of Theorem 1 of [8]. The argument incorporates some
ideas from earlier works, particularly [7, 24].
Lemma 3. For every p1, p2 such that 0 < p1 < p2 ≤ 1 there is a constant c4 =
c4(p1, p2, α) such that if D is an open subset of the ball B(v, p22−m) for some v ∈ Vm,
then
P
x(X(τD) /∈ B(v, p22
−m)) ≤ c4 2αmExτD , x ∈ D ∩B(v, p12−m) .(3.1)
Proof. Note that formula (3.1) is invariant under homothety with center 0 and scale factor
2m. Hence we may assume that m = 0.
Choose n large enough, so that any two n-cells S, S′ with S ∩ B(v, p1) 6= ∅ and
S′ ∩ B(v, p2)c 6= ∅ have no common vertex. Let V ⊆ Vn be the set of all vertices v of
n-cells S satisfying S ∩ B(v, p1) 6= ∅. Let ϕ be the cutoff function corresponding to V
constructed in the previous section. Clearly ϕ = 1 on B(v, p1) and ϕ = 0 on (B(v, p2))c.
By Lemmas 1 and 2, 0 ≤ ϕ ≤ 1 and (−∆)α/dwϕ is essentially bounded. By formula (5.8)
of [13], for x ∈ D ∩B(v, p1) we have
P
x(X(τD) /∈ B(v, p2)) = E
x (ϕ(x) − ϕ(X(τD)) ; X(τD) /∈ B(v, p2))
≤ Ex (ϕ(x) − ϕ(X(τD)))
= Ex
∫ τD
0
(−∆)
α
dw ϕ(Xt) dt
≤
∥∥∥(−∆)α/dwϕ∥∥∥
∞
E
xτD . 
The proof of the next lemma hinges on the following two results of [9]. For some
positive c5 = c5(α) and c′5 = c′5(α),
c′5
∫
D
c
∫
D
GD(x, y) f(z)
̺(y, z)d+α
µ(dy)µ(dz) ≤ Exf(X(τD))
≤ c5
∫
D
c
∫
D
GD(x, y) f(z)
̺(y, z)d+α
µ(dy)µ(dz)
(3.2)
for all nonnegative f with f(z) = 0 for z ∈ ∂D [9, Corollary 6.2].
Suppose that α ∈ (0, 1). From the proof of Theorem 7.1 in the transient case in [9,
Section 7.2] it follows that given any v ∈ F and r > s > 0, there is a kernel function
Pv,r,s(x, y), x ∈ B(v, s), y ∈ (B(v, s))
c with the following two properties. There is
c6 = c6(α, q) such that Pv,r,q(x, y) ≤ c6r−d for all x, y. Whenever f is regular α-
harmonic in B(v, r),
f(x) =
∫
Pv,r,s(x, y) f(y)µ(dy) , x ∈ B(v, s) .
When s = 14 r, Pv,r,s equals 2r
−1P , where P is the function defined in [9] with twice
smaller r. For a general s ∈ (0, r), Pv,r,s is defined in a similar manner by changing the
integration range [r, 2r] to [2s′, 2r] in the definition of P , with some s′ ∈ (s, r), see [9].
If D ⊆ B, then by the strong Markov property,
P
x(X(τD) ∈ E) ≤ P
x(X(τB) ∈ E) , if E ⊆ Bc .
This monotonicity of exit distributions implies that if f is regular α-harmonic in D and
f = 0 on B \D, then
f(x) ≤ Exf(X(τB)) , x ∈ D .
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This and the construction of Pv,r,s yields that if f is regular α-harmonic in an open D ⊆
B(v, r), then
f(x) ≤
∫
Pv,r,s(x, y) f(y)µ(dy) , x ∈ B(v, s) .(3.3)
For v ∈ F , r > 0 and a nonnegative function f define
Λv,r(f) =
∫
B(v,r)c
̺(y, v)−d−αf(y)µ(dy) .
Observe that Λv,r(f) = 2αnΛ2nv,2nr(fn), where fn(x) = f(2−nx).
Lemma 4. Suppose that α ∈ (0, 1) and 0 < p3 < p5 ≤ 1. There is a constant
c7 = c7(p3, p5, α) with the following property. If a nonnegative function f is regu-
lar α-harmonic in an open D ⊆ B(v, p52−m), where v ∈ Vm, and vanishes on Dc ∩
B(v, p52
−m), then
f(x) ≤ c7 2
−αmΛv,p32−m(f) , x ∈ D ∩B(v, p32
−m) .(3.4)
Proof. As in the previous lemma, (3.4) is invariant under dilations and hence we may
assume that m = 0. Fix any p4 such that p3 < p4 < p5. Denote τ = τD∩B(v,p4). For
x ∈ F we define
f1(x) = E
x (f(X(τ)) ; X(τ) /∈ B(v, p5)) ,
f2(x) = E
x (f(X(τ)) ; X(τ) ∈ B(v, p5)) .
Clearly, f = f1 + f2, f1 = 0 on B(v, p5) \D, f2 = 0 on (B(v, p5))c, and both f1 and f2
are regular α-harmonic in D ∩B(v, p4). We first estimate f1.
By the strong Markov property, for x ∈ D ∩B(v, p3),
f1(x) = E
x (f(X(τ)) ; X(τ) /∈ B(v, p5)) ≤ E
x
(
f(X(τB(v,p4))) ; X(τ) /∈ B(v, p5)
)
.
From (3.2) it follows that
f1(x) ≤ c5
∫
B(v,p5)c
∫
B(v,p4)
GB(v,p4)(x, y) f(z)
̺(y, z)d+α
µ(dy)µ(dz)
≤
c5
(1− p4p5 )
d+α
(∫
B(v,p4)
GB(v,p4)(x, y)µ(dy)
)(∫
B(v,p5)c
f(z)
̺(v, z)d+α
µ(dz)
)
≤
c5
(1− p4p5 )
d+α
E
xτB(v,p5) Λv,p3(f) .
(3.5)
Since ExτB(v,p5) is bounded, the upper bound for f1 follows. It remains to estimate f2.
Let P = Pv,p4,p3 be the function defined before the statement of the lemma. For
x ∈ D ∩B(v, p3) we have
f2(x) ≤
∫
B(v,p3)c
P (x, y) f2(y)µ(dy) ≤ c6 p
−d
4
∫
B(v,p3)c
f2(y)µ(dy) .
Since f2(y) = 0 for y ∈ (B(v, p5))c and f2 ≤ f , we conclude that
f2(x) ≤ c6 p
−d
4
∫
B(v,p5)\B(v,p3)
f(y)µ(dy) ≤ c6 p
−d
4 Λv,p3(f) .
This completes the proof. 
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Lemma 5. Suppose that α ∈ (0, 1) and 0 < p1 < p5 ≤ 1. There are constants c8 =
c8(p1, p5, α) and c′8 = c′8(p1, p5, α) with the following property. If a nonnegative function
f is regular α-harmonic in an open D ⊆ B(v, p52−m), where v ∈ Vm, and vanishes on
Dc ∩B(v, p52
−m), then
c′8 Λv,p12−m(f)E
xτD ≤ f(x) ≤ c8 Λv,p12−m(f)E
xτD , x ∈ D ∩B(v, p12
−m) .
(3.6)
Proof. Again with no loss of generality we may assume that m = 0. Let p2, p3 satisfy
p1 < p2 < p3 < p5, and let τ = τD∩B(v,p2). We have f = f1 + f2, where
f1(x) = E
x (f(X(τ)) ; X(τ) /∈ B(v, p3)) ,
f2(x) = E
x (f(X(τ)) ; X(τ) ∈ B(v, p3)) .
We estimate f1 using (3.2) as in (3.5), with p2 and p3 in place of p4 and p5. It follows that
for x ∈ D ∩B(v, p1) we have
f1(x) ≤
c5
(1− p2p3 )
d+α
ExτD∩B(v,p2)Λv,p3(f) .
A similar lower bound holds with constant c′5(1 +
p2
p3
)−d−α. To estimate f2, we use Lem-
mas 3 and 4. For x ∈ D ∩B(v, p1),
f2(x) ≤ P
x(X(τ) ∈ B(v, p3)) sup
y∈B(v,p3)
f(y)
≤ Px(X(τ) /∈ B(v, p2)) (c7 Λv,p3(f))
≤ c4 c7 Λv,p3(f)E
xτD∩B(v,p2) .
It follows that for some C,C′ dependent only on pj and α,
C′ Λv,p3(f)E
xτD∩B(v,p2) ≤ f(x) ≤ C Λv,p3(f)E
xτD∩B(v,p2) , x ∈ B(v, p1) .
Clearly ExτD∩B(v,p2) ≤ ExτD . The strong Markov property and Lemma 3 yield that for
x ∈ D ∩B(v, p1) we also have
E
xτD = E
xτD∩B(v,p2) +E
x
(
E
X(τD∩B(v,p2))(τD) ; X(τD∩B(v,p2)) /∈ B(v, p2)
)
≤ ExτD∩B(v,p2) +P
x
(
X(τD∩B(v,p2)) /∈ B(v, p2)
)
sup
y∈D
EyτD
≤
(
1 + c4 sup
y∈B(v,1)
EyτB(v,1)
)
E
xτD∩B(v,p2) .
Obviously Λv,p3(f) ≤ Λv,p1(f). On the other hand, by Lemma 4 for x ∈ D ∩ B(v, p1)
we have
Λv,p1(f) ≤ Λv,p3(f) + p
−d−α
1 µ(D ∩B(v, p3)) sup
y∈D∩B(v,p3)
f(x)
≤
(
1 + c7 p
−d−α
1 µ(B(v, 1))
)
Λv,p3(f) .
This proves (3.6). 
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Proof of Theorem 1. From Lemma 5 with p1 = 12 , p5 =
√
3
2 we have for x, y ∈ D ∩
B(v, 2−m−1)
f(x) g(y) ≤
(
c8 Λv, 12 (f)E
xτD′
)(
c8 Λv, 12 (g)E
yτD′
)
=
(
c8
c′8
)2 (
c′8 Λv, 12 (f)E
yτD′
)(
c′8 Λv, 12 (g)E
xτD′
)
≤
(
c8
c′8
)2
f(y) g(x) ,
where D′ = D ∩B(v,
√
3
2 ). 
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