Abstract. Hopf algebras play a major rôle in such diverse mathematical areas as algebraic topology, formal group theory, and theoretical physics, and they are achieving prominence in combinatorics through the in uence of G.-C. Rota and his school. Our primary purpose in this article is to build on work of W. Schmitt, and establish combinatorial models for several of the Hopf algebras associated with the universal formal group law and the Lazard ring. In so doing, we incorporate and extend certain invariants of simple graphs such as the umbral chromatic polynomial, and R. Stanley's recently introduced symmetric function. Our fundamental combinatorial components are nite set systems, together with a versatile generalization in which they are equipped with a group of automorphisms. Interactions with the Roman-Rota umbral calculus over graded rings of scalars which may contain torsion are a signi cant feature of our presentation.
Introduction
Binomial Hopf algebras and their duals, namely algebras of formal divided power series (or Hurwitz series), have recently come to provide a natural setting for the Roman-Rota umbral calculus 11] . Closely related are the divided power Hopf algebras and their duals, the algebras of formal power series. These objects also all arise in algebraic topology, and are central to the theory of formal groups. Moreover, their investigation has often exhibited a distinctly combinatorial avor, and it has long been a challenge to develop the algebra in the context of appropriate discrete structures. The second author began such a program in 14] , and one of our purposes here is to extend the constructions therein to a richer and more natural combinatorial setting, based on set systems both with, and without, automorphism groups.
We therefore introduce several Hopf algebras of set systems. They map onto the above Hopf algebras, and also onto related such algebras de ned, for example, in terms of symmetric functions. Being larger, our examples exhibit richer algebraic structure which re ects their combinatorial origins; furthermore, we may interpret the projection maps as familiar algebraic invariants such as the partition and characteristic type polynomials, the umbral chromatic polynomial, and an extended version of Stanley's symmetric function generalization of the chromatic polynomial. One of the main themes of this program is that the passage from binomial to divided power Hopf algebras correponds, in our combinatorial setting, to the association of a group of automorphisms with a given set system. We begin in x2 and x3 with background material, reformulated in a way which makes more e ective use of the coalgebraic viewpoint. This is important preparation for our later sections, both to establish notation and because the information
is not yet readily accessible to combinatorialists. In x4 we discuss set systems, their automorphism groups, and several algebraic invariants; we also o er a combinatorial proof of a familiar formal group law identity. In x5 we construct several Hopf algebras of set systems, and study associated Hopf algebra maps and analogues of the delta operators of umbral calculus, for which we o er two identities concerning their interaction with the product and antipode maps. In x6 we extend the constructions to set systems with a group of automorphisms, and investigate the corresponding problems; one of the main results is a rst combinatorial model for the covariant bialgebra of the universal formal group law.
We refer the reader to Aigner 2] for general combinatorial terminology, to Hazewinkel 9] for an encyclopaedic description of the theory of formal groups, to Sweedler 20] and Nichols and Sweedler 11] for all information concerning Hopf algebras and their applications to umbral calculus, and to Bourbaki 3] for the concepts and notation of graded algebra (which we employ without further comment).
It is a pleasure to acknowledge the assistance of Peter Cameron, who provided Theorem 6.1. We are also grateful to William Schmitt for enjoyable and fruitful discussions on combinatorial Hopf algebras; the idea of the proof of Theorem 5.5 belongs to him.
Binomial and Divided Power Hopf Algebras
Throughout x2 and x3, we let A be a non-negatively graded commutative ring with identity, which we refer to as the ring of scalars. We emphasize that A is free of additive torsion when, and only when, it embeds in its rationalization AQ := A Q. All rings and algebras we consider are assumed graded by complex dimension, so that products commute without signs. We let C be a graded coalgebra over A , with comultiplication and counit "; thus invests C with the structure of both left and right C -comodule. We usually assume that C is free, and of nite type, and write C for the graded dual Hom(C ; A ), which is naturally an A -algebra with identity.
We rst recall how C may be interpreted as a ring of operators on C . Let Lop(C ) be the A -module consisting of those linear endomorphisms ? of C which are left C -comodule maps, and so satisfy the condition ? = (I ?) (2.1) (where I denotes the identity on C ). We refer to these operators as left-invariant, and consider Lop(C ) as an algebra under composition. Then C and Lop(C )
are isomorphic as A -algebras under the map which assigns to each f 2 C the composition C -C C where we follow the standard convention of expressing the duality map as hfjzi := f(z), for any f 2 C and z 2 C . Indeed, 2.3 provides an alternative de nition for the action of C on C .
For any A -coalgebra map p : B ! C , we note that
in Hom(B ; C ), for all f 2 C . We shall apply this formula in x5 and x6, for example, where C is a Hopf algebra, and p is either the product map or the antipode.
We remark that the algebra of right-invariant operators is de ned by the obvious modi cation of (2.1), and that whenever C is cocommutative, the two concepts coincide. Otherwise, the map corresponding to (2.2) is actually an antiisomorphism.
Given a countable basis c ! for C , we denote the dual pseudobasis for C by c ! . We may then deduce directly from (2.2) that the comultiplication is given in terms of the action of c ! on C by (z) = X ! c ! z c ! : (2.5) Whenever f : C ! A is of degree ?1 and f(C 1 ) contains the identity of A , we refer to ? f as a delta operator. We may de ne the category of coalgebras with delta operator by insisting that the morphisms are coalgebra maps which commute with the delta operators given on source and target respectively. By way of example, consider the graded polynomial algebra A x], and the comultiplication, counit, and antipode maps speci ed by (x) = x 1 + 1 x ; "(x i ) = i;0 ; and S(x) = ?x ; respectively. These maps invest A x] with the structure of a commutative, cocommutative Hopf algebra, which is known as the binomial Hopf algebra over A (in one variable). The standard basis consists of the powers x n , for n 0.
Note that may be rewritten as
in which guise it is given by (x) = x + y, and is known as the shift (by y). (D) for some umbra and some invertible element u in A 0 . The Hurwitz series (2.6) form a group under substitution, with identity D, and we denote the umbra corresponding to the inverse of (D) by . We refer to (D) as the conjugate delta operator of (D).
Note that the divided powers (D) (n) de ne a new pseudobasis for A ffDgg, and therefore that there is a dual basis of polynomials B n (x) in A x]. By denition, these polynomials satisfy h (D) n j B m (x)i = n! n;m , from which it follows that B n (x) is monic of degree n (so that B 0 (x) = 1), and that B n (0) = 0 and (D) B n (x) = nB n?1 (x) ; for all n > 0.
The sequence of polynomials B = (1; B 1 (x); B 2 (x); : : : ) is known as the associated sequence of (D). Note that (2.5) immediately provides the formula
which de nes B to be a binomial sequence.
We recall some classic examples of delta operators and their associated sequences.
Examples 2.8. In tandem with A x], and to cope with the situation when the scalars contain torsion, we must also consider the divided power algebra R fxg, where R is a similar ring of scalars. This is the free graded R -algebra with standard basis the divided powers x (n) 2 R n fxg for n 0, where x (0) = 1, x (1) = x, and x (k) x (l) = ? k+l k x (k+l) . Whenever R is torsion free, then x (n) becomes identi ed with x n =n! in RQ fxg. We may specify comultiplication, counit, and antipode maps by
x (i) x (n?i) ; "(x (n) ) = n;0 ; and S(x (n) ) = (?1) n x (n) ; respectively. These maps invest R fxg with the structure of Hopf algebra. The R -linear map j : R x] ! R fxg, de ned by x n 7 ! n!x (n) for all n 0, is a map of Hopf algebras, and is monic whenever R is torsion free. The graded dual of R fxg (as a coalgebra) is the graded algebra R D]] of formal power series in the variable D, and the duality is expressed by hD n j x (m) i = n;m . 3. Formal Group Laws We now turn to the product structure on A x], and in particular to the question of expressing each B i (x)B j (x) as a linear combination of the B n (x). Inevitably, this is closely linked with the product structure on A fxg, and the expression of a i (x) a j (x) in terms of the a n (x). The problem displays remarkable combinatorial complexity, and its investigation and interpretation are recurring themes below.
Let us begin with A x]. The dual of the product is a formal comultiplication
in which we use a suitably completed tensor product b . Equivalently, and more naturally, we may interpret as the A -algebra map : A ffXgg ! A ffX; Y gg (3.1) speci ed by (X) = X + Y . This is tantamount to writing X and Y for the respective shift invariant operators @=@x and @=@y. Clearly is coassociative, cocommutative, and an algebra map, whilst X 7 ! 0 de nes a counit.
To address our problem we rst consider its dual, which asks for a description of ( (X)) = (X + Y ) in terms of (X) and (Y ). It is important to observe that the dual of S on A x] is the algebra endomorphism induced by X 7 ! ?X, which may equally well be described by (X) 7 ! ?1] ( (X)). . By iterating the former, we conclude that Q B(X i ) = B( P X i ) for any nite sequence of variables X i ; we write F ;m n 1 ;:::;nr for the coe cient of Q (X i ) (n i ) in ( P X i ) (m) . Applying (2.4) to the product map and the antipode of A x] respectively, we further deduce that
for arbitrary p(x) and q(x) 2 A x]. We refer to (3.7) as the Leibnitz rule for (D). Returning to our examples (2.8), we note that, in the case of (D), the formulae (3.5) are trivial, and the Leibnitz formula is the standard one for D. In the case of (D), the product formula (3.5) becomes the Vandermonde convolution, and the Leibnitz formula reduces to the well-known action of the discrete derivative on a product. The universal case (D) is considerably more mysterious, and is discussed in later sections.
Formulae ( Our primary aim in x5 and x6 is to construct combinatorial models for the universal examples ( x]; (D)) and (H fxg; b(D)), as described in Theorems 2.9 and 2.11. In this section we introduce the necessary ingredients; they include set systems and automorphisms thereof, M obius functions, and partition and characteristic type polynomials. Purely as a matter of algebra, our constructions may be carried over to (A x]; (D)) and ( + A fxg; a(D)) via the maps g and g a .
This does not, of course, preclude the eventual emergence of more appropriate models in certain special cases (p-typical examples spring immediately to mind), but is nonetheless our justi cation for concentrating on the universal cases. A further notational consequence also deserves comment; since the rings of scalars and H are both torsion free, we now (and henceforth) choose to rewrite divided powers such as (D) (n) and x (n) in the more explicit forms (D) n =n! and x n =n!, respectively.
Throughout the remainder of our work, we shall write jV j for the cardinality of a given set V , and n] for the set of integers f1; 2; : : : ; ng.
Given any nite set V of vertices (possibly empty), we refer to a collection of subsets S 2 V as a set system if ; 2 S and V = S W2S W; since S uniquely determines the vertices, we denote V by V (S) whenever S is in doubt. We shall always assume that a set system contains all the singleton sets.
We shall regularly consider the set systems N V := ffxg : x 2 V g f;g ; K V := 2 V ; and
where is a partition of V . If V = n], we denote N V by N n , and K V by K n ; more generally, if (n 1 ; n 2 ; : : : ; n r ) lies in N r , and = f n 1 ]; n 1 + n 2 ]; : : : ;
(where n + m] := fn + 1; : : : ; n + mg), we denote K by K n 1 ;::: ;nr . We de ne the complement of S by S := (K V (S ) n S) N V (S ) :
Two set systems S and T are isomorphic if there is a bijection f : V (S) ! V (T ) such that ff(U) : U 2 Sg = T ; we write S for the set of all isomorphism classes.
We shall not attempt to distinguish notationally between a set system and its isomorphism class, since in those cases where it matters, we have taken care to ensure that the context is clear.
Given a group G acting on a set X, we follow convention by writing the set of orbits under the action of G by G nnX, the orbit of x 2 X by G(x), and the stabilizer of x by G x . We refer to a pair (S; G), consisting of a set system S and a group G of automorphisms of S, as a set system with automorphism group.
We decree that two such pairs (S 1 ; G 1 ) and (S 2 ; G 2 ) are isomorphic if there is an isomorphism f : V (S 1 ) ! V (S 2 ) of S 1 and S 2 such that G 1 is isomorphic to G 2 via the map g 7 ! f g f ?1 ; we then write SG for the set of isomorphism classes, with the same notational proviso as above. Every set system may be considered as a pair, with respect to the trivial automorphism group consisting of the identity map on the vertices.
We now x a set system S for the rest of this section. Let U be a subset of V (S), let be a partition of U (employing the non-standard convention that the empty set has a unique partition f;g), and let e := ffxg : x 2 V (S) n Ug. We de ne the set system Sj to be Sj := fW 2 S : W B for some B 2 g ; and call it the restriction of S to . If is the single block fUg, we abbreviate the restriction to SjU. The restriction of the partition to a union of its blocks is de ned similarly. We also de ne the (strong) contraction of S through to be the following set system with vertex set e : S== := fe jW : W 2 (S ) \ Bool(e )g ;
here Bool(e ) denotes the Boolean algebra of subsets of V (S) consisting of arbitrary unions of blocks of e . Once more, we abbreviate S==fUg to S==U. For instance, f;; f1g; f2g; f3g; f1; 2g; f1; 2; 3gg==f2; 3g = f;; f1g; f2g; f1; 2gg ; where 1 := f1g and 2 := f2; 3g. Given a group G of automorphisms of S, we let Gj denote the image of the group T B2 G B under the projection S V ( ) S V (S )nV ( ) ! S V ( ) . The restriction of (S; G) to is naturally de ned by (S; G)j := (Sj ; Gj ). Restriction to fUg is abbreviated as before.
Given set systems S 1 and S 2 , we shall write their disjoint union as S 1 S 2 , and de ne their join by S 1 _ S 2 := fU 1 t U 2 : U 1 2 S 1 ; U 2 2 S 2 g ; where t denotes disjoint union of sets. Then S 1 S 2 := S 1 S 2 is the operation complementery to disjoint union, which we shall nd useful below. We say that a set system is connected if it is not isomorphic to a nontrivial disjoint union, and write S for the subset of S consisting of isomorphism classes of connected set systems. In the case of set systems with automorphism group, we de ne complement and disjoint union by Given a set system with automorphism group (S; G), the group acts in an obvious way on (S) and A(S). It also acts on the set of colorings via the map (g; f) 7 ! f g ?1 , where g 2 G and f is a coloring.
We now introduce the M obius type function (as considered in 10], for example) for a poset P of partitions of a nite set V , ordered by re nement. For such P, the incidence algebra (P ) is the free -module spanned by all functions from the collection of intervals in P to the ring , with multiplication speci ed by the convolution formula (f 1 f 2 )( ; ) :
The identity of (P ) is the function ( ; ) := ; . For each partition of a given set, we de ne its type ( ) : ; where has length l( ) := m. We write C(P) for the set of chains between a minimal and a maximal element of P. The function has a convolution inverse, which is denoted by (or P if there is possible ambiguity); it is called the M obius type function of P, and is given by ( ; ) = X ( ) ; (4.2) where the summation ranges over C( ; ). Observe that both ( ; ) and ( ; ) lie in j j?j j .
The classical M obius function ( ; ) (or P ( ; )) is obtained by setting each i to 1. This suggests that we might generalize certain standard properties of ( ; ) to ( ; ). Thus we establish the following lemma by direct adaptation of the proof in 18]. where the summation ranges over colorings of S, in the Z-algebra Z of symmetric functions in x = (x 1 ; x 2 ; : : : ). We call (S ; x) the partition type polynomial of S, c (S ; x) the characteristic type polynomial of S, and (S ; x) the umbral chromatic polynomial of S.
We may extend (4.4) to a set system with automorphism group (S; G) by summing only over a transversal of the orbits of G on the colorings; we shall denote this function by X(S; G ; x).
Special cases of these invariants are well-known. For instance, the partition polynomial of S investigated in 21] can be retrieved by substituting i with 1 in (S ; x). The characteristic type polynomial of a poset of partitions of a nite set appears in 15]; if S is a simplicial complex (so U 2 S whenever U W 2 S), and all the maximal partitions of (S) have cardinality m, then the substitution i 7 ! 1 maps c (S ; x) to the characteristic polynomial of the poset (S), up to a factor x m . The umbral chromatic polynomial of a set system is investigated in 10], and has the property that after umbral substitution by We also record a simple property of X(S; G ; x), directly from the de nition.
Proposition 4.8. Given set systems with automorphism group (S 1 ; G 1 ) and (S 2 ; G 2 ), then X(S 1 _ S 2 ; G 1 G 2 ; x) = X(S 1 ; G 1 ; x) X(S 2 ; G 2 ; x) ; in particular, X(S 1 _ S 2 ; x) = X(S 1 ; x) X(S 2 ; x) .
We comment in passing that the operation _ corresponds to disjoint union of graphs, when we identify a graph with its independence complex. For later use, we must now recall certain results from 10]; those concerning the partition type polynomial do not appear there explicitly, but they either follow immediately (like (4.11)), or else are entirely similar to the corresponding results for the characteristic type polynomial (like Theorem 4.13). Note that we have abbreviated S n fUg to S n U. Theorem 4.12. For any set system S, we have that (S ; x) = c (S ; x) : Theorem 4.13. For any set system with automorphism group (S; G), the polynomials (S ; x)=jGj, c (S ; x)=jGj, and (S ; x)=jGj all lie in H jV (S )j fxg .
We demonstrated in 10] that these polynomials can be expressed by summing over the orbits of G on the poset A(S), rather than over (S). According to the above theorem, it makes sense to denote them by b (S; G ; x), c b (S; G ; x), and b (S; G ; x), respectively. Before moving on to our central constructions, we o er a combinatorial interpretation for the coe cients of the universal Hurwitz group law (4.16) as an application of our setup so far. This enables us to give a combinatorial proof for a familiar formal group law identity (Theorem 4.17), which is usually proved by formal power series manipulations, as in 12], for example. Proof. The given formula may easily be seen to be equivalent to the set of identities n = ? so it su ces to establish that the right-hand side of (4.18) also enumerates by type the chains in C( n+1 ).
We rst partition these chains into classes C(A), with f1g A $ n + 1], by assigning the chain f b 0 < 1 < : : : < r < b 1g to C(A) if and only if A 2 r . As 1 jAj n, and there are 
Hopf Algebras of Set Systems
Consider the free -module hSi spanned by the set S. In this section we de ne several graded Hopf algebra structures on hSi, following the general methods of 16] and 17] for constructing the incidence Hopf algebra of a hereditary family of posets with a Hopf relation. The resulting Hopf algebras map onto x] in a variety of ways, and so provide combinatorial generalizations of the algebraic phenomena associated with the universal Hurwitz group law.
Let P be the hereditary family consisting of all nite products of intervals from the posets (K V (S ) ; ), for arbitrary set systems S. Intervals corresponding to di erent set systems are considered distinct, even if they consist of identical sets, so we index by S the elements of K V (S ) determining an interval. We de ne a map from P to S as follows: let S i be typical set systems for i 2 n], let U S i ; W S i ] be typical intervals in K V (S i ) , and map U S 1 ; W S 1 ] : : : U Sn ; W Sn ] to the isomorphism class of the set system S 1 j(W S 1 nU S 1 ) : : : S n j(W Sn nU Sn ). Let be the kernel of this map. The order compatibility of follows from the fact that disjoint union interacts with restriction in such a way that (S 1 S 2 )j(U 1 t U 2 ) = (S 1 jU 1 ) (S 2 jU 2 ), where U i V (S i ) for i = 1; 2. Moreover, since isomorphism of set systems is a congruence with respect to disjoint union, the relation is a Hopf relation.
Let H(P) be the -incidence Hopf algebra of the family P modulo the Hopf relation , as de ned in 17]. The bijection from P= to S induced by the map above can be extended by linearity to a bijection from H(P) to hSi. We use this bijection to transfer the Hopf algebra structure of H(P) to hSi. Thus the comultiplication in hSi is speci ed by Multiplication is disjoint union, and the unit is the map speci ed by (1) = f;g. (?1) j j j j! Sj :
Clearly, the Hopf algebra hSi is commutative and cocommutative. It is also graded, by setting the degree of S equal to jV (S)j, and it has nite type. The indecomposables in hSi are the isomorphism classes of connected set systems, so that hSi is isomorphic, as an algebra, to the polynomial algebra S ]. Since each poset in the family P is a Boolean algebra, we can apply Theorem 10. We can de ne similar Hopf algebra structures on hSi by basing the multiplication on _ or , rather than disjoint union; this is possible because both operations interact with restriction in similar fashion to , and isomorphism of set systems is still a congruence. The resulting Hopf algebras are likewise polynomial, and have primitive indeterminates. Complementation of set systems induces a Hopf algebra isomorphism from ( hSi; ) to ( hSi; ).
We now consider the graded dual of the coalgebra hSi, which we write as hhD S ii after selecting the pseudobasis D S := fD S : S 2 Sg dual to S. Proof. Surjectivity follows from (4.5), whilst and c are algebra maps by Proposition 4.7. It therefore su ces to prove that they are coalgebra maps as well, since any bialgebra map of Hopf algebras is a Hopf algebra map. We will show that R and Q are coideals in the corresponding coalgebras, concentrating on the former. These relations show that (R ) R hSi + hSi R , whence R is a coideal. The proof for Q is similar, and the result for follows from that for c , using Theorem 4.12.
According to 8], the algebra Z of symmetric functions has a Hopf algebra structure which may be described as follows Inspection of the comultiplication in hSi reveals that the sequences (N n ) and (K n ) are binomial in the sense of (2.7), and according to 4.5 they map (as they must) to familiar binomial sequences in x] under , c , and . It is therefore of interest to determine all binomial sequences in hSi, and especially those whose elements lie entirely within the generating set S. For this purpose, we de ne the set system K n (A) := fU n] : jUj 2 Ag for each n 2 N f0g, and each set A N f0g containing 0 and 1. Obviously, K n (f0; 1g) = N n , and K n (N f0g) = K n , for all n. Proposition 5.6. The only binomial sequences whose elements lie in S are those of the form (K n (A)) for f0; 1g A N f0g.
Proof. Clearly, all sequences (K n (A)) are binomial. So let (B n ) be a binomial sequence, and let C be the subcoalgebra of hSi spanned by the elements B n . Assume for induction that there is a set A n n] f0g such that B i = K i (A n ) for all 0 i n; this certainly holds for n = 0. Then de ne A n+1 := A n fn + 1g if V (B n+1 ) 2 B n+1
A n otherwise .
Choose an arbitrary subset U of V (B n+1 ) with 1 jUj n, and x 2 V (B n+1 )nU. The binomial property implies that B n+1 j(V (B We may take = and = c in Proposition 5.10 to obtain identities concerning the interaction of (D ) and (D c ) with the multiplication and the antipode in ( hSi; ). Analogous identities hold for (D ) in ( hSi; ).
A Hopf Algebra of Set Systems with Automorphism Group
In this nal section, we extend the constructions of x5 by de ning Hopf algebra structures on the free H -module spanned by the set SG . where T is an arbitrary transversal of A(K V (S ) )= . Clearly, the Hopf algebra H hSG i is commutative and cocommutative. It is also graded, has nite type, and is isomorphic as an algebra to the polynomial algebra H SG ]. We may de ne similar Hopf algebra structures by replacing the multiplication with _ or . Let SG 0 be the subset of SG consisting of those isomorphism classes for which G has the property that every cycle of an element of G is also in G. Peter
Cameron has determined all permutation groups with this property, and called them cycle-closed.
Theorem 6.1 ( 5] Proof. Surjectivity follows from (4.5) and the fact that X(N n ; S n ; x) is the elementary symmetric function e n . According to Propositions 4.7 and 4.8, it remains only to prove that the given maps preserve comultiplication.
Let (S; G) be a set system with automorphism group for which S has d vertices, and let T be a transversal of the orbits of G on K V (S ) . Then G(f) 7 ! ((GjW )(f 0 ); (GjW)(f 00 )), then x f = x f 0 x f 00 (see the proof of Theorem 5.5 for the signi cance of the notation). This proves (6.3). operator. This result then yields a suitably strengthened version of Theorem 6.2.
As an analogue of (5.9), we have D (N n ; S n ) = D c (N n ; S n ) = (N n?1 ; S n?1 ) ; and b(D c ) (K n ; S n ) = (K n?1 ; S n?1 ) :
With reference to the binomial sequences (K n (A)) de ned in x5, we remark that the sequence (K n (A); S n ) is a divided power sequence, in the sense of (2.10).
We also obtain an analogue of Proposition 5.10, whose proof is similar.
Proposition 6.4. Let be a delta operator on H hSG i which is a derivation; then the following identities hold in H hSG i: If jS n K j > 0, choose a set U 2 S n K minimal with respect to inclusion, and recall the deletion/contraction formula (4.10). By the choice of G, we have G = GjU GjU, whence (S n U; G) 2 SG 00 . Also, GjU can be viewed as an automorphism group of S==U in the obvious way, whence (S==U; GjU) lies in SG 00 . Using these facts, formula (4.10) can be rewritten as where jU = fB 1 ; : : : ; B r g and n i = jB i j. The induction is then complete.
