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Abstract
Assume that the differential operator −DpD+ q in L2(0,∞) has 0 as a regular point and that the
limit-point case prevails at ∞. If p ≡ 1 and q satisfies some smoothness conditions, it was proved
by Gelfand and Levitan that the spectral functions σ(t) for the Sturm–Liouville operator corre-
sponding to the boundary conditions (pu′)(0) = τu(0), τ ∈ R, satisfy the integrability condition∫
R
dσ (t)/(|t | + 1) <∞. The boundary condition u(0) = 0 is exceptional, since the corresponding
spectral function does not satisfy such an integrability condition. In fact, this situation gives an exam-
ple of a differential operator for which one can construct an analog of the Friedrichs extension, even
though the underlying minimal operator is not semibounded. In the present paper it is shown with
simple arguments and under mild conditions on the coefficients p and q, including the case p ≡ 1,
that there exists an analog of the Friedrichs extension for nonsemibounded second order differential
operators of the form −DpD + q by establishing the above mentioned integrability conditions for
the underlying spectral functions.
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Consider the singular Sturm–Liouville operator −D2 + q on the halfline [0,∞). As-
sume that the real-valued function q is locally integrable and assume that the limit-point
case prevails at∞, so that the differential operator−D2+q in L2(0,∞)with the boundary
conditions
u(0)= u′(0)= 0
is densely defined and symmetric with defect numbers (1.1). Its self-adjoint extensions
A(τ), τ ∈R∪ {∞}, in L2(0,∞) correspond to the boundary conditions
u′(0)= τu(0), τ ∈R∪ {∞}. (1.1)
When properly interpreted, the self-adjoint extensionsA(τ) in (1.1) with τ ∈R behave like
rank one perturbations of the extension A(0) while the extension A(∞) can be obtained
via a completion procedure from the corresponding minimal operator, which need not be
semibounded. In particular, for all τ ∈ R the domains dom |A(τ)|1/2 coincide with each
others and the completion of the domain of the minimal operator with respect to the form
generated by the modulus |A(τ)| (or with respect to the graph topology of |A(τ)|1/2 which
is independent of τ ∈ R) produces the domain dom |A(∞)|1/2 as a one-dimensional re-
striction of dom |A(τ)|1/2. Due to the analogy with the case where the minimal operator is
semibounded, the self-adjoint extension A(∞) is called the generalized Friedrichs exten-
sion. Since the minimal operator need not be semibounded (for an example, see [17, 4.14]),
the usual Friedrichs extension need not exist, but if it exists, it coincides with the general-
ized Friedrichs extension A(∞) (see [1], and [2] for extension). These facts follow from
the results proved in [11,12] in an abstract setting. It is emphasized that there are differen-
tial operators for which one cannot construct an analog of the Friedrichs extension, cf. [12].
Therefore, it is of particular interest to find conditions or criteria which guarantee the ex-
istence of the generalized Friedrichs extension for nonsemibounded differential operators.
Denote the Titchmarsh–Weyl coefficients corresponding to the self-adjoint extensions
A(τ) by mτ (z). The facts presented above can be seen as consequences of some analytical
properties of the functions mτ (z), τ ∈R∪{∞}. If the corresponding spectral functions are
denoted by στ (t), then
mτ (z)=−τ +
∫
R
dστ (t)
t − z ,
∫
R
dστ (t)
|t| + 1 <∞, τ ∈R, (1.2)
and
mτ (z)= α +
∫
R
(
1
t − z −
t
t2 + 1
)
dστ (t),
α ∈R,
∫
R
dστ (t)
t2 + 1 <∞,
∫
R
dστ (t)
|t| + 1 =∞, τ =∞. (1.3)
The observation that the Titchmarsh–Weyl coefficients mτ (z) satisfy (1.2) goes back to
Gelfand and Levitan [9], under certain smoothness conditions on q . More general state-
ments with weaker smoothness conditions on q are due to Hille [14, Theorem 10.2.4] and
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are based on an integral representation of the resolvent operator, which involves the corre-
sponding generalized Fourier transforms. The proof of Hille is more direct as it uses Weyl’s
original limit-point, limit-circle construction, see [4,7,17,18]. That is, the Titchmarsh–Weyl
coefficient mτ(z) is the limit of mτ (b, z) as b→∞, when mτ (b, z) is the Titchmarsh–
Weyl coefficient of −D2 + q on the interval [0, b] with the boundary conditions (1.1) and
u(b)= 0. In this sense the generalized Friedrichs extension on [0,∞) can be seen to be
the limit of Friedrichs extensions on [0, b] as b→∞. The details of Hille’s proof are quite
technical. An attempt at simplification of them is due to Wray [19].
The purpose of the present paper is to show the existence of the generalized Friedrichs
extension for nonsemibounded second order differential operators of the form −DpD + q
by establishing the above mentioned integrability conditions for the underlying spectral
functions (cf. [12]) under mild conditions on the coefficients p and q . This involves, in
particular, a coherent treatment of the problem in the context of Nevanlinna functions, i.e.,
analytic functions with positive imaginary part in the upper half-plane, cf. [8]. The ap-
proximation of the singular problem on [0,∞) by regular problems on [0, b] is successful,
due to a uniform bound given by Hille [14, Theorem 10.2.1]. This uniform bound for the
Titchmarsh–Weyl functions on [0, b], b > 0, gives a justification for the convergence of the
corresponding spectral functions.
In this paper the general Sturm–Liouville operator −DpD + q is considered in
L2(0,∞), with 1/p and q being locally integrable on [0,∞). Then 0 is a regular point
and it is assumed that the limit-point case prevails at ∞. Under mild conditions on p it is
proved, in an elementary manner, that the spectral functions corresponding to the bound-
ary conditions (pu′)(0)= τu(0), τ ∈R, behave as in (1.2) and that the boundary condition
u(0)= 0 corresponds to the generalized Friedrichs extension in the sense of [12]. The re-
sults in the present paper can be extended to the case of Sturm–Liouville operators whose
coefficients depend rationally on the eigenvalue parameter, cf. [3].
2. Convergence of Nevanlinna functions
A function Q(z) :C \R→C is said to belong to the class N of Nevanlinna functions if
Q(z) is holomorphic, Q(z)=Q(z¯), and (Im z)(ImQ(z)) 0 for all z ∈C \R. A function
Q(z) belongs to N if and only if
Q(z)= α + βz+
∫
R
(
1
t − z −
t
t2 + 1
)
dσ(t), (2.1)
where
α ∈R, β  0,
∫
R
dσ(t)
t2 + 1 <∞, (2.2)
and σ(t) is a nondecreasing function, see [8]. It is always assumed that the function σ(t) is
normalized such that σ(t)= (σ (t + 0)+ σ(t − 0))/2 and σ(0)= 0; in this case the above
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as a fractional linear transform of Q(z) by
Qτ (z)= Q(z)− τ1+ τQ(z) , τ ∈R∪ {∞}. (2.3)
Clearly, Qτ(z) belongs to N for all τ ∈ R ∪ {∞}. The subclass Nη, 0 < η  1, consists of
those functions Q(z) ∈N which satisfy the additional asymptotic condition
∞∫
1
ImQ(iy)
yη
dy <∞.
It follows from this condition that β = 0 in (2.1). In fact, a function Q(z) belongs to Nη if
and only if
Q(z)= γ +
∫
R
dσ(t)
t − z , (2.4)
where
γ ∈R,
∫
R
dσ(t)
|t|η + 1 <∞.
Here γ = limy→∞Q(iy) ∈R. The subclass N0 consists of those functionsQ(z) ∈ N which
satisfy
sup
y>0
y ImQ(iy) <∞.
Clearly N0 ⊂ Nη, 0 < η  1. A function Q(z) belongs to N0 if and only if Q(z) has the
integral representation (2.4) with
γ ∈R,
∫
R
dσ(t) <∞.
If Q(z) ∈ Nη, 0 η 1, and limy→∞Q(iy)= 0, then Qτ(z) in (2.3) belongs to Nη for all
τ ∈R, while Q∞(z) ∈N \N1, cf. [12]. The subclass N1 goes back to Kac.
There is a natural topology for N, namely the topology of uniform convergence on
compact subsets of C \R. Then N is a complete metric space, see [8, p. 32]. The following
result is standard; for a proof see [6].
Proposition 2.1. Let Qn(z) ∈N, n ∈N, have the integral representation
Qn(z)= αn + βnz+
∫
R
(
1
t − z −
t
t2 + 1
)
dσn(t)
with
αn ∈R, βn  0,
∫
dσn(t)
t2 + 1 <∞,
R
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to Q(z) in the sense of N if and only if for n→∞,
αn → α, βn → β, σn(t)→ σ(t),
where the last limit takes place at the continuity points of σ(t).
An analog of Proposition 2.1 for the subclass Nη reads as follows.
Corollary 2.1. Assume that 0 η 1. Let Qn(z) ∈Nη, n ∈N, have the integral represen-
tation
Qn(z)= γn +
∫
R
dσn(t)
t − z ,
where γn ∈ R and
∫
R
dσn(t)/(|t|η + 1) <∞, and let Q(z) ∈ Nη have the integral repre-
sentation (2.4) with γ ∈ R and ∫
R
dσ(t)/(|t|η + 1) <∞. Then Qn(z) converges to Q(z)
in the sense of N if and only if
γn → γ, σn(t)→ σ(t),
where the last limit takes place at the continuity points of σ(t).
Proof. The weak convergence of the spectral measures dσn implies
αn − γn =
∫
R
t
t2 + 1 dσn(t)→
∫
R
t
t2 + 1 dσ(t)= α − γ.
Now, clearly αn → α is equivalent to γn→ γ . ✷
The convergence properties in Proposition 2.1 and its corollary may be augmented by
means of the following compactness criterion, see [8].
Proposition 2.2. Let P be an infinite family of functions in N such that for some z0 ∈C \R
there is a constant M such that |Q(z0)|M for all Q(z) ∈ P. Then there is a sequence in
P which is convergent.
In particular, if a sequence of Nevanlinna functions Qn(z) converges at some point
z0 ∈ C \ R, then there is a subsequence of Qn(z) which converges in the sense of N.
Moreover, if the Nevanlinna functions Qn(z) converge pointwise for each z ∈ C \ R to
a function Q(z), then Q(z) is a Nevanlinna function and the convergence is in the sense
of N. The next result deals with the convergence of functions in Nη, 0 η 1.
Proposition 2.3. Let Qn(z), n ∈N, belong to N and assume thatQn(z)→Q(z) as n→∞
for all z ∈C \R. If, for 0 < η 1, there is a constant N such that for all n ∈N,
∞∫
ImQn(iy)
yη
dy N, (2.5)1
S. Hassi et al. / J. Math. Anal. Appl. 282 (2003) 584–602 589then
∞∫
1
ImQ(iy)
yη
dy N (2.6)
and Q(z) ∈ Nη. Moreover, if there is a constant N such that for all n ∈N,
sup
y>0
y ImQn(iy)N, (2.7)
then
sup
y>0
y ImQ(iy)N (2.8)
and Q(z) ∈ N0. The same assertions are also true when ImQn in (2.5), (2.7) and ImQ
in (2.6), (2.8) are replaced by |Qn| and |Q|, respectively.
Proof. By assumptions, the functions Qn(z) tend to Q(z) in the sense of N, so that Q(z)
∈ N and the convergence is uniform on compact subsets. This together with (2.5) implies
that for each R > 1,
R∫
1
ImQ(iy)
yη
dy = lim
n→∞
R∫
1
ImQn(iy)
yη
dy N.
Now lettingR→∞ one obtains (2.6) by the monotone convergence theorem. In particular,
Q(z) ∈ Nη. The assertion that conditions (2.7) imply (2.8) and Q(z) ∈ N0 is now also
obvious. The proofs with ImQn and ImQ replaced by their absolute values |Qn| and |Q|
are similar. ✷
Assume that 0 η 1. With the notations from Corollary 2.1 the conditions in Propo-
sition 2.3 are equivalent to
γn → γ, σn(t)→ σ(t),
∫
R
dσn(t)
|t|η + 1 A.
The conclusion is then equivalent to∫
R
dσ(t)
|t|η + 1 A.
This resembles the approach of [19]. In the present approach the conditions concerning the
growth of the spectral functions are more general.
3. Some estimates for Sturm–Liouville operators
Let p and q be complex-valued functions on [0,∞) such that 1/p and q are locally
integrable. Let α(z) and β(z) be (locally) holomorphic functions on C \ R. Consider the
solution u(·, z) of the initial value problem
−(pu′)′ + (q − z)u= 0, u(0, z)= α(z), (pu′)(0, z)= β(z). (3.1)
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−(pu′)′ = 0, u(0, z)= α(z), (pu′)(0, z)= β(z), (3.2)
is given by
α(z)+ β(z)P (x), P (x)=
x∫
0
1
p(t)
dt. (3.3)
As to (3.1), integration gives
(pu′)(x, z)= β(z)+
x∫
0
(
q(t)− z)u(t, z) dt,
and a further integration leads to the following integral equation for the solution of the
“perturbed equation” (3.1):
u(x, z)= α(z)+ β(z)P (x)+
x∫
0
1
p(t)
( t∫
0
(
q(s)− z)u(s, z) ds
)
dt. (3.4)
Conversely, the solution of (3.4) satisfies (3.1). Define the functions Q0, P0, and P1 by
Q0(x)=
x∫
0
∣∣q(t)∣∣dt, P0(x)=
x∫
0
dt
|p(t)| , P1(x)=
x∫
0
t
|p(t)| dt. (3.5)
Clearly, these functions are real-valued, continuous, and nondecreasing on [0,∞) and
Q0(0)= P0(0)= P1(0)= 0. In the following, the functionΨ stands forΨ (t)= tet , so that
also Ψ is real-valued, continuous, and monotonically increasing on [0,∞) with Ψ (0)= 0.
The next lemma gives an estimate for the difference of the solution u(x, z) in (3.1) and
solution (3.3) of the unperturbed equation (3.2).
Lemma 3.1. Let u(·, z) be the solution of (3.1). Then for all x ∈ [0,∞) and z ∈C \R,∣∣u(x, z)− α(z)− β(z)P (x)∣∣

(∣∣α(z)∣∣+ ∣∣β(z)∣∣P0(x))Ψ
( x∫
0
Q0(t)+ |z|t
|p(t)| dt
)
. (3.6)
Proof. Let M(t, z)= max0st |u(s, z)|. Then it follows from (3.4) and (3.5) that
∣∣u(x, z)∣∣ ∣∣α(z)∣∣+ ∣∣β(z)∣∣P0(x)+
x∫
0
Q0(t)+ |z|t
|p(t)| M(t, z) dt.
Therefore, also
M(x, z)
∣∣α(z)∣∣+ ∣∣β(z)∣∣P0(x)+
x∫
Q0(t)+ |z|t
|p(t)| M(t, z) dt. (3.7)
0
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In fact, for each z ∈ C \R the function |α(z)| + |β(z)|P0(x) is nondecreasing, and there-
fore (3.7) leads to
M(x, z)
(∣∣α(z)∣∣+ ∣∣β(z)∣∣P0(x))exp
( x∫
0
Q0(t)+ |z|t
|p(t)| dt
)
. (3.8)
Now, from (3.4) and (3.8) one obtains
∣∣u(x, z)− α(z)− β(z)P (x)∣∣ (∣∣α(z)∣∣+ ∣∣β(z)∣∣P0(x))Ψ
( x∫
0
Q0(t)+ |z|t
|p(t)| dt
)
,
which proves the statement. ✷
For each z ∈ C \R the values of the function Ψ in Lemma 3.1 can be made arbitrarily
small when x is restricted to a sufficiently small interval [0, δ(z)]. It will be enough to
define such intervals for z= iy , y > 0. One selection is presented in the next lemma.
Lemma 3.2. For each 0 < c0 < 1 there exist y0 > 0 and a monotonically decreasing func-
tion δ : [y0,∞)→ (0,1) such that for y→∞,
(i) δ(y)→ 0,
(ii) yδ(y)→∞,
and for all y  y0 and x ∈ [0, δ(y)],
Ψ
( x∫
0
Q0(t)+ yt
|p(t)| dt
)
 c0. (3.9)
Consequently,∣∣u(x, iy)− α(iy)− β(iy)P (x)∣∣ c0(∣∣α(iy)∣∣+ ∣∣β(iy)∣∣P0(x)). (3.10)
Proof. Let 0 < c0 < 1 and let d0 be the unique positive number such that Ψ (d0) = c0.
Then there exists y1 > 0 such that
δ(y)∫
0
Q0(t)+ yt
|p(t)| dt = d0 (3.11)
uniquely determines a function δ(y) on [y1,∞), which is monotonically decreasing. Using
P1(x) defined in (3.5), identity (3.11) gives
yP1
(
δ(y)
)= d0 −
δ(y)∫
Q0(t)
|p(t)| dt  d0. (3.12)
0
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can be made smaller than d0/2 when, say, y  y2  y1. Therefore, for y  y2 one has
yP1(δ(y)) d0/2 and
1
yδ(y)
 2
d0
P1(δ(y))
δ(y)
 2
d0
P0
(
δ(y)
)→ 0, y→∞,
which shows (ii). Finally, choose y0  y2 such that δ(y0) < 1. Clearly, for y  y0 esti-
mate (3.9) is satisfied, and thus, by Lemma 3.1 inequality (3.10) holds for every y  y0
and 0 x  δ(y). ✷
Lemma 3.3. Let u(·, z) be the solution of (3.1). Choose 0 < c0 < 1 and let δ(y) : [y0,∞)→
(0,1) be a function as in Lemma 3.2.
(i) Then for y  y0 and b > 1,
b∫
0
∣∣u(t, iy)∣∣2 dt > (1− c0)2δ(y)∣∣α(iy)∣∣2
− 2(1+ c0)2
∣∣α(iy)β(iy)∣∣
δ(y)∫
0
P0(t) dt.
(ii) If, in addition, p  0 in a neighborhood of 0, then for y  y0 and b > 1,
b∫
0
∣∣u(t, iy)∣∣2 dt > (1− c0)2
(
δ(y)
∣∣α(iy)∣∣2 + ∣∣β(iy)∣∣2
δ(y)∫
0
P0(t)
2 dt
)
− 2(1+ c0)2
∣∣α(iy)β(iy)∣∣
δ(y)∫
0
P0(t) dt.
Proof. Let δ(y) be a function with the properties in Lemma 3.2. It follows from (3.10) that
there are complex numbers ζ1 (= ζ1(x, y)) and ζ2 (= ζ2(x, y)) with |ζ1|, |ζ2| c0, such
that for all y  y0 and 0 x  δ(y),
u(x, iy)= α(iy)(1+ ζ1)+ β(iy)
(
P(x)+ ζ2P0(x)
)
.
The triangle inequality implies∣∣u(x, iy)∣∣2  (1− c0)2∣∣α(iy)∣∣2 − 2(1+ c0)2∣∣α(iy)β(iy)∣∣P0(x)
+ ∣∣β(iy)(P(x)+ ζ2P0(x))∣∣2. (3.13)
To obtain estimate (i) delete the last term in the right-hand side of (3.13), integrate both
sides of the resulting inequality from 0 to δ(y), and then use δ(y) δ(y0) < 1 < b.
If p  0, then P(x)= P0(x) and the following inequality holds:∣∣P(x)+ ζ2P0(x)∣∣= ∣∣(1+ ζ2)P0(x)∣∣ (1− c0)P0(x).
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both sides of the resulting inequality from 0 to δ(y), and finally using δ(y)  δ(y0) <
1 < b. ✷
4. Titchmarsh–Weyl coefficients
Let p and q be real-valued functions on the interval [0,∞) such that 1/p and q are
locally integrable. The eigenvalue problem
(−DpD + q)u= zu (4.1)
has two linearly independent solutions u1(·, z) and u2(·, z), entire in z, satisfying the initial
conditions
u1(0, z)= 1, (pu′1)(0, z)= 0, u2(0, z)= 0, (pu′2)(0, z)=−1.
Define the meromorphic function m(b, z) by
m(b, z)=−u2(b, z)
u1(b, z)
.
Then the function χb(·, z) defined by
χb(·, z)=m(b, z)u1(·, z)+ u2(·, z) (4.2)
satisfies the boundary conditions
χb(b, z)= 0, χb(0, z)=m(b, z), (pχ ′b)(0, z)=−1. (4.3)
By Green’s formula
m(b, z)−m(b,w)
z− w¯ =
b∫
0
χb(t, z)χb(t,w) dt, (4.4)
and, in fact, m(b, z) is the Titchmarsh–Weyl coefficient for the self-adjoint realization in
L2(0, b) corresponding to the self-adjoint boundary conditions
(pu′)(0)= 0, u(b)= 0.
Now assume that −DpD + q is in the limit-point case at ∞. Then the restriction by the
boundary conditions u(0)= 0 and (pu′)(0)= 0 defines a symmetric, completely nonself-
adjoint operator with defect numbers (1,1) (see, e.g., [10] for the complete nonself-
adjointness). The assumption of the limit-point case at ∞ is equivalent to the functions
m(b, z) having a unique limit m(z) for each z ∈C as b→∞. In this case
m(z)−m(w)
z− w¯ =
∞∫
0
χ(t, z)χ(t,w)dt,
where
χ(·, z)=m(z)u1(·, z)+ u2(·, z)
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Weyl coefficient for the self-adjoint realization in L2(0,∞) corresponding to the self-
adjoint boundary condition (pu′)(0)= 0. The fractional linear transformation
mτ (z)= m(z)− τ1+ τm(z)
defines the Titchmarsh–Weyl coefficients for the self-adjoint realization in L2(0,∞) cor-
responding to the self-adjoint boundary condition
(pu′)(0)= τu(0), τ ∈R∪ {∞}.
For the underlying theory see, for instance, [4,7,14,15,17].
Theorem 4.1. Let p and q be real-valued functions on the interval [0,∞) such that 1/p
and q are locally integrable. Assume that the differential operator −DpD + q is in the
limit-point case at ∞. Let δ(y) : [y0,∞) → (0,1) be a function as in Lemma 3.2 and
assume that
∞∫
y0
1+ y ∫ δ(y)0 P0(t) dt
y2δ(y)
dy <∞. (4.5)
Then m(z) ∈ N1 and
lim
y→∞m(iy)= 0.
Moreover, mτ (z) ∈ N1 for all τ ∈R, and the boundary condition u(0)= 0, corresponding
to τ =∞, determines the generalized Friedrichs extension.
Proof. It follows from the boundary conditions (4.3) that the function u(·, z) = χb(·, z),
defined in (4.2), satisfies (3.1) with
α(z)=m(b, z), β(z)=−1. (4.6)
Equality (4.4) implies that for y > 0,
∣∣m(b, iy)∣∣ Imm(b, iy)= y
b∫
0
∣∣u(t, iy)∣∣2 dt. (4.7)
Choose b > 1. Then it follows from (4.6), (4.7), and (i) of Lemma 3.3 that
∣∣m(b, iy)∣∣> (1− c0)2yδ(y)∣∣m(b, iy)∣∣2 − 2(1+ c0)2y∣∣m(b, iy)∣∣
δ(y)∫
0
P0(t) dt,
where c0, y0, and the function δ(y) are as in Lemma 3.2. This implies
∣∣m(b, iy)∣∣< 1+ 2(1+ c0)2y
∫ δ(y)
0 P0(t) dt
2  C
1+ y ∫ δ(y)0 P0(t) dt , (4.8)
(1− c0) yδ(y) yδ(y)
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∞∫
y0
|m(b, iy)|
y
dy < C
∞∫
y0
1+ y ∫ δ(y)0 P0(t) dt
y2δ(y)
dy <∞.
By Proposition 2.3 also m(z) satisfies
∫∞
y0
|m(iy)|/y dy <∞. Hence, clearly m(z) ∈ N1
and m(iy)→ 0 as y →∞. The second statement is now a consequence of the facts pre-
sented in Section 2. ✷
In Section 5 sufficient conditions will be given to guarantee assumption (4.5). However,
it is not difficult to see that assumption (4.5) is satisfied when the function p is continuous
and limx→0 p(x) > 0. In fact, in this case the results in Theorem 4.1 can be sharpened;
see [14, Theorem 10.2.4] for the special case p ≡ 1.
Theorem 4.2. Let the assumptions be as in Theorem 4.1 and assume, in addition, that p is
continuous and that limx→0 p(x) > 0. Then there exist A> 0 and B > 0 so that
A√y∣∣m(iy)∣∣ B (4.9)
for sufficiently large y . In particular, m(z) ∈Nη, 1/2< η 1, and
lim
y→∞m(iy)= 0.
Moreover, mτ (z) ∈ Nη, 1/2 < η  1, for all τ ∈ R, and the boundary condition u(0)= 0,
corresponding to τ =∞, determines the generalized Friedrichs extension.
Proof. Let the function δ(y) be as in the proof of Lemma 3.2. One may assume that p(x)
 0 for x ∈ [0, δ(y0)]. Then (4.6), (4.7), and (ii) of Lemma 3.2 imply that
∣∣m(b, iy)∣∣2 − 1+ 2(1+ c0)2y
∫ δ(y)
0 P0(t) dt
(1− c0)2yδ(y)
∣∣m(b, iy)∣∣+
∫ δ(y)
0 P0(t)
2 dt
δ(y)
< 0.
(4.10)
Take the limit as b→∞ in (4.10), and rewrite the result as follows:
(√
y
∣∣m(iy)∣∣)2 − 1+ 2(1+ c0)2y
∫ δ(y)
0 P0(t) dt
(1− c0)2√yδ(y)
√
y
∣∣m(iy)∣∣
+ y
3/2 ∫ δ(y)
0 P0(t)
2 dt√
yδ(y)
 0. (4.11)
Then the definition of δ(y) in (3.11) and the equality in (3.12) show that
yP1(δ)= d0 −
δ(y)∫
0
Q0(t)
p(t)
dt = d0 + o(1), y→∞. (4.12)
Moreover, if p0 = limx→0 p(x) > 0, then
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δ(y)∫
0
t
p(t)
dt = 1
p0
δ(y)∫
0
t
1+ o(1) dt
= 1
p0
δ(y)∫
0
t
(
1+ o(1))dt = 1
2p0
δ(y)2
(
1+ o(1)), y→∞.
Substituting this into (4.12) leads to
√
y δ(y)=√2p0d0 + o(1), y→∞. (4.13)
Similarly it is seen that for y→∞,
y
δ(y)∫
0
P0(t) dt→ d0, y3/2
δ(y)∫
0
P0(t)
2 dt → (2p0d0)
3/2
3p20
. (4.14)
It follows from (4.13) and (4.14) that the limit as y →∞ of the quadratic polynomial in
the left-hand side of (4.11) is given by
X2 − 1+ 2(1+ c0)
2d0
(1− c0)2√2p0d0 X+
2d0
3p0
(4.15)
with X = √y|m(iy)|. Clearly, both roots of (4.15) are positive (and distinct), which im-
plies (4.9). The remaining assertions follow from the facts presented in Section 2. ✷
Remark 4.1. It is of independent interest to notice that in the case where p ≡ 1 Atkin-
son [5] has proved the existence of the limit limy→∞√y|m(iy)| with a different method,
which is stronger than estimate (4.9). However, for the purposes in the present paper the
key result needed to guarantee the existence of a generalized Friedrichs extension is to
prove the integrability conditions in (1.3), or equivalently, that at least for some (and then
for all) τ ∈R the condition mτ (z) ∈ N1 is satisfied.
5. Further sufficient conditions
In this section it is shown that (4.5) is a mild condition which can be verified in simple
terms. Define the real-valued function P01(x) by
P01(x)=
x∫
0
P0(t) dt.
Clearly, P01(x) is continuous and nondecreasing on [0,∞) with P01(0)= 0.
Proposition 5.1. Let p and q be as in Theorem 4.1, and assume that one of the following
functions:
P01(δ) (5.1)
P1(δ)|p(δ)|
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P0(δ)
δ
(5.2)
is locally integrable in a neighborhood of 0. Then there exists a monotonically decreasing,
absolutely continuous function δ(y) : [y0,∞)→ (0,1) with the properties in Lemma 3.2
and such that
∞∫
y0
1+ yP01(δ(y))
y2δ(y)
dy <∞. (5.3)
Proof. Assume that (5.1) is integrable near 0. Let 0 < c0 < 1 and let d0 > 0 be defined by
Ψ (d0)= c0. The identity
P1
(
δ(y)
)= d0
2y
(5.4)
uniquely determines a function δ(y) on [y1,∞), for some y1 > 0, which is monotonically
decreasing. Clearly, δ(y)→ 0 as y→∞. Definition (5.4) implies that
1
yδ(y)
= 2
d0
P1(δ(y))
δ(y)
 2
d0
P0
(
δ(y)
)→ 0, y→∞.
Thus, δ(y) admits properties (i) and (ii) in Lemma 3.2. Using the notations in (3.5), choose
y0  y1 such that P0(δ(y0))Q0(δ(y0))  d0/2, and such that δ(y0) < 1. Then clearly for
all y  y0 and 0 x  δ(y),
x∫
0
Q0(t)+ yt
|p(t)| dt  P0(x)Q0(x)+ yP1(x) d0.
Hence, estimate (3.9) in Lemma 3.2 is satisfied, and thus, inequality (3.10) holds for every
y  y0 and 0 x  δ(y). Clearly, P1(x) and hence also δ(y) is absolutely continuous by
Lemma A.1. Now (5.4) gives
δ′(y)=−d0|p(δ(y))|
2y2δ(y)
. (5.5)
Since (5.1) is integrable near 0, also(
P01(δ)
P1(δ)
+ 1
)
1
|p(δ)|
is integrable near 0. The change of variables δ = δ(y), (5.5), and the local integrability
of (5.1) lead to (5.3).
Next assume that (5.2) is integrable near 0. The function xP0(x) is absolutely continu-
ous and monotonically increasing. Hence, for d0 > 0,
δ(y)P0
(
δ(y)
)= d0 (5.6)
2y
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y1 > 0. Clearly, δ(y)→ 0 as y→∞ and
1
yδ(y)
= 2
d0
P0
(
δ(y)
)→ 0, y→∞,
so that properties (i) and (ii) in Lemma 3.2 are satisfied. Observe that
yP1
(
δ(y)
)= d0P1(δ(y))
2δ(y)P0(δ(y))
 d0
2
.
Choose y0  y1 such that P0(δ(y0))Q0(δ(y0)) d0/2 and such that δ(y0) < 1. Then esti-
mate (3.9) in Lemma 3.2 is satisfied. The absolute continuity of δ(y) again follows from
Lemma A.1. Hence, (5.6) gives(
P0(δ(y))
δ(y)
+ 1|p(δ(y))|
)
δ′(y)=− d0
2y2δ(y)
. (5.7)
It follows from
yP01
(
δ(y)
)
 yδ(y)P0
(
δ(y)
)= d0
2
that assertion (5.3) holds if
∞∫
y0
1
y2δ(y)
dy <∞. (5.8)
Since (5.2) is locally integrable, also
P0(δ)
δ
+ 1|p(δ)|
is locally integrable. The change of variables δ = δ(y), (5.7), and local integrability of (5.2)
now lead to (5.8). ✷
The function δ(y) that was constructed in the proof of Lemma 3.2 satisfies d0/2 
yP1(δ(y))  d0 for all y  y0, so that P1(δ(y)) ∼ 1/y , see (3.12) in the proof of
Lemma 3.2. In this sense it is asymptotically equivalent to the function δ(y) defined
in (5.4).
The assumptions imposed on p and q to prove the main theorems are rather mild. More-
over, the inequalities that were used in proving these results have been obtained for |m(iy)|
rather than for Imm(iy). The conclusion is that, even under the more general assumptions
used in the present paper, the above results actually lead to somewhat stronger proper-
ties for the Titchmarsh–Weyl coefficients associated with Sturm–Liouville problems of the
form (4.1) than what is needed for the Kac subclasses N1 of Nevanlinna functions and for
the existence of generalized Friedrichs extensions.
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The method by which Theorems 4.1 and 4.2 were proved also provides a lower bound
for |m(iy)| when p(x) is nonnegative. Denote
P02(x)=
x∫
0
P0(t)
2 dt.
Theorem 6.1. Let the function p be nonnegative, let δ(y) : [y0,∞)→ (0,1) be defined
by (5.4), and let δ0 = δ(y0). Then for some C > 0,
∞∫
y0
|m(iy)|
y
dy C
δ0∫
0
P02(δ)
P0(δ)P1(δ)|p(δ)| dδ. (6.1)
Proof. For a polynomial z2 − az+ c, where a, c > 0 and a2 − 4c 0, with the real roots
r1, r2 (> 0) it is easy to check that c/a < min{r1, r2}. For δ(y) : [y0,∞)→ (0,1) in (5.4)
the quadratic inequality (4.10) is satisfied. Therefore, one obtains the following estimate
for |m(b, iy)| from below:∣∣m(b, iy)∣∣ (1− c0)2yP02(δ)
1+ 2(1+ c0)2yP01(δ)  C1
P02(δ)
1/y + P01(δ) , δ = δ(y). (6.2)
Here C1 > 0 depends only on c0, 0 < c0 < 1. Integration by parts yields P1(δ)= δP0(δ)−
P01(δ). Now, taking into account (5.4) one obtains from (6.2) the estimate∣∣m(b, iy)∣∣ C P02(δ)
P1(δ)+ P01(δ) = C
P02(δ)
δP0(δ)
, δ = δ(y), (6.3)
where C > 0 depends only on c0. Hence, one may take the limit b→∞ in (6.3) to obtain
the corresponding inequality for |m(iy)|. Therefore, the previous inequality and identi-
ties (5.4) and (5.5) lead to
∞∫
y0
|m(iy)|
y
dy C
∞∫
y0
P02(δ(y))
yδ(y)P0(δ(y))
dy = C
δ0∫
0
P02(δ)
P0(δ)P1(δ)|p(δ)| dδ,
which proves (6.1). ✷
The conditions in Proposition 5.1 are satisfied by a function p which behaves near 0
like t1−c for c > 0 or like t| ln t|1+c for c > 1, but they are not satisfied if p behaves like
t| ln t|1+c for 0 < c  1. This is due to the fact that the present methods give estimates for
|m(b, iy)| and not for Imm(b, iy). Using Theorem 6.1 it is shown that indeed if p behaves
like t| ln t|1+c for 1< c 2, then |m(b, iy)|/y is not integrable on (y0,∞).
Example 6.1. Let p(t)= t| ln t|1+c, 0< c 1, for, say, 0 < t < 1/2. Then 1/(c| ln t|c) is a
primitive for 1/p, so that 1/p ∈L1(0,1/2). But
δ → P02(δ) (6.4)
P0(δ)P1(δ)|p(δ)|
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function |m(b, iy)|/y is not integrable on (y0,∞).
Proof. A straightforward calculation gives
P0(δ)= 1
c| lnδ|c , P1(δ)=
δ∫
0
dt
| ln t|1+c , P02(δ)=
1
c2
δ∫
0
dt
| ln t|2c .
Hence, the function S(δ), defined by (6.4), satisfies
S(δ)= 1
c
∫ δ
0 (1/| ln t|2c) dt
δ| ln δ|c(δ/| lnδ|2c)(∫ δ0 (1/| ln t|1+c) dt (| lnδ|1+c/δ)) .
Next observe that for ν > 0 by l’Hôpital’s rule,
lim
δ→0
∫ δ
0 (1/| ln t|ν) dt
δ/| lnδ|ν = limδ→0
1
1− ν/| ln δ| = 1.
Hence, as δ→ 0,
S(δ)∼ 1
c
1
δ| ln δ|c .
Therefore, S(δ) is not integrable on (0, δ0). ✷
Appendix A
The various functions δ which were constructed above are absolutely continuous. This
fact is a consequence of the following lemma.
Lemma A.1. Let F : [a, b]→ [α,β] be a strictly increasing, absolutely continuous bijec-
tion, where −∞ < a < b <∞ and −∞ < α < β <∞. Assume that F ′(x) exists and
that F ′(x) > 0 almost everywhere on [a, b]. Then the inverse function F−1 is absolutely
continuous.
In particular, if f ∈L1[a, b] and f > 0 almost everywhere, then the function F , defined
by
F(x)=
x∫
a
f (t) dt, x ∈ [a, b],
has an absolutely continuous inverse F−1.
Proof. Let N be the subset of [a, b] of Lebesgue measure 0 such that F ′(x) exists and
F ′(x) > 0 except for x ∈ N . Then (F−1)′(y) exists with 0  (F−1)′(y) <∞ except for
y ∈ F(N), a set of Lebesgue measure 0. Now one can proceed as follows. The set
E = {x ∈ [a, b]: (D+F−1)(F(x))=∞}⊂N,
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(18.35)], F−1 is absolutely continuous.
Another, more direct, way to proceed is to use
(F−1)′
(
F(x)
)
F ′(x)= 1, x /∈N.
Due to the change of variables formula for an absolutely continuous transformation applied
to integrable functions (see, for instance, [16, Section 26]),
β∫
α
(F−1)′(y) dy =
b∫
a
(F−1)′
(
F(x)
)
F ′(x) dx
=
b∫
a
dx = b− a = F−1(β)− F−1(α).
Here, (F−1)′ is a nonnegative measurable, and hence integrable function. Likewise,
F−1(ξ)=
ξ∫
α
(F−1)′(y) dy + F−1(α), ξ ∈ [α,β],
which shows that F−1 is absolutely continuous. ✷
Acknowledgments
The present work was carried out when S. Hassi and H. de Snoo held visiting scholarships at the Univer-
sity of the Witwatersrand. The support of the NRF of South Africa and the hospitality of both the Department
of Mathematics and the John Knopfmacher Centre for Applicable Analysis and Number Theory are gratefully
acknowledged. Hassi would also like to acknowledge the support of the Academy of Finland (Project 40362).
The authors thank Erik Thomas for suggesting the second proof of Lemma A.1, Bruce Watson for bringing to our
attention Atkinson’s result mentioned in Remark 4.1, and Mark Malamud for helpful discussions.
References
[1] W.F. Donoghue, On the perturbation of spectra, Comm. Pure Appl. Math. 18 (1965) 559–579.
[2] F. Gesztesy, E.R. Tsekanovskiı˘, On matrix-valued Herglotz functions, Math. Nachr. 218 (2000) 61–138.
[3] S. Hassi, M. Möller, H.S.V. de Snoo, Singular Sturm–Liouville problems whose coefficients depend ratio-
nally on the eigenvalue parameter, in preparation.
[4] F.V. Atkinson, Discrete and Continuous Boundary Problems, Academic Press, New York, 1968.
[5] F.V. Atkinson, On the location of the Weyl circles, Proc. Roy. Soc. Edinburgh Sect. A 88 (1981) 345–356.
[6] E.A. Coddington, R.C. Gilbert, Generalized resolvents of ordinary differential operators, Trans. Amer. Math.
Soc. 93 (1959) 216–241.
[7] E.A. Coddington, N. Levinson, Theory of Ordinary Differential Equation, McGraw–Hill, New York, 1955.
[8] W.F. Donoghue, Monotone Matrix Functions and Analytic Continuation, Springer-Verlag, Berlin, 1974.
[9] I.M. Gelfand, B.M. Levitan, On the determination of a differential equation from its spectral function, Izv.
Akad. Nauk SSSR Ser. Mat. 15 (1951) 309–360 (in Russian), English transl. in Amer. Math. Soc. Transl. 1
(1955) 253–304.
602 S. Hassi et al. / J. Math. Anal. Appl. 282 (2003) 584–602[10] R.C. Gilbert, Simplicity of linear ordinary differential operators, J. Differential Equations 11 (1972) 672–
681.
[11] S. Hassi, M. Kaltenbäck, H.S.V. de Snoo, Triplets of Hilbert spaces and Friedrichs extensions associated
with the subclass N1 of Nevanlinna functions, J. Operator Theory 37 (1997) 155–181.
[12] S. Hassi, H. Langer, H.S.V. de Snoo, Selfadjoint extensions for a class of symmetric operators with defect
numbers (1,1), in: 15th OT Conference Proc., 1995, pp. 115–145.
[13] E. Hewitt, K. Stromberg, Real and Abstract Analysis, Springer-Verlag, Berlin, 1965.
[14] E. Hille, Lectures on Ordinary Differential Equations, Addison–Wesley, Reading, MA, 1969.
[15] B.M. Levitan, I.S. Sargsjan, Introduction to Spectral Theory, Nauka, Moscow, 1970 (in Russian), English
transl. in Transl. Math. Monogr., American Mathematical Society, 1975.
[16] F. Riesz, B. Sz.-Nagy, Leçons d’analyse fonctionelle, Gauthier–Villars, Paris, 1972.
[17] E.C. Titchmarsh, Eigenfunction Expansions Associated with Second-Order Differential Equations, Part One,
2nd ed., Oxford Univ. Press, Oxford, 1962.
[18] H. Weyl, Über gewöhnliche Differentialgleichungen mit Singularitäten und die zugehörigen Entwicklungen
willküricher Funktionen, Math. Ann. 68 (1910) 220–269.
[19] D.S. Wray, On Weyl’s function m(λ), Proc. Roy. Soc. Edinburgh Sect. A 74 (1974/1975) 40–48.
