This paper presents training of novel hybrid network based on three deep convolutional neural network architectures applied to object recognition, based on the depth information supplied for a RGBD camera. For this case, the depth information allows to set the dataset of training images of each network, its architecture and its characteristics, generating a dynamic recognition application by variation of the image capture point, whose final layer is determined by a diffuse inference system. The general architecture designed allows an efficient object recognition applicable to robotic mobile agents, whose perspective of the object varies when approaching or moving away from them, showing an overall performance of 90.19%.
Introduction
In recent years, deep learning techniques have led the field of artificial intelli-gence [1] where its ability to recognize patterns gives rise to developments such as control systems for vehicular traffic [2] . However, while deep learning improves the capabilities of conventional neural networks, other artificial intelligence techniques such as fuzzy logic offer solutions that do not yet cover these techniques.
The applications of fuzzy systems today are of great relevance in the control of robotic agents, for example, in displacement control applications [3] [4] , learning reinforcement for navigation [5] and even for collaborative work among robotic agents [6] . But a robot to navigate and interact with its environment, requires a machine vision system to identify patterns as objects in the scene. In relation to this requirement, specific techniques of deep learning, such as convolutional neural networks (CNN), allow the implementation of efficient image-based artificial intelligence systems [7] .
Thus, one of the current fields of application of the CNN is the development of robotic agents based on artificial intelligence, for example, for tasks of recognition of places that can lead to autonomous navigation by the robot [8] . There are also applications for the development of robotic activities in three-dimensional tasks. For example, in [9] and [10] , convolutional networks are presented for gripping tasks using a robotic gripper, under aspects such as the depth of the object.
In general, many of the capabilities of neural networks have been potentialized with hybrid networks based on diffuse layers [11] . These diffuse-neural architectures have improved developments such as video sign language recognition [12] , voice activity detection [13] , graphical data representation [14] and even in robotic applications for obstacle avoidance [15] and path planning [16] . Where it is also possible to find applications of deep learning hybrid networks and fuzzy systems for data classification [17] . This paper presents a novel proposal for the dynamic recognition through convolutional neural networks, in cases where there is a variation of the capture point of the image, i.e., applications where an RGB-D sensor is used that is in the robotic agent and this one moves in relation to an object of interest. This raises the problem of changing the perspective of the object to be recognized, thus proposing, through the work presented here, a solution not found in the state of the art, based on a hybrid diffuse-convolutional network. As mentioned, hybrid models of this type are already presented, such as those presented in [18] and [19] , the first case presents the diffuse system as input to the convolutional network while the second is at the output of the same, similar to the case discussed here. However, the problem, the application and final architecture are clearly differentiable. This paper is divided into 4 parts, where section 2 shows CNN architecture proposed, in others words, describes the layers implemented in this work, convolutional and fuzzy. In section 3 the results are obtained by means of tests in one specific example. Finally, section 4 concludes with respect to the depth recognition algorithm results.
CNN Architecture
When a robotic system uses a camera for its interaction with the workspace in which it develops, whether it is a mobile autonomous robot or a robotic arm with a camera in the end effector, the perspective of the object towards or away from it changes. From this point of view, the training of a pattern recognition system, conventional neural or convolutional type, will have different input data for its classification. For example, Figure. 1 presents the resolution changes presented by the approach of an object, which makes the network response vary in the percentage of success and increases the probability of class confusion.
The solution proposed consists of the neural training of a convolutional network specialized in the different perspectives of the object to be recognized, depending on the depth in which it is, i.e., the training of a set of neural networks is done, where each one will learn to recognize the object from the distance and will weigh each network as it approaches the object. The architecture of the hybrid CNN that is proposed is illustrated in Figure. 2. Where the input image corresponds to a group of tools in 4 categories: nippers, screwdriver, scalpel and scissors, all in color and taken with a Creative Blaster Senz3D RGB-D camera, whose 3D vision range is from 0.2 to 1.5 meters. The architecture continues with a group of three convolutional neural networks working in parallel, each one trained with databases of 200 images of each category, taken at different distances: 20 cm, 40 cm and 60 cm, correspondingly. The response of each network, by category, is entered into a final layer of diffuse weighting that is in charge of determining the unique output of the network. Table 1 shows the CNN architecture used for each of the three networks, where square filters are used whose sides are shown in column two, with 70, 90 and 120 filters per convolution layer [20] . 
Convolution/RELU 2 #120
MaxPooling 2
Fully-Connected 4
Softmax 4
The final weighting layer corresponds to the diffuse inference system illustrated in Figure. 3. The four base inputs of the system are the current depth value of the capture of the image to be classified and the fuzzification of each of the outputs of the 3 CNNs. Since the output of the CNN classification stage is based on a nonlinear function, Gaussian membership functions are set for each fuzzy set, according to its category, as shown in Figure. 4. In order to uniformly distribute the universe of discourse with intersections of 0.5, which allow a total membership degree of 1 for any input, the output of the diffuse system obeys the same behavior. The fuzzification of each output of the network, i.e., of each category (S_Ctg), should be framed in the same universe of discourse, which is characterized by ease in the range of 0 to 100. For this, it is developed the equations by category that are associated in Table 2 , according to the behavior of the membership functions given in Figure. 4. For the fuzzy relational computation that establishes the output of this last layer of the proposed network architecture, it is used the Mamdani inference algorithm shown in Figure. 6. 
Experimental Results
To evaluate the performance of the designed fuzzy layer, an example of validation is set, where the input of the designed hybrid architecture is entered the image observed in Figure. 7, whose prediction is on the right side. A representative case is chosen where one of the networks gives a category different from the one entered.
Figure 7. Network prediction
The inputs to the fuzzy system are determined by the equations in Table II , applied to the output of each of the 3 CNNs, which give the prediction values of each category relative to the input image. Table 3 illustrates the results of the fuzzification. For the case, the computation of the Mamdani algorithm for the proposed example is illustrated. The total extent of the calculations involves finding the 12 βn and Bn, for each possible combination of category detection and/or confusion of them.
Step 1. It can be seen that because the depth value crosses by 0.5 when intersecting two functions of fairness in the boundary does not alter the result of B'. Therefore, it is to this result (B') that the method of defuzzification by center of gravity is applied, by eq. (1). 
This result corresponds to a membership value of 0.674 in the screwdriver category and 0.326 in the nippers category, where it is possible to decrease the influence of the third network by 50%. As a complementary example, in the case where the confusion of the third network went to the scissors category with a B' ={0,02; 0,95;0,03;0,71}, he computation with Bdepth={0,5; 0,5; 0,01; 0,0} would generate a center of gravity at 50.6 corresponding to a membership of 0.485 in a screwdriver and 0 in scissors, with a reduction of about 70% in the influence of the prediction of the third network. This case is hypothetical because the class confusion analysis allowed to establish the relations of the membership functions, where there are no confusions between these two classes, so that their intersection is almost null (see Figure. 4 ). The result of the predicted design of the hybrid neuro-convolutional architecture, based on depth. It is appreciated that the images used are recognized satisfactorily when the RGB-D camera is approached towards the objects of interest. For the case, the overall error in the detection by variation of distances is 9.81%. Where for the last example of the nippers of Figure. 6 (lower right), there is the capture ratio shown in Table 4 . It is observed that the final fuzzy weighting improves the overall performance of the network. The results obtained are demarcated by the range of coverage projected for a didactic robotic arm, whose dimensions allowed to set the depth ranges, in conjunction with the RGB-D capture camera used.
Conclusions
The proposed novel hybrid network architecture presents a solution to the problem of identifying objects through dynamic system that vary the image capture distance. The weighting achieved allows the clear recognition of training objects in the range of such training, improving the overall performance of the network, even above that of a trained network with an expanded database with different depths. For the latter case, the training is difficult for the network due to the variation of parameters derived from the depth changes, failing to obtain more than 76.2% accuracy with networks of 4 layers of convolution, evidencing the advantage of the hybrid network.
The final architecture developed presents an overall functionality of a conventional convolutional neural network, however, adding an additional layer of diffuse output enhances its object recognition capability in mobile robotic applications. Applications of this development can be used in tracking algorithms of objects subject to displacement, in comparison to the one presented where the camera is approaching or moving away from it.
