Abstract. Motivated by a result of Pierre Simon we introduce monotone theories as theories of linearly ordered structures in which binary definable sets have particularly simple geometric description: every formula is equivalent to a Boolean combination of unary and monotone formulae. We show that this class coincides with the class of weakly quasi-o-minimal theories. We precisely describe the relationship between distinct definable linear orderings in monotone theories and use it to show that monotonicity of the theory does not depend on the particular choice of a definable linear ordering. As a corollary we obtain that the theory in a binary language obtained from a weakly o-minimal one by naming all binary formulae eliminates quantifiers.
In this article we continue studying the binary structure of linearly ordered structures started in [4] and [7] . In [7] we investigated linearly ordered structures which are in some sense not much more complicated than pure or colored orders (linear orders with unary predicates) and here we are interested in linearly ordered structures whose theory is not necessarily binary, but whose binary definable sets have particularly simple description. The motivation is the following result of Pierre Simon that offers a geometric description of definable sets in coloured orders.
Theorem ( [6, Proposition 4.1] ). Let (M, <, C i , R j ) i∈I,j∈J be a linearly ordered structure expanded by unary and monotone relations. Assume that all ∅-definable subsets of M are named by some C i and all ∅-definable monotone relations are named by some R j . Then the theory of this structure eliminates quantifiers.
Motivated by this fact, we introduce monotone theories. We will say that a theory is monotone with respect to some L-definable linear ordering 1 < if every formula in two free variables (with parameters) is equivalent to a Boolean combination of unary formulae and binary formulae defining <-monotone relations (using the same parameters); the theory is monotone if it is monotone with respect to some L-definable linear ordering. We show that monotone theories include all o-minimal and weakly o-minimal theories. In fact, we show that the class of monotone theories coincides with the class of weakly quasi-o-minimal theories; recall that a theory is weakly quasi-o-minimal with respect to < if every parametrically definable subset (of singletons) is a Boolean combination of unary L-definable sets and <-convex sets. Our main result is:
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Theorem 1. Let T be a complete first-order theory with infinite models in a language L.
(i) T is weakly quasi-o-minimal if and only if it is monotone.
(ii) Monotonicity of T does not depend on the choice of an L-definable linear ordering.
For any first order structure M in a language L, let M bin = (M, C i , B k ) i∈I,k∈K be the structure obtained by naming all ∅-definable unary sets C i and ∅-definable binary sets B k ; call it the binary reduct of M. Further, if M admits an L-definable linear order <, by M < mon = (M, <, C i , R j ) i∈I,j∈J we denote the structure obtained by naming <, all ∅-definable unary sets C i and all ∅-definable <-monotone relations R j . We call M < mon the <-monotone reduct of M. Simon's theorem says that T h(M < mon ) eliminates quantifiers. As a direct consequence of this fact and Theorem 1 we have:
Corollary 2. Suppose that T h(M) is weakly quasi-o-minimal.
(i) Structures M bin and M < mon are definitionally equivalent (they have the same definable sets), for any L-definable linear order <.
(ii) T h(M bin ) eliminates quantifiers.
Therefore, the binary structure of o-minimal and weakly o-minimal, and more generally weakly quasi-o-minimal theories is particularly simple; in the o-minimal case this was noted by Mekler, Rubin and Steinhorn in [3] .
It is well known that weak o-minimality of a theory depends on the choice of order. By Theorem 1(ii) we know that it is not the case with weak quasi-o-minimality. Hence one may say that, from a general model theoretic viewpoint, weakly quasi-ominimal theories are maybe more tame than weakly o-minimal ones. Their major imperfection lies in the cumbersome name; this is now on fixed by Theorem 1(i).
The rest of the paper is devoted to the proof of Theorem 1. The first two sections are preparatory. In Section 1 we introduce notation and describe a construction that, for a given decreasing sequence of definable equivalence relations with convex classes E produces a definable linear ordering < E . Section 2 contains precise definitions of monotone and weakly quasi-o-minimal theories, as well as their basic properties. In Proposition 2.6 we prove the easy direction of Theorem 1(i): monotonicity implies weak quasi-o-minimality (with respect to the same ordering). The last section contains the main body of the proof of Theorem 1. The major technical fact is Proposition 3.4 in which we locally describe definable linear orderings in weakly quasi-o-minimal theories: any such ordering agrees on the locus of a fixed complete 1-type with some < E . Then we easily obtain a description of all definable pre-orders on C and prove Theorem 1(ii). Finally, using a previously proved fact that < E is definable by a Boolean combination of unary and monotone formulae, we prove that weak quasi-o-minimality implies monotonicity (with respect to the same ordering).
Preliminaries
Throughout the paper we use standard model-theoretical terminology and notation. By L we denote a first-order language, and by T a complete L-theory with infinite models. We will usually assume that there exists an L-formula in two free variables defining a linear order on models of T . Although in some of the definitions it will be enough to restrict ourselves to an ω-saturated model, we will always work in a monster model C of T . Elements of C are denoted by a, b, . . ., tuples of elements byā,b, . . ., and small subsets of C (i.e. subsets of cardinality strictly less than |C|) are denoted by A, B, . . .. By an L A -formula, for A ⊆ C, we mean a formula with parameters from A.
For a formula φ(x), possibly with parameters, by φ(C) we denote its sets of solutions in C |x| . A subset D ⊆ C n is A-definable if it is equal to φ(C) for some L A -formula φ(x) with n free variablesx. A subset is type-definable over A if it is equal to an intersection of A-definable sets. A subset D ′ of a type-definable set S is relatively A-definable in S if it is equal to D ∩ S for some A-definable set D.
Linear orders.
Terminology concerning linear orders is fairly standard. Let (X, <) is a linear order and D ⊆ X. The subset D is convex if a, b ∈ D and a < c < b imply c ∈ D; D is initial part if it is a downward-closed convex set, i.e. a ∈ D and b < a imply b ∈ D. Final parts are defined dually. We will say that D ⊆ X splits X into finitely many components, or that D has finitely many convex components, if D is a union of finitely many convex sets. Furthermore, if Y ⊆ X, we will say that
The notions of being (relatively) initial on Y and having finitely many (relatively) convex components on Y are defined similarly. Clearly, the property "having finitely many components (on Y )" is closed under Boolean combinations. An equivalence relation E on X is convex if all E-classes are convex; if E is a convex equivalence relation on X, then the quotient set X/E is naturally linearly ordered. All the previous definitions should be read as with respect to <. Although we will often change the order that we refer to, if its meaning is clear from the context we will omit stressing it. Definition 1.1. If < is a linear order on C, then a formula φ(x,ȳ) is:
-convex if φ(x,ā) defines a convex subset of C for allā ∈ C; -initial if φ(x,ā) defines an initial part of C for allā ∈ C. Remark 1.2. Examples of initial formulae are T eq -equivalents to ones of the form x < f (ȳ) or x f (ȳ) for some L eq -definable function f : C |ȳ| → C, where C is the completion of C. In fact, every initial formula is T eq -equivalent to one of the form
. Throughout the paper we will operate exclusively within C, so we will not use this representation. Remark 1. 3 . If Dā and Yā areā-definable subsets of C and Dā is relatively convex in Yā, then there is a convex formula φ(x,ȳ) such that φ(x,ā) relatively defines Dā within Yā. For this we may just take φ(x,ȳ) to be the formula defining the convex hull (in C) of Dȳ ∩ Yȳ. Similar observation holds for initial parts.
Also, initial formulae are clearly convex and every convex formula is equivalent to a formula ψ 1 (x,ȳ) ∧ ¬ψ 2 (x,ȳ) where ψ's are initial formulae. Lemma 1. 4 . Suppose that T is a complete theory and < its L-definable linear order, and let π(x) be a partial type over A.
(i) Suppose that D ⊆ C is A-definable. If D has finitely many convex components on π(C), then each of them is relatively defined by an A-instance of some convex L-formula. In particular, D ∩ π(C) is relatively defined by a Boolean combination of A-instances of initial L-formulae. (ii) Suppose that ε(x, y) is an L A -formula relatively defining a convex equivalence relation on π(C). Then there exists an A-definable convex equivalence relation E(x, y) which agrees with ε(x, y) on π(C) 2 . Moreover, if E ′ (x, y) is an Adefinable convex equivalence relation which is coarser than ε(x, y) on π(C), then E(x, y) can be chosen such that E ′ (x, y) is coarser than E(x, y). (iii) Suppose that x ≺ y is an L A -formula relatively defining a linear order on π(C). Then there exists an A-definable linear order ⊳ which agrees with ≺ on π(C).
Proof. (i) Suppose that D = φ(C,ā) has finitely many convex components on π(C); then so does the complement D c = ¬φ(C,ā). Let n be the overall number of these components. Then:
By compactness, there is a finite conjunction θ(x) of formulae from π(x) with:
This means that the overall number of convex components of φ(C,ā) and ¬φ(C,ā) within θ(C) is at most n. On the other hand, this number is at least n because the number of convex components of φ(C,ā) and ¬φ(C,ā) within the subset π(C) of θ(C) is equal to n. Thus, the overall number of φ(C,ā) and ¬φ(C,ā) within θ(C) is exactly n. Moreover, each component within θ(C) when intersected with π(C) becomes a component within π(C). Clearly, each component within θ(C) is a-definable and by Remark 1.3 the defining formula may be chosen to be convex.
(ii) By compactness we can find a finite conjunction of formulae from π(x), θ(x), such that ε(x, y) defines a convex equivalence relation on θ(C) (and is finer than E ′ (x, y) there). Now we may define E(x, y) by:
It is straightforward to check that E(x, y) satisfies all the requirements. (iii) Again by compactness we can find a finite conjunction of formulae from π(x), θ(x), such that x ≺ y defines a linear order on θ(C). Now we define ⊳ such that θ(C) ⊳ ¬θ(C), ⊳ agrees with ≺ on θ(C), and with < on ¬θ(C).
Monotone relations.
We will use the following notation: for binary relation R ⊆ A × B, a ∈ A and b ∈ B, R(a, B) denotes the fiber {y ∈ B | a R y} and similarly for R(A, b). A binary relation R ⊆ A × B between linear orders (A, < A ) and (B, < B ) is monotone if:
The following fact is easily verified. 
is a ⊆-increasing sequence of initial parts of A; (2) (R(a, B) | a ∈ A) is a ⊆-decreasing sequence of final parts of B. Definition 1.6. Let T be a complete theory and < its L-definable linear order. A formula in two (distinct) free variables is <-monotone if it defines a monotone relation on (M, <) (i.e. between (M, <) and (M, <)).
Examples of monotone formulae are those that are T eq -equivalent to a formula of the form x < f (y) or x f (y) for some increasing L eq -definable function f : C → C.
Remark 1.7. Although we do not consider unary formulae as monotone, every unary formula ψ(x) is equivalent to an instance φ(x, x) of a <-monotone formula φ(x, y) defined by: φ(x, y) := x < y ∨ (x = y ∧ ψ(x)) .
Lemma 1.8. Suppose that T is a complete theory and < its L-definable linear order. Let π 1 (x) and π 2 (x) be partial types over A and ρ(x, y) an L A -formula relatively defining a monotone relation between (π 1 (C), <) and (π 2 (C), <). Then there exists an A-definable <-monotone relation R(x, y) which agrees with ρ(x, y)
Proof. By compactness there exists a finite conjunction θ 1 (x) of formulae from π 1 (x) and a finite conjunction θ 2 (x) of formulae from π 2 (x), such that ρ(x, y) defines a monotone relation between (θ 1 (C), <) and (θ 2 (C), <). Set R(x, y) to be:
It is straightforward to check that R satisfies desired properties.
1.3.
Defining new orders. Let < be an L-definable linear ordering and E an L-definable <-convex equivalence relation on C. Define:
x < E y iff (E(x, y) and y < x) or (¬E(x, y) and x < y).
It is easy to see that < E is a linear order; it reverses the order within each E-class, but the classes in the factor order remain ordered originally. In particular, E is a < E -convex equivalence relation and the factor orders induced by E on < and < E are equal. Moreover, for any <-convex equivalence relation E ′ which is either coarser or finer than E it holds that E ′ is < E -convex. We can further iterate the construction: for any decreasing sequence E = (E 0 , . . . , E n ) of definable <-convex equivalence relations (E i+1 refines E i for all relevant i) the relation < E is defined recursively by: < E := (< (E0,...,En−1) ) En . By induction and the remark in the previous paragraph we see that all E 0 , . . . , E n remain < E -convex. Lemma 1.9. Suppose that < and ⊳ are definable linear orders on C, D ⊆ C a definable subset and E a decreasing sequence of definable ⊳-convex equivalence relations. If R ⊆ C×D is a definable monotone relation between (C, <) and (D, ⊳ E ), then R is equal to a Boolean combination of definable monotone relations between (C, <) and (D, ⊳).
In particular, if < and ⊳ are equal, then R is definable by a Boolean combination of unary and <-monotone formulae.
Proof. First we claim that if E is a single definable ⊳-convex equivalence relation, then a definable monotone relation R ⊆ C × D between (C, <) and (D, ⊳ E ) is a Boolean combination of definable monotone relations between (C, <) and (D, ⊳). The sequence (R(x, D) | x ∈ C) is a decreasing sequence of ⊳ E -final parts of D; note that if none of them intersects properly an E-class on D, then they are all ⊳-final parts, so R is appropriately monotone and we are done.
Let θ(x) be a formula saying: "R(x, D) properly intersects some E-class on D". If a satisfies θ(x), then the class in question is unique and is minimal among the E-classes on D meeting R(a, D). In particular, the class is a-definable and we will denote its intersection with D by e(a). It is naturally split into two definable parts: l(a) = e(a)∩R(a, D) and r(a) = e(a) R(a, D). By the proper splitting assumption these two sets are non-empty, convex and l(a) ⊳ r(a) (also r(a) ⊳ E l(a)) holds.
Consider the following relations:
It is easy to see that R i (x, y)'s define monotone relations between (C, <) and (D, ⊳), and:
, which finishes the proof of the claim.
Let now E be a decreasing sequence of definable ⊳-convex equivalence relations. By induction on | E| we prove that any monotone relation R ⊆ C×D between (C, <) and (D, ⊳ E ) is a Boolean combination of definable monotone relations between (C, <) and (D, ⊳).
, so by the claim above R is a Boolean combination of definable monotone relations between (C, <) and (D, ⊳ E ′ ). By the induction hypothesis each of these is a Boolean combination of definable monotone relations between (C, <) and (D, ⊳), hence R is such as well.
For the "in particular" part, we only have to note that for any monotone relation R ′ (x, y) between (C, <) and (D, <), by Lemma 1.8 there exists a definable <-
2. Weakly quasi-o-minimal and monotone theories 2.1. Weakly quasi-o-minimal theories. Weakly quasi-o-minimal theories were introduced by Kudaȋbergenov in [2] as a generalization of both weakly o-minimal and quasi-o-minimal theories; the latter were introduced by Belagradek, Peterzil and Wagner in [1] . Originally, Kudaȋbergenov's definition assumes that a linear order is a part of the language. Here we require only that T has an L-definable order, as it will turn out that weak quasi-o-minimality does not depend on the choice of the order. Definition 2.1. A theory T is weakly quasi-o-minimal with respect to an L-definable linear order < if every parametrically definable subset of a model of T is a finite boolean combination of <-convex sets and L-definable sets. A theory is weakly quasi-o-minimal if it is weakly quasi-o-minimal with respect to some L-definable linear order <.
Note that in the definition we did not require the convex sets to be definable. Remark 2.2. Clearly, weak quasi-o-minimality of the theory is preserved under naming parameters. However, it is not preserved for reducts: consider the theory T of the structure (Q, <, E), where E is an equivalence relation with two topologically dense classes. Clearly, T is not weakly quasi-o-minimal, but naming a single parameter makes it such. Proposition 2.3. The following conditions are equivalent: (1) T is weakly quasi-o-minimal with respect to <.
(2) For every p ∈ S 1 (T ) and definable D ⊆ C, D has finitely many <-convex components on p(C).
(3) Every unary L A -formula is a Boolean combination of unary L-formulae and A-instances of <-convex L-formulae (for all A).
Proof. (1) =⇒ (2): Assume that T is weakly quasi-o-minimal and that D ⊆ C is A-definable. Write D in a -normal form in which convex sets and L-definable sets participate. Since both the family of L-definable sets and the family of finite unions of convex sets are closed under Boolean combinations, we may write D as i n U i ∩ C i , where U i 's form an L-definable partition of C and each C i is a finite union of convex sets. If p ∈ S 1 (T ), then p(C) ⊆ U i for some i n, whence p(C) ∩ D = p(C) ∩ C i ; since C i has finitely many convex components on p(C), so does D.
(2) =⇒ (3): Suppose that condition (2) holds. We will prove that a formula φ(x,ā) is equivalent to a Boolean combination of unary L-formulae andā-instances of convex L-formulae. Condition (2) implies that the set D = φ(C,ā) has finitely many convex components within p(C), so by Lemma 1.4 there is a Boolean combination of convex L-formulae φ p (x,ȳ) with φ p (x,ā) relatively defining D ∩ p(C):
definable by a Boolean combination of unary L-formulae andā-instances of convex L-formulae. This completes the proof of (2) =⇒ (3). Since (3) =⇒ (1) trivially holds the proof is complete.
Corollary 2. 4 . Suppose that T is weakly quasi-o-minimal with respect to <. Every L-formula φ(x, y) is equivalent to a Boolean combination of unary and <-initial Lformulae.
Proof. Note that every <-convex L-formula ψ(x, y) can be written as ψ ′ (x, y) ∧ ¬ψ ′′ (x, y), where ψ ′ (x, y) and ψ ′′ (x, y) are <-initial L-formulae given by:
For a type p ∈ S 1 (T ) and fixed b |= p, by Proposition 2.3(3) and the previous remark, the formula φ(x, b) is equivalent to a Boolean combination of unary Lformulae and b-instances of <-initial L-formulae; denote this Boolean combination by θ p (x, b). Clearly, p(y) ⊢ φ(x, y) ⇔ θ p (x, y). By compactness there is σ p (y) ∈ p(y) such that σ p (y) ⊢ φ(x, y) ⇔ θ p (x, y). The set {[σ p ] | p ∈ S 1 (T )} covers S 1 (T ) so by compactness we can extract a finite subcover {[σ pi ] | 1 i n}. Now φ(x, y) is clearly equivalent to the disjunction n i=1 σ pi (y) ∧ θ pi (x, y). Note that this is a Boolean combination of unary and <-initial formulae.
Monotone theories.
Definition 2.5. (a) An ω-saturated first order structure M = (M, ...) is called monotone if there is an L-definable linear ordering < on M such that for all A ⊆ M every L A -formula in two free variables is equivalent to a Boolean combination of unary and <-monotone L A -formulae (in the same variables); in this case we say that M is monotone with respect to <.
(b) A complete theory is monotone if it has an ω-saturated monotone model. Proposition 2.6. If T is monotone with respect to <, then it is weakly quasi-ominimal (with respect to the same definable order).
Proof. Suppose that T is monotone with respect to <. We will prove (2) from Proposition 2.3, i.e. by induction on |ā| = n we will prove that everyā-definable set has finitely many convex components on the locus of an arbitrary type p ∈ S 1 (T ). The case n = 0 is clear. Assume that the claim holds for n = |ā| and let us prove that the set defined by a formula φ(x, b,ā) has finitely many components on p(C). By monotonicity, the formula φ(x, y,ā) is a Boolean combination of Lā-formulae: unary of the form θ 1 (x) and θ 2 (y), and monotone of the form ψ 1 (x, y) and ψ 2 (y, x). By the induction hypothesis, the set θ 1 (C) has finitely many convex components on p(C). By monotonicity, ψ 1 (C, b) is an initial part and ψ 2 (b, C) is a final part of (C, <), so each of them has finitely many convex components on p(C). Therefore, the set φ(C, b,ā), being a Boolean combination of sets of these form, has finitely many convex components on p(C). This completes the proof.
Proof of Theorem 1
Let us recall that for a decreasing sequence E = (E 1 , . . . , E n ) of definable <-convex equivalence relations, we define a new order < E recursively by (< (E1,...,En−1) ) En , where in each step we reverse the order on each class, but classes remain ordered originally.
Lemma 3.1. If T is weakly quasi-o-minimal with respect to < and E is a decreasing sequence of definable <-convex equivalence relations, then T is weakly quasi-ominimal with respect to < E too.
Proof. We will prove that T is weakly quasi-o-minimal with respect to < E for any definable <-convex equivalence relation E; the general case follows by induction. Let D ⊆ C be definable and let p ∈ S 1 (T ). By Proposition 2.3(2) it suffices to prove that D has finitely many convex components on p(C) with respect to < E , knowing that D has finitely many convex components on p(C) with respect to <. Let D 0 ⊆ D ∩ p(C) be one of these <-components. Since < E keeps the <-order of E-classes the union of all E-classes that are completely contained in D 0 is a < E -convex subset of p(C). Also, D 0 properly splits at most two E-classes: those are the endpoints of (D 0 /E, <), if they exist at all. Since < E reverses the order < within these classes, D 0 can have at most two new convex < E -components. Hence D 0 has at most three < E -convex components, so D has finitely many < E -convex components on p(C). This completes the proof of the lemma.
Proposition 3.2. Suppose that T is weakly quasi-o-minimal (with respect to <)
and E is a definable equivalence relation.
(i) For every p ∈ S 1 (T ) each E-class is <-convex on p(C).
(ii) E is convex with respect to some definable linear order.
Proof. (i) Assume that for some p ∈ S 1 (T ) some E-class is not <-convex on p(C).
We may find a 0 , b 0 , a 1 |= p such that a 0 < b 0 < a 1 , E(a 0 , a 1 ) and ¬E(a 0 , b 0 ). Consider f ∈ Aut(C) such that f (a 0 ) = a 1 , and define a n+1 = f (a n ) and b n+1 = f (b n ) for n 0. By induction we clearly have a n < b n < a n+1 , E(a 0 , a n ) and ¬E(a 0 , b n ). This means that the class E(a 0 , C) has infinitely many convex components on p(C) which contradicts Proposition 2.3(2).
(ii) By (i) every class is convex on p(C), so:
By compactness, there is a formula θ p (x) ∈ p(x) such that:
This means that every E-class is <-convex on θ p (C). The sets
form an open cover of S 1 (T ); by compactness there is a finite subcover {[θ pi ] | i n}. By replacing each θ p k (x) by θ p k (x) ∧ i<k ¬θ pi (x) and then removing the inconsistent ones, we have that θ p k 's are pairwise contradictory; note that this modification does not affect the fact that each E-class is <-convex on D k = θ p k (C) for all k n. Define an ordering ⊳ that agrees with < on each D k and is such that D 0 ⊳ D 1 ⊳ ... ⊳ D n ; clearly, ⊳ is a definable linear order. Since D k 's make a ⊳-convex partition of C and each E-class is ⊳-convex on each of them, each Eclass has finitely many (at most n) ⊳-convex components on C. Let λ(x, t) be the formula defining the leftmost ⊳-convex component of the class E(t, C). Define:
It is straightforward to verify that ⊳ 1 is a definable linear order and that E is an ⊳ 1 -convex equivalence relation, as desired. Lemma 3.3 . Suppose that T is weakly quasi-o-minimal with respect to <, p = tp(a) and that I(a) is a relatively a-definable <-initial part of p(C).
Proof. We will prove only part (i); part (ii) is proved similarly. Assume that I(a) is relatively defined by φ(x, a). Then a ∈ I(a) implies that |= φ(a, a) holds for all a |= p. Toward a contradiction assume that a 0 , b 0 , a 1 |= p are such that a 1 < b 0 < a 0 , I(a 1 ) ⊇ I(a 0 ) and I(b 0 ) < a 0 . Thus:
By compactness there is a formula θ(x) ∈ p(x) such that:
By changing φ(x, y) with φ(x, y) ∧ θ(x) we get that φ(x, a) relatively defines the initial part I(a) of p(C) for all a |= p, |= φ(a, a) holds for all a |= p, and φ(C, a 1 ) ⊇ φ(C, a 0 ) and φ(C, b 0 ) < a 0 hold.
Let f ∈ Aut(C) be such that f (a 0 ) = a 1 , and define sequences (a n ) n<ω and (b n ) n<ω of realizations of p by a n+1 = f (a n ) and b n+1 = f (b n ). By induction we see that a n+1 < b n < a n , φ(C, a n+1 ) ⊇ φ(C, a n ) and φ(C, b n ) < a n hold for all n < ω. Then we easily conclude that |= φ(a 0 , a n ) but |= φ(a 0 , b n ) for all n < ω. So, a 0 > b 0 > a 1 > b 1 > a 2 > . . . alternately satisfy the formula φ(a 0 , y) and its negation on p(C), so this formula doesn't have finitely many <-convex parts on p(C). This is a contradiction with Proposition 2.3(2).
Proposition 3. 4 . Suppose that T is weakly quasi-o-minimal with respect to <. If ⊳ is a definable linear order on C and p ∈ S 1 (T ), then there is a decreasing sequence E of <-convex equivalence relations such that ⊳ and < E agree on p(C).
Proof. First, let us fix a piece of notation. Assume that ≺ is an L-definable linear order such that T is weakly quasi-o-minimal with respect to ≺ (e.g. ≺ is < or < E ; see Lemma 3.1). Let a realize p. Consider the subsets of p(C) relatively defined by a ⊳ x and x ⊳ a. By weak quasi-o-minimality, each of them has finitely many ≺-convex components on p(C) and all these components together with {a} make a finite ≺-convex partition of p(C); denote this partition by C ≺ a . The partition C ≺ a is ordered by ≺, and for every two ≺-consecutive members of the partition different from {a}, it holds that elements of one of them satisfy a ⊳ x while the elements of the other satisfy x ⊳ a. We define:
•
It is worth recalling that each of the components in C ≺ a , as well as the union B ≺ a , is relatively a-definable by Lemma 1.4(i) . To simplify the notation, we will omit the superscript ≺ in the defined notions, because for some time we will work with the fixed order ≺. Note that B a is a ≺-convex subset of p(C) containing a, B a is its (non-empty) ≺-convex partition, while
The sets L a ≺ l a are ≺-consecutive members of C a , so one of them satisfies x ⊳ a and the other a ⊳ x (if l a is not {a}); similarly for r a ≺ R a .
Proof of Claim 1. Choose a ′ |= p such that B a ≺ B a ′ ; then a ′ ∈ R a and a ∈ L a ′ . We have two cases. The first is when a ⊳ a ′ holds. Since a ′ ∈ R a and a ⊳ a ′ , we conclude that R a is a ≺-convex component of a ⊳ x. Also a ≺ R a , so for all elements in R a we have
which together with L a ≺ a implies that all elements of L a satisfy x ⊳ a ⇔ x ≺ a. Therefore, in the first case all elements of L a ∪ R a satisfy a ⊳ x ⇔ a ≺ x. The proof in the second case is similar:
Let us fix the following assumption:
Consider the case |B a | = 1. Then B a = {a} and L a ∪ R a = p(C) {a}. By the assumption ( †), ⊳ agrees with ≺ on p(C). (Note that the converse is true as well, if ⊳ agrees with ≺ on p(C) then |B a | = 1.) From now on assume |B a | 2, so ⊳ doesn't agree with ≺ on p(C). First we discuss that l a ≺ {a} ≺ r a (in particular, |B a | 3 holds). If l a = {a}, then for all a, b |= p, b ≺ a implies b ∈ L a , so b ⊳ a by ( †). Thus ⊳ agrees with ≺ on p(C), which is a contradiction. In a similar way, we obtain {a} ≺ r a . By the assumption ( †) and the facts that l a is the first ≺-convex component on the right from L a and r a is the first ≺-convex component on the left from R a , we conclude x ∈ l a ⊢ a ⊳ x and x ∈ r a ⊢ x ⊳ a.
Our following aim is to prove that y ∈ B x is an equivalence relation on p(C). We will prove it in the sequence of claims below. By x, y, . . . we denote realizations of p. Also, we use the following, rather intuitive notation. For convex subsets D, D ′ of p(C), we will write sup D sup D ′ to stress that for every
Claim 2. x ≺ y implies inf B x inf B y and sup B x sup B y .
Proof of Claim 2. We prove that x ≺ y implies sup B x sup B y . Assume that for some x ≺ y we have sup B y ≺ sup B x . Then we can find z ∈ r x such that B y ≺ z.
We claim that sup B z sup B x . Otherwise, if sup B x ≺ sup B z , we can find t ∈ r z such that B x ≺ t, i.e. t ∈ R x . But this means that x ⊳ t ⊳ z which contradicts z ∈ r x . So, sup B z sup B x . Consider the initial part I(x) = L x ∪ B x of p(C); since both L x and B x are relatively definable, so is I(x). Note that sup B x = sup I(x). So we have x ≺ y ≺ z, I(x) ⊇ I(z) and I(y) ≺ z, which contradicts Lemma 3.3(i) .
The inf-part of the claim is completely symmetric, except that for a contradiction one should use Lemma 3.3(ii) , rather than Lemma 3.3(i) ,
Proof of Claim 3. Assume that y ∈ B x and x ≺ y. Then inf B x inf B y by Claim 2, so it remains to prove sup B y sup B x . Assume that sup B x ≺ sup B y . Since y ∈ B x , we can choose z ∈ r x such that y ≺ z. By Claim 2, sup B y sup B z , so
If y ∈ B x and y ≺ x the situation is symmetric. √ Claim 4. y ∈ B x is an equivalence relation on p(C).
Proof of Claim 4. Assume that y ∈ B x and B x = B y . By Claim 3, B y ⊆ B x , but also x / ∈ B y . So assume for example that x ≺ B y (the case B y ≺ x is similar). Since B y ⊆ B x , we can find z ∈ r x such that y ≺ z. By Claim 2 we have inf B y inf B z , so x ≺ B z , i.e. x ∈ L z . Thus, x ⊳ z, but this contradicts z ∈ r x . √ Now we want to consider a new order ≺ E for a suitable definable ≺-convex equivalence relation E, so we return the sign ≺ in the superscript of considered sets. We have proved that y ∈ B ≺ x is a relatively definable equivalence relation on p(C), with ≺-convex classes B ≺ a on p(C). By Lemma 1.4(ii) there exists a definable ≺-convex equivalence relation E relatively defining y ∈ B ≺ x on p(C). Consider ≺ E . It reverses the order within each E-class, so each B ≺ a is still a ≺ E -convex partition of B ≺ a , but the order of the components is reversed: r
is ≺ E -convex and its elements satisfy x ⊳ a (and
and its elements satisfy a ⊳ x (and a ≺ E x). The rest of ≺-components are ≺ E -components as well, so B We are ready to prove the proposition. We define a sequence ≺ 0 , ≺ 1 , . . . , ≺ n of L-definable linear orders and a decreasing sequence E 1 , . . . , E n of L-definable <-convex equivalence relations, where n = (|B < a | − 1)/2. By Claim 1, either all elements of L < a ∪R < a satisfy a⊳x ⇔ a < x or all satisfy a⊳ ⇔ x < a. In the first case just set ≺ 0 to be <; in the second one set ≺ 0 to be < C 2 (i.e. >). Clearly ≺ 0 satisfies ( †). For i > 0 recursively set E i to be an L-definable ≺ i−1 -convex equivalence relation relatively defining y ∈ B ≺i−1 x on p(C), and set ≺ i to be (≺ i−1 ) Ei . As it was explained above every ≺ i satisfies ( †), so the previous construction can be carried out. Moreover, since for i > 0, B , by Lemma 1.4 (ii) at each step we can choose E i+1 to be finer than E i . In particular, we have that all E i 's are <-convex. Since each step decreases the size of B a by 2, clearly |B ≺n a | = 1, so ≺ n agrees with ⊳ on p(C). By the construction ≺ n is equal to < E where E is either (E 1 , . . . , E n ) or (C 2 , E 1 , . . . , E n ).
For a total preorder (X, ), let E be an equivalence relation defined by a b ∧ b a; then /E linearly orders X/E . Corollary 3.5. Suppose that T is weakly quasi-o-minimal with respect to < and that is a definable total preorder. Then for each type p ∈ S 1 (T ) there exists a descending sequence E of definable <-convex equivalence relations such that on p(C):
x y is equivalent with E (x, y) ∨ (¬E (x, y) ∧ x < E y).
Proof. Let R(x, y) be (¬E (x, y) ∧ x y) ∨ (E (x, y) ∧ x < y). By Proposition 3.2(i), for any p ∈ S 1 (T ), each E -class is <-convex on p(C), thus we can easily see that R defines a linear order on p(C). By Lemma 1.4(iii) there exists a definable linear order ⊳ such that ⊳ agrees with R on p(C). By Proposition 3.4 we can find a decreasing sequence E of definable <-convex equivalence relations such that ⊳ agrees with < E on p(C). Now it is straightforward to check that x y is equivalent to E (x, y) ∨ (¬E (x, y) ∧ x < E y). Theorem 3. 6 . Suppose that T is weakly quasi-o-minimal with respect to <. If is an L-definable total preorder, then there is an L-definable partition C = D 1 ∪. . .∪D n and decreasing sequences of L-definable <-convex equivalence relations E 1 , . . . , E n such that:
x y is equivalent with E (x, y) ∨ (¬E (x, y) ∧ x < Ei y) on D i for i = 1, . . . , n. If is a linear ordering, then ≺ agrees with < Ei on D i for all i = 1, . . . , n.
Proof. By Corollary 3.5, for every p ∈ S 1 (T ) there exists a (finite) decreasing sequence E p of L-definable <-convex equivalence relations such that agrees with E (x, y) ∨ (¬E (x, y) ∧ x < Ep y) on p(C). By compactness the same holds on θ p (C) for some θ p ∈ p. Since {[θ p ] | p ∈ S 1 (T )} covers S 1 (T ), by compactness we can extract a finite subcover {[θ p1 ], . . . , [θ pn ]}. By taking D k to be the set defined by θ p k ∧ i<k ¬θ pi , for all k, we obtain a finite L-definable partition of C. Since and E (x, y) ∨ (¬E (x, y) ∧ x < Ep y) agree on θ p k (C), they also agree on the subset
The second part of the theorem is the direct consequence of the first one.
Corollary 3.7. A theory T is weakly quasi-o-minimal with respect to some Ldefinable linear order iff it is weakly quasi-o-minimal with respect to any L-definable linear order.
Proof. Suppose that T is weakly quasi-o-minimal with respect to L-definable linear order <, and let ⊳ be another L-definable linear order. By Theorem 3.6 we can Question 3.10. Is there a similar description of linear orders that are interpretable in coloured orders (or in a binary, monotone theory)?
