Abstract. Most of the results to date in discrete event supervisory control assume a "zero-or-infinity" structure for the cost of controlling a discrete event system, in the sense that it costs nothing to disable controllable events while uncontrollable events cannot be disabled (i.e., their disablement entails infinite cost). In several applications however, a more refined structure of the control cost becomes necessary in order to quantify the tradeoffs between candidate supervisors. In this paper, we formulate and solve a new optimal control problem for a class of discrete event systems. We assume that the system can be modeled as a finite acylic directed graph, i.e., the system process has a finite set of event trajectories and thus is "terminating." The optimal control problem explicitly considers the cost of control in the objective function. In general terms, this problem involves a tradeoff between the cost of system evolution, which is quantified in terms of a path cost on the event trajectories generated by the system, and the cost of impacting on the external environment, which is quantified as a dynamic cost on control. We also seek a least restrictive solution. An algorithm based on dynamic programming is developed for the solution of this problem. This algorithm is based on a graph-theoretic formulation of the problem. The use of dynamic programming allows for the efficient construction of an "optimal subgraph" (i.e., optimal supervisor) of the given graph (i.e., discrete event system) with respect to the cost structure imposed. We show that this algorithm is of polynomial complexity in the number of vertices of the graph of the system.
Introduction

L1. Problem Description
This paper formulates and solves a new optimal control problem for logical discrete event systems. The uncontrolled discrete event system is modeled as a finite acylic directed graph. A set of paths (sequences of edges) is associated with this graph. This set is referred to as the language associated with the graph. This language represents the behavior of the discrete event system (DES); the system may execute any one of the paths of this language in a given time line. Since this language is finite, we say that the system process is "terminating."
Control is assumed to be the removal of edges directed outwards from a vertex. This is analogous to the disabling of events in the paradigm of the supervisory control theory for DESs initiated by Ramadge and Wonham [1987] . A control law is a function, defined at every vertex, which removes edges from the given graph. The controlled DES is thus *Research supported in part by the National Science Foundation under grant ECS-9057967 with additional support from GE and DEC. a subgraph of the uncontrolled graph and the language described by the controlled system is a sublanguage of the language of the uncontrolled DES.
We define two cost functions on the set of edges of the uncontrolled digraph. They are called the path cost function and the control cost function. Both functions map into the set of nonnegative real numbers. The path cost represents the cost incurred in traversing or executing an edge, whereas the control cost is the cost of removing or disabling the edge. We use these two costs to define the cost associated with a path in a controlled DES to be (i) The sum of the path cost of each edge in the path (ii) The sum of the control cost of each edge that lies in the uncontrolled DES but not in the controlled DES, and is attached to a vertex visited by the path Thus the cost associated with one path lying in two different subgraphs or controlled DESs may be different.
It is now evident that there is a maximum cost path in each controlled DES or subgraph which represents the worst case for the control taw defining the subgraph. Our aim is to construct the subgraph which minimizes this maximum cost. This is our concept of optimality.
Motivation
Various notions of optimality have already been examined in the context of logical DESs. In the Ramadge and Wonham [1987] framework the supremal controllable sublanguage of a given language has been considered optimal in the sense of being minimally restrictive within the given specifications of legality. The same spirit of optimality pervades the development of the infimal closed and controllable superlanguage and the examination of supervisory control with blocking by Chen and Lafortune [1990, 1991] . Accordingly in our investigation we have tried to remain consistent with this idea. We have examined the construction of a minimally restrictive optimal solution. This solution is supremal in a class of interesting optimal solutions, in the sense that every other optimal solution in this class is a subgraph of it.
In the area of cost-oriented optimal control of DESs, we first draw attention to the work of Passino and Antsaklis [1989] and Brave and Heymann [1990] . The former examines optimality with respect to a single event cost function which is used to associate a cost with every possible state trajectory. The objective is then to find an input sequence which forces a state trajectory that minimizes this cost. Our problem specializes to this when the control costs are set to zero. The report by Brave and Heymann [1990] on the optimal attraction in discrete event processes also analyzes a cost-oriented optimization problem. The DES is modeled by a finite state directed graph. The edges of the directed graph are assigned weights which are analogous to our path costs. This defines a maximum cost path in a controlled system. The objective is to build a supervisor that achieves minimal cost attraction with respect to an arbitrary initial state. Once again we differ in our formulation due to the additional control cost function.
In recent work, Kumar and Garg [1991] have also formulated a cost-oriented optimal control problem for DESs. Their definition of control cost is quite similar to ours. However
