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The  notions of an ElL form and its interpretations are introduced. The  
result ing families of L systems and languages are studied from a number  of 
different points of view. Some of the main  results are: the family of context-free 
languages is generated by an .EIL form (contrary to the earlier results con- 
cerning context-free L forms) and, as regards reducibil ity in the amount  of 
context, EIL forms lie between IL and ElL systems. 
1. INTRODUCTION 
This paper continues our earlier work inL forms, (Maurer, Salomaa nd Wood, 
1977, 1978a, b, c). However, the approach is now different because context- 
dependent rewriting is considered. The master grammar defining through an 
interpretation mechanism a family of similar grammars i in this paper a general 
ElL system. In some sense, the basic set-up resembles that in (Maurer, Penttonen, 
Salomaa and Wood, 1977). Although some of our results are straight-forward 
generalizations of known results concerning EIL systems and EOL forms, there 
are also some quite unexpected results. Of such surprising results we mention 
the following two. 
It is known, (Albert and Maurer, 1978) that the family ~°cr of context-free 
languages i not generated by any EOL form. We shall show in Section 4 that 
~¢c~ is generated by an EIL form. To do this we have to eliminate the effect of 
parallelism by proving a lemma which should also be of general interest in the 
theory of context-free and EOL languages. 
The other surprising result concerns reducibility in the amount of context. 
The corresponding results for IL and ElL systems are well known. It turns out 
that EIL forms lie "between"IL and ElL systems in this respect, and that their 
behaviour resembles that of deterministic EIL systems. 
Because of reasons that will become apparent later on, we consider two 
interpretation mechanisms: a general and a more restricted one, the latter being 
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referred to as "constant context" (abbreviated CC) interpretations. The former 
is a direct generalization to EIL systems of the interpretation mechanisms 
studied earlier, (Maurer, Salomaa nd Wood, 1977 and 1978a) in connection with 
context-free parallel rewriting. When constructing a CC-interpretation, one is 
not allowed to "interpret he context". For instance, if some rule is applicable 
in all contexts in the master grammar then the interpretations of this rule must 
also be applicable in all contexts. 
From the biological point of view L forms may be visualized as representations 
of families or species of organisms. In such a representation CC-interpretation 
means that the behaviour of an individual cell in an organism depends on the 
types of the neighbouring cells rather than on the neighbouring cells themselves. 
Also the other interpretation mechanisms studied in the past (such as uniform 
interpretations, (Maurer, Salomaa nd Wood, 1978b)) can be directly extended 
to EIL forms. However, this is not done in the present paper. 
A brief outline of the contents of the paper follows. After some preliminary 
definitions and discussions, we prove in Section 3 some technical lemmas. We 
believe that the last among them is also of general interest beyond the realm of L 
forms and grammar forms: it shows that a mild form of parallelism can be 
introduced to a context-free grammar without affecting the context-freeness of 
the generated language. Section 4 discusses the possibilities of generating different 
language families by EIL forms. In particular, it is shown that the family of 
context-free languages can be generated. Sections 5 and 6 deal with reduction 
results, both positive and negative. In addition to reducibility in the amount of 
context, also some other basic reducibility properties are investigated. It turns 
out that synchronization plays here a central role: grammatical transformations 
depend in a high degree on synchronization. The paper ends with some undeeida- 
bility results. 
For further motivation and background material, we refer the reader to our 
earlier papers on L forms, especially (Maurer, Salomaa and Wood, 1977 and 
1978a). The basic definitions concerning EOL and ETOL forms, presented in 
the two quoted papers, will not be repeated below. For unexplained notions in 
formal anguage theory we refer to (Salomaa, 1973). 
2. PRELIMINARIES 
We define first some notions dealing with ElL systems. 
For m, n ~ 0, and E(m, n)L system is a quadruple 
G = (V, £, P, S), 
where V is an alphabet, Z _C V is called the set of terminals, S is an element of 
CONTEXT-DEPENDENT L FORMS 99 
V --  27 (S being referred to as the initial letter, the elements of V -  27 = V~¢ 
are nonterminals), and P is a (total) mapping of the set 
5 Vi x V × U V i 
/=0 t=O 
into the set of all finite nonempty subsets of V*, The fact that a word w belongs 
to P(a, a,/3) is usually written 
(a, a, 3) "-~ w (1) 
and referred to as aproduction. Thus, the left side of the production (1) consists 
of a triple whose first (resp. last) element can be viewed as a word of length ~ m 
(resp. ~ n), and the middle element is a letter of V. 
The intuitive meaning of the production (1) is that an occurrence of a between 
a and fl can be rewritten as w. If [ c~ ] = •1 < m (here I a] denotes the length 
of ~), then the occurrence of a we are rewriting must be the (m 1 + 1)st letter 
in the word we are considering. The analogous remark applies if I/~] (n .  
Thus, if we are dealing with an E(2, 2)L system, the production 
(b, a, bb) --+ aa 
is applicable to the word babb but not to the word bbab. 
• Thus, in most situations [c~ I = m and I/3 I ---- n. Shorter contexts are used 
only at the beginning and at the end of a word. (This definition follows (Vitanyi 
1976). According to the more common but maybe less elegant definition, the 
missing context at the beginning and at the end of a word is provided by a 
dummy letter, "input from the environment".) We write w ~% w' (or w ~ w' 
if Gis understood) if w ~ a 1 -" ak, k /> 1, w' = w 1 ".. w~ and, for alli = 1 .... , k, 
(a i _mai_m+ 1 ""  a i _  1 ~ a i  , Gi+I  . . -  ai+n)  .-.+ w i 
is a production in G. Here we take aj ~ A (the empty word) for allj wi th j  ~ 0 
or j  ~ k + 1. The reflexive transitive (resp. transitive) closure of the relation 
is denoted by *~ (resp. ~+). The language generated by G is defined by 
L(G) : {w in 27* ] S*~ w}. 
In  case n = 0, the production (1) is written 
(6, a) ~ w. (2) 
Thus, rewriting depends on the left context only. A similar convention applies 
to the case m ~- 0. 
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The term ElL system is used to refer to all E(m, n)L systems. In case V = 27 
we speak oflL systems. (In this case the condition S in V - -  Z is omitted, and the 
starting point may be any word over 27.) An EIL system is propagating if the right 
side of every production differs from the empty word. It is short if the right side 
of every production is of length ~ 2. It is separated if the right side of every 
production is either a single terminal or a word over the nonterminal alphabet 
and, furthermore, the latter alternative applies whenever the middle element in 
the left side is a terminal. (For productions of the form (2), the "middle element" 
is a.) Finally, an EIL system is synchronized if the conditions 
w 1 ~+wzandw l inX*  
always imply the condition w~ not in 27*. 
E(0, 0)L systems can be identified with EOL systems. In this case the notions 
introduced above coincide with those introduced in (NIaurer, Salomaa nd Wood 
t977), except that the notion of a synchronized system is a little stronger in 
(Maurer, Salomaa nd Wood 1977). 
We now define the fundamental notions of this paper. If a production 
(~, a, 8) ~ w 
is denoted by p and/~ is an alphabetic substitution defined on V, then we denote 
by/~(p) the set of all productions O f the form (3) (c¢', a', b') --~ w', ~' in/~(~), 
a' in/z(a), fi' in/x(fi), w' in/~(w). For the set of productions P, we define distri- 
butively 
/z(P) = U /x(p). 
~inP  
DEFINITION. An E(m, n)L form F is an E(m, n)L system F = (V, 27, P, S) 
An E(m, n)L systemF' = (V', Z', P', S') is called an interpretation fF  (modulo/z), 
symbolically F '  <1 F(/~) if /~ is an alphabetic substitution defined on V and 
(i)-(v) hold: 
(i) /~(A) _C V' -- Z'  for each A in V -- Z, 
(ii) /~(a) _C Z'  for each a in Z, 
(iii) /x(a) n/~(fi) = ~ for all a =/= fl in V, 
(iv) P '  C/x(P), 
(v) S' is in if(N). We write F'  ~ F if there is a/z such that F '  <1 F(/z). 
Furthermore, ~(F) ~--- {F' ] F '  <~ F} and ~(F)  = {L(F') IF'  <1 F} are referred 
to as the families of E(m, n)L systems and E(m, n)L languages generated by F. 
The system F'  is called a CC-interpretation f F (modulo /z), symbolically 
F' <~cc F(t*) if the following additional requirement is satisfied: 
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(vi) Whenever a production of the form (3) is contained in P '  and ~" is 
in b~(~), fi" is in/,(08), then P '  contains also the production 
We define also now 
(cd, a',/~") --* w'. 
~cc(F)  = (F'  I F '  <cc  F} and ~qcc(F) = {L(F') 1F' <lcc F}. 
Remark. Note that in condition (iv) the fact that F '  must be an E(m, n)L 
system imposes certain restrictions on the choice of P ' .  The letters CC are an 
abbreviation of "constant context". Indeed, if the rewriting a' --+ w' is possible 
in a CC-interpretation, then it must be possible in all contexts which are inter- 
pretations of the context (a, fi) where the original rule a --~ w was given in the 
form. In particular, if the original rule a -~ w is applicable in all contexts then 
so is a' -+ w'. In this sense the CC-interpretation resembles the full interpretation 
discussed in (Maurer, Salomaa and Wood 1978b), CC-interpretation being full 
with respect to the context (a,/3). One might also take the reverse approach 
and consider interpretations full with respect o the rewriting part a ---* w but 
not necessarily full with respect to the context. Such interpretations are not 
discussed in this paper. 
All E(m, n)L forms are referred to as EILforms. The terminology introduced 
above for EIL systems is readily extended to concern EIL forms. Thus, we speak 
of propagating, synchronized, short and separated forms. 
For convenience, languages which differ by at most t will be considered equal 
Classes of languages will be considered equal if for any nonempty language in one 
class a language in the other class, and conversely, exists which differ by at most 
t. The classes of finite, regular, c0ntext-free, EOL, ETOL, context-sensitive, EIL, 
and recursively enumerable languages will be denoted by 
~e~,u, &E~, sect, &oL, &~oL, ~ecs, &,L, &E, (4) 
respectively. I t  is well known that in sequence (4) every family is properly 
contained in the next except hat the last two ones coincide. 
Two EIL formsF 1 andF~ are termed form equivalent (resp. CC-form equivalent) 
if 
ogv(Fx) = 5g(F2) (resp. ~gacc(F1) = ~'cc(F2)). 
Consider now some simple examples. We always apply in the sequel the 
following convention when defining spedfic E(m, n)L systems. I f  there is no 
rule listed for a letter a in a particular context (a, j3), this means that the rule 
for a in this context is blocking: 
( . ,  a,/3) ~ N, 
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where N is a special nonterminal having the rule 
(x,N,y).-~ N 
for all contexts (x, y). 
In the examples capital etters mean nonterminals and small letters terminals. 
Vertical bars are used in the customary way to denote that all resulting combina- 
tions have to be taken. 
Consider now two E(1, 0)L forms, F 1 and F~ defined by 
Then 
e~: (s, s) [ (a, s) ~ $1 ss  J a l a; 
F2: (S, S) ] ()~, S) ---> S I SS  I a. 
and 
~C~(F1) = ~E and ~ce(F~) = *~'cs 
(this follows easily by considering the left context-sensitive normal form, 
(Penttonen 1974)), whereas 
~ecc(F,) = ~dF~)  = ~oL .  
The latter equations are a consequence of the fact that in CC-interpretations 
o fF  1 and F~ context can be used only to cause a blocking effect. Note also that 
both F 1 and F 2 are separated, short and synchronized, and F~ is also propagating. 
Clearly, for any EIL form F, 
~ecc(F) _C Le(F). 
The previous examples are typical in showing how much smaller the CC-family 
can be. 
The notions of completeness, goodness and vompleteness discussed in 
(Maurer, Salomaa nd Wood, 1977, 1978a, b, c) are readily extended to EIL forms. 
We give the definitions with respect to the family ~aErOL only. Other definitions 
are quite analogous. 
An EIL form F is ETOL-complete if 
~(F)  = ~oL .  
It is ETOL-good if, for any ETOL formF1, there existsF' <1 F such that 
~(F ' )  = ~e(F1). 
It is ETOL-vomplete if it is both ETOL-complete and ETOL-good. 
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If only CC-interpretations are considered, we add the letters CC to the name 
of the corresponding notion. As regards the examples F1 and F 2 above, F 1 is 
EIL-complete (or briefly complete), and both F 1 and F~ are CC-EOL-eomplete. 
They are not good or vomplete in any sense. 
We conclude this section by listing, without proof, some results that carry over 
directly from the corresponding results on EOL forms found in (N[anrer, Salomaa 
and Wood, 1977). Although stated for general interpretations, the results hold 
for CC-interpretations a  well. 
(i) The relation <1 for ElL forms is decidable and transitive. 
(ii) For ElL forms F and F', 
fg(F') C fg(F) if and only if F' <3 F. 
(iii) It is decidable for arbitrary ElL formsF andF' whether ~(F) = ~(F'). 
(iv) For arbitrary ElL forms F and F', F'  <1 F implies ~(F ' )  C ~(F),  but 
the converse is not true. 
3. AUXILIARY RESULTS 
In this section we shall establish some technical lemmas. Apart from the last 
one, the proofs are quite straight-forward. 
No "simulation lemmas!' (such as those given in Section 3of (1V[anrer, Salomaa 
and Wood 1977) will be presented. Because ElL forms combine the difficulties 
due to parallel and context-sensitive rewriting, such simulation lemmas tend 
to be very complicated and difi:icult o apply for EIL forms. 
LEMMA 3.1. Assume that F and F' are EIL forms such that F' <l F(lz). I f  
OL 1 :~  OL 2 =>~ . . .  =:~ O~]c 
is a derivation according to F', then 
~-1(~)  ~ ~- , (~)  ~ .. .  ~ ~-~(~)  
is a derivation according to F. 
The proof of Lemma 3.1 follows directly from the definitions and is omitted. 
Lemma 3.1, together with the fact that tz-l(~) is terminal word whenever ~ 
is a terminal word, is very useful in many constructions. It also immediately 
implies the following reachability result, 
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Given an ElL system F, we say that a letter a (terminal or nonterminal) is 
reachable (from the initial letter S) if 
for some words o/1 and ~e. 
LEMMA 3.2. Assume that F and F '  are as in the previous lemma. If  a is 
reachable in F '  then/z-l(a) is reachable in F. 
We now present he main result of this section. Consider EOL systems G 
with productions of the type 
A --+ B, a --+ b, A ~ aBC, A --+ aB, A -+ a, (5) 
where capital (resp. small) letters are (not necessarily distinct ) nonterminals 
(resp. terminals). Productions of the last three types are referred to as active, 
those of the first two types are referred to as cycling. 
We consider now the following restriction on the derivations according to G: 
an active production is applied only to nonterminal letters preceded by a terminal 
or to the first letter of a word and cycling productions are applied everywhere 
else. The words derived in this restricted way constitute a subset LR(G ) of the 
language L(G). Languages of the form LR(G ) are called restricted EOL languages. 
It is clear that every context-free language L is a restricted EOL language. 
Indeed, we only construct forL a grammar G 1 in the Greibach normal form with 
productions of the three active types listed above, and add tog  1 all cycling 
productions A --~ A and a --~ a. The resulting grammar G, viewed as an EOL 
system, satisfies LR(G ) z L. This follows because there is a one-to-one corre- 
spondence between restricted erivations according to G and leftmost derivations 
according to G 1 . 
We now prove that, conversely, every restricted EOL language is context- 
free. This result can also be viewed as expressing the fact that adding a weak form 
of parallelism (as described above) to a context-free grammar does not affect the 
context-freeness of the generated language. 
THEOREM 3.3. Every restricted EOL language is context-free. 
Proof. Let G be an EOL system with productions of the types given in (5). 
We have to show that LR(G ) is context-free. Each step is a restricted erivation 
according to G deposits exactly one new terminal letter. (More accurately, 
this holds true with respect o the "active" part of the derivation: only cycling 
productions may be applied at the beginning and when a word over the terminal 
alphabet has been reached.) This means that we can assume without loss of 
generality that all cycling productions for terminals are of the form a --~ a. For 
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if this is not the case originally, we transform G to a new EOL system G~ satis- 
fying this requirement. The language Ln(G ) is now obtained from LR(G~) by a 
gsm mapping exactly as in the proof of Theorem 6.2 in (Maurer, Salomaa and 
Wood, 1977). 
Thus, we assume that all cycling productions for terminals are of the form 
a--+ a. Let the nonterminals of G be A 1 ,..., A~, A 1 being the initial letter. 
For i = 1, 2 ..... and 1 ~<j <~ k, we denote by Ti(-/lj) the set of all nonterminals 
reachable from Aj in exactly i steps (using cycling productions). Furthermore, 
we denote by Ti the k-tuple 
Ti ---- (Ti(A1),..., T,(&)). 
It  is clear that the sequence T i is almost periodic. Let the period be p. Thus, 
for a l l i> /  t, 
Ti+~ = T , .  (6) 
We now construct a context-free grammar G 1 such that L(G1) = LR(G). To 
emphasize the basic idea in the construction, we assume first that the sequence 
T/ is actually periodic, i.e., (6) holds for all i ) 1. Later on we indicate how one 
can take care of the eventual "initial mess". 
The set of nonterminals of G 1 is, by  definition, 
{A/J [ 1 ~ i ~ k, 1 ~ j ~ p} t.j {S}, 
S being the initial letter. The terminal alphabet of G 1 equals that of G. The 
production set P1 consists of all productions listed in (i)-(iv) below. Arithmetic 
operations are carried out modulo p, i.e., every number is reduced to its smallest 
positive remainder modulo p. 
(i) I f  B belongs to Ti(AO, for some i, and 1 ~< j ~< p then S -+ B ~" is 
in/)1 • Furthermore, S --~ AI~ is in P1 • 
(ii) For each woductlofl A --+ aBC of G and 1 ~< j ~ p, all productions 
of the form 
AJ --+ aB~C1 ~, j = u + v + 1, C 1 in T~(C) (7) 
are in P t .  
(iii) For each pr0duction A -+ aB of G and 1 ~< j ~ p, the production 
A ~ --+ aB j-1 is in P1 • 
(iv) For each production A --~ a of G, the production A 1 --~ a is in Pa • 
The upper index of a nonterminal indicates the length of the terminal 
word (modulo p)'  the nonterminal generates, or equivalently, the number Of 
active derivation steps in the subderivation starting from the nonterminal. 
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Original applications of cycling productions are simulated by a suitable choice 
of C 1 in (7). Because of the periodicity of the sequence Ti, it suffices to keep 
track of the length of the cycling sequence modulo p. 
By these intuitive observations, it should be easy to verify that LR(G ) = 
L(G1) holds true. Indeed, we can show by a n induction on n that the two languages 
contain the same words of length n. For n = 1 this is obvious by (iv). The 
inductive step is separated into two cases, corresponding to (ii) and (iii), depending 
on the form of the first active production applied. 
We indicate, finally, how the construction of the grammar G 1 is modified if 
the sequence Ti is only almost periodic. Because we are free to choose a longer 
period or a longer initial mess, we may assume that (6) holds for all i > p. We 
determine first all words of length ~ 2p inLa(G) and, for each nonterminal Ai ,  
the set of words of length ~ p derived from A~. For each of the former words w, 
we add a production S -+ w to G 1 . 
The nonterminals of G 1 are now indexed with upper indices p + l,..., 2p, and 
the result of arithmetic operations i reduced modulo p to one of these numbers. 
Productions (i) are as before, with the new upper indices and with the new 
productions S --~ w given above. (ii) is modified as follows. In addition to each 
group of productions (7), we take two groups of productions obtained by 
replacing B or both B and C with a terminal word of length ~ p derivable from 
that nonterminal. More specifically, the first group consists of productions 
A j -.+ awG ~, j ~- u + v + 1, C a in T~,(C), 
where w is derived from B (according to G) in u ~ p steps. The second group 
consists of productions 
AJ -~  awlw2 , 1 + u + v = j ,  
where  go 1 (resp. w2) is of length u ~ p (resp. (v ~ p) and derived from B 
(resp. C). For each production given in (iii), we add all productions 
A j ---> aw~ 
where w is a terminal word of lengthj - -  1 ~< p derived from B. Productions (iv) 
are now omitted. In essentially the same way as before we see thatL(Gz) = LR(G ). 
4. GENERATION OF SoME IMPORTANT LANgUAgE FAMILIES 
This section deals with the generative caaacity of EIL forms. Our first result 
deals with various questions concerning EOL families. 
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THEOX~M 4.1. For any EOL formF, there is an EIL formF I such that 2g(F) = 
£Pcc(F1). There are CC-EOL-complete E(1,1)L forms. There are CC-EOL-vomplete 
~(1, 1)L forms. 
Proof. Clearly, the last Sentence implies the other two. To prove the last 
sentence, it suffices to consider any complete EOL form, for instance, 
S- -~Ata lS ISS ,  a--+S 
(ef. (Maurer, Salomaa and Wood, 1977c) and view it as an E(1, 1)L system, 
where the productions above are applicable in all contexts. 
Instead of the (1, 1)-context in the proof above, we could equally well take 
(1, 0)-context. It is quite essential in the argument that we have CC-interpreta- 
tion. Otherwise, we get languages which are not EOL. The general interpretation 
is needed in the next theorem which was established already in Section 2. 
THEOm~M 4.2. There are complete E(1, O)L forms. There are also CS-complete 
E(1, 0)L forms. 
We now consider the problem of generating the family £PcF. By (Albert and 
Maurer, 1978), it is not possible to generate this family by any EOL form. As 
regards EIL forms, the situation is different. 
TrIEOm~M 4.3. The following E(1, O)L form 
F: (A, S) I (a, S) ~ a l aS l aSS; (S, S) -,- S; 
(~, a)I (a, a) ~ a 
satisfies 5~cc(F ) = ~cv.  Hence, there are CC-CF-complete EIL forms. 
Proof. The inclusion £Pcc(F) C ~ce follows by Theorem 3.3. The reverse 
inclusion follows by the discussion preceding Theorem 3.3. 
Instead of an E(1, 0)L form, we can take an E(0, 1)L form in Theorems 4.2 
and 4.3. (This remark applies throughout this paper.) On the other hand, 
CC-interpretation is quite essential to Theorem 4.3, There are strong intuitive 
reasons upporting the conjecture that ~(F )  = ~cr  holds for no EIL form F. 
We also conjecture that ~(F )  = ~C°eo L holds for no E(m, n)L form F with 
m + n >/ 1. It will be seen in Section 6 that the last sentence of Theorem 4.1 
does not hold true with" CC" omitted. Results of this nature show the importance 
of the CC-interpretation mechanism. 
On the other hand, it seems clear that we must consider also the general 
interpretation: CC-interpretation is not sufficient for results like Theorem 4.2. 
For a formal proof of this claim, the following would be sufficient. 
Consider context-sensitive grammars in the left context-sensitive normal 
form, (Penttonen, 1974) where every context-sensitive production is of the type 
AB --+ AC. 
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Two nonterminals A 1 and A 2 in a grammar G are termed context-equivalent if, 
for all B and C, the production A1B -+ AIC is in G if and only if A2B ~ A~C 
is in G. For each k ) 1, denote by ~,q~cs(k) the subfamily of ~q'cs generated by 
grammars where the number of equivalence classes does not exceed h. Then we 
conjecture that, for all h, ~cs(h) is strictly contained in ~q~cs. This conjecture 
immediately implies the claim above. 
Thus, to generate different important language families, we need a different 
amount of contextual flexibility. For the family ~CPcv, CC-interpretation does 
the job, whereas it does not seem to be sufficient for the family ~cs. For the 
family ~q~EOL, we can use CC-interpretation or, trivially, just (0, 0)-context. 
We conclude this section with a discussion of the family ~eroL and its sub- 
families. There we definitely need some contextual information, and again the 
CC-interpretation turns out to be appropriate. 
THEOREM 4.4. The following E(1, O)L form F: 
(,~, S) 1 (S, S) -+ a [ S [ SS  [ A; (~, A) ] (A, A) --+ S 
satisfies CScc(F ) = ~feroL. Hence, there are CC-ETOL-complete ElL forms. 
Proof. To prove the inclusion ~eTOL C_ ~cc(F), we consider an arbitrary 
ETOL language L. By standard techniques, we first construct an ETOL system 
G 1 generating L such that (i) the right side of every production in every table 
is of length 1 or 2, (ii) the only production for every terminal a in every table is 
a-+ N, N being a special blocking nonterminal having only the production 
N-+ N in every table, (iii) terminals appear in the right side of productions 
A -+ a only. Let k be the number of tables of G1 • Again using standard tech- 
niques, we construct an equivalent ETOL system G with two tables T 1 and T 2 
as follows. For each nonterminal A of G1, we introduce the new nonterminals 
A a ,..., A~. The table T 2 contains the productions A -+ A 1 and Ai ~ Ai+l, 
1 ~ i ~< k - -  l, for each nonterminal A. The table T 1 contains all productions 
obtained as follows. I f  the production A -+ a is in the j th table of G 1 , then 
A: --* ~ is in T 1 . (The productions in T 1 and T 2 for letters not listed above are 
blocking.) 
It  is now easy to construct an interpretationF' <lcc F such that L(F') = L(G). 
Each group of nonterminals 
B, B~ .... , Bk 
in G is considered to be interpretations of S inF  and, for each such B, additional 
nonterminals 
4,..., 
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are interpretations of fl_ inF. Productions in T 1 are taken as interpretations of the 
first group of productions o fF  and, in addition, the productions 
B +t21  , Bi +/2l+1,  1 ~<i~<k- -1 ,  (8) 
the latter being interpretations of S --> _//. (We have left out the context because 
it cannot be changed in the CC-interpretation.) allproductions 
/~i -+  Bi, 1 ~ i ~ k (9) 
are taken as interpretations of A --> S. Productions (8) and (9) simulate the effect 
of the table T 2 . The context ensures that barred letters can never occur together 
with nonbarred ones. 
The reverse inclusion ~LPcc(F ) C ~roL  is a straightforward consequence ofthe 
observation that, in CC-interpretations of F, context can be used only to check 
that interpretations of A and S never occur together in the same word. But such 
a checking can also be done with two tables. 
By the reduction results in (Maurer, Salomaa nd Wood 1978a) the proof of 
the following theorem is essentially the same as that of Theorem 4.4 and is, 
therefore, omitted. We use here the term "synchronized ETOL form" as defined 
in (Maurer, Salomaa nd Wood 1978a): for each terminal letter a, the condition 
a ~+ w implies that w is not over the terminal alphabet. 
THEOREM 4.5. 
F 1 such that 
For every synchronized ETOL form F, there is an E(1, O)L form 
Zecc(F1) = ~(F) .  
5. REDUCTION OF THE AMOUNT OF CONTEXT 
We now turn to the discussion of reducing a given ElL form to another form 
in some sense "simpler" than the original one. In this reduction, the language 
family must remain unaltered. 
A number of such reduction results have been established previously, 
(Maurer, Salomaa and Wood, 1977, 1978a, b, c), for other types of forms. 
As regards EIL forms, the additional (and perhaps most interesting) problem 
concerns reduction of the amount of context. 
It is well known that every EIL language is generated by an E(1, 0)L system. 
On the other hand, as regards IL systems, the amount of context cannot in 
general be reduced. Deterministic EIL systems lie between the two mentioned: 
every deterministic E(m, n)L (resp. E(m, O)L, E(O, n)L) language is generated by 
a deterministic E(1, 1)L (resp. E(1, O)L, E(O, 1)L) system, but further reductions 
are not in general possible, (Vitanyi, 1976). We shall establish in this section the 
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rather surprising result that EIL forms behave with respect o the reduction of 
the amount of context exactly like deterministic EIL systems. 
THEOREM 5.1. For each E(m, n)L form F with m ~ 2 (resp. n >/2), a form 
equivalent E(m -- 1, n)L (resp. E(m, n -- 1)L) form F 1 can be constructed. 
Proof. The method of (Vitanyi, 19767 is directly applicable. Consider the 
case m/> 2, the case n /> 2 being symmetric. The alphabet of F~ consists of that 
o f f  and of additional nonterminal symbols (x, y), where x and y are letters o fF  
or h. The productions of F 1 are defined as follows. Each letter y of F with left 
neighbor x goes to (x, y), independently of the other neighbourhood. I f F  has the 
production 
(x l ' ' ' x  m , y, z l "'' zn) -+ w 
then F 1 has the production 
( (x , ,  x=) ..- (x,~_l,  x,~), (x,~, y), (y ,  Zl) -.. (z ,_~,  z , ) )  ~ w. 
It is now easy to verify that ~'(F) = ~C~(Fa). Indeed, an interpretation of F 
can be immediately simulated by an interpretation of F 1 and, hence 58(F)_C 
5q(FI). But also the reverse inclusion holds because, given an interpretation F~ 
of F~, one constructs an equivalent interpretation ofF whose productions are 
obtained from derivations of length 2 according to F~. 
Note that the construction above works for CC-interpretation aswell. Hence, 
by successive applications of the construction we get the following. 
THEOREM 5.2. For each E(m, n)L (resp. E(m, O)L, E(O, n)L) form F, it is 
possible to construct an E(1, 1)L (resp. E(I, 0)L, E(0, 1)L)form F 1 such that 
~g°(F) = ..g°(F,) and ~cc(F) = ~.~q'cc(F~). 
As regards ynchronized forms, we can take one further step: 
THEOREM 5.3. For each synchronized E(m, n)L form F, a form equivalent 
synchronized E(1, O)L (or E(O, 1)L ) form F 1 can be constructed. 
Proof. By the previous theorem we may assume that F is an E(1, 1)L form. 
(Note that synchronization is not affected by the construction of Theorem 5.1.) 
F 1 is constructed by a method due originally to (van Dalen, 1971). Let us con- 
struct an E(0, 1)L systemF1. The alphabet o f f  1 consists of that ofF, of additional 
nonterminals $, ~ (left boundary markers), as well as nonterminals ~, for each a 
in ~', Z • {g: a in 27}, nonterminals (x, y), where x is a nonterminal of F or of 
U {$, $}, and y is a nonterminal of F, z~ or A. In addition F 1 contains a new 
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initial letter yielding only $S, where S is the initial letter ofF. Thus, $S can be 
viewed as the starting point of all derivations according to F1 • 
Consider a step 
A1 "'" Ak ~ ~1 "'" ak, (10) 
where k ~> 1 and the A's are nonterminals in a derivation according to F. 
Assume first that the a's are words over the nonterminal alphabet, not all empty. 
Then (10) is simulated inF  1 by the two derivation steps 
SA 1 ' "  n~ ~ ($, A1)(A1, A2) "-" (A~, ,~) ~ So~l "" otto. 
Thus, the production 
(h, A 1 , A2) --~ c~ 1
in F becomes the production 
(($, A1)(x~2, A2)) --~ $oJ 1 
in F 1 . To accomplish the first derivation step above we have in F 1 productions 
to the effect that a letter x with the right neighbour y goes to (x, y). For all x, 
we have the production 
fix, ~), A) -~ 
in F1. 
Assume, secondly, that the ~'s in (10) are words over the terminal alphabet. 
(Because of the synchronization, only these two cases must be considered.) 
Then (10) is simulated in F 1 by three steps 
$A1 ""  Ale => (S, A1)(A1 , A2) "'" (-'//k, '~) => ~(~1 "'" Sk • 
Thus here $ is changed to $ and &i is the barred symbol version of ai, 1 ~ i ~ k. 
We also have productions 
(~, Y) -~ y 
in F1, where ~ is in Z • {5} and y is in Z. We also need (g, 20 --~ fl for ~ in 
Z k) {~}. Therefore 
$&1 "'" &k ~ al "' ~ in F 1 . 
We delay the introduction of terminals by one step to avoid the possibility 
that (($, Ai) , (A1,  A2) ) ~ 2t is in F 1 . This would give rise to a possible loss of 
left context during the nonterminal rewriting stage. 
All other productions in F 1 are blocking. 
We omit the detailed verification o f  the equation ~°(F )~ ~°(F1). The 
inclusion ~q°(F) C 2~9(F1) is fairly immediate. The reverse inclusion is verified 
643/421x-8 
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basically as follows. Consider an interpretation F1 of F 1 . A typical production 
in F 1 is 
(A, B) -+ w, 
where A is an interpretation f the letter (x, y) and B is an interpretation f the 
letter (y, z). In constructing an interpretation F' o fF  equivalent to F1, we now 
choose the pair (A, B) to be an interpretation fy. Our production becomes now 
in F' 
((D, A), (A, B), (B, E)) --+ w 
The previous proof does not work for CC-interpretations. However, we can 
show by a somewhat more complicated argument that Theorem 5.3 remains 
valid for propagating and synchronized forms F and F 1 . 
The next theorem gives a specific example showing that reduction to one-sided 
context is not possible for nonsynchronized forms. 
THEOREM 5.4. There are E(1, 1)L forms for which no form equivalent E(m, O)L 
or E(0, n)L form exists. 
Proof. We show first that the following E(1, 1)L formF: 
(A, S, A) --* ab ] aba; (A, a, b) l (b, a, A) -* A; 
(a, b, A) --> ababa; (a, b, a) --* abab 
possesses no form equivalent E(m, O)L form. 
Observe first that only the following two derivations are possible according 
to F: 
S ~ ab ~ ababa ~ blocking, 
S ~ aba ~ abab ~ blocking. 
Hence, every word in a language in ~°(F) must be of length 2, 3, 4, or 5. Moreover, 
if such a language contains aword of length 2 (resp. 3), it must contain also a word 
of length 5 (resp. 4), and conversely. Thus, no language in ~(F)  contains words 
of lengths 2 and 3 only, or words of length 5 only. This reasoning is based on 
Lemma 3.1. 
Assume now that there exists an E(m, O)L form F t which is form equivalent 
to/7. Because ach of the languages 
{ab, ababa}, {aba, abab}, {ab, aba, abab, ababa} 
belongs tO ~LP(F1) and because the languages in ~k'(F1) must satisfy the length 
conditions listed above, we conclude that after an eventual renaming of the 
terminal letters one of the following four pairs of derivations must exist in F 1 . 
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Case 1. S ~+ab ~+ababa ~+ 
S ~+ aba ~+ abab ~+ 
Case 2. S ~ + ab ~ + ababa ~ + 
S ~+ abab 3+ aba ~+ 
Case 3. S ~ + ababa ~ + ab ~ + 
S ~+ aba ~+ abab 3+ 
Case 4. S ~ + ababa ~ ÷ ab ~ + 
S ~+ abab ~+ aba 3+ 
No words over the terminal alphabet occur in parts marked with ~+, with the 
possible exception of the final part where h may occur. This possible exception 
is caused by our convention that languages differing only by the empty word are 
considered to be equal. (Although this convention is very useful in most cases, 
it is a nuisance in the present proof!) 
Basically by the following simple argument a contradiction can now be derived 
in each case. Because F 1 is an E(m, O)L system, whenever we have a derivation 
Wl~:~W2, 
we also have, for each w 3 , a derivation 
Intuitively, w 1 cannot use any information located to its right. On the other hand, 
w 1 and the words derived from it can affect the w~-part of the derivation, i.e., 
it might be the case that we don't have a derivation w 8 *~ w' 3 . 
Consider Case 1. In this case, we can assume that the final parts marked with 
3+ are actually blocking, i.e., do not produce A. This follows because we can 
repeat he part 
ab ~ + ababa 
from the first ab on the right side, and so forth, never deriving A. We now insert 
the first derivation to begin from the word ab in aba in the second derivation: 
S ~+ aba ~+ ababax ~+ (11) 
In this derivation, no word in the parts marked with ~+ is over the terminal 
alphabet because this holds true with respect to the first derivation. On the other 
hand, (11) must contain two terminal words because, otherwise, there are lan- 
guages with just one word in ~°(F1). Hence, the second terminal word must be 
ababax. But this implies that ~°(F1) contains a language with exactly two words, 
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one of which is of length 3 and the other of length >/5. This is a contradiction 
because 5~(F) contains no such language. 
In Case 2, we may assume that the final part in the first derivation contains 
no terminal words. We now insert the first derivation to begin with the first ab 
in the word abab in the second derivation. The conclusion is that ~(F1) contains 
a language with exactly two words, one of which is of length 4 and the other 
of length >/5, a contradiction. 
Cases 3 and 4 are left to the reader. Note that the subcase of case 4 where both 
final parts reduce to A is a little more complicated, and requires the consideration 
of interpretations ofF 1 . 
6. OTHER REDUCTION RESULTS 
In this section we study the validity of other reduction results along the lines 
of (Maurer, Salomaa nd Wood, 1977 and 1978a). Our main result is that there 
are no vomplete EIL forms, contrary to the results known for other classes of 
forms. 
We begin with two rather obvious negative results. 
THEOREM 6.1. There are EIL forms for which no form equivalent propagating 
EIL form exists. There are EIL forms for which no form equivalent synchronized EIL 
form exists. 
Proof. The first sentence follows from the fact that £~etL = 5¢8E, whereas 
languages generated by propagating EIL systems are context-sensitive. The 
second sentence isestablished exactly as the corresponding result for EOL forms, 
cf. (Maurer, Salomaa nd Wood, 1978c) or directly from Theorems 5.3 and 5.4. 
The following theorem is established as Lemma 4.2 in (Maurer, Salomaa nd 
Wood, 1977). Synchronization is needed here because the "idle step with barred 
letters" in the derivations might increase contextual information. Therefore, 
when showing that interpretations of the new form are equivalent to those of 
the old form, we have to be able to interpret letters of the old form as pairs or 
triples, which cannot be done if we are dealing with terminals. 
THEORE~I 6.2. For each synchronized E(m, n)L form, a form equivalent 
synchronized separated E(m, n)L form can be constructed. 
We now investigate the problem of reducing a given form to a short form. 
Again, it turns out that synchronization is essential. 
THEOREM 6.3. For each synchronized E(m, n)L form 17, a form equivalent 
synchronized short E(1, 0)L form F can be constructed. 
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Proof. By Theorem 5.3, we assume that F is an E(1, 0)L form. I f  the right 
sides of the productions o f f  are all of length ~< 2, we are through. Assume that 
the longest right side is of length t > 2. We construct a form equivalent E(1, O)L 
fo rmF 1 where the longest right side among the productions is of length ~ t - -  1. 
By repeating this process, F is finally obtained. 
For each production 
p: (A~, A2) ~ w (12) 
of F, we introduce a new nonterminal B~ if w is of length < t, and two new 
nonterminals B~ and C~ if w is of length t. For each of the productions (12), 
F~ contains the following productions: 
where 
(A1,Az) - -~B~,B~--~w if [w[ ~<t - -1 ,  
(A1, A2) --~ B~C~ , B~ --~ w 1 , C~ -~ ~, 
w=wl~, lw  I =t ,  lwll  =t- -1 .  
Here the productions for B~ and C~ are applicable in all contexts where the left 
neighbour is one of the B- or C-letters. 
The inclusion ~(F)  _C ~W(F1) is again immediate. In the proof of the reverse 
inclusion, one has to take care of the fact that the "idle step" in the derivations 
o f f  1 may increase contextual information so that the system seemingly becomes 
an E(2, O)L system. However, this difficulty is overcome as follows. Consider 
an interpretation F£ <~ F 1 . In constructing an equivalent F' <l F, we omit those 
letters of F~ which are interpretations of the B- and C-letters. The letters of F' 
are pairs (D, A), where D and A run through all of the remaining letters of F£. 
The productions o fF '  are now obtained from derivations of F£ of length two. 
I f F  is not synchronized, the above construction does not work because we can- 
not interpret erminal etters as pairs in the way indicated. On the other hand, 
the construction words for CC-interpretation as well. 
We will show now that, in fact, synchronization is a necessary condition for 
the validity of Theorem 6.3. 
THEOREM 6.4. There are EIL forms for which no form equivalent short Eli, 
form exists. More specifically, for any k, there is an EIL form F such that any EIL 
form F 1 which is form equivalent to F contains a production whose right hand side 
is of length >~ k. 
Proof. We give an example proving the first sentence. The second sentence 
is established by increasing the constants in this example. 
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Consider the E(1, 0)L formF: 
(h, S) ~ abb; (A, a) ---,- b; 
(~, b)I (b, b) ~ b5 
(a, b) --+ b; 
The only possible (successful) derivation is 
S ~ abb ~ g7 => ba5 =~ b175 =~ ... (13) 
By Lemma 3.1 we may conclude that ~(F )  contains only infinite languages, and 
the length set of each language in Av(F) equals 
{3} w {7.5i [ i >~ 0}. 
Let us analyze further words of lengths 3 and 7 in a fixed language L in ~(F) .  
Denote the interpretations of a and b by lower indices. Words of lengths 3 and 7 
in L are of the form 
aibjb~ , bilbi2 "'" bit • 
Furthermore, each word of the latter type is derived from some word of the 
former type. 
For each triple (i , j ,  k), we associate the set 
T(i, j ,  k) = {(il,/2 ,---, iv) [ aibjbk ~ bilbi~"" bi, in L). 
The basic observation, due to the fact that L is generated by interpretations of 
the derivation (13), is that T(i , j ,  k) can be expressed as a product of pairs and 
quintuples. (Intuitively, this means that the indices ia .... , i s do not depend on i.). 
Assume now that a short FI exists with oW(F) = ~(F1). A derivation with the 
same terminal words as in (13) must be possible according toF  1 (after an eventual 
renaming of the terminals ofF1). We assume without loss of generality that 
S ~+ abb ~+ b 7 
is a part of this derivation. (If this is not the case and b 7 appears before abb, we 
choose some other pair of words appearing in the derivation in the proper 
order.) SinceF 1 is short, the part 
abb ~+ b 7 
contains at least one intermediate word. During this intermediate step, informa- 
tion can be passed on from the first a to the third b. But this means that the 
family oW(F1) does not satisfy the condition deduced above for T( i , j ,  k) and, 
hence, F andF 1 are not form equivalent. 
As an immediate corollary, we obtain the following. 
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THEOREM 6.5. There are no vomplete ElL forms. 
By a similar example as in the proof of Theorem 6.4 one can show that there 
are EOL forms F satisfying 5¢(F) 4= -o-~Ca(Fa) for all E(m, n)L forms F~ with 
m + n >/ 1. This gives immediately the following result which, compared with 
Theorem 4.1, gives further motivation for the CC-interpretation. 
THEOREM 6.6. There are no EOL-good E(m, n)L forms, provided m + n >~ 1. 
7. DECIDABILITY 
It is quite natural that almost everything turns out to be undecidable with 
respect o EIL forms. Therefore, rather than discussing decidability properties 
in detail, we prefer to indicate a general method of establishing undecidability. 
The method is based on the "reachability lemma", Lemma 3.2. For simplicity, 
we discuss (1, 1)-context only, although this is by no means essential. 
Consider E(1, 1)L systems G such that G has the production ~ --~ ~ for all 
of its letters ~ in all contexts. Reachability of a letter in such a system is undecid- 
able. 
Suppose we want to prove that the completeness of an E(1, 1)L form is 
undecidable. This is done by reducing the reachability problem to the com- 
pleteness problem as follows. Consider an arbitrary G as above and an arbitrary 
letter A in its alphabet. Call all letters of G nonterminals. Add productions to the 
effect hat any letter goes to ;t, provided A is one of its neighbours. Add the 
production 
(~, A, ;t) -+ S 
and, starting from S, the productions of some particular complete E(1, 1)L form. 
These operations give rise to an E(1, 1)L form F whieh is complete xactly in 
case the letter A is reachable in the original E(1, 1)L system G. 
This method can be used to show the undecidability of any property we can 
give explicit examples of, like we can give explicit examples of complete E(1, 1)L 
forms. The method words for CC-interpretations as well. 
In the following theorem we list some undecidability properties obtainable by 
this method. The explicit examples needed are contained in the previous 
sections of this paper. 
THEOREM 7.1. Form equivalence, CC-form equivalence, completeness, CC- 
EOL-completeness, CC-ETOL-completeness, CC-CF-completeness, CS-complete- 
ness, and CC-EOL-goodness are all undecidable for E(1, 1)L forms. Given an 
E(1, 1)L form F, it is undecidable whether 5¢cc(F ) = Scr , or whether ~cc(F) = 
£e(G), where G is some fixed EOL or ETOL form. 
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8. CONCLUSION 
We have investigated basic properties of EIL forms. Because some of .the 
results are quite unexpected and by no means direct generalizations of results 
concerning ElL systems or EOL forms, we believe that new information has 
been gained both for the theory of forms and the theory of L systems. The basic 
open problem is to make explicit he generative capacity of the CC-interpretation. 
For instance, are there nontrivial examples of forms F such that oWcc(F ) = ~(F) .  
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