Abstract. The transport protocol for SIP can be chosen based on the requirements of services and network conditions. How does the choice of TCP affect the scalability and performance compared to UDP? We experimentally analyze the impact of using TCP as a transport protocol for a SIP server. We first investigate scalability of a TCP echo server, then compare performance of a SIP registrar server for two TCP connection lifetimes: transaction and persistent. Our results show that a Linux machine can establish 400,000+ TCP connections and maintaining connections does not affect the transaction response time. This is applicable to other servers with very large TCP connection counts. Additionally, the transaction response times using the two TCP connection lifetimes and UDP show no significant difference at 2,500 registration requests/second in our SIP server implementation. However, sustainable request rate is lower for TCP than for UDP, since using TCP requires more message processing, which causes longer delays at the thread queue for the server implementing a thread-pool model. Finally, we suggest how to reduce the impact of TCP for a scalable SIP server especially under overload control.
Introduction
The Session Initiation Protocol (SIP) [1] is used for Internet telephony signaling, i.e., establishing and tearing down sessions. The SIP is a request-response protocol, similar to HTTP, but can work over any transport protocol such as UDP, TCP or SCTP (Stream Control Transmission Protocol) [2] . If SIP messages are sent over connection-less transport protocol, UDP, the SIP server does not have to maintain connection state, and a single socket can be shared to communicate with all the users. UDP seems a better choice to achieve a scalable SIP server in congestion-free networks.
However, TCP is preferred to UDP even in congestion-free networks, since it addresses issues, such as the SIP message size exceeding the MTU (Maximum Transfer Unit), firewall and NAT traversal. Due to its reliable nature, TCP imposes additional processing cost on the SIP server, i.e., the server has to maintain a TCP socket for each connection. Typically, to facilitate inbound calls to the user phone behind a NAT or firewall, the user phone maintains a persistent TCP connection with the SIP server. It has generally been perceived as difficult for a SIP server to maintain 250,000+ active TCP connections and to keep up with the corresponding number of user registrations and call requests, in order to compete a high-capacity central office, Lucent's 5E-XC TM [3], a high-capacity 5ESS.
Our goal is to measure the impact of TCP on SIP server scalability and performance, and to suggest techniques to maintain a large number of active TCP connections, such as 300,000, on a single server. The remainder of this article is organized as follows. We introduce requirements for SIP servers in Section 3. Then, we show the scalability and performance measurements of an echo server in Section 4 and those of a SIP server in Section 5. We also analyze the reason of the performance differences between TCP and UDP using component tests in Section 6. We conclude with suggestions for reducing the impact of TCP on SIP server in Section 7.
Related Work
Since both a SIP server and an HTTP server can use TCP, they face common problems in handling a large number of connections. Kegel [4] aggregates several tips and limits on I/O and event delivery to support more than 10,000 clients for a scalable HTTP server. Libenzi [5] developed the epoll() system call and shows that it enables an HTTP server to sustain a high throughput with active 27,000 connections. We built our SIP server on these tips to increase an upper limit of sockets and to enable the server to wait for events on a larger number of connections using the epoll() system call. However, we have to consider the differences between a SIP server and an HTTP server as explained in Section 3.
For SIP server scalability, Shemyak and Vehmanen [6] showed that a SIP server can maintain 100,000 inactive TCP connections, emphasizing the effect of using the epoll() system call. However, we need to establish the limit for the number of concurrent connections and clarify the bottleneck.
For a scalable SIP server using UDP, Singh and Schulzrinne [7] compared the performance for different software architectures: event-based, thread-pool, and process-pool. They suggested that the process-pool model has the best performance in terms of response time. Additionally, they proposed a two stage architecture, where servers at the first stage dispatch messages to multiple servers at the second stage in order to improve concurrency and reliability. For a highly concurrent server, Welsh et al. [8] proposed a staged event-driven architecture. Each stage contains a thread-pool to drive the stage execution. They showed decoupling load management from service logic increases concurrency with the measurement using 1,024 clients. We discuss the impact of the transport protocol on SIP server scalability, not the impact of the software architecture here.
