Abstract: It is shown that voting procedure in any authority can be treated as Hopfield neural network analogue. It was revealed that weight coefficients of neural network which has discrete outputs −1 and 1 can be replaced by coefficients of a discrete set (−1, 0, 1). This gives us the opportunity to qualitatively analyze the voting procedure on the basis of limited data about mutual influence of members. It also proves that result of voting procedure is actually taken by network formed by voting members.
Introduction
At present the information war is regarded as one of the principal means of achieving political and moreover geopolitical goals. One of its forms is the technology for manipulation of public consciousness, which is actively used during an election period.
As a result, the study of problems related to the theory of social choice, particularly, impossibility theorem becomes more and more relevant. Well-known impossibility theorem, proposed by Arrow in [1] , claims that there is no way to objectively evaluate the social opinion concerning certain issues.
The fundamental result obtained by Arrow and its acknowledgments [2, 3] set the development of the theory of social choice for 40 years. In [2] [3] [4] terpreted as fundamental lack of rational rules of public choice which takes into account the views of all members of society. Polterovich states the theorem as: ". . . rational public choice can not be compromised" [4] .
Considered theorem shows that only voting procedure affects voting result. Generally, it casts doubt on the possibility of considering the voting result as truly reflecting the will of those who take part in it.
Moreover, in [5] was shown that any voting procedure could be considered on the basis of analogy between voting board and Hopfield neural network. Results of cited work represent that there are conditions when final decision is taken by whole network formed by voting members but not by individual member.
The proof is based on following reasons. Fig. 1 shows the diagram, which reflects the voting procedure in certain Board or Council. From formal point of view, each member takes decision independently. Actually we should take into consideration their mutual influence on each other. (For example, Council member could vote 'for', even if his own impression is 'against', but he was asked to vote 'for' by his colleague.) The presence of such influence makes the system under consideration topologically similar to Hopfield neural network that directly follows from comparison of Fig. 2 and Fig. 1 .
It is evident that such mode (when decision is taken by whole network) is possible under the condition that feedback density becomes big enough. Therefore, results of paper [5] can be interpreted as proof of conclusions made in [6, 7] . According to cited conclusions the society forms transpersonal structures of a certain type. The demonstrative example is the bureaucratic apparatus, which transformed into independent quasi organism, and its activity is not related with formal duties that this apparatus should perform.
The main difficulty which arises when trying to study trans-personal structures (for example, described above quasi organism) is related with the search of weight matrix of corresponding neural network.
In this paper, we show that this difficulty is not critical because weight coefficients can take values of a discrete set. 
The discrete set of weight coeflcients
Proof The operation of an individual neuron of Hopfield neural network is described by activation function
where x i is the output of i-th neuron, w ij is weight coefficient between i-th and j-th neuron, x i0 is a threshold constant.
In the considered case, we assume that neuron outputs have discrete values +1 and −1. Such values can be interpreted as "vote for" and "vote against". Activation function has threshold character as it shown on Fig. 3 . It is evident that value of variable x i in equation (1) is determined by position of point x = (x1, x 2 , . . . xn) in relation to hyperplane which can be described by the following equation
and besides point x lies on vertices of n-dimensional hypercube with edge equal to 2. Let us turn in the dual space (dual space in terms of projective geometry). It is known that in dual space, each hyperplane is associated with a certain point and vice versa each point is associated with a hyperplane.
Particularly, in equation (2) set of values
can be considered as point coordinates in a dual space and set of values (xi0, x 1 , x 2 , . . . , xn)
can be considered as hyperplane coordinates.
It is evident when we consider a dual space. The value of variable in equation (1) is determined by mutual arrangement of hyperplane with coordinates (4) and point with coordinates (3).
As long as neural network outputs are characterized by variables having discrete values so the number of possible hyperplanes in dual space is finite. Namely, there are 2n of such hyperplanes where n is the space dimension equal to number of neurons in neural network.
Each of such hyperplanes divides vector space in dual space into two half-spaces R ± α . The multi-index α is a set of discrete variables which corresponds to a certain set of values x i α = (x1, x 2 , . . . , xn) . (5) Let us construct two sets
where multi-index β = (β1, β 2 , . . . , βn), β j = ±1 is responsible for choice of one halfspace from two possible halfspaces in each decomposition On the construction of the set G k (domains in dual space) is the intersection of halfspaces formed by hyperplanes (4). So, if two points
both belong to the same set G k , w 1 , w 2 ∈ G k , then function (1) argument remains constant at any combination of output variables. Q.E.D. Actually it means that weight coefficients of Hopfield neural network can be assigned as variables of a certain discrete set. Let us show the result on example of network having two neurons. This network is described by system of two equations
where we assume that threshold values for two neurons are same without loss of generality. Let us turn to new values of weight coefficients in equations (9) and (10) employing the following property of the threshold activation function
We have the following
where s ij = w ij /|x 0 |. Let us consider the case of positive value of threshold variable. There are four possible combinations of binary variables which describe the state of the system: (−1,−1); (1,−1); (−1,1); (1,1). These four combinations are associated with four straights in dual space.
These four straights divide the plane of variables (︀ s 1 , s 2 )︀ into nine domains (see Fig. 4 ), labels on each straight correspond to equation references. One can see the operation of neural network is completely determined by both certain values of weight coefficients and domain which attracts the corresponding vector. Any pair of certain values can be replaced by pair which indexes domains in Fig. 4 . According to the provenabove theorem, instead of certain values of weight coefficients it is possible to use values that more appropriate for calculation.
Particularly, domains with numbers from 1 to 4 is conveniently to index by following pairs of values (1,1), (−1,1), (−1,−1) and (−1,1) . These values can be used in weight coefficients as long as its initial values belong to one of domains having number from 1 to 4.
If initial values belong to 5-th domain then they can be replaced by pair (1+ϵ, 0), where ϵ is infinitesimal positive value. If initial values are belong to 6-th domain then pair should be (0,−1−ϵ) and so on. When initial values of weight coefficients belong to central 9-th domain, its equivalent values should be zeros.
The similar construction can be done for Hopfield network having three neurons (see Fig. 5 ) builds an octahedron, which represents a geometric body having four pairs of parallel faces. The number of domains in dual space for this case is equal to 27 = 3 3 (see Fig. 5 ).
One can see that certain domain is indexed by triples (β1, β 2 , β 3) , where each triple has values from (−1 ± ϵ, 0, 1±ϵ) set.
Conclusion
Thus, when we consider a Hopfield neural network, there is no need to search exact values of weight coefficients. In fact, they can be defined on the basis of only qualitative reasoning.
This creates the prerequisites for a consistent mathematical analysis of any social systems whose behavior is somehow related to voting procedures.
In terms of the theory of neural networks, the result opens up new possibilities for the construction of new algorithms for their learning.
