of some measures. In this paper, we aim to clarify the definition and usage of certain key measures.
1.1`Compact' coding and`sparse-dispersed' coding Natural-image-based models of simple-cell coding generally use one of two general principles. The first, compact coding, is exemplified by principal components analysis (PCA). Its aim is to minimise the number of basis functions that are required to encode the input data. PCA achieves this by choosing the first basis function in such a way that it encodes a maximal proportion of the variance of the original data. The second basis function is then chosen so that it encodes a maximal proportion of the remaining uncoded variance. This process is repeated until a complete, orthogonal set of basis functions has been created. When an individual signal is represented with the use of this basis set, only the first few basis functions will be required to represent the data with reasonably high fidelity. The information encoded by the remaining basis functions can therefore be discarded without a serious loss of fidelity. Compact coding is considered desirable because it fits in with signal-processing theories of efficient coding: it minimises the number of coding units required to represent the data accurately.
However, it is not at all clear that this need be the principle that determines the coding used in V1. Although it is probably necessary to minimise the number of axons in the optic nerve, there is no reason to think that reduction in the number of nerve cells is a dominant principle in V1. Consequently, coding models have been producedösuch as independent components analysis (ICA) and the Olshausen^Field (O&F) modelöwhich use a very different principle: they aim to produce`sparse-dispersed' (described by Olshausen and Field as`sparse-distributed') codes. A sparse code is one in which relatively few coding units are active at any one time to code any particular image [but see Kanerva (1988) for a different definition of sparseness]. A dispersed code is one in which, over their lifetime, all the available units will contribute equally to coding. Thus, in a sparse-dispersed code, each image will be encoded by a different, relatively small subset of the large coding population.
Terminology
It is necessary to make a clear distinction between two different ideas, which have both been referred to as`distributed coding'. Field (1994) defines a distributed code as one in which`every cell has the same probability of producing a response'; ie after many images have been presented each cell will have contributed equally to coding overall. This is the conception of distributedness that we are mainly concerned with here. We will, however, refer to this attribute as`dispersal', since Hinton et al (1986) have already defined distributed coding quite differently:``each entity is represented by a pattern of activity distributed over many computing elements, and each computing element is involved in representing many different entities''. In other words, each image is encoded by the activity of a relatively large number of cellsödistributedness in this sense is the opposite of sparseness.
A code may be both dispersed and distributed; this is the standard view of distributed coding, in which all units contribute equally, and the representation of each image is spread across many units. However, it is possible for a code to be dispersed without being distributed ösuch a code would be`sparse-dispersed', as described in section 1.1.
Taken to its logical extreme, sparse-dispersed coding would suggest the existence of`grandmother cells' (Barlow 1972; Lettvin 1995) : if the coding population were very large and the code used were really sparse, then one would expect to find cells that were active only extremely rarely, for example in response to particular faces. However, in models of simple-cell coding, the codes which are used tend to be more modestly overcomplete, and, like real simple cells (Smyth et al 1998 Tolhurst et al 1999) , respond to elementary features such as lines and edges.
It has been suggested (Field 1994 ) that efficient visual codes should be sparsedistributed' (ie dispersed) codes. A sparse encoding of any particular image will contain a few strongly active units; the majority of the units will be inactive since the features they encode are not present in that image. If the code is also dispersed, then the set of active units will be different for each image. According to Field, such a code is appropriate because the structure of the code reflects the structure of the visual world: every visual image contains a large number of pixel luminance values, but these values are not independent from one another. They are strongly spatially correlated because the image has been produced by light incident upon a relatively small number of objects, each with a few distinct features. Thus, at any one time, the visual world consists of only a small number of features, chosen from an extremely large set of possible features. Similarly, a sparse-dispersed code represents each image using a relatively small number of coding units, chosen from a large set of available coding units. If the mapping between coding units and visual features is carefully selected, then a sparse-dispersed code will provide a parsimonious representation of visual scenes.
Sparse versus dispersed coding
The concept of`sparse-dispersed' coding has been adopted by researchers producing models of simple-cell coding (eg Bell and Sejnowski 1997; Olshausen and Field 1997) . However, analysis and evaluation of these models has tended to focus only on the sparseness of the resultant codes, leaving dispersal as a neglected side issue. Even Field (1994) , who does discuss the dispersal of codes, nevertheless concentrates on their sparseness. This is an oversight: if we are to distinguish between sparse-dispersed and compact coding, it is important to include a metric of dispersal in the analysis, because, we argue, compact codes can also be sparse.
As defined above, a sparse code is one that attempts to minimise the number of bases active at a single moment. Sparse-dispersed codes do this explicitly, but, of course, it is also essentially the aim of compact coding. Because they attempt to minimise the overall number of units performing useful coding, compact codes also tend to have few units active at any timeömaking them fit the definition of`sparse coding'. However, compact codes such as PCA tend not to be dispersed. PCA attempts to represent as much information as possible in the first few coding units, and consequently these first few units tend to be active to code all images. In a dispersed code, no units should be constantly activeöinstead, activation should be spread evenly across the coding population. A metric of dispersal is therefore essential for distinguishing sparse-dispersed codes from compact codes.
Evaluating models of simple-cell coding
Each of the natural-image-based models of simple-cell coding takes a set of natural images, and produces a set of filters, which can then be used to analyse the original image set or new image sets. When a filter is used to analyse a single image by scalar product, a single scalar response is produced which measures the similarity between the filter's receptive field and the image. When the same filter is used to analyse a whole set of images, a response distribution is produced, whose properties can be investigated to evaluate the coding performed by that filter. The response distributions of a whole set of filters can be analysed to evaluate the coding properties of that filter set.
To make comparisons between models, we need to develop consistent metrics of both the sparseness and the dispersal of the coding. In the past, the sparseness of response distributions has been the metric used to evaluate models. As discussed above, dispersal is a key difference between sparse-dispersed and compact codes, and so we also need to include a metric of dispersal in our evaluation.
1.4.1 Sparseness metrics. We have chosen to evaluate the models using the metrics of sparseness suggested by Field (1994) and Field (1996, 1997) listed in table 1. All of these metrics favour strongly`peaked' distributions öie distributions with many zero values and long`tails'öover less peaked distributions with the same variance. Such distributions are often described as`leptokurtic' or`kurtotic', and kurtosis is indeed one of the peakedness measures that we will use in our evaluation of the models. Although Olshausen and Field used kurtosis to illustrate the sparse coding of their model, their algorithm did not maximise kurtosis explicitly; Fyfe and Baddeley (1995) report an algorithm that does.
The peakedness of a filter's response distribution is a measure of how infrequently the filter responds strongly, relative to its maximum response. If the filter produced all possible responses with equal frequency, then its response distribution would be flat (very platykurtic). On the other hand, if the filter only rarely produced strong responses, its response distribution would be sharply peaked.
The peakedness of the response distributions of the filters in a coding system is related to the sparseness of the code. If a filter has a strongly peaked distribution, this implies that it is usually`inactive', and is strongly active only rarely. If all filters in a particular code have strongly peaked distributions, this suggests that all of the filters are usually inactive. This may suggest that only a few filters will be active at any particular moment. Thus, a code in which the filters have peaked response distributions is likely also to be a sparse code. However, peakedness does not always indicate sparseness: it may also arise from`uninteresting' properties of the images which are being coded. For example, Baddeley (1996) shows that variations between images in their local luminance variances produces exaggerated kurtosis in the response distributions of the filters. Such variation between images might arise from the massive daily changes in illumination for instance. Indeed, we will show that peakedness is influenced by the different techniques used to preprocess images to mimic the light adaptation that protects the visual system from these`uninteresting' changes in illumination.
1.4.2 Variance and dispersal. The variance of a filter's response distribution is a measure of how`active' that filter was when presented with a particular image set. When presented with an image which closely matches the filter's receptive field, the filter's response will be strongly positive; an image which is the inverse of the filter's receptive field will produce a strong negative response. If the image set contains a large amount of variation along the axis in image space defined by these two extremes, then the filter will have a large response variance, suggesting that the filter is highly appropriate for encoding differences between members of this image set. If, however, the variation in the image set is largely orthogonal to this filter's receptive field, then the filter's responses will always be near zero (for zero-DC filters), and the filter's response variance will be small. This would suggest that the filter was of little value for encoding the image set in question. Olshausen and Field (1997) and used in this study. x j is the response of one basis function (or model simple cell) to one image; the mean of the responses of that basis function to all N of the images is "
x with a standard deviation s; and a j (x j À " x )as.
By comparing the response variances of all the filters in a set, we can obtain a metric of how evenly the coding is dispersed across the set. We have visualised and quantified these differences using scree plots (see section 2.5). A scree plot shows the relative variance of response of each coding filter (the variances are normalised so that the largest is 1), in rank order. Consider a filter set in which a just few filters encode the majority of the variance present in the image set (eg PCA). These few filters will have large response variance, and the remaining filters may have rather small response variance. The result will be that the scree plot for this filter set will have a small areaöthe first few values will be close to 1, but the rest will be near to 0. On the other hand, if all filters encode similar proportions of the variance, the scree plot will contain many values which are near to 1, and will therefore have a large area. In order to enquire whether a code is sparse and dispersed, we must look at measures both of sparseness and of dispersal; we cannot assume that, if we know one measure, we will automatically know the other.
Comparison with Gabor filters
We have investigated the basis functions produced by a compact codeöprincipal components analysis (PCA; Hancock et al 1992)öand a sparse codeöthe OlshausenF ield model (O&F; Olshausen and Field 1997 ). Using the metrics described above, we have determined both the sparseness and the dispersal of these codes when used to encode sets of natural images. To provide a comparison with traditional models of simple-cell coding, we have also measured the sparseness and dispersal of a Gabor filter set (Gabor 1946; Daugman 1980; Marcelja 1980; Bossomaier and Snyder 1986) . As well as providing maximally efficient spatial and spatial-frequency coding by minimising the Gabor^Heisenberg^Weyl uncertainty, Gabor filters are good models of simple-cell receptive fields (Field and Tolhurst 1986; Jones and Palmer 1987) .
Some of these results have already been described briefly elsewhere Willmore et al 1998) .
Methods

Overview
We acquired 10 000 fragments of calibrated natural images, and preprocessed them in one of three ways. In the first condition, no preprocessing was done (the`raw' condition). In the second, each fragment was transformed logarithmically [to simulate retinal contrast-responsiveness, as suggested by Field (1994) and van Hateren and van der Schaaf (1998) ]. In the third, the images were put through a`pseudo-whitening' process before the fragments were extracted, as required by the model of Olshausen and Field, who proposed that the pseudo-whitening process represents precortical processing of images. We then performed PCA on all fragments from all three conditions. We also ran the O&F model on the set of pseudo-whitened fragments. To provide comparison values, we also created a set of Gabor filters that were designed to be as mathematically complete and biologically realistic as possible. We then calculated the response of each filter to each image fragment, giving a response distribution of 10 000 values for each filter. Finally, we calculated the four peakedness metrics and the variance for each of these response distributions, and took the mean of each metric to give a single value for each model/image-set combination.
Natural-image fragments
The first step was to acquire a set of 10 000 natural-image fragments. These were taken from a parent set of 64 images. Each of the parent images was a 2566256 pixel, 1000 grey-level photograph of a natural scene, digitised and calibrated as described in Tolhurst et al (1992) . Munsell grey-paper charts of known luminance were photographed and used as a reference, so that each pixel value in the digitised images could be converted into an actual luminance value. This procedure allowed correction for the luminance nonlinearities of the film and the photographic processes. Samples of the parent images are shown in figures 1a^1d.
The image fragments were small squares pseudo-randomly extracted from this parent image set. For the majority of the analyses, 16616 pixel squares were used, but squares of different sizes (464, 868, 32632 , and 64664 pixels) were also used to determine the properties of principal component filters of various sizes.
There were three different preprocessing conditions:
2.2.1 Raw. The raw fragments were simply cut from the calibrated parent images. No preprocessing was applied.
Logarithmically transformed (log-transformed).
These were produced by taking the logarithms of the pixel values in each raw fragment.
2.2.3 Pseudo-whitened. The power spectrum of natural images is not usually flatöthere tends to be more power at low spatial frequencies (Carlson 1978; Burton and Moorhead 1987; Field 1987; Tolhurst et al 1992; van der Schaaf and van Hateren 1996) . Spectral whitening is a procedure which equalises the power at all spatial frequencies, and therefore flattens the power spectrum. It can be done directly by setting the power of all the Fourier components to the same value, whilst maintaining the ratios of their real and imaginary parts. Alternatively, since the power spectrum of natural images tends to be proportional to 1af 2 , whitening can be done approximately for all images by multiplying the amplitude of each Fourier component by its spatial frequencyöie by convolving the original image with a filter whose frequency response is:
However, following Olshausen and Field (1997) , we used a slightly different technique. The pseudo-whitening filter we used had frequency response:
where the cut-off frequency, f 0 , was 100 cycles per image. At low spatial frequencies, this is similar to the filter described by equation (1). However, frequencies above the cut-off frequency are strongly attenuated. Olshausen and Field (1997) suggest that this technique removes artifacts produced by rectangular sampling. In this paper, images that have been processed in this way will be referred to as`pseudo-whitened'. Two examples of pseudo-whitened images are shown in figures 1e and 1f. Pseudowhitening seems to be required by the O&F model, to prevent the choice of basis functions being excessively dominated by low-frequency information. However, the similar algorithm of Harpur and Prager (1996) seems not to require whitening. For training the O&F model, these 2566256 pixel parent images were passed direct to Olshausen and Field's software (see section 2.3), which selects its own smaller (16616 pixel) image fragments. To test the basis functions so generated, fragments were then cut from the pseudo-whitened parent images, from exactly the same locations as the raw and logtransformed fragments. Since the same parts of the parent images were used to produce all three sets of image fragments, the only difference between the three sets was in the preprocessing they received.
2.3 Production of filter sets 2.3.1 PCA. The principal components (PCs) of each set of 10 000 natural-image fragments were calculated directly. For 16616 pixel fragments, we produced one set of 256 components for each preprocessing condition (raw, log, pseudo-whitened). The appropriate complete set of PCs was also calculated for the other fragment sizes in the raw and pseudo-whitened conditions (16 PCs for 464 pixel fragments, 64 for 868 pixel fragments, 1024 for 32632 pixel fragments, 4096 for 64664 pixel fragments). Note that perfect spectral whitening of an image removes all of its second-order statistics, ie the pairwise correlations. Since PCA finds the eigenvectors of the covariance matrix of the input data, perfect whitening should prevent PCA from functioning at all. However, it is still possible to perform PCA on our pseudo-whitened images because the procedure we used is not perfect spectral whitening: the power spectrum of the resultant images is not perfectly flat.
PCA is a standard analytic technique, which can be performed by many statistical packages. We used software published by J Hurri et al on the web (http://www.cis.hut.fi/projects/ica/fastica/) as part of an ICA package to do the analysis for fragment sizes up to 32632 pixels. For 64664 pixel fragments, we implemented Sanger's neural-network learning rule (Sanger 1989) to approximate a complete set of 4096 PCs.
To produce useable filters, these PC sets were normalised so that the pixel values in each filter had a mean of 0 and a standard deviation of 1. This normalisation is essential because the PCs produced by statistical packages are usually scaled according to the amount of variance in the input image set that they encode (ie the corresponding eigenvalue); this means that the first (most important) PC has a larger pixel variance than the last (least important) PC. Consequently, if the first and last PCs were each presented with their preferred inputs, the first PC would be bound to produce a stronger response than the last. Thus the variance of the response distribution of each filter depends directly upon the variance of its pixel values. If the PCs were unnormalised, the response distribution variances for different filters would be scaled by arbitrary factors, and could not be compared with one another. After normalisation, each filter has the same pixel variance, and so the response distribution variances can be compared directly.
O&F.
The O&F model was run on the parent set of natural images. O&F's software (Olshausen and Field 1997) , which was kindly provided by B A Olshausen, was used to calculate a set of 256 16616 pixel basis functions. The Matlab version of the O&F software was used on a Windows NT workstation. Parameter las was set to 0.14, and e was reduced through training, starting with 1000 iterations at e 500, then 1000 iterations at e 250Y and finally 1000 iterations at e 100 (see Olshausen and Field 1997) . As produced by the software, the filters were constrained to have pixel values with a sum of squares equal to 1. We used the filters in this`unnormalised' state, exactly as output by the software. However, we also normalised these filters in the same way as the PC filters, so that each filter had a pixel mean of 0 and variance of 1. For many of the filters, this process was a simple scaling of values: only the variance of the pixel values was changed, because the mean pixel value was already 0. However, a few filters had noticeably non-zero means, and so the mean luminance of these filters was changed by the normalisation process. Both unnormalised and normalised sets were tested on sets of pseudo-whitened natural images.
Gabor functions.
We also produced a set of 256 Gabor filters, in a 16616 pixel grid. These were modelled as oriented sinusoidal gratings multiplied by circularly symmetric Gaussian envelopes. They were self-similar, even-symmetric filters with peak frequencies f N , f N a2, f N a4, and f N a8, where f N is the Nyquist frequency (ie 8 cycles per fragment). Four orientations were used at each sampling point (08, 458, 908, and 1358) . Each filter had spatial-frequency bandwidth (ratio of half-maximum values) of 1 octave and angular bandwidth of 418. This set was designed, following Navarro et al (1996) , to maximise the completeness of the code whilst maintaining near-biological bandwidths (Campbell Valois et al 1982a Valois et al , 1982b ). The only difference between our scheme and that of Navarro et al is that, in order to produce a set of 256 filters (rather than 1360), our spatial sampling grid was approximately half as dense along each axis as theirs. The filters were normalised in a slightly different way from the PC and O&F filters: if we had normalised the mean value within the 16616 pixel grid to be 0, then any filters which were asymmetrically truncated by the edge of the grid would have substantially non-zero background values, resulting in a filter set which would respond chiefly to the mean luminance of the images. We therefore normalised the filters so that, in their untruncated form, they would have had a mean of 0 and variance of 1.
Samples of each filter set are shown in figure 2. We may note that the O&F filters and the Gabor functions all resemble real simple-cell receptive fields. Some of the PC filters also show the characteristic parallel alternation of bright and dark (excitatory and inhibitory) stripes; but most PC filters do not resemble localised simple-cell fields.
Testing the filter sets on natural images
Having produced these filter sets, we then tested them by determining the responses of the filters to the sets of preprocessed natural-image fragments described above. The response of each filter to each image fragment was calculated by finding the scalar product of the filter pixel values with the fragment pixel values. The PC and O&F filters were tested on image sets which had been preprocessed in the same way as the image sets from which the filters were produced: ie all O&F filter sets were tested on fragments of pseudo-whitened images, the PC set from raw fragments was tested on raw fragments, while the PC sets from log-transformed and pseudo-whitened fragments were tested on log-transformed and pseudo-whitened fragments, respectively. The Gabor filters were tested on fragments from all three preprocessing conditions. In addition, we measured the response of the Gabor filters in a fourth condition, where the response of each Gabor filter was divided by the response of a Gaussian filter with the same position and spread. This mean-luminance normalisation condition is described in more detail in section 2.6.
In this way, we produced a distribution of responses to 10 000 image fragments for each filter (for fragment sizes up to 32632 pixels). Some typical response distributions are shown in figure 3. The analysis was then repeated for nine other sets of 10 000 image fragments, so that an estimate of the standard error of the mean of each metric could be obtained. The standard error values were all extremely small, and so they will not usually be mentioned further in the analysis. For 64664 pixel PC filters, the filters were tested on only one image set, of 6615 fragments.
Statistics of response distributions
Each of the four metrics of peakedness (table 1) was then calculated for each filter's response. In each case, the value for a Gaussian distribution has been subtracted, so that a value of 0 indicates a distribution with the same peakedness as a Gaussian. For each metric, this produced (for 16616 pixel fragments) a set of 256 values per model. The means of each model's peakedness values were calculated for each combination of model and preprocessing condition.
The variance of each filter's response distribution was also calculated. A scree plot (such as that in figure 5) of the variance values was then plotted for each combination of model and preprocessing condition. To produce a scree plot for each combination, the variance values of all the filters were divided by the maximum variance for that model. These normalised variances were then plotted in rank order, starting with the largest (which is always equal to 1). The area under the scree plot can be used as a metric of dispersal. A well-dispersed code will have a large scree-plot area: all filters will have similar response variance, producing a plot which is relatively flat, and whose values are all reasonably close to 1. A less dispersed code will have a smaller screeplot area, because some filters will have variances which are much smaller than the maximum, so their values on the scree plot will be far below 1.
Mean-luminance normalisation
The mean-luminance normalisation is analogous to a fourth`preprocessing condition'. Like the logarithmic transformation and spectral whitening, it can be interpreted as being a model of retinal processing. However, the extra processing was applied to the output of the filters, rather than to the image fragments which are the input to the coding models.
For each filter in the Gabor set, an additional filter was created which was simply the circularly symmetric Gaussian envelope of the Gabor filter. The Gaussian had the same spatial position and spread as the Gabor filter, but no sinusoidal modulation. It therefore measured a weighted average of the image luminance in that region.
In the mean-luminance normalisation condition, each Gabor filter response was divided by the response of the corresponding Gaussian to the same image fragment. The effect of this is to make the Gabor filter responses dependent upon contrast rather than absolute-luminance modulation (Shapley and Enroth-Cugell 1984; Troy and EnrothCugell 1993) .
Results
We examined nine different sets of 16616 pixel filters. Three sets were made by performing PCA on the raw, log-transformed, and pseudo-whitened image sets, respectively. Each of these was tested on the same image set that was used to train it. Two further sets were made by running the O&F model on the pseudo-whitened image set, and either normalising the filters, or leaving them unnormalised. These two O&F filter sets were tested on the pseudo-whitened image set. Finally, we synthesised a set of Gabor filters, which was tested in four preprocessing conditions: raw, log-transformed, and pseudo-whitened images, and with a`mean-luminance normalised' condition on the raw image set.
We also produced seven extra sets of PC filters of different sizes 464, 868, 32632, and 64664 pixels from raw images, as well as 464, 868, and 32632 pixels from pseudowhitened images.
We calculated the response of each filter in each set to a set of 10 000 appropriate image fragments (some typical distributions are shown in figure 3 ). This produced sixteen sets of response distributions, whose peakedness and dispersal were measured (see section 2.5). The results are summarised in tables 2, 3, and 4. Field (1994) , Olshausen and Field (1997) , and Bell and Sejnowski (1997) use the peakedness (including kurtosis) of filter response distributions as a measure of the sparseness of the coding performed by the model. The O&F model aims to maximise the peakedness of response distributions, so that sparseness is also maximised.
Sparseness of coding
3.1.1 Differences between models. We have used several metrics of peakedness (table 1) , as indicators of sparseness. In most cases, the four metrics are in broad agreement. However, the kurtosis measure (S 1 ) tends to exaggerate any differences between models or preprocessing conditions (figure 4), compared to the other sparseness measures. Also, for the Gabor filters, there is a disagreement between kurtosis (S 1 ) and the other measures. Judging by kurtosis, the logarithmic transformation (S 1 7X39) and meanluminance normalisation (S 1 9X80) both substantially reduce peakedness relative to the raw image set. However, the other measures agree that, although the logarithmic transformation (S 2 0X108) reduces sparseness compared to raw images (S 2 0X157), the mean-luminance normalisation has little effect (S 2 0X154).
As expected, since the O&F algorithm is intended to enhance peakedness, we find that O&F filters (in both normalised and unnormalised conditions) produce more peaked distributions than the PC filters. However, the difference is not nearly so large as might be expected. Sparse-dispersed coding is considered to be a dramatically different style of coding from principal-components-based codes, but when the sparseness of the two coding schemes is compared, the sparseness of the coding is rather similar. The difference appears largest when kurtosis is used as the metric of sparseness ($ 18 for O&F as opposed to 8.96 for pseudo-whitened PC filters). However, kurtosis is a heavily nonlinear measure (the fourth moment of a distribution), and it can be seen from figure 3 that a distribution with kurtosis 16 does not appear to be substantially more peaked than a distribution with kurtosis 8. The other measures are less seriously nonlinear, and when these are used, the O&F coding scheme is no more than 30% more sparse than PCA on pseudo-whitened images. The Gabor filters, tested on raw or pseudo-whitened images, have peakedness values that are very similar to those of the O&F model. It is particularly worth noting that preprocessing of images and the spatial scale of the filters affect peakedness (table 4) almost as much as the choice of coding scheme.
3.1.2 Effect of preprocessing on peakedness. As described in section 2.2, we preprocessed the image fragments in three different conditions: raw, log-transformed, and pseudo-whitened. For the Gabor filter set, we also included a post-processing`meanluminance normalisation' condition, performed on the responses to raw images. Because all of these conditions can be interpreted as models of retinal processing (see section 4.1.1), the mean-luminance normalisation condition was included as a fourth preprocessing' condition, even though the extra processing was performed at the end. The mean-luminance normalisation condition was not used with the PC filters, because there is no simple way to apply the procedure (in which the filter's Gaussian envelope is used) to filters which are not localised (see figure 2) . We investigated the effect of these preprocessing techniques upon the peakedness of the response distributions. The trend can be seen clearly in the peakedness values of the PC filters from the different preprocessing conditions. For example, the PC filters from raw and pseudo-whitened image sets have very similar, say, S 2 peakedness values (mean values 0.160 and 0.158, respectively). However, PC filters from the log-transformed image set have significantly lower kurtosis (mean 0.103).
A similar trend is evident in the Gabor response distributions: according to the peakedness measures S 2 , S 3 , and S 4 , the peakedness from the log-transformed image set (mean S 2 0X108) is lower than either the raw (mean S 2 0X157) or the mean-luminance normalised value (mean S 2 0X151). The value for pseudo-whitened images is considerably higher (mean S 2 0X201). This suggests that, when comparing models, it is important to ensure that each model has been provided with images that have received the same type of preprocessing. To make a fair comparison between the peakedness of the O&F filters and the PC filters, it is essential to test both models on pseudo-whitened images. When this is done, the O&F model does still produce sparser coding than PCA (table 2) . However, in section 4.1.1, we will argue that the logarithmic transformation and mean-luminance normalisation are considerably better models of retinal processing than either no preprocessing (raw images) or spectral pseudowhitening. This suggests that kurtosis values of the O&F model may be substantially exaggerated because pseudo-whitened images must be used.
Dispersal of coding
As discussed in section 1.2, it is important that codes should be dispersed, as well as sparse. We measured the dispersal of coding by finding the area under the scree plot for each code (as described in section 2.5 and summarised in table 3); a large screeplot area means that all the basis functions account for similar proportions of the image-set varianceöie the code is well-dispersed across the basis set. A small area suggests that the variance is concentrated in a few basis functions, and that many of the bases actually code little informationöthe code is compact. Note that we have not divided the weighting of each filter by the standard deviation of its responses. This is sometimes done in order to equalise the output from all filters, and it would, of course, flatten the scree plot completely for all models. Instead, we have chosen to set the gain of each filter in advance (by normalisation). This gives each filter an equal a priori chance of responding to each image fragment, and allows analysis of the relative responses of the filters. It is arguable whether weighting by the response standard deviation would be effective; any`noise' in the coding would also be weighted in the same way as real signals. Figure 5 shows the scree plots for the O&F model. Plots for both normalised and unnormalised filter sets are shown. The areas under the scree plots are shown in table 3. The normalised filter set produces a considerably more dispersed code than the unnormalised set (the areas are 146 and 108, respectively). The importance of normalising the filter sets is discussed in section 4.2. Figure 6 shows the scree plots for PC filters from the three differently preprocessed image sets. On the raw and log-transformed image sets, most of the image-set variance is encoded in the first few basis functions (the areas are only 5.5 and 5.32, respectively) just as one expects from a compact code. However, using pseudo-whitened images Table 3 . Scree-plot area for each normalised model/image-set combination, for 16616 pixel fragments. Each model was tested with 10 different sets of 10 000 image fragments, and so the area stated is the mean of 10 estimates. The standard error (SD) of the 10 estimates is also shown. (as in the O&F model) makes the PCA code's scree plot substantially more dispersed (area 68.9). However, the result is still not as dispersed as for the O&F filters. Figure 7 shows the four scree plots for the Gabor filter set. For the raw and log-transformed image sets, the variance is not well-dispersed (areas are 33.7 and 33.4, respectively), and the scree plots are not smooth curves. Instead, the plots contain steps: there is a group of four filters which account for similar, and relatively large proportions of the image-set variance, followed by a group of sixteen filters which account for similar, and somewhat smaller proportions. Inspection of the raw results showed that this pattern is a result of the distribution of spatial scales in the filter set: the lowest-spatial-frequency filters account for the largest proportions of the variance, and the highest-spatial-frequency filters account for the smallest proportions. The four low-frequency Gabors (at f N a8) are the first four values in the scree plot, followed by the sixteen Gabors at frequency f N a4. The higher-spatial-frequency filters ( f N a2, f N ) account for even smaller proportions. This is a result of the fact that the Figure 5 . Scree plots for the O&F model, trained on the pseudo-whitened image set. Each scree plot shows the distribution of variance across the filters when the filter set is tested on a set of pseudo-whitened image fragments. Scree plots for both normalised and unnormalised O&F filters are shown. Figure 6 . Scree plots for the filter sets produced by performing PCA on raw, log-transformed, and pseudo-whitened images. The images used to test the filters were the same as those used for training, and were preprocessed in the same way. The graphs for raw and log-transformed image sets are almost identical.
Model
power spectrum of natural images is not flat, but falls off approximately as 1af 2 (Carlson 1978; Burton and Moorhead 1987; Field 1987; Tolhurst et al 1992; van der Schaaf and van Hateren 1996) . The test image set has more power at low frequencies, and so the filters which respond to low frequencies have higher response variances.
For Gabors tested on the pseudo-whitened image set, the situation is quite different: the variance is more dispersed amongst the filters (the scree-plot area is 61.9), and the steps in the curve have been removed. In this set, the power spectrum has been flattened, so that the power at all spatial frequencies is approximately equal. Consequently, the response variance is more evenly dispersed across spatial scales, and the scree plot no longer contains steps between filters responding to different scales.
The scree plot for Gabors in the mean-luminance normalised condition has a similar area (31.1) to those for the raw and log-transformed conditions, although the shape of the plot is rather different, with fewer strongly dominant filters. The scree-plot area is not affected by this difference in shape; perhaps this is a shortcoming of this metric of dispersal.
Size of filters
The 16616 pixel PC filters we have used have larger`receptive field' sizes than the O&F filters: although both are contained within 16616 pixel regions, the active parts of O&F filters are typically around 868 pixels. We investigated the effect of this difference in size by producing PC filters at a range of spatial scales: PCA was performed on raw (not preprocessed) and pseudo-whitened image patches ranging from 464 pixels (smaller than typical O&F filters) to 64664 pixels. We tested these filter sets on the appropriate natural-image sets, and measured the peakedness (and dispersal) of the resulting response distributions.
The results are listed in table 4, which shows that the peakedness of the response distributions is indeed influenced by the spatial scale of the PC filters: the largest filters have lower peakedness on all four measures (eg for 64664 pixel PCA on raw image fragments, S 2 0X122) than the smallest (eg for 464 pixel PCA on raw image fragments, S 2 0X197). It is possible to compare the peakedness of the 16616 pixel O&F filters (S 2 0X197) with 16616 pixel PC filters (S 2 0X159). However, it is also interesting to compare the pseudo-whitened O&F filters with 868 pixel PC filters which have comparable receptive field sizes (noting that the O&F filters typically occupy about one quarter of the 16616 pixel space, figure 2) . Then, the difference in sparseness between O&F (S 2 0X197) and PCs on pseudo-whitened images (S 2 0X176) is further reduced.
The scree-plot areas for the different filter sizes are also shown as measures of dispersal. It is not possible to compare directly the values for different sizes, since there are different numbers of filters in the sets (16 for 464 pixel fragments, 64 for 868 pixel fragments, etc), and so the maximum possible area is different in each case. However, we can get some idea of the effect of PC size on dispersal by looking at the scree-plot area relative to the total possible area for each model (the same as the number of basis functions in the set). Standardised in this way, dispersal of the 868 pixel PC pseudowhitened filters is somewhat greater (0.38) than that of the 16616 pixel filters (0.27) but is still substantially less than that for the 16616 pixel O&F filters (0.56).
Discussion
It has been argued (Field 1994; Field 1996, 1997; Bell and Sejnowski 1997) that simple cells in the visual cortex perform a sparse-dispersed coding of the spatial information in natural visual scenes. In order to interpret such a claim or to evaluate whether one theoretical model of simple-cell organisation is more appropriate than another, it is necessary to have unambiguous and quantifiable definitions of both sparseness and dispersal. It is not enough to cite just one measure which might be compatible with sparseness (such as kurtosis of a response distribution) and then assume that it describes dispersal too. Two separate attributes of a coding scheme need characterisation by two separate metrics. Furthermore, when attempting to evaluate the coding produced by different rival models of visual coding, it is essential to compare like with like. We have investigated three factors which affect measures of sparseness and dispersal: preprocessing of images, size of filters, and normalisation of filters. It is necessary to try to control these factors before making comparisons between models.
In testing the behaviour of the different simple-cell models, we calculated the response of each filter as the simple scalar product of the receptive field with the image fragment. This is not the technique recommended by Olshausen and Field (1997) for determining the responses of their basis functions and, therefore, of the sparseness and dispersal of their model's coding. Olshausen and Field increase the sparseness of Table 4 . Sparseness measures and scree-plot area for normalised PC filters trained and tested on (a) raw and (b) pseudo-whitened image fragments of sizes from 464 to 64664 pixels. For fragment sizes up to 32632 pixels, the filters were tested on 10 different image sets of 10 000 fragments each, and the above figures represent the mean value of each metric. For 64664 pixel fragments (marked *), the filters were tested on only one image set, of 6615 fragments. Note that it is not possible to compare directly the scree-plot areas for different fragment sizes (see section 3.3). their code using a postprocessing neural network. Using the scalar product only as a first approximation, the network then attempts to increase sparseness by reducing the activation of basis functions with low activity. This is possible because the code is not orthogonal and there may be an infinite number of ways to encode the information in any one image; the neural network seeks to find the sparsest of the possible sets of coefficients. We have used only the standard scalar product so that we could make direct comparisons between the O&F and PCA codes. However, such a network could just as well be used to increase the sparseness of response of any non-orthogonal basis set (eg the Gabor set, see Daugman 1988) , and would affect measures both of sparseness and dispersal.
PCA
Preprocessing of images
Before the images were analysed by the coding models, we preprocessed them in a variety of ways. In the first (`raw') condition, the set was calibrated but was otherwise unprocessed; in the second condition, the set was subjected to a logarithmic transformation (Field 1994; van Hateren and van der Schaaf 1998) ; and in the third condition, the image set received a process akin to spectral whitening (Olshausen and Field 1997) .
4.1.1 Reasons for preprocessing images. There are two reasons why preprocessing may be required. First, the O&F model requires that images should be spectrally pseudowhitened in order for it to produce useful results. Without spectral whitening, the basis functions produced by the model are excessively dominated by low-spatial-frequency information. PCA, on the other hand, is an analytic technique which can be applied to any image setöraw, log-transformed, or pseudo-whitened. The second reason for preprocessing the images is that the preprocessing models have been interpreted as models of retinal processing, especially of the fundamental process of light adaptation. Biologically, such retinal processing, which includes nonlinear elements, is an important precursor to cortical processing, and so it should not be ignored by models of simple-cell coding.
The four preprocessing techniques that we have investigated have different merits as models of retinal processing. Using raw images is clearly inadequate since it ignores the nonlinear aspects of retinal processing altogether. Pseudo-whitening is, in fact, a poor model of retinal processing for two reasons. First, the spectral filtering underlying whitening is a strictly linear transformation and does not lead to the filters having the contrast dependence of real retinal neurons; generation of contrast dependence requires a nonlinear division. Second, although the whitening filter has the effect of emphasising high-frequency information, which is superficially similar to the sharpening produced by the difference-of-Gaussians (`Mexican hat') receptive fields of retinal ganglion cells (Rodieck 1965; Enroth-Cugell and Robson 1966) , whitening does not reflect the actual spatial spread of lateral inhibition. The pseudo-whitening filter has very compact lateral inhibition, where the antagonistic surround is only a little more extensive than the centre and the inhibition from any one point is powerful. On the other hand, real retinal ganglion cells (especially those near the fovea) have inhibitory surrounds that spread 3^5 times further than the centre, and each of many points contributes weakly to the inhibition (Linsenmeier et al 1982; Irvin et al 1993; Bernadete and Kaplan 1997) .
The logarithmic transformation can be used to provide images with`well-behaved' first-order statistics (van Hateren and van der Schaaf 1998) . It is also a reasonable model of the response of light-adapted retinal cones, whose response is approximately proportional to the logarithm of luminance. The logarithmic transformation reduces mean luminance differences, producing an output which is more dependent upon contrast than upon absolute luminance values. However, it should be remembered that there are post-receptoral processes in light adaptation so that the luminance gain and dynamics of retinal ganglion cells are affected more sensitively by changes in mean luminance than are the corresponding features of cone responses (for reviews, see Shapley and Enroth-Cugell 1984; Shapley et al 1993) . These post-receptoral processes may be more important to the overall adaptation of the retina than the processes in cones, and yet very little is known about them (Shapley et al 1993) .
One potential shortcoming of the logarithmic transformation is that it treats adaptation as a punctate process, whereas retinal adaptation probably acts through`pools' which cover a wide area of the retina (Rushton and Westheimer 1962) . This is, at least, true of rod vision. Our mean-luminance normalisation postprocessing attempts to model this aspect of contrast dependence directly. First, the Gaussian-weighted mean luminance of the image is calculated, giving the average response in a spatially distributed`pool'. Then the response of the Gabor filter is divided by this value. The result is the ratio of local luminance variation to overall luminance, ie the local contrast (cf Peli 1990; Tadmor and Tolhurst 1994) . But, again, remarkably little is known about the sizes or mechanisms underlying adaptation pools, particularly for cone vision.
4.1.2 Effects of preprocessing on peakedness measures. We have found that both of the preprocessing models which try to account for the contrast dependence of retinal responses (ie logarithmic-transformation and mean-luminance-normalisation models) reduce the peakedness of filter responses significantly, compared to pseudo-whitened images. This can be seen in the peakedness values for Gabor filters, where the values for log-transformed and mean-luminance-normalised images are considerably lower than those for pseudo-whitened images (table 2). The PC filters for log-transformed images also have lower peakedness than any other PCA model. This effect can be explained readily in the terms used by Baddeley (1996) , who shows that the response distribution of a filter can become leptokurtic if there are differences in local variance between different members of the set of the images. If the local variance is highly variable, the response distribution should be strongly peaked; if it is less variable, the response distribution will be less peaked. One of the effects of both the logarithmic-transformation and mean-luminance-normalisation processes is to reduce the effective variability in the local variance (relative to raw images) which arises from capricious differences in illumination. If the photographic process had not introduced its own form of light adaptation, the local variance in the image sets might have been even greater, since pictures could be taken under a wider range of illuminations. A proper model of retinal light adaptation would account for this; spectral pseudo-whitening would not. Pseudo-whitening, a purely linear transformation, does not reduce the variability in the local variance.
Since the O&F model can only be run on pseudo-whitened images, it was not possible to determine the effect of changing the preprocessing on this coding scheme. However, it seems likely that the peakedness values for this code are exaggerated compared with the values produced when the other two coding schemes are tested in the log-transformed or mean-luminance-normalised conditions. 4.1.3 Effects of preprocessing on dispersal. The dispersal of coding is also affected by the spectral-whitening process. Perhaps this is to be expected since the principal components of many data sets are similar to low-spatial-frequency Fourier components Miller 1990a, 1990b ) and thus the scree plot for the PCs of an image set is closely related to the power spectra of its component images. In a raw image, there is most power at low frequencies (Carlson 1978; Burton and Moorhead 1987; Field 1987 ; Tolhurst et al 1992; van der Schaaf and van Hateren 1996) . Consequently, it is the low-spatial-frequency filters which would be expected to encode most information (and have the largest response variance) when used to encode raw images. True whitening of the image set increases the power present in the high-frequency part of the spectrum, so that low and high frequencies have equal power. For a complete, orthogonal set of filters, this would completely flatten the scree plot, so that all filters would have a variance of 1. The pseudo-whitening procedure that we have used also tends to flatten the scree plot, although the result is not perfectly flat. As a result, coding of pseudo-whitened images appears considerably more dispersed than coding of raw or log-transformed images. Thus, as with the peakedness values, the O&F model's dispersal is likely to be exaggerated by the spectral-whitening process.
Normalisation of filters
Normalisation of the mean and variance of the filters' pixel values makes a substantial difference to the apparent distribution of variance: the unnormalised O&F filters appear much less dispersed (smaller scree-plot area) than the normalised ones. Normalisation is necessary to allow comparisons to be made between the responses of different filters: since the response of each filter is calculated by finding the scalar product of the filter values with the image values, both the mean and variance of the filter pixel values will affect the response magnitudes.
If the filters' mean pixel values are not normalised, then a filter whose mean is non-zero will respond to an image which has zero contrast, but non-zero mean luminanceöie a featureless grey field. As a model of visual processing, this is rather poor, since we know that cortical responses are dependent on contrast rather than luminance. When we ran the O&F model, we found that many of the resulting filters had strongly non-zero means. In fact, the responses of some filters were dominated by the response to the mean luminance of the images. When the filters were normalised, any response to mean luminance was removed. As a result, the scree plots were considerably smoother, and the variance was more evenly dispersed across the filter set.
If the filters' variances are not normalised, then a filter with a large variance (and zero mean) will respond more strongly to its preferred image than a zero-mean filter with smaller variance. This makes it impossible to make a fair comparison between the responses of two filtersöa strong response could be the result either of an image which is close to the filter's preferred shape, or simply the result of that filter having a large pixel variance. In order to give each filter an equal a priori chance of a given response strength, it is essential that the variances are equal.
Comparison between models
The peakedness of filter response distributions is not a straightforward measure of sparseness, since it also depends on the factors discussed above: preprocessing of images and normalisation of filters. However, it is possible to control for these effects by comparing PC filters which have been produced from and tested on pseudo-whitened images with O&F filters trained and tested on the same pseudo-whitened images. One complication remains: the O&F filters are each restricted in their spatial extent to approximately 868 pixels within the available 16616 pixels, whereas PC filters fill the whole area that the PCA is performed upon. It is not entirely clear what size of PC filters we should compare with the O&F filters.
We therefore examined the responses of PC filters of various sizes, ranging from 464 pixel squares (which are smaller than the`receptive field', non-zero parts of the O&F filters) up to 64664 pixel squares (which cover a substantial area of the parent images). We found that there was an effect of size upon the peakedness of the distributions: smaller filters produced more peaked distributions than larger ones. This can be explained in terms of Baddeley's (1996) argument that peakedness may arise from uninteresting' variations in the input image set or in terms of Field's (1994) argument that interesting features in natural visual scenes occur only sparsely. The larger PC filters are, perhaps, more likely to encounter an`interesting' feature in each image fragment and`uninteresting' variations in the images are more likely to average out in larger fragments.
Thus, the apparent peakedness of the response distributions of PC filters could be viewed as an artifact of the small scale over which the PCs were produced. There is no inherent limit on the spatial scale of PC filters, and so part of the reason they have produced sparse responses in this study is that their size has been artificially limited. However, the use of small filters does not in itself guarantee peakedness: as part of the postprocessing procedure for Gabor filters, we used a set of Gaussian filters at small spatial scales comparable to the O&F filters, and these did not produce sparse responsesöthe kurtosis values were typically less than 1. Moreover, the use of localised PCs is not entirely inappropriateöwe are interested in PCA as a potential model of simple-cell coding and visual cortex, in which the regular retinotopic organisation will make it difficult for any individual neuron to have a very large receptive field. Hubel and Wiesel (1974) and Albus (1975) have shown that there is scatter in the retinal coordinates of the receptive fields of neurons recorded in any one column in the visual cortex. The scatter is such that the receptive field of a typical neuron has about one quarter the coverage of the overall area covered by it and neighbouring neurons. This would seem to suggest that a 16616 pixel model grid was appropriate for modelling, since the O&F filters (which look very much like real simple-cell fields) occupy about one quarter of the area of the grid (figure 2). Furthermore, it is possible to estimate how many retinal afferents (passing via the LGN) might potentially form synapses onto the dendrites of typical cortical neurons. This relies on estimates of the total number of ganglion cells in the retina that project via the LGN, the number of hypercolumns of processing modules in the cortex (Hubel and Wiesel 1974) , the sizes of the terminal axonal tufts of the LGN afferents (eg Freund et al 1985) , the sizes of the dendritic fields of the cortical neurons, and so on. We must also make assumptions about the uniformity of magnification and coverage in the cortex (Van Essen et al 1984; Tolhurst 1989 ) and about whether, say, the ON-centre and OFF-centre LGN cells should be treated as independent sampling units or whether they are paired as push^pull' entities (Tolhurst and Dean 1987; Ferster and Jaggadeesh 1992) . The details of these estimates are debatable and beyond the scope of the present paper. However, following arguments like those of Freund et al (1985) , we estimate that any one neuron in layer IV of monkey or cat V1 may be able to form direct synaptic connections from somewhere between 100 and 400 separate retinal sampling points from each eye. Again, this suggests that a model based on 256 pixels (16616 pixels) is not inappropriate, if we ignore the undoubtedly important lateral connections in cortex. If we compare the sparseness of the 16616 pixel O&F filters (S 2 0X197) with that for 868 pixel PC filters with the same receptive-field size (S 2 0X176), we find very little difference. However, it is more appropriate to make the comparison with 16616 pixel PC filters; then the sparseness (S 2 0X158 for the PC filters) is more different, but the difference is still not impressive.
Conclusions
Once these factors have been taken into account, our metrics of sparseness fail to highlight the differences between different models. Using sparseness measures other than kurtosis, we find that the O&F code is no more than 30% more sparse than PC-based codes at comparable spatial scales. This is surprising, since`sparse' coding is a key aim of the O&F model, and it has been suggested (Field 1994 ) that sparsedispersed (O&F-like) and compact (PC-like) codes lie at opposite ends of a spectrum. None of the metrics we have investigated supports a classification of these coding schemes along an axis with`compact' codes at one end and`sparse' codes at the other.
The differences between the two coding schemes are far clearer when they are compared in terms of dispersal. It is difficult to compare the dispersal of 868 pixel PCs with that of 16616 pixel O&F filters (since four times as many filters are required to encode the 16616 pixel patches). However, one can compare 16616 pixel normalised PC filters trained and tested on pseudo-whitened images with 16616 pixel normalised O&F filters trained and tested on the same pseudo-whitened set. When this is done, the real difference between the two models is very clear: the O&F code is far more dispersed than the PC code.
