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Introduction
Let be the vector space of × complex matrices and ⊆ be the vector space of × complex Hermitian matrices. In quantum information theory, a -partite system can be represented as the tensor product space
, where ⊗ is the usual Kronecker product of matrices; a quantum state is represented as a positive semidefinite with trace one in , see [1] . In quantum information science and quantum computing, it is important to understand, characterize, and construct different classes of maps on quantum states [2] . For example, entanglement is one of the main concepts in quantum information theory, and entangled state involves at least bipartite system or multipartite system [3] ; to study entangled states, one should construct entanglement witnesses, which are special types of positive maps, see [4] . On this background, the research on the characterizations of maps leaving invariant, some important subsets or quantum properties attracted more and more researchers' attention, see ([1, 3, 5] ). Especially, in [5] , Lim characterized the linear and additive maps on tensor products of spaces of Hermitian matrices that carry the set of tensor product of rank one matrices into itself.
Preserver problem is a hot area in Banach algebra; there are many results about this area, see ( [6] [7] [8] [9] [10] [11] ). Specially, the idempotent preservers and the rank one preservers play an important role; therefore, it is meaningful to study the two preservers. Chan et al. [12] first characterized linear transformations on preserving idempotent matrices. In [13] , the authors obtained the following result: linear map : → with ≤ satisfies (P ) ⊂ P if and only if = 0 or
where is unitary matrix. Since the study of linear transformations, preserving idempotents is important in many aspects of mathematics and physics, see [14] [15] [16] [17] , and inspired by the above, the purpose of this paper is to study linear maps from -partite system to the space of Hermitian matrices that carry the set of tensor product of idempotent matrices into the set of idempotent matrices in the space of Hermitian matrices, that is, : Journal of Function Spaces and Applications where P is the set of all idempotent matrices in , that is, P = { ∈ | 2 = } and ⊗ 1 P denotes the set of all decomposable elements ⊗ 1 such that ∈ P . As application, the forms of linear maps from -partite system to the space of Hermitian matrices that carry the set of tensor product of tripotent matrices into the set of tripotent matrices in the space of Hermitian matrices are obtained, that is, :
where T is the set of all tripotent matrices in , that is, T = { ∈ | 3 = } and ⊗ 1 T denotes the set of all decomposable elements ⊗ 1 such that ∈ T . Throughout this paper, we always assume integers ≥ 1 and , 1 , . . ., ≥ 2. Let be the × identity matrix, 0 be the zero matrix which order is omitted in different matrices just for simplicity, and (resp., * , rank ) be the transpose (resp., conjugate transpose, rank) of .
stands for the × matrix with 1 at the ( , )th entry and 0 otherwise.
where 1 ≤ ̸ = ≤ . For real numbers and with ≤ , let [ , ] be the set of all integers between and . ⊕ is the usual direct sum of matrices. A linear map = ⊗ 1 :
Main Results
Lemma 1 (see [18] ). Suppose 1 , . . . , ∈ P such that + ∈ P , ∀1 ≤ < ≤ . Let = rank . Then, there exists a unitary matrix ∈ such that 
A straightforward computation shows that = 0 ⊕ [ ( 22 ⊕ 0 − ) * ] ⊕ 0 − − ; therefore, the result holds.
Lemma 3. Let = ⊕ 0 ⊕ 0 − − and = 0 ⊕ ⊕ 0 − − with ∈ P , ∈ P . If
where ∈ , and are all roots of
, and is of the form
Proof. It is clear that , ∈ P and = = 0. By a direct computation, one can obtain that
Replacing by − , we have 2 = + and
Choosing = 2/5, then = 1/5, = 4/5 or = 4/5, = 1/5, this yields that
Thus, = + and = + . This, together with the form of and , implies that has the form [
Lemma 4. Let = ⊕ − ⊕ 0 − − with ∈ P and ∈ P . Suppose ∈ T satisfying − ∈ T and − 2 ∈ T . Then, = ⊕ − ⊕ 0 − − with ∈ P and ∈ P .
Proof. By a direct computation, we have
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By (12), one can assume that
where ∈ and ∈ . This, together with (13), implies that ∈ P and ∈ P . Thus,
as desired. 
Proof. Let us first point out a simple observation which will be used in our proof. If a matrix ∈ commutes with ⊗ for all real symmetric ∈ , then has the form ⊗ with ∈ . Since 1 , 2 are canonical maps on 1 ⋅⋅⋅ , we assume that
where and are the identity maps → or the transposition maps → for ∈ [1, ]. Clearly, ( 1 ⋅⋅⋅ ) = 1 ⋅⋅⋅ , = 1, 2, hence = . We prove = 1 ⋅⋅⋅ by induction on . The case of = 1 is the well-known fact. We assume that the statement holds true for − 1. We will prove it for . For any real symmetric ∈ , since (
. We define linear maps
It is easy to see that 1 and 2 are canonical maps on
we have 1 ( ) = 2 ( ), thus, by induction hypothesis, = 
Proof. The sufficiency part is obvious. We prove the necessity part by induction on . When = 1, it is the result in [13] , which has been given in the above introduction. We assume now that the result holds true for − 1 and give the proof of the case by the following five steps.
Step
where is a linear map from
Proof of Step 1. Set
We prove by induction on that ( ⊗ ) = 0 ⊕ ( ) ⊕ 0 − − , ∀ ∈ Γ , ∈ [0, − 1]. Assume for a moment that we have already proved this. Then, when is linear, we can complete the proof of Step 1. Now, we prove the assertion. The case of = 0 is just the assumption. Then, we assume that our statement holds true for − 1, and we consider the image of
we obtain using the property of that
4
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We obtain by induction hypothesis and Lemma 2 that ( ⊗ 2 ⊗ ⋅ ⋅ ⋅ ⊗ +1 ⊗ +2 ⋅⋅⋅ ) = 0 ⊕ ⊕ 0 − − , where ∈ P , as desired.
Step 2. If 1 ⋅ ⋅ ⋅ > . Then, = 0.
Proof of Step 2. Since
(
and
, we obtain using the property of that
Denote by = rank (
. Using Lemma 1 and composing by a similarity transformation, we may obtain that Since < 1 ⋅ ⋅ ⋅ , there exists some < 2 ⋅ ⋅ ⋅ . Without loss of generality, we may assume 1 < 2 ⋅ ⋅ ⋅ . Thus, (
Step 1, we see that there exists a linear map from
. We obtain by induction hypothesis = 0. Thus, (
11 ⊗ ) = 0, ∀ ∈ 2 ⋅⋅⋅ .
For any ∈ [2, 1 ], ∈ ⊗ 2 P and real with 0 ̸ = | | ≤ 1/2, we have (
11
and are all roots of 2 − + 2 = 0. We obtain using the property of , (27), and Lemma 3 that ( ( 1 ) ⊗ ) = 0 and
⊗ ) = 0. By using the similar argument, we see that
By the arbitrariness of ∈ ⊗ 2 P , we have
Therefore, = 0. We next always assume 1 ⋅ ⋅ ⋅ = and ̸ = 0.
Step 3. Suppose 1 , . . . , 
where is a canonical map on 2 ⋅⋅⋅ , ∀ ∈ [1, 1 ].
Proof of Step 3. Using the similar approach as in the proof of
Step 2, we may show that rank ( 
, we complete the proof of Step 3. By Step 3, we may assume that
where is canonical map on
and there exists , with | | = | | = 1 such that
Proof of Step 4. Without loss of generality, we only prove the case of = 1, = 2.
12 , 2 = (1/2)
Step 3, there exists a unitary matrix and canonical maps on 2 ⋅⋅⋅ such that
This, together with (33), implies that
Thus, we may set = [ 11 12 21 22
] ⊕ diag ( 33 , . . . , ) ,
where
Journal of Function Spaces and Applications 5
On one hand, noting that
we obtain using (33) and (35) that for all ∈ 2 ⋅⋅⋅ , (
12 ⊗ )
2 21 1 ( ) * 11
On the other hand, for any ∈ ⊗ 2 P and real with 0 ̸ = | | ≤ 1/2, we have (
11 +
22 +
12 )⊗ ∈ ⊗ 1 P , where and are all roots of 2 − + 2 = 0. We obtain using the property of , (33), and Lemma 3 that
11 ⊗ 2 ⋅⋅⋅ ) + (
where 12 ∈
1
. Choosing = 2 ⋅⋅⋅ , we get using (39), (40), and (42) that 2 
12 ⊗ ) = ( 12
This, together with (41), implies that
This completes the proof of Step 4.
Step 5. There exists ∈ {−1, 1} such that
Proof of Step 5. Since
we obtain using the property of , (33), and
Step 4 that
Hence, ( + )( + ) = 2. It follows from | | = | | = 1
[ [
It follows from (49) that = . This, together with (50), implies that = . Similarly, (51) implies that = . Thus, all numbers have to be the same for any ̸ = ∈ [1, 1 ] . This completes the proof of this step.
By Steps 3-5, we set = diag(1, 12 , . . . , 1 1 ), then is unitary such that
(52) Thus, set = ⊗ 2 ⋅⋅⋅ , we have
or
This completes the proof of Theorem 6.
Remark 7.
When ≥ 2, the linear transformation that maps the set of tensor product of idempotent matrices into idempotent matrix set does not necessarily preserve idempotent matrices. For example, let
11 ⊗
Then (⊗ 1 P ) ⊂ P 1 ⋅⋅⋅ and ∈ P 1 ⋅⋅⋅ , but
As the application of Theorem 6, we give the following theorem.
Theorem 8. Suppose is a linear map from
1 ⋅⋅⋅ to with 
where ( ) ∈ P and ( ) ∈ P . We assume that our statement holds true for − 1 and prove it for . For any 
with ( ) ∈ P and ( ) ∈ P . Since ∈ ⊗ 1 T , − ∈ ⊗ 1 T and −2 ∈ ⊗ 1 T . Using the property of , we have ( ) ∈ T , ( ) − ( ) ∈ T and ( ) − 2 ( ) ∈ T . By Lemma 4, we have
with ( ) ∈ P and ( ) ∈ P . This implies that (59) holds.
As is linear, we can expend to be a linear map from 1 ⋅⋅⋅ to and to be a linear map from 1 ⋅⋅⋅ to , then
with (⊗ 1 P ) ⊂ P and (⊗ 1 P ) ⊂ P , we obtain using Theorem 6 that This completes the proof of Theorem 8.
