We consider the problem of non-parametric multi-armed bandits with stochastic covariates, where a key factor in determining the complexity of the problem and in the design of effective policies is the smoothness of payoff functions. Previous work treats this problem when the smoothness of payoff functions are a priori known. In practical settings, however, the smoothness that characterizes the class of functions to which payoff functions belong is not known in advance, and misspecification of this smoothness may cause the performance of existing methods to severely deteriorate. In this work, we address the challenge of adapting to a priori unknown smoothness in the payoff functions. Our approach is based on the notion of self-similarity that appears in the literature on adaptive nonparametric confidence intervals. We develop a procedure that infers a global smoothness parameter of the payoff functions based on collected observations, and establish that this procedure achieves rate-optimal performance up to logarithmic factors. We further extend this method in order to account for local complexity of the problem which depends on how smooth payoff functions are in different regions of the covariate space. We show that under reasonable assumptions on the way this smoothness changes over the covariate space, our method achieves significantly improved performance that is characterized by the local complexity of the problem as opposed to its global complexity.
Introduction 1.Background and motivation
A well-studied framework that captures the trade-off between new information acquisition (exploration), and optimizing payoffs based on available information (exploitation) is the one of multi-armed bandits (MAB) that first emerged in Thompson (1933) in the context of drug testing, and was later extended by Robbins (1952) to a more general setting. A variant of the MAB framework that has been proposed in the literature to account for side information is the so called contextual MAB setting, also referred to as bandit problem with side observations (Wang et al. 2005b ), or associative bandit problem (Strehl et al. 2006) , where at each trial the decision maker observes a context carrying information about arms outcomes. This line of work was initiated by the pioneering work of Woodroofe (1979) who studied a one-armed bandit problem with a single covariate where there are two arms, the reward of one of which is known by the decision maker and the reward distribution of the other arm is unknown. In that setting there is a linear mapping between the observed covariate and the mean reward of the arm with unknown distribution; see also Sarkar (1991) . This setting is generally known as linear contextual MAB and has been further studied in the literature under different assumptions: for example, Goldenshluger and Zeevi (2013) considers this setting with multi-dimensional covariates, and Bastani and Bayati (2015) studies this framework where covariates are sparse.
Aside from these parametric approaches, some researchers have addressed this problem from a nonparametric point of view to account for general relationships between covariates and mean rewards. Yang and Zhu (2002) is the first work to initiate this line of research. They combined an ǫ-greedytype policy with non-parametric estimation methods such as nearest neighbor and histogram to achieve strong consistency. Following this work, some researchers have proved stronger results in this setting regarding regret rate. Rigollet and Zeevi (2010) introduced the policy UCBogram with near-optimal performance which decomposes the covariates space into bins and runs the traditional UCB in each bin separately. Perchet and Rigollet (2013) improved upon this result by introducing the policy Adaptively Binned Successive Elimination which implements an increasing refinement of the covariate space and achieves minimax regret rate. Recently, Hu et al. (2019) extended this framework to the case of smooth differentiable functions. Finally, Reeve et al. (2018) proposes the kNN-UCB policy that achieves minimax regret and also adapts to the intrinsic dimension of data.
Previous works on non-parametric contextual bandits with stochastic covariates treat this problem with the assumption that the knowledge of the worst-case smoothness of payoff functions is provided a priori. Namely, they assume that mean reward functions are (β, L)-Hölder for some known β and L, and develop policies accordingly. However, in practice, the class of functions to which payoff functions belong is not known upfront, and thus, one might meet with sever difficulties when trying to deploy the current methods. As a results, there is a strong interest in designing adaptive policies that achieve the best possible performance without any prior knowledge of the smoothness parameters. Addressing this issue is the main focus of this paper.
Main contributions. Leveraging the notion of global self-similarity that appears in the literature on adaptive non-parametric confidence bands, we propose a procedure to infer the worst-case global smoothness of the problem at hand. We show that such estimation procedure of the global worst-case smoothness can be utilized to guarantee rate-optimal performance up to logarithmic factors.
We further leverage the notion of local self-similarity in order to account for the local complexity of problems. Under this condition, we extend the method that we developed for estimating global smoothness in order to demonstrate how one may potentially adapt to local smoothness of payoff functions. Under reasonable assumptions on how the smoothness of the payoff functions might change over the covariate space, we show that one may guarantee improved regret rates that are characterized by the local complexity of the problem as opposed to its global complexity.
Related literature
Multi-armed bandits. For a comprehensive overview of MAB formulations we refer the readers to Berry and Fristedt (1985) and Gittins et al. (2011) for Bayesian / dynamic programming formulations, as well as to Cesa-Bianchi and Lugosi (2006) and Bubeck and Cesa-Bianchi (2012) that cover the machine learning literature and the so-called adversarial setting. A sharp regret characterization for the more traditional framework (random rewards realized from stationary distributions), often referred to as the stochastic MAB problem, was first established by Lai and Robbins (1985) , followed by analysis of policies designed for this framework, such as ǫ t -greedy, UCB1, and Thompson sampling among others; see, e.g., and Agrawal and Goyal (2013a) .
Contextual multi-armed bandits. As alluded to earlier, the bulk part of the literature on contextual MAB assumes parametric payoff functions. These works can be categorized based on their assumption regarding the way contexts are realized. Some researchers have studied this setting when contexts are drawn independently form the same distribution. For instance, Goldenshluger and Zeevi (2013) , Bastani and Bayati (2015) , and Bastani et al. (2017) consider linear payoff functions, Langford and Zhang (2008) and Dudik et al. (2011) study the problem of finding the best mapping from contexts to arms among a finite set of hypotheses, and Wang et al. (2005b) considers general relationships between the parameters of payoff functions and contexts (their results were later extended by Wang et al. (2005a) to the case where contexts are realized according to stochastic non-i.i.d. processes). In contrast, some works consider the case that contexts are chosen by an oblivious adversary. For example, Abe and Long (1999) , Auer (2002) , and Chu et al. (2011) consider linear payoff functions, and Filippi et al. (2010) consider generalized linear relationships between contexts and rewards. Furthermore, Agrawal and Goyal (2013b) extends the study of contextual MAB with linear payoffs beyond oblivious adversaries and using a posterior sampling method, addresses the case where an adaptive adversary chooses the contexts.
Finally, there is also a theme in contextual MAB known as MAB with expert advice, where the contexts are realized in the form of advice from a pool of experts (Auer et al. 2002, Maillard and Munos 2011) .
Adaptive non-parametric methods. For the general theory on adaptive non-parametric estimation, we refer the readers to Lepskii (1992) . This line of research is rich and includes various approaches. For example, Donoho and Johnstone (1994) , Donoho et al. (1995) , and Juditsky (1997) deploy techniques based one wavelets, Lepski et al. (1997) proposes a kernel-based method, and Goldenshluger and Nemirovski (1997) develops a method based on local polynomial regression.
Another related line of research has to do with the works on adaptive non-parametric confidence intervals construction. The very first work of Low et al. (1997) showed that in general, it is impossible to construct adaptive confidence bands simultaneously over different classes of Hölder functions. So a notably large number of works have tried to identify conditions under which adaptive confidence band construction is feasible. A well-studied condition is the one of "self-similarity", which was first used in this context by Picard et al. (2000) using wavelet methods for point-wise purposes. Later it was used by Giné et al. (2010) to construct confidence bands over finite intervals. Aside from these two works, the self-similarity condition has also been used in other applications such as high-dimensional sparse signal estimation (Nickl et al. 2013) , binary regression (Mukherjee et al. 2018 ), L p -confidence sets (Nickl and Szabó 2016) , to name but few. . . . , l) . For any x ∈ R d denote by Ξ(x, l) the open cube whose center is x and has side-length l. For an open cube U define Θ(U, l ′ ) := {x ∈ U : Ξ(x, l ′ ) ⊆ U } to be the set of points inside U such that the open cube centered around them with side-length l ′ falls completely inside U . For any function f and set of points U ⊂ R d , we denote by f |U the restriction of f to U . Furthermore, let f U = sup x∈U f (x) . For an integer l ≥ 0, let B l := B m , m = 1, . . . , 2 ld to be a re-indexed collection of the open cubes
Problem formulation
for m = (m 1 , . . . , m d ) with m i ∈ 2 l . By log, we denote the natural logarithm. For an event A we denote byĀ the complement of A.
Reward and feedback structure. Let K = {1, 2} be a set of arms (actions) and let T = {1, . . . , T } denote a sequence of decision epochs. At each time period t ∈ T , a decision maker observes a context X t ∈ X = [0, 1] d , realized according to a known distribution P X , and then selects one of the 2 arms.
When selecting an arm k ∈ K at time t ∈ T , a reward
Y |Xt is the distribution of the outcome conditional on context X t and selecting arm k. Equivalently, the outcomes Y k,t may be expressed as follows:
Y |Xt and the functions f k are assumed to be unknown.
Admissible policies and performance. An admissible policy (allocation rule) π is a sequence of random variables π 1 , π 2 , . . . taking values in the set K such that π t is measurable with respect to the σ-field F + t−1 generated by the previous observations and actions {π s , X s , Y πs,s , s ∈ [t − 1]} and by the current covariate vector X t ,
We also denote F t−1 = σ π 1 , X 1 , Y π 1 ,1 , . . . , π t−1 , X t−1 , Y π t−1 ,t−1 .
Let π * = (π * t , t = 1, . . . ) be the oracle rule which "knows" the arm functions f k , and at each stage t, prescribes the best arm given the arriving context:
Performance of a policy π is measured by the regret relative to the oracle performance:
Let P be a class of profiles P X , P
(1)
Y |X . The maximal regret of a policy π is defined as R π (P; T ) := sup R π (T ) : P X , P
Y |X ∈ P .
General model assumptions
We next detail the main model assumptions. Notably, all these assumptions are conventional in the literature of non-parametric contextual MAB (see, e.g., Perchet and Rigollet 2013) .
Covariate distribution. The first assumption is regarding the distribution of the contexts. We will require this distribution to be bounded from above and also away from zero. This way, wa can make sure that in every given region over the covariate space, we can collect enough number of samples in order to be able to estimate the payoff functions f k .
Assumption 1. The distribution P X is equivalent to the Lebesgue measure on [0, 1] d , that is, there
where p X is the density of the distribution P X .
Smoothness. We also need to make an assumption regarding how abrupt the payoff functions f k can change in any given region. Intuitively, the smoother these functions are, the easier it is to estimate them. We formalize this notion using Hölder smoothness that is a classic definition of smoothness in the literature of non-parametric methods.
Definition 2.1. The Hölder class H U (β) for the parameter 0 < β ≤ 1 in an open cube U ⊆ (0, 1) d is defined as the set of functions f : U → R with a finite Hölder norm:
The corresponding Hölder ball with radius L > 0 is denoted by
We drop the indication U whenever U = (0, 1) d .
Assumption 2. The payoff functions f k belong to the Hölder ball H(β, L).
Margin condition. The next assumption aims to capture the interplay between the payoff functions and the covariate distribution. A key factor in determining the complexity of our problem is the mass of the covariates near the decision boundary. Intuitively, the less concentrated the contexts are near the boundary the easier the problem is since distinguishing the optimal decision away from the boundary is relatively a simpler task and it is near the boundary that we will potentially make more mistakes.
Assumption 3. There exist some α > 0 and C 0 > 0 such that
This assumption is known as the margin condition in the literature. One can see that the larger the parameter α the faster the covariate mass shrinks near the boundary, which means as α grows the hardness of the problem reduces. The above three assumptions characterize the general class problems that we are interested in.
Definition 2.2. We denote by P * gen the class of profiles P X , P
Y |X , P
(2) Y |X that satisfy Assumptions 1-3.
Adaptivity to global smoothness
As alluded to earlier, a drawback of the existing policies for non-parametric contextual MAB is that they require the knowledge of the smoothness parameters in order to guarantee rate-optimality. However, in practice, such information is not provided a priori. In this section, we attempt to provide a framework to remedy this problem to some extent. As such, we leverage the global self-similarity condition that appears in the literature on non-parametric confidence bands (see, e.g., Giné et al. (2010) and Picard et al. (2000) ) and tailor it to our setting. Using this condition, one can guarantee that the smoothness of a function can be estimated from collected observations.
For any function f , and non-negative integer l, define Π pc l f to be a piecewise constant function such that for any
Definition 3.1 (Global self-similarity). A function f ∈ H(β) is said to be globally self-similar if there exists some positive integer l 0 and a constant b > 0 such that for any l ≥ l 0 ,
Assumption 4. All the payoff functions f k are globally self-similar.
This condition states that for a Hölder smooth function not only is the bias of estimation bounded from above but also there exists a global point for which estimation bias cannot disappear dramatically fast. Accordingly, one can expect to be able to estimate the smoothness of the function by examining the estimation bias over the unit cube. We will show that under this condition, the worst case global smoothness can be estimated with a good precision. Then, we will utilize this estimated smoothness in order to achieve optimal regret rate up to poly-logarithmic terms.
Proposed procedure
Sampling. In the GSE procedure detailed in Algorithm 1, we will consider the partition of the unit
For each open cube B ∈ B l , we collect samples for both arms in multiple rounds. Define the minimum and maximum round indexes as
where κ is a tuning parameter fed into the GSE procedure. At every round r ∈ {r, r + 1, . . . ,r}, 2 r samples is collected for each arm by alternating between them every time a context falls into B. At the end of each round r, we run a statistical test to examine variance against bias inside each B. If for some B ∈ B l , we reachr before the GSE procedure is terminated we simply pull arm 1 every time a context falls into B.
k,2 , . . . the successive outcomes when arm k is pulled in B at round r. Define the two bandwidth exponents:
We form two separate estimates of the payoff functions inside each B:
In words, this estimator estimates payoff function f k by a constant over each open cube B ′ ∈ B j using the observations pairs in B ∩ B ′ . Note that this estimator is well-defined since we assumed that P X is known. Alsof
In fact, these estimators cannot deviate from their mean value too much with high probability as stated in the next lemma. Define 
Denote by r 
The next proposition is a partial converse of the previous proposition, stating that min B∈B l r
Proposition 3.4. There exists some open cube B ∈ B l , for which, on the event S (B) , and for large
Finally, we estimate the global smoothness of the problem according to the following expression:
Note that we choose the final estimate of the global smoothness such that it is less than β with high probability. This is known as "undersmoothing" in the construction of confidence intervals; see, e.g., Bickel and Rosenblatt (1973) , Hall (1992) , Picard et al. (2000) , and Giné et al. (2010) . The pseudo-code that describes the GSE procedure is presented below.
Algorithm 1: Global Smoothness Estimation (GSE)
1 Input: Time horizon T , minimum smoothness exponent β, and a tuning parameter κ 2 Output: The termination time T GSE and the estimated global smoothnessβ GSE
Determine the bin in which the current covariate is located:
Alternate between the arms:
Go to the next round and collect double number of samples: 
The next theorem characterizes the accuracy by which the GSE procedure estimates the global smoothness β.
Theorem 3.5. If the GSE procedure detailed in Algorithm 1 is run by some tuning parameter κ > 0 then, for large enough T ≥ T 0 (L, b), and under Assumptions 2 and 4,
where C 1 was introduced in Lemma 3.2.
Proof. The result follows by putting together Lemma 3.2, Proposition 3.3, and Proposition 3.4.
This theorem suggests that one can estimate the global smoothness of the problem using the GSE procedure and then, feed this estimation into an existing non-parametric MAB policy with rate-optimal performance such as the Adaptively Binned Successive Elimination (ABSE) policy in Perchet and Rigollet (2013) . We have formalized this idea in the next theorem along with its regret guarantee.
Theorem 3.6. Assume that the GSE procedure detailed in Algorithm 1 is run with κ =ρ
ρ(2+d) 2 . Let T GSE be the time at which the GSE procedure is terminated. If the resulting estimated smoothnessβ GSE , along with the new time horizonT = T − T GSE , and the tuning parameter γ = 2 is fed into the ABSE policy by Perchet and Rigollet (2013) then, under Assumptions 1-4, the total regret is bounded by
for some constants C 2 and C 3 .
Accounting for local smoothness
Although in the previous section, we introduced a method to adapt to the global smoothness of any problem under the additional assumption of global self-similarity; however, there might be more opportunity for improvement. Namely, consider a problem instance in which the payoff functions are smoother (rougher) in a some region. Intuitively, one might expect to make more mistakes, and hence incur more regret, in the rougher region. This intuition is the main motivation of this section. As such, we will formalize the notion of local complexity of the problem through borrowing a stronger condition, compared to the global self-similarity condition, from the literature of non-parametric confidence intervals and proposing a new policy that adapts to the local complexity of the problem.
The definitions and assumptions in this section are mainly inspired by the work of Patschkowski et al.
(2019) on locally adaptive confidence bands. The first definition provides an adjusted notion of Hölder smoothness that will be crucial for the local self-similarity condition in order not to rule out prototypical functions (more details are provided in Patschkowski et al. (2019) ). Next, we formalize the notion of local self-similarity. For any function f : (0, 1) → R d and integer
is the open cube whose center is x and has side-length and
Assumption 5. All the payoff functions f k are locally self-similar.
This condition states that if a Hölder smooth function is restricted to any open cube not only is the bias of estimation bounded from above but also there exists a point inside that region for which estimation bias cannot disappear dramatically fast. Accordingly, one can expect to be able to estimate the smoothness of the function inside each open cube by examining the estimation bias over that region.
Proposed policy
Following Perchet and Rigollet (2013) , we describe the Locally Adaptive Contextual Bandit (LACB) policy detailed in Algorithm 2 using the notion of rooted tree. In order to facilitate the description of the policy, we first review some definitions from the graph theory terminology:
• Tree: A tree is a graph with no cycles.
• Root: The unique node with no predecessor is called the root of the tree.
• Parent: The predecessor of a node is called its parent.
• Child: Any successor of a node is called its child.
• Ancestor: The predecessor of a node together with all the ancestors of the predecessor of a node are called its ancestors. The root node has no ancestors.
• Leaf: A node with no successors is called a leaf.
• Depth: The number of the ancestors of a node.
Consider a rooted tree T * with root B = (0, 1) d and maximum depth ⌈ 1 d+2β log T ⌉. Every node B in the tree at depth l ≥ 0 is an open cube in B l . Furthermore the set of the children of node B is denoted by
Sampling. At every time step t, we partition the covariate space [0, 1] d into 3 disjoint sets Q k,t , k ∈ K, and L t . If X t ∈ Q k,t , we simply pull arm k. Each L t , t = 1, . . . , T consists of the leaves of the subtrees of T * (we refer to the elements of L t as live bins). For each live bin B in L t , we collect samples for both arms for multiple rounds. At every round r, 2 r samples is collected for each arm by alternating between them every time a context falls into B. Since the goal of collecting samples in each bin is to compute a confidence band for the mean rewards inside the bin, there is no point in collecting samples when the variance falls below the bias. Accordingly, at the end of each round r, we run a statistical test to examine variance against bias. :
Estimation. Letl
We denote by X For every x ∈ M (B) , we form two separate estimates of the payoff functions for two bandwidth exponents
Statistical test. We next, check if for any of these mesh points the difference between the estimation using these two bandwidths exceeds a pre-determined threshold. Namely, we check if the following holds true:
If this inequality fails then we discard the collected samples in the bin and collect double number of samples in the next round. We repeat these rounds until either the above inequality holds or r exceeds a predetermined value, namelȳ
Upon either of these events a flag ξ (B) is set to 1 then, we go to the final round r Elimination. At the end of the last round we estimate the mean reward difference of the two arms over the bin using the following local average:
we eliminate bin B and assign it to Q 1,t (Q 2,t ). Otherwise, we replace this bin by its children and repeat the same procedure.
The pseudo-code that describes the policy is presented below. Pull the arm correpsonding to Q k,t that contains X t :
Alternate between the arms: Estimate the mean reward difference: The next theorem characterizes the regret rate of the LACB policy.
Theorem 4.4. If the LACB policy is run with κ > 4 then, under Assumptions 1, 2, and 5, it has an expected regret at time T bounded by
for some constant C independent of T and large enough T ≥ T 0 (β, b, L), where p(B) is the parent of node B, andT * is defined to be a subtree of T * with the set of leavesL * such that:
.
Payoff functions with continuous Hölder exponents
In this subsection, we consider the case that the Hölder exponents of the payoff functions is continuous and demonstrate how the result in Theorem 4.4 can characterize the local complexity of the problem.
First, we need to define the local Hölder exponent of a function around a point in the interior of its domain. 
Assume that for every payoff function f k , there exists a constant δ such that for any open cube U ∈ (0, 1) d of side-length l we have
Given this inequality, one can see that for every bin B ∈ T * , we have
for some positive constant δ ′ , which implies that the regret upper bound in Theorem 4.4 can be replaced by the following:
Based on this expression, we have the following informal asymptotic argument. Fix any bin B ∈T * .
The regret associated with this bin according to the above expression (the regret that the LACB policy incurs when contexts belong to this bin) is upper bounded by
Broadly speaking, this expression implies that the regret incurred in open cube in (0, 1) d scales in a near-optimal manner with respect to the worst-case smoothness inside that open cube.
Analysis of LACB
In this section, we present the main result in order to analyze the LACB policy. Define Also denote the event on which the estimated mean rewards do not deviate from their mean values by
The next lemma states that the above two events happen with high probability.
Lemma 4.6. For each bin B, we have
for some constant C 4 = C 4 (β).
The next proposition states that for each bin B, the number of sampling rounds is of order 2l (B) · min k β f k (B).
Proposition 4.7. On the event S (B) , for large enough T ≥ T 0 (L), we have
The next proposition states that if the mean reward difference in bin B is "large" then the bin will be eliminated and if it is "small" the bin will be replaced by its children. • There exists a constant
The next lemma states that with high probability the policy will not reach any bin beyond the leaves ofT * , whereT * was introduced in Theorem 4.4, and its leaves are denoted byL * . 
for τ = 1, . . . , 2 r . Note that by Assumption 1, 0 ≤ Z τ ≤ 2 (j−l)dρ 2 r ρ . Hence each Z τ is a σ 2 -sub-Gaussian random variable with σ = 2 (j−l)dρ 2 r+1 ρ . Applying the Chernoff-Hoeffding bound in Lemma B.1 to S 2 r = Z 1 + . . . , Z 2 r with a = κ(log T )
, one obtains:
By the union bound, we have
This concludes the proof.
A.2 Proof of Proposition 3.3
We will prove the statement by contradiction. Assume that sup k∈K,x∈B
for some r ≤ r < 2 log 2 ( κ 2L ) + 2lβ + ( 2d β + 1) log 2 log T . Note that by the triangle inequality,
2 ) .
The first two terms correspond to the bias and the last two terms are the stochastic error terms. On the event S (B,r) , the stochastic error terms can be bounded as follows:
By Assumption 2, the bias terms are bounded in the following way: 
However, if r < 2 log 2 ( κ 2L ) + 2lβ + ( 2d β + 1) log 2 log T , the above inequality leads to a contradiction. This concludes the proof.
A.3 Proof of Proposition 3.4
First, we need to determine the open cube B ∈ B l for which, we want to prove the inequality. Fix arm k ∈ K. Recall that by Assumption 4, there exists at least one pointx ∈ (0, 1) d such that
LetB ∈ B l be the open cube that containsx:x ∈B. We will prove the statement of the proposition by contradiction. For simplicity of notation define γ := 2 log 2 ( 2κ L ) + 2lβ + ( 2d β + 3) log 2 log T . Assume that r (B) last > γ. This assumption implies that
Note that by the triangle inequality,
The first two terms correspond to the bias and the last two terms are the stochastic error terms. On the event S (B,⌊γ⌋) , the stochastic error terms are bounded by
Furthermore, by Assumption 2, we have
Putting together (A.5), (A.6), (A.7), (A.8), and (A.9) one has
Note that the left hand-side can be lower bounded as follows:
for large enough T ≥ T 0 (L, b). Recalling γ = 2 log 2 ( 2κ L ) + 2lβ + ( 2d β + 3) log 2 log T , the last two displays lead to a contradiction. This concludes the proof.
A.4 Proof of Theorem 3.6
First, we show that with high probability, T GSE ≤ 16 ρ 2κ L 2 (log T ) 2d β +3 T 1 (2+d) =:T GSE . Note that the procedure terminates when all the open cubes B ∈ B l have reached roundr = ⌈2 log 2 ( 2κ L ) + 2l + ( 2d β + 3) log 2 log T ⌉. That is, T GSE is less than the time step at which 2 r r=r 2 r number of contexts have fallen into each B ∈ B l . Note thatr 
, and, by the union bound
As a result, the regret incurred during the GSE procedure is bounded by
Defineβ T := β − log 4 − 2 log 2 log T . Finally, by Theorem 5.1 in Perchet and Rigollet (2013) , the regret of running ABSE policy is bounded by
Putting the upper bounds on the regret incurred during GSE and ABSE, concludes the proof.
which implies
However, if r < 2 log 2 ( κ 2L ) + 2(l (B) + 3) min k β f k (B) + ( 4 β + 1) log 2 log T , this leads to a contradiction. This proves the lower bound. Next, we prove the upper bound. Assume that max k∈K,x∈M (B) 
We will show that this leads to contradiction. By the triangle inequality, we have
(A.15)
The first two terms correspond to bias and the last two terms are the stochastic terms. On the event
In order to lower bound max k∈K,x∈M (B) 
1 ) we need to be more delicate. Note that by Definition 4.2 and Lemma B.3, there exists a pointx ∈ Θ B, 2 −(l (B) +3) such that for some
Without loss of generality, we assume that this event happens with k = 1. Note that there exists some
x ∈ M (B) such that x −x ∞ ≤ 2 −l (B) , and 
for large enough T ≥ T 0 (L). By the last two displays, one can see that if r > 2 log 2 (20κ) + 2(l (B) + 3) min k β f k (B) + ( 8d β + 1) log 2 log T , we encounter a contradiction.
A.7 Proof of Proposition 4.8
We first prove the first claim. The second claim can be proved similarly so it is omitted. Assume that
and letx be the point at which the above maximum is attained. We will show that on the event
last the following holds true:
Note that by the triangle inequality, we have
Putting all the above inequalities together, we only need to show the following:
On the event S (B) , and by Proposition 4.7, the right hand-side of the above inequality can be lower bounded as follows:
for some constantC 6 =C 6 (β, κ). As a result for large enough constant C 6 and T ≥ T 0 (L, β), the desired result follows. This concludes the proof.
A.8 Proof of Proposition 4.9
We prove the claim by noting that if the policy reaches any bin B in the set B : p(B) ∈L * this implies that at least one of the bins inL * is replaced by its children, the probability of which can be shown to be small. On the event Step 2 (Regret decomposition). In what follows, we adapt the convention that B Step 3 Furthermore, onŜ (B) , the number of total samples that we collect in this bin is at most 6 × 2 r (B) last ≤ C 9 (log T ) (A.20)
Step 4 (Controlling regret on live non-terminal nodes when eventŜ (B) does not happen).
Let β be the worst-case global smoothness of the problem. By Lemma 4.6, one has d+2β) . (A.21)
Step 5 (Controlling regret on live terminal nodes). Note that by Proposition 4.9, we have 
B Auxiliary lemmas
Lemma B.1 (Chernoff-Hoeffding bound). Let X 1 , . . . , X n be random variables such that X t is a σ 2sub-Gaussian random variable conditioned on X 1 , . . . , X t−1 and E [X t | X 1 , . . . , X t−1 ] = µ. Let S n = X 1 + · · · + X n . Then for all a ≥ 0 P{S n ≥ nµ + a} ≤ e − a 2 2nσ 2 , and P{S n ≤ nµ − a} ≤ e − a 2 2nσ 2 .
Lemma B.2 (Bernstein inequality). Let X 1 , . . . , X n be random variables with range [0, 1] and n t=1
Var [X t | X t−1 , . . . , X 1 ] = σ 2 .
Let S n = X 1 + · · · + X n . Then for all a ≥ 0 P{S n ≥ E[S n ] + a} ≤ exp − a 2 /2 σ 2 + a/2 . 
