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RESONANCES ON SOME GEOMETRICALLY FINITE HYPERBOLIC
MANIFOLDS
COLIN GUILLARMOU
Abstract. We first prove the meromorphic extension of the resolvent to C on a class of
geometrically finite hyperbolic manifolds with infinite volume and we give a polynomial bound
on the number of resonances. This class notably contains the quotients Γ\Hn+1 with rational
non-maximal rank cusps previously studied by Froese-Hislop-Perry.
1. Introduction
The purpose of this work is to prove the meromorphic extension of the resolvent as well as
a polynomial bound of resonances for the Laplacian on some geometrically finite hyperbolic
manifolds Γ\Hn+1 whose non-maximal rank cusps are ‘rational’. This condition is essentially
equivalent to suppose that the parabolic subgroups are conjugate to lattices of translations act-
ing on Rn.
Scattering theory, meromorphic continuation of the resolvent for the Laplacian, Eisenstein
series and distribution of resonances have been deeply studied on geometrically finite hyperbolic
surfaces (see [23, 18, 2, 9, 17, 10, 12, 24]). New geometric difficulties appear in higher dimen-
sion, notably the fact that a geometrically finite quotient Γ\Hn+1 is not, in general, a compact
perturbation of explicitly computable models and the method used for surfaces can not be ap-
plied. However, when the manifold has a nice structure near infinity, say when it conformally
compactifies, Mazzeo and Melrose [15] have found a powerful method to prove the meromorphic
continuation of the resolvent and to describe it in details. Roughly, this conformal hypothesis
is equivalent to taking groups without parabolic elements. Perry [20, 21], Joshi-Sa Barreto [13],
Guillope´-Zworski [11], and Patterson-Perry [19] have studied the scattering matrix, Eisenstein
series and distribution of resonances for these classes of manifolds and it is not difficult to see
that parabolic elements with maximal rank can be added to the group without significative
difficulties. Nevertheless, when the group has parabolic elements with non-maximal rank, some
infinite volume cusps appear and most of those cases remain quite mysterious in general, at least
in the point of view of the scattering theory and the meromorphic continuation of the resolvent.
It is worth noting that the analysis of the spectrum of the Laplacian on forms and Hodge theory
has been written down by Mazzeo and Phillips [16] on geometrically finite hyperbolic manifolds
and later, Froese-Hislop-Perry [3, 4] have studied scattering theory and Eisenstein functions on
these manifolds in dimension 3. Perry [22] also proved the meromorphic continuation of the
resolvent in a small strip near the critical line for a class of manifolds with rational non-maximal
rank cusps in all dimensions. Last but not least, Bunke and Olbrich [1] dealt with all cases
of geometrically finite hyperbolic manifold using a very different approach, in particular they
are able to extend the Eisenstein functions and scattering operator but they did not study the
resolvent explicitly and have no result about the distribution of resonances.
In this work, we hope to give a rather simple way to prove the meromorphic continuation of
the resolvent on a class of geometrically finite hyperbolic manifolds which allows to bound the
number of resonances (poles of the resolvent) in a disc of radius R of C. Our method is very
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similar from the approaches of Froese-Hislop-Perry [4], Perry [22] or Guillope´-Zworski [11] in
the sense that it provides a precise analysis of the resolvent. Actually, the pseudo-differential
structure of the resolvent and the scattering operator will be described in more details in [8],
the purpose of the present work being essentially the estimate of the resonances distribution.
We thus consider an infinite volume hyperbolic manifold Γ\Hn+1 where Γ is a discrete group
of isometries of Hn+1 which admits a fundamental domain with finitely many sides (the manifold
is said geometrically finite) and such that each parabolic subgroup of Γ is conjugate to a lattice
of translations in Rn. This is exactly the class of manifolds studied by Perry [22] and, as noticed
in this work, it covers the case when no parabolic subgroup contains irrational rotations, possibly
by passing to a finite cover. The manifold X := Γ\Hn+1 equipped with the hyperbolic metric is
then complete and the spectrum of the Laplacian ∆X splits into continuous spectrum [
n2
4 ,∞)
and a finite number of eigenvalues included in (0, n
2
4 ). Perry [22] proved that the modified
resolvent
R(λ) := (∆X − λ(n− λ))
−1
extends from {ℜ(λ) > n2 } to {ℜ(λ) >
n−1
2 } meromorphically with poles of finite multiplicity
(i.e. the rank of the polar part in the Laurent expansion at each pole is finite) in weighted L2
spaces.
We first show the
Theorem 1.1. Let X = Γ\Hn+1 be a geometrically finite hyperbolic manifold with infinite
volume and such that each parabolic subgroup of Γ is conjugate to a lattice of translations in Rn.
Then the modified resolvent for the Laplacian
R(λ) = (∆X − λ(n− λ))
−1 : L2comp(X)→ H
2
loc(X)
extends from {ℜ(λ) > n2 } to C meromorphically with poles of finite multiplicity.
The poles of the resolvent are called resonances and are spectral data which correspond in a
sense to the eigenvalues of the compact cases. They are closely related to the zeros and poles of
Selberg’s zeta function. Our second result involves the asymptotic distribution of resonances:
Theorem 1.2. With the assumptions of Theorem 1.1, the number of resonances N(R) (counted
with multiplicities) contained in the complex disc D(n2 , R) or radius R satisfies
N(R) ≤ CRn+2 + C
for some constant C > 0.
Notice that in a less general case, the non-optimal power n+2 = dim(X)+1 already appeared
in the work of Guillope´-Zworski [11]. We also emphasize that our method extends to compact
perturbations of the hyperbolic manifolds considered in Theorems 1.1 and 1.2.
These theorems are proved by using a parametrix construction of the resolvent. The main
difficulty of the construction is that X can not be splitted into one compact set and one neigh-
bourhood of infinity where a model resolvent is explicitly known. As for convex co-compact
hyperbolic manifolds [20, 21, 11, 19], we use a finite covering of a neighbourhood of the infinity
X(∞) of X by several model neighbourhoods with some exlicit formula for the resolvent of the
laplacian on these models. Following the method of Perry [22], these model resolvents, cut-off
by functions forming a partition of unity near infinity, give a first approximation of R(λ) but it
is not sufficient to obtain a compact error. The important property we then use is that the error
terms resemble those which appear in the convex co-compact manifolds (and more generally on
asymptotically hyperbolic ones), in the sense that their Schwartz kernels are smooth in X ×X
and have a polyhomogeneous asymptotic expansion at X(∞)×X with support on the left factor
which does not intersect the cusp points. Consequently the indicial equation used in [15, 11]
allows to refine the parametrix of R(λ) to get a residual term which is compact on all ρNL2(X)
(N > 0) with ρ a weight function converging to 0 at infinity.
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We will use the following notations: 〈z〉 := (1+ |z|2)
1
2 ; if A is a compact operator on a Hilbert
space, |A| := (A∗A)
1
2 and (µl(A))l are the eigenvalues of |A| (called the singular values of A);
C will denote a large constant, not necessarily always the same. We shall also often identify
operators with their Schwartz kernels.
Acknowledgement. This work has been begun at Nantes University and finished at Purdue
University. I would like to thank Peter Perry, Rafe Mazzeo and Martin Olbrich for pointing out
to me some references about the subject.
2. Geometry of the manifold
This section is strongly inspired by Perry’s paper [22], the reader can refer to it for more
details (see also [16, 3, 4]). We consider a hyperbolic quotient X = Γ\Hn+1 where Γ is a
geometrically finite discrete group of hyperbolic isometries with no elliptic elements, and such
that all parabolic subgroups are conjugate to lattices of translations acting on Rn. In this
case there exists a compact K of X such that X \ K is covered by a finite number of charts
isometric to either a regular neighbourhood (Mr, gr) or a rank-k cusp neighbourhood (Mk, gk)
(with 1 ≤ k ≤ n), where
Mr = {(x, y) ∈ (0,∞)× R
n;x2 + |y|2 < 1}, gr = x
−2(dx2 + dy2),
Mk = {(x, y, z) ∈ (0,∞)× R
n−k × T k;x2 + |y|2 > 1}, gk = x
−2(dx2 + dy2 + dz2)
for k < n with (T k, dz2) a k-dimensional flat torus and
Mn = {(x, z) ∈ (0,∞)× T
n;x > 1}, gn = x
−2(dx2 + dz2)
with (T n, dz2) a n-dimensional flat torus. For notational simplicity, we will make as if there
was one neighbourhood of each type. There exist some smooth functions χi, χr, χ1, . . . , χn on
respectively X,Mr,M1, . . . ,Mn which, through the isometric charts Ir, I1, . . . , In, satisfy
(2.1) I∗rχ
r +
n∑
k=1
I∗kχ
k + χi = 1
with χi having compact support in X .
We will also use cutoff functions in what follows, thus we define
(2.2) φ, φL ∈ C
∞
0 ([0, 2)), φL = 1 on [0, 1], φ = 1 on supp(φL).
2.1. The non-maximal rank cusps neighbourhoods. Let Xk = Γk\H
n+1 be the quotient
of Hn+1 by a rank-k parabolic subgroup Γk of Γ which fixes a single point at infinity of H
n+1.
Modulo conjugation by a hyperbolic isometry, one can suppose that the fixed point is the point
at infinity of Hn+1 in the half-space model (0,∞)× Rn. Γk can then be considered as a rank-k
lattice of translations acting on Rn (actually on a subspace of Rn isomorphic to Rk), therefore
it is the image of the lattice Zk by a map Ak ∈ GLk(R) and the flat torus T
k := Γk\R
k is well
defined. Xk is isometric to R
+
x × R
n−k
y × T
k
z equipped with the metric
gk =
dx2 + dy2 + dz2
x2
dz2 being the flat metric on a k-dimensional torus T k. Mk is the subset of Xk with x
2+ |y|2 > 1
and we will often consider R+ × Rn−k as the n − k + 1-dimensional hyperbolic space Hn−k+1.
Hence,
(2.3) ρk(x, y, z) = ρk(x, y) :=
x
|y|2 + x2 + 1
= (2 cosh(dHn−k+1(x, y; 1, 0)))
−1
will be a natural weight function on Mk.
Following Perry [22], we remark that the change of coordinates
(2.4) t :=
x
x2 + |y|2
, u :=
−y
x2 + |y|2
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the cusp point c1 ≃ S
1
the infinity
t
z
u
Figure 1. The compactified neighbourhood of the cusp point c1 in dimension 3
is an isometry from Mk to
{(t, u, z) ∈ (0,∞)× Rn−k × T k; t2 + |u|2 < 1}
equipped with the metric
(2.5)
dt2 + du2 + (t2 + |u|2)2dz2
t2
and ρk(t, u) = ρk(x, y). These coordinates compactify Mk and the infinity of X in this neigh-
bourhood is then given by {ρk = 0} or equivalently {t = 0}. The ‘cusp point’ here becomes a
torus ck := {t = u = 0} ≃ T
k.
Without loss of generality and possibly by adding regular charts in the covering of a neighbour-
hood of the infinity of X , we can choose the cut-off function for the rank-k cusp neighbourhood
such that χk(x, y) := 1− φ(x)ψk(y) with ψk(y) ∈ C∞0 (|y|Rn−k < 2) and ψ
k(y) = 1 on {|y| ≤ 1}.
We also set ψkL ∈ C
∞
0 (|y| < 2) such that ψ
k = 1 on supp(ψkL), ψ
k
L = 1 on {|y| ≤ 1} and we define
χkL(x, y) := 1− φL(x)ψ
k
L(y), which satisfies χ
k
L = 1 on supp(χ
k).
2.2. The maximal rank cusps. Let Xn = Γn\H
n+1 be the quotient of Hn+1 by a rank-n
parabolic group subgroup Γn of Γ, it is then isometric to R
+
x × T
n
z equipped with the metric
gn =
dx2 + dz2
x2
dz2 being the flat metric on the n-dimensional torus T n = Γn\R
n. As before Mn is the subset
of Xn with x > 1 and the weight function we choose on Mn is ρn = x
−1. Taking u = x−1, Mn
is also isometric to
Mn = {(u, z) ∈ (0,∞)× T
n;u < 1}
with the metric
u−2(du2 + u4dz2)
and ρn = u. The infinity of X in this neighbourhood is given by the ‘cusp point’ cn := {ρn =
0} ≃ T n which is a torus.
Here χn can be taken depending only on x, for example χn(x, z) = 1 − φ(x) and we set
χnL := 1− φL(x), hence χ
n
L = 1 on supp(χ
n).
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2.3. The regular neighbourhoods. The regular neighbourhoods are those treated in [11] and
will not be discussed in details. We just recall that the weight function here is ρr := x and that
the infinity of X in this neighbourhood is given by ρr = 0.
The function χr can be chosen so that χr = φL(
x
ǫ )ψ
r(y) with ψr ∈ C∞0 (|y| < 1) and ǫ > 0
small. Let ψrL ∈ C
∞
0 (|y| < 1) with ψ
r
L = 1 on supp(ψ
r) and χrL(x, y) = φL(
x
2ǫ )ψ
r
L(y), we thus
have χrL = 1 on supp(χ
r).
2.4. Weight function, compactification. We can then define as weight function the following
(2.6) ρ := χi + I∗r (χ
rρr) +
n∑
k=1
I∗k (χ
kρk).
X can be compactified in a compact manifold with boundary X¯ such that ρ is a boundary
defining function of X¯. The boundary can be decomposed in the form ∂X¯ = B¯ ⊔ T n with B¯
a smooth compact manifold and T n the torus coming from the maximal rank cusp. From the
discussion above, we see that the metric on X can be expressed by
g =
H
ρ2
with H a smooth non-negative symmetric 2-tensor on X¯ which degenerates at cusps points
(ck)k=1,...,n. Let B := B¯ \ {c1, . . . , cn}, the restriction H |B is then a smooth metric on the
non-compact manifold B. In a sense B will be the geometric infinity where the scattering can
occur.
B
Figure 2. A fundamental domain in Sn for the infinity B of X = Γ\Hn+1
We need to construct a new weight function depending on a small paramater δ > 0, which is
equal to 1 on a big compact (depending on δ) and to ρ near infinity.
For α = 1, . . . , n, r, we have ρα(w) = Iα∗ρ(w) when χ
α(w) = 1 and there exists C > 1 such
that
(2.7) C−1ρα ≤ Iα∗ρ ≤ Cρα on supp(χ
α).
Let 1 > δ > 0 be small, we define the new weight function on X
ρδ(w) := (1 − φL(4ρ(w)δ
−1)) + ρ(w)φL(4ρ(w)δ
−1)
and using that ρ ≤ 1 we can check that ρδ = ρ on {ρ ≤
δ
4}, ρδ = 1 on {ρ >
δ
2} and ρδ ≥ ρ
everywhere, hence
(2.8) 1 ≤
ρδ
ρ
≤
4
δ
.
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We also define the function
χαδ (w) := φL(ρ(w)δ
−1)χα(w).
Thus χαL = 1 on the support of χ
α
δ and
(2.9) Iα∗ρ ≤ 2δ on supp(χ
α
δ ).
In view of (2.1), we deduce
I∗rχ
r
δ +
n∑
k=1
I∗kχ
k
δ + χ
i
δ = 1
with
χiδ(w) := 1− φL(ρ(w)δ
−1) + χi(w)φL(ρ(w)δ
−1)
having a compact support included in {ρ ≥ δ} for δ sufficiently small. Finally let
χiL,δ(w) := 1− φL(2ρ(w)δ
−1)
which is a smooth function with support in {ρ ≥ δ2} and χ
i
L,δ = 1 on supp(χ
i
δ), thus ρδ = 1 on
supp(χiL,δ).
supp(χkδ )
{χkL = 0}
ρk = 2δ
Figure 3. The support of cut-off functions in Mk
Later, this parameter δ will be chosen small enough to insure that our residual terms in the
parametrix construction have a small norm for ℜ(λ) ≫ n2 . This is, in a sense, the idea used in
[11]. For what follows and for simplicity, we will often write ρδ instead of Ik∗ρδ.
3. Parametrix and estimates
3.1. The non-maximal rank cusps. We recall that Xk = Γk\H
n+1 with Γk the image of the
lattice Zk by a map Ak ∈ GLk(R). By using a Fourier decomposition on the torus T
k = Γk\R
k
and conjugating by x
k
2 , the operator ∆Xk − λ(n− λ) acts on
L2(Xk) =
⊕
m∈Zk
Hm, Hm ≃ L
2(Rn−ky × R
+
x , x
−(n−k+1)dydx) = L2(Hn−k+1)
as a family of operators
Pm(λ) := −x
2∂2x + (n− k − 1)x∂x + x
2(∆y + |ωm|
2)− s(n− k − s)
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where ωm = 2π
t(A−1k )m form ∈ Z
k are the eigenvalues of the Laplacian on Tk (with eigenfunction
eiωm.z) and s := λ− k2 is a shifted spectral parameter. The resolventRXk(λ) = (∆Xk−λ(n−λ))
−1
for the Laplacian on Xk is computed by Perry [22] for ℜ(λ) >
n
2
(3.1) RXk(λ) =
⊕
m∈Zk
Rm(λ) on L
2(Xk) =
⊕
m∈Zk
Hm
with
(3.2) Rm(λ;x, y, x
′, y′) = |Ak|
− 12 (xx′)−
k
2
∫
Rk
RHn+1(λ;x, y, z;x
′, y′, 0)eiωm.zdz
where RHn+1(λ) = (∆Hn+1 −λ(n− λ))
−1 is the resolvent for the Laplacian on Hn+1 and |Ak| :=
| det(Ak)|. We set
(3.3) r = (|y − y′|2 + x2 + x′
2
)
1
2 , d =
xx′
r2
, τ =
xx′
r2 + |z|2
= d(1 +
|z|2
r2
)−1
and recall (see e.g. [11], [22]) that the resolvent on Hn+1 can be written for all J ∈ N ∪∞
(3.4) RHn+1(λ;x, y, z;x
′, y′, 0) = τλ
J−1∑
j=0
αj,n(λ)τ
2j + τλ+2JGJ,n(λ, τ)
αj,n(λ) :=
2−1π−
n
2 Γ(λ+ 2j)
Γ(λ− n2 + 1 + j)Γ(j + 1)
with GJ,n(λ, τ) a smooth function in τ ∈ [0,
1
2 ) with a conormal singularity at τ =
1
2 and
G∞,n(λ, τ) = 0. Note that the sum (3.4) converges locally uniformly in τ ∈ [0,
1
2 ) if J = ∞.
From (3.2) and (3.4) it is easy to see, by the change of variable w = z/r, that for m 6= 0 and
setting s := λ− k2
(3.5) Rm(λ) = d
s
J−1∑
j=0
αj,n(λ)d
2jFj,λ(rωm) + d
s+2J
∫
Rk
e−irωm.z
GJ,n(λ, d(1 + |z|
2)−1)
(1 + |z|2)λ+2J
dz
(3.6)
Fj,λ(u) = |Ak|
− 12
∫
Rk
e−iu.w(1 + |w|2)−λ−2jdw = |Ak|
− 12
2−λ−2j+1(2π)
k
2
Γ(λ+ 2j)
|u|s+2jK−s−2j(|u|)
when ℜ(λ) > n2 (see e.g. [5] for the last formula), Ks(z) being the Bessel function defined by
(3.7) Ks(z) :=
∫ ∞
0
cosh(st)e−z cosh(t)dt, z > 0.
It is easy to see (and will be studied later) that the sum (3.5) with J =∞ converges uniformly
for r > 0 and d ∈ [0, 12 ). When m = 0, R0(λ) is the shifted Green kernel of the Laplacian on
Hn−k+1, that is
(3.8) R0(λ) = d
s
J−1∑
j=0
αj,n−k(s)d
2j + ds+2JGJ,n−k(λ, d), s = λ−
k
2
.
For simplicity, we will write (3.8) under the form (3.5) by defining
Fj,λ(0) :=
αj,n−k(s)
αj,n(λ)
.
The representations (3.5) and (3.8) give a meromorphic extension of Rm(λ) to C, with poles
on k2 − N0 of finite rank which only come from the case m = 0 when n − k + 1 is even. The
continuity property of the extented operators on weighted L2 spaces will be checked later.
We are now going to find a parametrix for ∆X − λ(n− λ) on the neighbourhood I
−1
k (Mk) of
our manifold X , by using the explicit formulae given before for the cusp Xk. The constructions
are very similar to those of Guillope´-Zworski [11] for the conformally compact ends. After the
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Fourier decomposition, the construction of a parametrix will be obtained on each Hm from the
model resolvent and an iterative process as in [11] but for a n − k + 1 dimensional hyperbolic
Laplacian with the potential x2|ωm|
2.
Proposition 3.1. For N ∈ N large, there exist some bounded operators
E
k
N (λ) : ρ
N
δ L
2(Mk)→ ρ
−N
δ L
2(Mk)
K
k
N (λ) : ρ
N
δ L
2(Mk)→ ρ
N
δ L
2(Mk)
meromorphic in {ℜ(λ) > −N+12 } with simple poles at
k
2 − j (with j ∈ N0) of ranks uniformly
bounded by C(j + 1)n−k+1 such that
(∆Mk − λ(n− λ))E
k
N (λ) = χ
k
δ +K
k
N (λ),
K
k
N (λ) is trace class on ρ
N
δ L
2(Mk) and for |λ| ≤
N
2 , dist(λ,
k
2 − N0) >
1
8 and q > 0 there exists
Cδ,q > 0 such that
(3.9) det(1 + q|KkN (λ)|) ≤ e
Cδ,q〈N〉
n+2
,
the determinant being on ρNδ L
2(Mk). Moreover for λN =
N
4 ,
(3.10) ||KkN (λN )||L(ρNδ L2(Mk)) ≤ (Cδ)
N
4 .
Proof : we first set
E0(λ) := χ
k
LRXk(λ)χ
k
δ , K0(λ) := φL[∆Xk , ψ
k
L]RXk(λ)χ
k
δ , L
♯(λ) := ψkL[∆Xk , φL]RXk(λ)χ
k
δ
and, since ∆Mk = ∆Xk as a differential operator on Mk, we clearly have
(∆Mk − λ(n− λ))E0(λ) = χ
k
δ +K0(λ) + L
♯(λ).
Since the functions in the range of L♯(λ) have compact support, L♯(λ) is compact on our weighted
spaces but K0(λ) is not. However, it is important to note that the range of K0(λ) is composed
of functions whose support does not intersect the cusp point, thus they can be included in a
regular neighbourhood of infinity and the iterative method of Mazzeo-Melrose [15] (or [11]) can
then be used to remove all the Taylor expansion of K0(λ;w,w
′) at the boundary {ρ(w) = 0}.
To achieve it, one can decompose E0(λ) = ⊕m∈ZkE0,m(λ) and K0(λ), L
♯(λ) similarly on the
Fourier modes of T k and using the new variables v := x2 and v′ := x′
2
as in [11] we can write
K0,m(λ) = φL
2N∑
j=0
Kj0,m(λ) +K
♯
2N,m(λ)
where for j = 0, . . . , 2N , w = (v, y), w′ = (v′, y′), r = r(w,w′) and d = d(w,w′)
Kj0,m(λ;w,w
′) = v
s
2+j+1[∆y, ψ
k
L]r
−2s−4jαj,n(λ)Fj,λ(rωm)χ
k
δ (w
′)v′
s
2+j
K♯2N,m(λ;w,w
′) = vφL[∆y, ψ
k
L]d
s
∞∑
j=2N+1
αj,n(λ)d
2jFj,λ(rωm)χ
k
δ (w
′)
At last we complete the construction by mimicking [11, Prop. 3.1]
(3.11) Ej(λ) =
⊕
m∈Zk
Ej,m(λ), Kj(λ) =
⊕
m∈Zk
Kj,m(λ), Lj(λ) =
⊕
m∈Zk
Lj,m(λ)
with the induction formulae for j = 1, . . . , 2N
L0,m(λ) = 0,
Ej,m(λ) := Ej−1,m(λ) + [2j(2λ+ 2j − n)]
−1Kj−1j−1,m(λ),
Kj,m(λ) := K
j
j,m(λ) +K
j+1
j,m (λ) + · · ·+K
2N
j,m,
Kjj,m(λ) := K
j
j−1,m(λ) + [2j(2λ+ 2j − n)]
−1Qm(s/2 + j)K
j−1
j−1,m(λ),
K lj,m(λ) := K
l
j−1,m(λ) for l = j + 1, . . . , 2N
RESONANCES ON SOME GEOMETRICALLY FINITE HYPERBOLIC MANIFOLDS 9
Lj,m(λ) := Lj−1,m(λ) + [2j(2λ+ 2j − n)]
−1[∆Xk , φL]K
j−1
j−1,m(λ),
where Qm(ζ) is defined by
Qm(ζ) := 2(n− k − 2− 4ζ)∂v + 4v∂
2
v +∆y + |ωm|
2.
Using the crucial ’indicial relation’ (see [11, Eq. 3.12])
(∆Hn−k+1 + v|ωm|
2)vζf(v, y) = 2ζ(n− k − 2ζ)vζf(v, y) + vζ+1Qm(ζ)f(v, y),
we then obtain from the previous construction that
Pm(λ)E2N,m(λ) = χ
k
δ + φLK2N,m(λ) + L2N,m(λ) +K
♯
2N,m(λ) + L
♯
m(λ)
and a straightforward calculus shows that for w = (v, y), w′ = (v′, y′)
K2N,m(λ;w;w
′) = v
s
2+2N+1
2N−1∑
j=0
βj,2N (λ)
2N−j∏
k=1
Qm(
s
2
+ j + k)wHj,m(λ;w,w
′),
L2N,m(λ;w,w
′) = [∆Xk , φL]
∑
0≤j≤p≤2N
βj,p(λ)v
s
2+p
p−j∏
k=1
Qm(
s
2
+ j + k)wHj,m(λ;w,w
′)
with
βj,p(λ) :=
π−
n
2 Γ(λ+ 2j)2−1
Γ(λ − n2 + 1 + p)Γ(p+ 1)
Hj,m(λ;w,w
′) = [∆y , ψ
k
L]r
−2s−4jFj,λ(rωm)v
′
s
2+jχkδ (w
′).
The distributional kernels of E2N,m(λ),K2N,m(λ), L2N,m(λ) and K
♯
2N,m(λ) are holomorphic in
C when m 6= 0 and meromorphic with simple poles of finite rank at each k2 − j (j ∈ N0) when
ωm = 0, the ranks being bounded by C(1 + j)
n−k+1 (see again [11, Prop. 3.1] for details).
At this stage we can set
E
k
N (λ) :=
⊕
m∈Zk
E2N,m(λ),
K
k
N (λ) :=
⊕
m∈Zk
(
φLK2N,m(λ) + L2N,m(λ) +K
♯
2N,m(λ) + L
♯
m(λ)
)
=
⊕
m∈Z
K
k
N,m(λ).
Notice that the sums (3.11) are just formal so far, but we will show their convergence in the
following lemmas.
We will first show that KkN,m(λ) is compact on ρ
N
δ Hm and we will bound its singular
values uniformly with respect to m. These estimates will prove that
⊕M
m=0K
k
N,m(λ) con-
verges to an operator KkN (λ) compact on ρ
N
δ L
2(Xk) when M → ∞, whose singular values
are (µl(K
k
N,m(λ)))l∈N,m∈Zk if (µl(K
k
N,m(λ)))l∈N are the singular values of K
k
N,m(λ) on ρ
N
δ Hm.
Lemma 3.2. The operators φLK2N,m(λ) and L2N,m(λ) are trace class on ρ
N
δ Hm for |λ| ≤
N
2 ,
dist(λ, k2 − N0) >
1
8 and their singular values satisfy
µl
(
φLK2N,m(λ) + L2N,m(λ)
)
≤ e−
ǫ0〈ωm〉
4 δℜ(s)
(
Cl−
1
n−k+1N
)2N
max
(
1,
( 〈ωm〉
N
)ℜ(s)−|ℜ(s)|)
there for some ǫ0 > 0. Moreover, for λN =
N
4 , we have
(3.12) ||φLK2N(λN ) + L2N(λN )||L(ρN
δ
L2(Mk))
≤ (Cδ)
N
4
Proof : to begin, we give for ǫ > 0 an estimate on the Bessel function in ℜ(z) > 2ǫ
(3.13) eℜ(z)|Ks(z)| ≤ Cǫ sup
t≥0
[e−(ℜ(z)−ǫ)(e
t−1)+|ℜ(s)|t)] ≤ Cǫmax
(
1,
(
〈ℜ(s)〉
|ℜ(z)− ǫ|
)|ℜ(s)|)
.
To see that φLK2N,m(λ) is trace class on ρ
N
k Hm ≃ ρ
N
δ Hm, we use a standard trick. Let
Ω ⊂ Rn−k+1 be an open ball containing {x2 + |y|2 ≤ 4} and ∆Ω the Dirichlet realization of the
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Laplacian on Ω. Since (∆Ω + 1)
−M is trace class for M > n−k+12 on L
2(Ω), it suffices to show
that (∆Ω + 1)
Nρ−Nk φLK2N,m(λ)ρ
N
k can be extended as a bounded operator on L
2(Ω), and a
uniform bound on its norm together with a comparison with the singular values of (∆Ω + 1)
−N
will give an estimate for the singular values (µl(φLK2N,m(λ)))l∈N,m∈Zk on ρ
N
k Hm. The same
method can be applied for L2N,m(λ).
By Stirling’s formula and the complement formula, we check that for p ≥ 0 and |λ| < N2
(3.14)
∣∣∣∣βj,p(λ)2−λ−2j+1(2π)
n
2
Γ(λ+ 2j)
∣∣∣∣ ≤ CN+pp−p〈p+ λ〉−p−ℜ(λ) ≤ CN+pN−2p−ℜ(λ).
A straightforward estimate for |λ| ≤ N2 , |α| ≤ 2N shows that
|∂αw(v
s
2+2N+1ρk(v, y)
−N )| ≤ CN (|α|+N)|α|
for w = (v, y) ∈ {0 ≤ v ≤ 2, |y| ≤ 2}. We now choose the cut-off functions ψkL, φL quasi-analytic
of order 5N , that is
(3.15) ||∂αy ψ
k
L(y)||∞ ≤ (CN)
|α|, ||∂lxφL(x)||∞ ≤ (CN)
l for |α| ≤ 5N, l ≤ 5N.
Therefore, for all smooth function f(v, y) with support in {v ∈ [0, 2], |y| ≤ 2}, we have for
M ≤ N and p ≤ 2N
(3.16)
∣∣∣∣∣(∆w + 1)MφL(w)ρk(w)−Nv s2+2N+1
2N−j∏
k=1
Qm(
s
2
+ j + k)f(v, y)
∣∣∣∣∣
∞
≤ CN
∑
l0+l1+|l2|+|l3|=2N+M−j
〈ωm〉
2l0(CN)2l1+|l3||∂2l2+l3w f(w)|∞
and
(3.17)
∣∣∣∣∣(∆w + 1)M [∆Xk , φL]ρk(w)−Nv s2+p+1
p−j∏
k=1
Qm(
s
2
+ j + k)wf(v, y)
∣∣∣∣∣
∞
≤ CN
∑
l0+l1+|l2|+|l3|=p+M−j
〈ωm〉
2l0(CN)2l1+|l3||∂2l2+l3w f(w)|∞
(recall that [∆Xk , φL] has compact support). For w
′ fixed, we want to extend r(., w′) in a
complex neighbourhood of Rn−k+1 in Cn−k+1 to obtain bounds on its derivatives by Cauchy
formula. Using the fact that r(w,w′) > ǫ0 for some ǫ0 > 0 when w ∈ supp∇χ
k
L, w
′ ∈ supp(χkδ )
we argue that for (v0, y0) ∈ R× R
n such that |v0|+ |y0| ≤ ǫ <
1
2ǫ0 then
r2 = r(v + iv0, y + iy0, w
′)2 = (v + v′ + |y − y′|2 − |y0|
2) + i(v0 + 2(y − y
′).y0)
satisfies in w = (v, y) ∈ supp∇χkL, w
′ = (v′, y′) ∈ supp(χkδ )
(3.18) ℜ(r2) >
1
2
ǫ20, arg(r
2) ≤ Cǫ.
This implies, with (3.13), that for |λ| ≤ N2 , dist(λ,
k
2 − N0) >
1
8 , the function
θj,λ,p,m(w,w
′) := βj,p(λ)r
−2s−4jFj,λ(rωm)v
′
s
2+jρNk (w
′)χkδ
is analytic for p ≥ 2N in w in some complex neighbourhood Uǫ = {w ∈ C
n−k+1; dist(w,U) ≤ ǫ}
of U = supp∇χkL and can be bounded there, for m 6= 0 and some C > 0 independent of w
′, by
(3.19) |θj,λ,p,m(w,w
′)| ≤ CN+p+j
e−
ǫ0
2 〈ωm〉
N2p+ℜ(λ)
ρk(w
′)N+ℜ(s)+2j(N + 2j)ℜ(s)+2j
if ℜ(s) + 2j ≥ 0 and by
(3.20)
|θj,λ,p,m(w,w
′)| ≤ CN+p+j
e−
ǫ0
2 〈ωm〉
N2p+ℜ(λ)
ρk(w
′)N+ℜ(s)+2j max
(
〈ωm〉
ℜ(s)+2j ,
(
〈ωm〉
2
N + 2j
)ℜ(s)+2j)
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if ℜ(s) + 2j < 0. Indeed, we have from (3.18)
C−1v′
1
2 ρk(w
′)−1 ≤ ℜ(r2) ≤ |r|2 ≤ Cℜ(r2) ≤ Cv′
1
2 ρk(w
′)−1
C−1v′
1
4 ρk(w
′)−
1
2 ≤ (ℜ(r2))
1
2 ≤ ℜ(r) ≤ (ℜ(r2))
1
2 + Cv′
1
4 ρk(w
′)−
1
2 ≤ Cv′
1
4 ρk(w
′)−
1
2
for w ∈ Uǫ, w
′ ∈ supp(χkδ ), hence
ρk(w
′)N |v′
s
2+jr−2s−4j | ≤ CN+jρk(w
′)N+ℜ(s)+2j
ρk(w
′)N
∣∣∣∣∣ v
′
s
2+jr−s−2j
(Cℜ(r))|ℜ(s)+2j|
∣∣∣∣∣ ≤ CN+jρk(w′)N+ℜ(s)+2j(v′− 12 ρk(w′))|ℜ(s)2 +j|−(ℜ(s)2 +j)
and (3.19),(3.20) are obtained in view of (3.13), (3.14), the bound v′
− 12 ρk(w
′) ≤ 1 and the
uniform estimate
(ℜ(r)|ωm|)
ℜ(s)+2je−
ℜ(r)|ωm|
2 ≤ (C〈ℜ(s) + 2j〉)|ℜ(s)+2j|.
By Cauchy formula and (2.9), we deduce for |α| ≤ 4N , w ∈ U and ℜ(s) + 2j ≥ 0
(3.21)
|∂αwθj,λ,p,m(w,w
′)|
ρk(w′)n
≤ CN+j+p
δN+ℜ(s)+2j
N2p−|α|−2j
e−
ǫ0〈ωm〉
2
whereas for ℜ(s) + 2j < 0
(3.22)
|∂αwθj,λ,p,m(w,w
′)|
ρk(w′)n
≤
CN+j+pδN+ℜ(s)+2j
N2p+ℜ(λ)−|α|
e
−ǫ0〈ωm〉
2 max
(
〈ωm〉
ℜ(s)+2j ,
(
〈ωm〉
2
N + 2j
)ℜ(s)+2j)
For the case m = 0, we obtain the same bound as (3.21) by using∣∣∣∣∣βj,p(λ)αj,n−k(λ −
k
2 )
αj,n(λ)
∣∣∣∣∣ ≤ CN+p+jN−2p+2j
for |λ| ≤ N2 and dist(λ,
k
2 − N0) >
1
8 . Using (3.16), (3.17) with M = N and p ≤ 2N , (3.21),
(3.22), (3.15) and again the bound
〈ωm〉
Λe−
ǫ0〈ωm〉
4 ≤ (CΛ)Λ
for all Λ > 0, we can conclude that∣∣∣∣(∆Ω + 1)Nρ−Nk φLK2N,m(λ)ρNk ∣∣∣∣L(Hm,L2(Ω)) ≤ δ
ℜ(s)+N (CN)2N
e
ǫ0〈ωm〉
4
max
(
1, (〈ωm〉N
−1)ℜ(s)−|ℜ(s)|
)
and the same estimate for L2N,m(λ). We just recall that the singular values of (1 + ∆Ω)
−N on
L2(Ω) satisfy
µl((1 + ∆Ω)
−N ) ≤ (Cl)
2N
n−k+1
and that
(3.23) µl(AB) ≤ µl(A)||B||
if A is trace class and B bounded to show that
µl
(
φLK2N,m(λ) + L2N,m(λ)
)
≤ e−
ǫ0〈ωm〉
4 δℜ(s)+N
(
Cl−
1
n−k+1N
)2N
max
(
1,
(〈ωm〉
N
)ℜ(s)−|ℜ(s)|)
on ρNk Hm. In view of (2.7), (2.8) and (3.23) this gives
µl
(
φLK2N,m(λ) + L2N,m(λ)
)
≤ e−
ǫ0〈ωm〉
4 δℜ(s)
(
Cl−
1
n−k+1N
)2N
max
(
1,
(〈ωm〉
N
)ℜ(s)−|ℜ(s)|)
on ρNδ Hm.
By taking M = 0 in (3.16), the previous estimates also show that for ℜ(λ) > n2
||φLK2N,m(λ) + L2N,m(λ)||L(ρN
δ
Hm)
≤ CN δℜ(s)e−
ǫ0〈ωm〉
4
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and (3.12) is then easily deduced. 
In a second step, we are going to control the singular values of the terms K♯2N,m(λ) and L
♯
m(λ)
on ρNδ Hm.
Lemma 3.3. K♯2N,m(λ) and L
♯
m(λ) are trace class on ρ
N
δ Hm if δ > 0 is chosen small enough
and |λ| ≤ N2 , dist(λ,
k
2 − N0) >
1
8 . Moreover, their singular values satisfy
µl
(
K♯2N,m(λ) + L
♯
m(λ)
)
≤ e−
ǫ0〈ωm〉
4 δℜ(s)
(
Cl−
1
n−k+1N
)2N
max
(
1,
(〈ωm〉
N
)ℜ(s)−|ℜ(s)|)
there for some ǫ0 > 0 and if λN =
N
4 we have
(3.24)
∣∣∣∣∣∣K♯2N(λN ) + L♯(λN )∣∣∣∣∣∣
L(ρN
δ
L2(Mk))
≤ (Cδ)
N
4
Proof : we recall that
ρNk (w)K
♯
2N,m(λ;w,w
′)ρNk (w
′) = ρNk v
s
2+2N+1φL[∆Xk , ψ
k
L]
∑
j≥2N+1
vj−2N−1θj,λ,j,m(w,w
′)
provided the sum converges. Taking advantage of the estimates (3.21), we find for w ∈ Uǫ,
|λ| ≤ N2 , ℜ(s) + 2j ≥ 0 and p ≥ 0
(3.25) |vpθj,λ,j,m(w,w
′)| ≤ CN+pδℜ(s)+Ne−
ǫ0〈ωm〉
2 (Cδ)jρk(w
′)n
which proves that the sum converges if δ is chosen small enough and we obtain
|ρNk (w)K
♯
2N,m(λ;w,w
′)ρNk (w
′)| ≤ (Cδ)N δℜ(s)+Ne−
ǫ0〈ωm〉
4 ρk(w
′)n.
Using the arguments of Lemma 3.2, it is straightforward to check that
µl(K
♯
2N,m(λ)) ≤ (Cδ)
Ne−
ǫ0〈ωm〉
4 l−2.
For L♯(λ) the method is similar, we recall that
ρ−Nk (w)L
♯
m(λ;w,w
′)ρNk (w
′) = ρ−Nk ψ
k
L[∆Xk , φL]v
s
2
∞∑
j=0
vjθj,λ,j,m(w,w
′).
Using (3.25) for ℜ(s) + 2j ≥ 0 and (3.22) for ℜ(s) + 2j ≤ 0, we find that
|∂Nw (v
jθj,λ,j,m(w,w
′))| ≤ e−
ǫ0〈ωm〉
2 (CN)2N δℜ(s)+N (Cδ)j max(1, (〈ωm〉N
−1)ℜ(s)−|ℜ(s)|)ρk(w
′)n
for w in the complex neighbourhood Uǫ of supp(∇χ
k
L). One deduces that the sum L
♯
m(λ)
converges for small δ and the arguments of Lemma 3.2 yield the bound
µl(L
♯
m(λ)) ≤ e
−
ǫ0〈ωm〉
4 δℜ(s)
(
Cl−
1
n−k+1N
)2N
max
(
1, (N−1〈ωm〉)
ℜ(s)−|ℜ(s)|
)
on ρNδ Hm. These estimates on the singular values also imply (3.24). 
Lemmas 3.2 and 3.3 clearly prove that∑
m∈Zk
∑
l∈N
µl(K
k
N,m(λ)) <∞
and we have
∏
m∈Zk
∏
l∈N
(1 + qµl(K
k
N,m(λ))) ≤ exp

 ∑
m∈Zk
∑
l∈N
log
(
1 + (Λl−
1
n−k+1 )2N
) .
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with Λ := Cqδ−1e−
ǫ0〈ωm〉
8N N max(1, (N〈ωm〉
−1)
1
2 ). Now, we use∑
l
log
(
1 + (Λl−
1
n−k+1 )2N
)
≤
∫ ∞
0
log
(
1 + (Λt−
1
n−k+1 )2N
)
dt
≤ Λn−k+1
∫ ∞
0
log(1 + t−
2N
n−k+1 )dt
≤ CNΛn−k+1
∫ ∞
1
t−
3
2 dt
≤ Cq,δe
−
ǫ0〈ωm〉
8N Nn−k+2max(1, (N〈ωm〉
−1)
1
2 ).
for some Cq,δ > 0. Finally, since 〈ωm〉 ≥ C|m| for some C > 0 depending on Ak ∈ GLk(R) we
have ∑
m∈Zk
|ωm|≥N
e−
ǫ0〈ωm〉
8N ≤
∑
j∈N0
∑
j≤|m|≤j+1
e−
j
CN ≤ C
∫ ∞
0
tk−1e−
t
CN dt ≤ CNk
and ∑
m∈Zk
〈ωm〉≤N
e−
ǫ0〈ωm〉
8N
√
N
〈ωm〉
≤
∑
j∈N0
∑
j≤|m|≤j+1
e−
j
CN
√
N
〈j〉
≤ C
∫ ∞
0
tk−1
√
N
t
e−
t
CN dt ≤ CNk.
This proves that we can find Cδ,q > 0 such that∏
m∈Zk
∏
l∈N
(1 + qµl(K
k
N,m(λ))) ≤ Cδ,qe
Cδ,qN
n+2
for |λ| ≤ N2 , dist(λ,
k
2 − N0) >
1
8 , thus (3.9) is obtained.
The bound (3.10) is a consequence of Lemmas 3.2 and 3.3.
To conclude the proof of Theorem 3.1, it remains to prove the
Lemma 3.4. The operator EkN (λ) is continuous from ρ
N
δ L
2(Mk) to ρ
−N
δ L
2(Mk).
Proof : except ρNδ E0(λ)ρ
N
δ , we have seen that the other terms in the expression of ρ
N
δ E
k
N (λ)ρ
N
δ
have Schwartz kernels in L2(Mk × Mk) and thus are bounded on L
2(Mk). To deal with
ρNδ E0(λ)ρ
N
δ , we take J = 2N in (3.5) and first show that
(3.26) (ρδ(w)ρδ(w
′))Nds+2N
∫
Rk
e−irωm.z(1 + |z|2)−s−2NG2N,n(s, d(1 + |z|
2)−1)dz
are the kernels of bounded operators on Hm with norms uniformly bounded with respect to m
when |s| ≤ N2 . We know that G2N,n(s, τ) is smooth for τ ∈ [0,
1
2 ) thus (3.26) is square integrable
in (Mk ×Mk) \ {d >
1
8} with norm bounded by CN for |s| ≤
N
2 . Now using [22, Prop. A.1], we
deduce that (3.26) is bounded for {d > 18} by ϕ(dHn−k+1(w,w
′)) for a function ϕ > 0 satisfying∫ 1
0
ϕ(τ)τn−kdτ ≤ CN
for |s| ≤ N2 . Therefore, Proposition B.1 of [22] allows to conclude that (3.26) is bounded on Hm
uniformly with respect to m. Now it just remains to show the boundedness of the operator on
Hm whose kernel is ρk(w)
Nρk(w
′)Nds+2jFj,λ(r|ωm|) with a uniform bound with respect to m.
First we use that
ρk(w)
Nρk(w
′)Ndℜ(s)+2j ≤ CNρk(w)
N
2 ρk(w
′)
N
2
if |s| ≤ N2 , which is straightforward for ℜ(s) + 2j > 0 and comes easily from the estimate
d−1 < C
(
1
ρk(w)x′
+
1
ρk(w′)x
)
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if ℜ(s) + 2j < 0. Now to bound Fj,λ(r|ωm|) we see that if r|ωm| > 1 then
(r|ωm|)
s+2jK−s−2j(r|ωm|)| ≤ CN
in view of the bound (3.13), whereas if r|ωm| < 1 we can use that Ks(z) = z
sφs(z
2)+z−sφ−s(z
2)
for some function φs(z
2) smooth on z ∈ [0, 1] and observe that
|Fj,λ(r|ωm|)| ≤ |φ−s−2j(r|ωm|)|+ |(r|ωm|)
2s+4jφs+2j(r|ωm|)|
is bounded by CN if ℜ(s) + 4j > 0 and by CN r
2ℜ(s)+4j ≤ CNd
−ℜ(s)−2j(ρk(w)ρk(w
′))−
N
2 if
ℜ(s) + 2j < 0. This proves that in all cases we have
|ρk(w)
Nρk(w
′)Nds+2jFj,λ(r|ωm|)| ≤ CN (ρk(w)ρk(w
′))
N
2
and we conclude that ρk(w)
Nρk(w
′)Nds+2jFj,λ(r|ωm|) is the kernel of a Hilbert Schmidt operator
onHm with norm uniformly bounded with respect tom, this achieves the proof of the Lemma. 
The Proposition 3.1 is then proved. 
3.2. The maximal rank cusps. We recall that Xn = Γn\H
n+1 is a quotient by a group of
translations acting on Rn. The lattice of translations Γn acting on R
n is the image of the lattice
Zk by a map An ∈ GLn(R). By using a Fourier decomposition on the torus T
n = Γn\R
n and
conjugating by x
n
2 , the operator ∆Xn − λ(n− λ) acts on
L2(Xn) =
⊕
m∈Zn
Hm, Hm ≃ L
2(R+, x−1dx)
as a family of operators
Pm(λ) := −(x∂x)
2 + x2|ωm|
2 + s2
where ωm = 2π
t(A−1n )m for m ∈ Z
n and s := λ − n2 the shifted spectral parameter. By
elementary Sturm-Liouville theory (see [7, Lem. 3.1]), we find that the resolvent RXn(λ) =
(∆Xn − λ(n− λ))
−1 for the Laplacian on Xn is for ℜ(λ) >
n
2
(3.27) RXn(λ) =
⊕
m∈Zn
Rm(λ) on L
2(Xn) =
⊕
m∈Zn
Hm
with
Rm(λ;x, x
′) = −K−s(|ωm|x)Is(|ωm|x
′)H(x− x′)−K−s(|ωm|x
′)Is(|ωm|x)H(x
′ − x), m 6= 0
R0(λ;x, x
′) = (2s)−1e−s| log(x/x
′)|
where H is the Heaviside function, Ks is defined in (3.7) and Is is the modified Bessel function.
Now we construct a parametrix for ∆X − λ(n − λ) on the end I
−1
n (Mn) of our manifold X .
Notice however that better estimates could be obtained for this part (see e.g. [10]) since the
problem is essentially reduced to the one-dimensional case.
Proposition 3.5. There exist some bounded operators
E
n
N (λ) : ρ
N
δ L
2(Mn)→ ρ
−N
δ L
2(Mn)
K
n
N (λ) : ρ
N
δ L
2(Mn)→ ρ
N
δ L
2(Mn)
holomorphic in {ℜ(λ) > −N+12 , λ 6=
n
2 } with at most a simple pole at
n
2 and such that
(∆Mn − λ(n− λ))E
n
N (λ) = χ
n
δ +K
n
N (λ),
K
n
N (λ) is trace class on ρ
N
δ L
2(Mn) and for q > 0 there exists Cδ,q > 0 such that for |λ| ≤
N
2
det(1 + q|KnN (λ)|) ≤ e
Cδ,q〈N〉
n+2
,
the determinant being on ρNδ L
2(Mn). Moreover, for λN =
N
4 ,
||KnN (λN )||L(ρN
δ
L2(Mn)) ≤ (Cδ)
N
4 .
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Proof : let us set
E
n
N (λ) := χ
n
LRXn(λ)χ
n
δ , K
n
N (λ) := [∆Xn , χ
n
L]RXn(λ)χ
n
δ
and check that this choice satisfies the announced properties. The boundedness of EnN (λ) is
obtained by Schur’s lemma. To show that KnN (λ) is trace class on ρ
N
δ L
2(Mn) and to estimate
its singular values, we analyze each [x∂x, φL]Rm(λ)χ
n
δ on ρ
N
δ Hm and use the same arguments
as for the non-maximal rank cusps. Since we do not need the optimal estimates for the singular
values, it suffices to control the derivatives of Rm(λ;x, x
′) outside the diagonal. This is easily
obtained from the formulae
Ik(z) =
1
π
∫ π
0
ez cos(u) cos(ku)du−
sin(kπ)
π
∫ ∞
0
e−z cosh(u)−kudu
K−k(z) =
∫ ∞
0
cosh(ku)e−z cosh(u)du.
the analyticity in z and Cauchy’s formula as for the non-maximal rank cusps. Then a straight-
forward calculus shows that the singular values of [x∂x, φL]Rm(λ)χ
n
δ on ρ
N
δ Hm satisfy
µl([x∂x, φL]Rm(λ)χ
n
δ ) ≤ e
−
ǫ0〈ωm〉
4 δℜ(s)
(
Cl−1N
)2N
max
(
1, (N−1〈ωm〉)
ℜ(s)−|ℜ(s)|
)
for some ǫ0 > 0 and the arguments of Proposition 3.1 allow to complete the proof. 
3.3. The regular neighbourhoods. For this part of the parametrix, we use the work of Guil-
lope´-Zworski [11] and deduce the following
Proposition 3.6. There exists some bounded operators
E
r
N (λ) : ρ
N
δ L
2(Mr)→ ρ
−N
δ L
2(Mr)
K
r
N (λ) : ρ
N
δ L
2(Mr)→ ρ
N
δ L
2(Mr)
meromorphic in ℜ(λ) > −N+12 with simple poles at −j (with j ∈ N0) of ranks uniformly bounded
by C(j + 1)n+1 such that
(∆Mr − λ(n− λ))E
r
N (λ) = χ
r
δ +K
r
N (λ),
K
r
N (λ) is trace class on ρ
N
δ L
2(Mr) and for q > 0 and |λ| ≤
N
2 and dist(λ,−N0) >
1
8 there exists
Cδ,q > 0 such that
det(1 + q|KrN (λ)|) ≤ e
Cδ,q〈N〉
n+2
,
the determinant being on ρNδ L
2(Mr). Moreover, for λN =
N
4 ,
||KrN (λN )||L(ρN
δ
L2(Mr)) ≤ (Cδ)
N
4 .
Proof : we begin by defining a new cut-off function χrL,δ(x, y) = φL(Cxδ
−1)ψrL(y) with C cho-
sen so that χrL,δ = 1 on supp(χ
r
L). It suffices now to use the construction of [11, Prop. 3.1] with
the cut-off functions χrL,δ and χ
r
δ (i.e. the functions χ
δ
1, χ
δ
2 of [11] are χ
r
L,δ, χ
r
δ here). Note that
in their construction, Guillope´ and Zworski used for χδ2 a function having a product structure
like χrL,δ but it is not difficult to see that our χ
r
δ suits as well by using that C
−1x ≤ ρδ ≤ Cxδ
−1
in Mr for some C > 0. The end of the proof is given by Proposition 4.1 of [11]. 
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4. Bounds on resonances
Combining the Propositions 3.1-3.5-3.6 and the same kind of arguments used by Guillope´-
Zworski [11], we can prove the Theorems.
Proof of Theorem 1.1: the first thing is to construct the final parametrix. We define for
ℜ(λ) > −N+12
EN (λ) := χ
i
L,δR(λN )χ
i
δ +
n∑
k=1
(Ik)
∗
E
k
N (λ)(Ik)∗ + (Ir)
∗
E
r
N (λ)(Ir)∗
KN (λ) := K
i
N (λ) +
n∑
k=1
(Ik)
∗
K
k
N (λ)(Ik)∗ + (Ir)
∗
K
r
N (λ)(Ir)∗
K
i
N (λ) := [∆X , χ
i
L,δ]R(λN )χ
i
δ + (λ(n− λ)− λN (n− λN ))χ
i
L,δR(λN )χ
i
δ
and we get by construction
(∆X − λ(n− λ))EN (λ) = 1 +KN (λ).
Moreover we deduce from the Propositions 3.1, 3.5 and 3.6 that KN (λ)
n+2 is trace class on
ρNδ L
2(X) such that ||KN (λN )||L(ρN
δ
L2(X)) ≤
1
2 if δ is chosen small and N large, and EN (λ) is
bounded from ρNδ L
2(X) to ρ−Nδ L
2(X). Consequently, (1 +KN (λN )) is invertible on ρ
N
δ L
2(X)
and Fredholm analytic theory allows to invert (1+KN(λ)) meromorphically with finite rank poles
on the same Hilbert space, which gives the analytic continuation of R(λ) to {ℜ(λ) > −N+12 } as
a family of operators in L(ρNL2(X), ρ−NL2(X)), thus to C from L2comp(X) to L
2
loc(X) since N
can be chosen arbitrarily large. 
Proof of Theorem 1.2: we define the determinant
DN (λ) := det(1 +KN (λ)
n+2)
on ρNδ L
2(X). This is a meromorphic function in ℜ(λ) > N+12 such that the resonances of ∆X
are contained in the set of zeros of DN with multiplicities and
1
2 (n − N) with multiplicity of
1
2 (n − j) bounded by vj(DN ) + C(j + 1)
n+1 where vj(DN ) is the order of the zero (or pole) j
for DN (see the appendix of [11] for the multiplicity). Moreover by fixing δ small enough, it is
clear that | det(1 +KN (λN )
n+2)| > 12 for N large.
δ is now fixed as before, we then use Lemma 6.1 of [10] and deduce that
|DN (λ)| ≤ q
∑
k=1,...,n,r
det(1 + q|KkN (λ)|)
q + q det(1 + q|KiN (λ)|
n+2)q
for some q > 0 independant of N . Moreover, it is straightforward to see that there exists C > 0
such that
µl(K
i
N (λ)) ≤ C(|λ− λN |+ 1)l
− 1
n+1
which combined with the Propositions 3.1, 3.5 and 3.6 shows that
|DN (λ)| ≤ Ce
CNn+2
for |λ| ≤ N2 and dist(λ,
1
2 (n− N)) >
1
8 . To complete the proof, it suffices to multiply DN (λ) by
the function
gP (λ) := λ
P2n+1
∏
ω∈U2n+4.
1
2 (n−N)
(
E
(
λ
ω
, n+ 2
))P (|2ω|)n+1
as defined in Section 5 of [11] (Um being the set of m-th root of the unity and E(z, p) :=
(1− z) exp(z + · · ·+ p−1zp) are the elementary Weierstrass functions) and use the Lemmas 5.1
and 5.3 of this article to prove that for P big enough (independant of N), DN (λ)gP (λ) is a holo-
morphic function bounded by CeCN
n+2
in the disc |λ| ≤ N2 (note that the maximum principle
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is used to control the norms near the points n−j2 for j ∈ N). In view of the discussion about
the relation between resonance multiplicity and the valuation of determinant, this completes the
proof of the Theorem by applying Jensen’s lemma to gpDN in the disc centered in λN =
N
4 with
radius N2 . 
References
[1] U. Bunke, M. Olbrich, Scattering theory for geometrically finite groups, Arxiv: math.DG/9904137.
[2] Y. Colin de Verdie`re, The´orie spectrale des surfaces de Riemann d’aire infinie, Asterisque 132 (1985),
259-275.
[3] R. Froese, P. Hislop, P.Perry, A Mourre estimate and related bounds on hyperbolic manifolds with cusps of
non-maximal rank, J. Funct. Anal. 98 (1991), 292-310.
[4] R. Froese, P. Hislop, P. Perry, The Laplace operator on hyperbolic three-manifolds with cusps of non-maximal
rank, Invent. Math. 106 (1991), 295-333.
[5] I.M. Gelfand, G.E. Shilov, Generalized functions, Vol 1, Academic Press, New-york and London, 1964.
[6] C.R. Graham, M. Zworski, Scattering matrix in conformal geometry, Invent. Math. 152 (2003), 89-118.
[7] C. Guillarmou, Absence of resonances near the critical line on asymptotically hyperbolic manifolds, to appear
in Asymptotic Analysis.
[8] C. Guillarmou, Scattering on some geometrically finite hyperbolic manifolds, in preparation.
[9] L. Guillope´, Fonctions Zeˆta de Selberg et surfaces de ge´ome´trie finie, Adv. Stud. Pure Math. 21 (1992),
33-70.
[10] L. Guillope´, M. Zworski, Upper bounds on the number of resonances for non-compact complete Riemann
surfaces, J. Funct. Anal. 129 (1995), 364-389.
[11] L. Guillope´, M. Zworski, Polynomial bounds on the number of resonances for some complete spaces of
constant negative curvature near infinity, Asymp. Anal. 11 (1995), 1-22.
[12] L. Guillope´, M. Zworski, Scattering asymptotics for Riemann surfaces, Ann. Math. 145 (1997), 597-660.
[13] M. Joshi, A. Sa´ Barreto, Inverse scattering on asymptotically hyperbolic manifolds, Acta Math. 184 (2000),
41-86.
[14] R. Mazzeo , Elliptic theory of differential edge operators. I, Comm. P.D.E. 16 (1991), 1615-1664.
[15] R. Mazzeo, R. Melrose, Meromorphic extension of the resolvent on complete spaces with asymptotically
constant negative curvature, J. Funct. Anal. 75 (1987), 260-310.
[16] R. Mazzeo, R. Phillips, Hodge theory on hyperbolic manifolds, Duke Math. J. 60 (1990), 509-559.
[17] W. Mu¨ller, Spectral geometry and scattering theory for certain complete surfaces of finite volume, Invent.
Math. 109 (1992), 265-305.
[18] S. Patterson The Laplacian operator on a Riemann surface I, II, III, Comp. Math. 31 (1975), 83-107, 32
(1976), 71-112 and 33 (1976), 227-259.
[19] S. Patterson, P. Perry, The divisor of Selberg’s zeta function for Kleinian groups. Appendix A by Charles
Epstein., Duke Math. J. 106 (2001) 321-391.
[20] P. Perry The Laplace operator on a hyperbolic manifold II, Eisenstein series and the scattering matrix, J.
Reine Angew. Math. 398 (1989) 67-91.
[21] P. Perry The Selberg zeta function and a local trace formula for Kleinian groups, J. Reine Angew. Math.
410 (1990), 116-152.
[22] P. Perry, Meromorphic continuation of the resolvent for Kleinian Groups, Spectral problems in geometry
and arithmetic (Iowa City, IA, 1997), Contemp. Math. 237 (1999), 123-147.
[23] A. Selberg, Go¨ttingen lectures, in ”Collected Works”, Vol. I, pp. 626-674, Springer-Verlag, Berlin, 1989.
[24] M. Zworski, Dimension of the limit set and the distribution of resonances for convex co-compact hyperbolic
surfaces, Invent. Math. 136 (1999), 353-409.
Laboratoire de Mathe´matiques Jean Leray UMR 6629 CNRS/Universite´ de Nantes (France) and
Department of Mathematics, Purdue University, West Lafayette, IN (USA)
E-mail address: cguillar@math.purdue.edu
