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Abstract
Combining Carleson-Chang’s result [9] with blow-up analysis, we prove existence of extremal
functions for certain Trudinger-Moser inequalities in dimension two. This kind of inequality was
originally proposed by Adimurthi and O. Druet [1], extended by the author to high dimensional
case and Riemannian surface case [40, 41], generalized by C. Tintarev to wider cases including
singular form [36] and by M. de Souza and J. M. do O´ [14] to the whole Euclidean space R2.
In addition to the Euclidean case, we also consider the Riemannian surface case. The results in
the current paper complement that of L. Carleson and A. Chang [9], M. Struwe [35], M. Flucher
[16], K. Lin [19], and Adimurthi-Druet [1], our previous ones [41, 26], and part of C. Tintarev
[36].
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1. Introduction
Let Ω be a smooth bounded domain in R2 and W1,2
0
(Ω) be the usual Sobolev space. The
classical Trudinger-Moser inequality [44, 33, 32, 37, 30] says
sup
u∈W
1,2
0
(Ω), ‖∇u‖2≤1
∫
Ω
e4πu
2
dx < ∞. (1)
Here and throughout this paper we denote the Lp-norm by ‖ · ‖p. This inequality is sharp in the
sense that for any α > 4π, the integrals in (1) are still finite but the supremum is infinite. Let
uk ∈ W
1,2
0
(Ω) be such that ‖∇uk‖2 = 1 and uk ⇀ u weakly in W
1,2
0
(Ω). Then P. L. Lions [20]
proved that for any p < 1/(1 − ‖∇u‖2
2
), there holds
lim sup
k→∞
∫
Ω
e4πpu
2
kdx < ∞. (2)
This inequality gives more information than the Trudinger-Moser inequality (1) in case u . 0.
While in case u ≡ 0, it is weaker than (1). However Adimurthi and O. Druet [1] proved that for
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any α, 0 ≤ α < λ1(Ω),
sup
u∈W
1,2
0
(Ω), ‖∇u‖2≤1
∫
Ω
e4πu
2(1+α‖u‖2
2
)dx < ∞, (3)
and that the supremum is infinity when α ≥ λ1(Ω), where λ1(Ω) is the first eigenvalue of the
Laplacian operator with respect to Dirichlet boundary condition. For any sequence of functions
uk ∈ W
1,2
0
(Ω) with ‖∇uk‖2 = 1 and uk ⇀ u weakly in W
1,2
0
(Ω), if u . 0, it then follows from (3)
that for any α, 0 ≤ α < λ1(Ω),
lim sup
k→∞
∫
Ω
e4πu
2
k
(1+α‖uk‖
2
2
)dx < ∞. (4)
Note that 1 + α‖uk‖
2
2
< 1 + ‖∇u‖2
2
< 1/(1 − ‖∇u‖2
2
) for sufficiently large k. (4) is weaker than (2).
If u ≡ 0, we already see that (2) is weaker than (1), and obviously (4) is stronger than (1).
A natural question is to find the high dimensional analogue of (3). LetΩ be a smooth bounded
domain in Rn (n ≥ 3). We proved in [40] that for any 0 ≤ α < λ1(Ω),
sup
u∈W
1,n
0
(Ω), ‖∇u‖nn≤1
∫
Ω
eαn |u|
n
n−1 (1+α‖u‖nn)
1
n−1
dx < ∞, (5)
and that the supremum is infinite when α ≥ λ1(Ω), where αn = nω
1/(n−1)
n−1
, ωn−1 is the area of the
unit sphere in Rn, and λ1(Ω) is defined by
λ1(Ω) = inf
u∈W
1,n
0
(Ω), u.0
∫
Ω
|∇u|ndx∫
Ω
|u|ndx
.
Trudinger-Moser inequalities on Riemannian manifolds were due to T. Aubin [7], J. Moser
[30], P. Cherrier [12, 13], and L. Fontana [17]. Also a few results was recently obtained, on
complete noncompact Riemannian manifolds, by G. Mancini and K. Sandeep [27, 28] and the
author [43]. One may ask whether or not the analogue of (3) holds on compact Riemannian
surface. Let (Σ, g) be a compact Riemannian surface without boundary. In [41], we proved the
following: For any α, 0 ≤ α < λ1(Σ), there holds
sup
u∈W1,2(Σ), ‖∇gu‖2≤1,
∫
Σ
udvg=0
∫
Σ
e4πu
2(1+α‖u‖2
2
) < ∞, (6)
and the supremum is infinite when α ≥ λ1(Σ), where W
1,2(Σ) is the usual Sobolev space and
λ1(Σ) is defined by
λ1(Σ) = inf
u∈W1,2(Σ),
∫
Σ
udvg=0, u.0
∫
Σ
|∇gu|
2dvg∫
Σ
u2dvg
. (7)
If (Σ, g) is a compact Riemannian surface with smooth boundary, the trace Trudinger-Moser
inequalities were also established in [22, 42].
Existence of extremal functions for Trudinger-Moser inequality (1) was first obtained by L.
Carleson and A. Chang [9] when Ω is a unit ball. This result was extended by M. Struwe [35]
to domains close to a disc in a measure sense, and by M. Flucher and K. Lin [16, 19] to general
bounded smooth domains. Later these results were extended by B. Ruf [34] and Li-Ruf [24]
to the whole Euclidean space. The existence result on compact Riemannian manifold was first
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obtained by Y. Li [21], then by Y. Li and P. Liu [22], and by the author [39]. For existence of
extremal functions for Trudinger-Moser inequality of Adimurthi-Druet type (Trudinger-Moser
inequalities analogous to (3) above or (9) below), we proved in [41, 26] that supremums in (3)
and (6) are attained for sufficiently small α ≥ 0, and that the supremum in (5) (n ≥ 3) is attained
for all α, 0 ≤ α < λ1(Ω). In this direction, M. de Souza and J. M. do O´ [14] generalized (3) to
the whole Euclidean space R2, and the existence of extremal functions was also obtained.
Recently G. Wang and D. Ye [38] proved the existence of extremal functions for a singular
Trudinger-Moser inequality. Precisely, let B be a unit disc in R2, there holds
sup∫
B
|∇u|2dx−
∫
B
u2
(1−|x|2 )2
dx≤1
∫
Ω
e4πu
2
dx < ∞, (8)
and the supremum is attained. Another Trudinger-Moser inequality with interior singularity
had been established by Adimurthi-Sandeep [2] on bounded smooth domain and Adimurthi and
the author [4] on the whole Euclidean space. Moreover C. Tintarev [36] modified the classical
Trudinger-Moser inequality as follows: Let Ω be a smooth bounded domain in R2. There holds
sup∫
Ω
|∇u|2dx−
∫
Ω
V(x)u2dx≤1
∫
Ω
e4πu
2
dx < ∞ (9)
for some class of V(x) > 0 including (3) and (8). For extremal functions for Trudinger-Moser in-
equalities on the hyperbolic space, we refer the reader to G. Mancini, K. Sandeep and C. Tintarev
[29] and the references therein.
One of our goals in the current paper is to prove that the supremum in (9) is attained in case
V(x) ≡ α with 0 ≤ α < λ1(Ω). Also we consider similar problem for 0 ≤ α < λℓ+1(Ω), the (ℓ +
1)th eigenvalue of the Laplacian operator with respect to Dirichlet boundary condition. Moreover
the Riemannian surface case are discussed. Our method is combining Carleson-Chang’s result
[9] with blow-up analysis. For earlier works involving this method, we refer the reader to [23,
40, 24, 26, 38]. Before ending this section, we remark that for results in this paper, there is a
possibility of another proof, which is based on the explicit structure of putative weakly vanishing
maximizing sequences as concentrating Moser functions. For details about this new method, we
refer the reader to Adimurthi and C. Tintarev [3].
2. Main Results
In this paper we concern extremal functions for Trudinger-Moser inequalities of Adimurthi-
Druet type. Let us first consider the Euclidean case. Let Ω be a smooth bounded domain in R2
and λ1(Ω) be the first eigenvalue of the Laplacian operator with respect to Dirichlet boundary
condition. Denote
‖u‖1,α =
(∫
Ω
|∇u|2dx − α
∫
Ω
u2dx
)1/2
(10)
for any u ∈ W
1,2
0
(Ω) with
∫
Ω
|∇u|2dx − α
∫
Ω
u2dx ≥ 0. Clearly ‖ · ‖1,α is equivalent to the Sobolev
norm ‖ · ‖W1,2
0
(Ω) when 0 ≤ α < λ1(Ω). Our first result can be stated as follows:
3
Theorem 1. Let Ω be a smooth bounded domain in R2, λ1(Ω) be the first eigenvalue of the
Laplacian operator with respect to Dirichlet boundary condition. If 0 ≤ α < λ1(Ω), then the
supremum
sup
u∈W
1,2
0
(Ω), ‖u‖1,α≤1
∫
Ω
e4πu
2
dx (11)
can be attained by some function u0 ∈ W
1,2
0
(Ω) ∩C1(Ω) with ‖u0‖1,α = 1, where ‖ · ‖1,α is defined
as in (10).
Theorem 1 obviously implies C. Tintarev’s inequality (9) in the case V(x) ≡ α, and whence
leads to Adimurthi and O. Druet’s original inequality (3). It should be remarked that Theorem
1 does not imply that the supremum in (3) is attained for all α, 0 ≤ α < λ1(Ω). Indeed, ([26],
Theorem 1.2, the case p = 2) has not been improved so far. When α = 0, Theorem 1 recovers
the results of L. Carleson and A. Chang [9], M. Struwe [35], M. Flucher [16] and K. Lin [19] in
dimension two.
Obviously the supremum (11) is infinite if α ≥ λ1(Ω). It is natural to ask what we can say
when other eigenvalues of the Laplacian operator are involved. Precisely, let λ1(Ω) < λ2(Ω) <
· · · be all distinct eigenvalues of the Laplacian operator with respect to Dirichlet boundary con-
dition and Eλ j(Ω)’s be associated eigenfunction spaces, namely
Eλ j(Ω) =
{
u ∈ W1,2
0
(Ω) : −∆u = λ j(Ω)u
}
.
Note that W1,2
0
(Ω) is a Hilbert space when it is equipped with the inner product
〈u, v〉 =
∫
Ω
∇u∇vdx, ∀u, v ∈ W1,2
0
(Ω).
For any positive integer ℓ, We set
Eℓ = Eλ1(Ω) ⊕ Eλ2(Ω) ⊕ · · · ⊕ Eλℓ(Ω)
and
E⊥ℓ =
{
u ∈ W
1,2
0
(Ω) :
∫
Ω
uvdx = 0,∀v ∈ Eℓ
}
. (12)
It is clear that
W1,2
0
(Ω) = Eℓ ⊕ E
⊥
ℓ , ∀ℓ = 1, 2, · · · .
Similar to Theorem 1, we have the following:
Theorem 2. Let Ω be a smooth bounded domain in R2, ℓ be any positive integer, λℓ+1(Ω) be the
(ℓ + 1)th eigenvalue of the Laplacian operator with respect to Dirichlet boundary condition, and
E⊥
ℓ
be a function space defined as in (12). Then for any α, 0 ≤ α < λℓ+1(Ω), the supremum
sup
u∈E⊥
ℓ
, ‖u‖1,α≤1
∫
Ω
e4πu
2
dx (13)
can be attained by some u0 ∈ E
⊥
ℓ
∩C1(Ω) with ‖u0‖1,α = 1, where ‖ · ‖1,α is defined as in (10).
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A quite interesting case of Theorem 2 is α = 0. It follows that for any positive integer ℓ, the
supremum
sup
u∈E⊥
ℓ
, ‖∇u‖2≤1
∫
Ω
e4πu
2
dx
can be attained by some u0 ∈ E
⊥
ℓ
with ‖∇u0‖2 = 1, which is new so far. If we denote E0 = {0}
and E⊥
0
= W
1,2
0
(Ω), then Theorem 1 is exactly Theorem 2 in case that ℓ = 0.
Now we consider the manifold case. Let (Σ, g) be a compact Riemannian surface without
boundary, ∇g and ∆g be its gradient operator and Laplace-Beltrami operator respectively, and
λ1(Σ) be the first eigenvalue of ∆g (see (7) above). We denote
‖u‖1,α =
(∫
Σ
|∇gu|
2dvg − α
∫
Σ
u2dvg
)1/2
(14)
for all u ∈ W1,2(Σ) with
∫
Σ
|∇gu|
2dvg − α
∫
Σ
u2dvg ≥ 0. Now we state an analogue of Theorem 1
as follows:
Theorem 3. Let (Σ, g) be a compact Riemannian surface without boundary, λ1(Σ) be the first
eigenvalue of the Laplace-Beltrami operator. If 0 ≤ α < λ1(Σ), then the supremum
sup
u∈W1,2(Σ),
∫
Σ
udvg=0, ‖u‖1,α≤1
∫
Σ
e4πu
2
dvg
can be attained by some u0 ∈ W
1,2(Σ) ∩C1(Σ) with
∫
Σ
u0dvg = 0 and ‖u0‖1,α = 1, where ‖ · ‖1,α is
defined as in (14).
In case α = 0, Theorem 3 reduces to a result of Y. Li [21]. Also it should be remarked that
when 0 ≤ α < λ1(Σ), the inequality
Λ1,α = sup
u∈W1,2(Σ),
∫
Σ
udvg=0, ‖u‖1,α≤1
∫
Σ
e4πu
2
dvg < +∞ (15)
is stronger than that
Λα = sup
u∈W1,2(Σ),
∫
Σ
udvg=0, ‖∇gu‖2≤1
∫
Σ
e4πu
2(1+α‖u‖2
2
)dvg < +∞, (16)
which was studied by the author in [41]. In fact, if u ∈ W1,2(Σ) satisfies
∫
Σ
udvg = 0 and
‖∇gu‖2 ≤ 1, then ‖u‖
2
1,α
≤ 1 − α‖u‖2
2
. Since 1 + a ≤ 1
1−a
for all a < 1, it follows from (15) that
∫
Σ
e4πu
2(1+α‖u‖2
2
)dvg ≤
∫
Σ
e
4π u
2
1−α‖u‖2
2 dvg ≤
∫
Σ
e
4π u
2
‖u‖2
1,α dvg ≤ Λ1,α.
Hence we have Λα ≤ Λ1,α. This was also observed by C. Tintarev [36] in the Euclidean case.
But we caution the reader that Theorem 3 does not imply the existence of extremal functions for
(16). So it is still open whether or not extremal functions for (16) exit for all 0 ≤ α < λ1(Σ).
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Let λ1(Σ) < λ2(Σ) < · · · be all distinct eigenvalues of the Laplace-Beltrami operator ∆g, and
Eλi(Σ)’s be associated eigenfunction spaces, namely
Eλi(Σ) =
{
u ∈ W1,2(Σ) : ∆gu = λi(Σ)u
}
, i = 1, 2, · · · .
For any positive integer ℓ we write
Eℓ = Eλ1(Σ) ⊕ Eλ2(Σ) ⊕ · · · ⊕ Eλℓ(Σ)
and
E⊥ℓ =
{
u ∈ W1,2(Σ) :
∫
Σ
uvdvg = 0,∀v ∈ Eℓ
}
. (17)
Similar to Theorem 2, we have the following:
Theorem 4. Let (Σ, g) be a compact Riemannian surface without boundary, ℓ be any positive
integer, λℓ+1(Σ) be the (ℓ+1)th eigenvalue of the Laplace-Beltrami operator, and E
⊥
ℓ
be a function
space defined as in (17). Then for any α, 0 ≤ α < λℓ+1(Σ), the supremum
sup
u∈E⊥
ℓ
,
∫
Σ
udvg=0, ‖u‖1,α≤1
∫
Σ
e4πu
2
dvg
can be attained by some u0 ∈ E
⊥
ℓ
∩ C1(Σ) with
∫
Σ
u0dvg = 0 and ‖u0‖1,α = 1, where ‖ · ‖1,α is
defined as in (14).
It would be also interesting to find extremal functions for improved trace Trudinger-Moser in-
equality on compact Riemannian surface with smooth boundary by blow-up analysis. We would
not treat this issue here, but refer the reader to B. Osgood, R. Phillips and P. Sarnak [31], P. Liu
[25], Y. Li and P. Liu [22], and the author [42] for its development.
The proofs of Theorems 1 to 4 are all based on a result of Carleson-Chang [9] and blow-up
analysis. Pioneer works related to this procedure can be found in Ding et al [15], Adimurthi and
M. Struwe [5], Y. Li [21], Adimurthi and O. Druet [1]. Throughout this paper, o j(1) denotes the
infinitesimal as j → ∞, oǫ(1) denotes the infinitesimal as ǫ → 0, and so on. In addition we do
not distinguish sequence and subsequence, the reader can recognize it easily from the context.
Before ending this section, we quote Carleson-Chang’s result [9] for our use later:
Lemma 5 (Carleson-Chang). Let B be the unit disc in R2. Assume {vǫ }ǫ>0 is a sequence of func-
tions in W1,2
0
(B) with
∫
B
|∇vǫ |
2dx = 1. If |∇vǫ |
2dx ⇀ δ0 as ǫ → 0 weakly in sense of measure.
Then lim supǫ→0
∫
B
(e4πv
2
ǫ − 1)dx ≤ πe.
The remaining part of this paper is organized as follows: In Section 3, we deal with the
Euclidean case and prove Theorems 1 and 2; In Section 4, we deal with the case of manifold
without boundary and prove Theorems 3 and 4.
3. The Euclidean case
In this section, using Carleson-Chang’s result (Lemma 5) and blow-up analysis, we prove
Theorems 1 and 2. Since the procedure is now standard [26] (for earlier works, see [15, 5, 21, 1]),
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we give the outline of the proof and emphasize the difference between our case and the previous
ones. In particular, the essential difference between the proofs of Theorem 1 and ([26], Theo-
rem 1.2) is the test function computation in the final step. In the proof of Theorem 2, since the
maximizers uǫ’s may change signs, hence Gidas-Ni-Nirenberg’s result [18] can not be applied to
our case. However we can exclude the possibility of boundary blow-up via Agmon’s regularity
theorem ([6], page 444) in an indirect way. In the final step (test function computation), we must
ensure that those test functions belong to the space E⊥
ℓ
, which is different from the counterpart
of the proof of Theorem 1.
Proof of Theorem 1. Let α be fixed with 0 ≤ α < λ1(Ω). We divide the proof into several
steps as following:
Step 1. Maximizers for subcritical functionals
In this step, we shall prove that for any 0 < ǫ < 4π, there exists some uǫ ∈ W
1,2
0
(Ω) ∩ C1(Ω)
with ‖uǫ‖1,α = 1 such that∫
Ω
e(4π−ǫ)u
2
ǫ dx = sup
u∈W
1,2
0
(Ω), ‖u‖1,α≤1
∫
Ω
e(4π−ǫ)u
2
dx, (18)
where ‖·‖1,α is defined as in (10). Here we do not assume in advance the above supremum is finite.
This is based on a direct method in the calculus of variations. For any 0 < ǫ < 4π, we take a
sequence of functions u j ∈ W
1,2
0
(Ω) verifying that∫
Ω
|∇u j|
2dx − α
∫
Ω
u2jdx ≤ 1 (19)
and that as j → ∞, ∫
Ω
e(4π−ǫ)u
2
j dx → sup
u∈W
1,2
0
(Ω), ‖u‖1,α≤1
∫
Ω
e(4π−ǫ)u
2
dx. (20)
It follows from (19) and 0 ≤ α < λ1(Ω) that u j is bounded in W
1,2
0
(Ω). Thus we can assume up
to a subsequence, u j ⇀ uǫ weakly inW
1,2
0
(Ω), u j → uǫ strongly in L
2(Ω), and u j → uǫ a.e. in Ω.
Clearly we have that
0 ≤
∫
Ω
|∇uǫ |
2dx − α
∫
Ω
u2ǫdx ≤ lim inf
j→∞
(∫
Ω
|∇u j|
2dx − α
∫
Ω
u2jdx
)
≤ 1 (21)
and that ∫
Ω
|∇u j − ∇uǫ |
2dx =
∫
Ω
|∇u j|
2dx −
∫
Ω
|∇uǫ |
2dx + o j(1)
≤ 1 −
∫
Ω
|∇uǫ |
2dx + α
∫
Ω
u2ǫdx + o j(1). (22)
Combining (21) and (22), we conclude
lim sup
j→∞
∫
Ω
|∇u j − ∇uǫ |
2dx ≤ 1.
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It follows from Lion’s inequality (2) that e(4π−ǫ)u
2
j is bounded in Lq(Ω) for some q > 1. Hence
e(4π−ǫ)u
2
j → e(4π−ǫ)u
2
ǫ strongly in L1(Ω). This together with (20) immediately leads to (18). Ob-
viously the supremum in (18) is strictly greater than |Ω|, the volume of Ω. Therefore uǫ . 0. If
‖uǫ‖1,α < 1, we set u˜ǫ = uǫ/‖uǫ‖1,α, then we obtain ‖˜uǫ‖1,α = 1 and
sup
u∈W
1,2
0
(Ω), ‖u‖1,α≤1
∫
Ω
e(4π−ǫ)u
2
dx ≥
∫
Ω
e(4π−ǫ )˜u
2
ǫ dx >
∫
Ω
e(4π−ǫ)u
2
ǫ dx.
This contradicts (18). Hence ‖uǫ‖1,α = 1.
It is not difficult to see that uǫ satisfies the Euler-Lagrange equation
−∆uǫ − αuǫ =
1
λǫ
uǫe
(4π−ǫ)u2ǫ in Ω,
uǫ > 0 in Ω,∫
Ω
|∇uǫ |
2dx − α
∫
Ω
u2ǫdx = 1,
λǫ =
∫
Ω
u2ǫe
(4π−ǫ)u2ǫ dx.
(23)
Applying elliptic estimates to (23), we have uǫ ∈ C
1(Ω). Let cǫ = uǫ(xǫ) = maxΩ uǫ . Since
‖uǫ‖1,α = 1, without loss of generality, we assume uǫ converges to u
∗ weakly inW1,2
0
(Ω), strongly
in L2(Ω), and almost everywhere in Ω. If cǫ is bounded, then e
(4π−ǫ)u2ǫ is bounded in L∞(Ω), and
thus e(4π−ǫ)u
2
ǫ converges to e4πu
∗2
in L1(Ω). Hence for any u ∈ W1,2
0
(Ω) with ‖u‖1,α ≤ 1, we have
by (18) that ∫
Ω
e4πu
2
dx = lim
ǫ→0
∫
Ω
e(4π−ǫ)u
2
dx ≤ lim
ǫ→0
∫
Ω
e(4π−ǫ)u
2
ǫ dx =
∫
Ω
e4πu
∗2
dx.
This implies that
sup
u∈W
1,2
0
(Ω), ‖u‖1,α≤1
∫
Ω
e4πu
2
dx =
∫
Ω
e4πu
∗2
dx. (24)
So u∗ ∈ W1,2
0
(Ω) attains the above supremum. Obviously ‖u∗‖1,α = 1. Applying elliptic estimates
to its Euler-Lagrange equation, we obtain u∗ ∈ C1(Ω). Therefore u∗ is the desired extremal
function. Hence we assume cǫ → ∞ in the sequel. Without loss of generality, we assume
xǫ → x0 ∈ Ω. By a result of Gidas-Ni-Nirenberg ([18], page 223), the distance between xǫ and
∂Ω must be greater than δ > 0 depending only on Ω. Therefore x0 < ∂Ω.
Step 2. Energy concentration phenomenon
In this step we shall prove that uǫ ⇀ 0 weakly in W
1,2
0
(Ω), uǫ → 0 strongly in L
q(Ω) for any
q > 1, and |∇uǫ |
2dx ⇀ δx0 weakly in sense of measure as ǫ → 0, where δx0 is the usual Dirac
measure centered at x0.
Noting that ‖uǫ‖1,α = 1, we can assume uǫ ⇀ u0 weakly in W
1,2
0
(Ω), and uǫ → u0 strongly in
Lq(Ω) for any q > 1. It follows that∫
Ω
|∇uǫ |
2dx = 1 + α
∫
Ω
u20dx + o(1), (25)
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and that ∫
Ω
|∇(uǫ − u0)|
2dx = 1 −
∫
Ω
|∇u0|
2dx + α
∫
Ω
u20dx + o(1). (26)
Suppose u0 . 0. In view of (26), Lions’ inequality (2) implies that e
4πu2ǫ is bounded in Lq(Ω) for
any fixed q with 1 < q < 1/(1 − ‖u0‖
2
1,α
). Then applying elliptic estimates to (23), we have that
uǫ is uniformly bounded in Ω, which contradicts cǫ → ∞. Therefore u0 ≡ 0 and (25) becomes∫
Ω
|∇uǫ |
2dx = 1 + oǫ(1). (27)
Suppose |∇uǫ |
2dx ⇀ µ in sense of measure. If µ , δx0 , then in view of (27) and u0 ≡ 0, we can
choose some r0 > 0 and a cut-off function φ ∈ C
1
0
(Br0(x0)), which is equal to 1 on Br0/2(x0), such
that Br0(x0) ⊂ Ω and
lim sup
ǫ→0
∫
Br0
(x0)
|∇(φuǫ)|
2dx < 1.
By the classical Trudinger-Moser inequality (1), e(4π−ǫ)(φuǫ )
2
is bounded in Lr(Br0(x0)) for some
r > 1. Applying elliptic estimates to (23), we have that uǫ is uniformly bounded in Br0/2(x0),
which contradicts cǫ → ∞ again. Therefore |∇uǫ |
2dx ⇀ δx0 and Step 2 is finished.
Step 3. Blow-up analysis for uǫ
We set
rǫ =
√
λǫc
−1
ǫ e
−(2π−ǫ/2)c2ǫ .
For any 0 < δ < 4π, we have by using the Ho¨lder inequality and the classical Trudinger-Moser
inequality (1),
λǫ =
∫
Ω
u2ǫe
(4π−ǫ)u2ǫ dx ≤ eδc
2
ǫ
∫
Ω
u2ǫe
(4π−ǫ−δ)u2ǫ dx ≤ Ceδc
2
ǫ
for some constant C depending only on δ. This leads to
r2ǫ ≤ Cc
−2
ǫ e
−(4π−ǫ−δ)c2ǫ → 0 as ǫ → 0. (28)
Let
Ωǫ = {x ∈ R
2 : xǫ + rǫ x ∈ Ω}.
Define two blow-up sequences of functions on Ωǫ as
ψǫ(x) = c
−1
ǫ uǫ(xǫ + rǫ x), ϕǫ(x) = cǫ(uǫ(xǫ + rǫ x) − cǫ).
A direct computation shows
− ∆ψǫ = αr
2
ǫψǫ + c
−2
ǫ ψǫe
(4π−ǫ)(u2ǫ−c
2
ǫ ) in Ωǫ , (29)
− ∆ϕǫ = αr
2
ǫ c
2
ǫψǫ + ψǫe
(4π−ǫ)(1+ψǫ )ϕǫ in Ωǫ . (30)
We now investigate the convergence behavior of ψǫ and ϕǫ . Note that Ωǫ → R
2 as ǫ → 0. Since
|ψǫ | ≤ 1 and ∆ψǫ (x) → 0 uniformly in x ∈ Ωǫ as ǫ → 0, we have by elliptic estimates that ψǫ → ψ
9
in C1
loc
(R2), where ψ is a bounded harmonic function in R2. Note that ψ(0) = limǫ→0 ψǫ (0) = 1.
The Liouville theorem implies that ψ ≡ 1 on R2. Thus we have
ψǫ → 1 in C
1
loc(R
2). (31)
By (28), we have r2ǫ c
2
ǫ → 0 as ǫ → 0. Note also that
ϕǫ(x) ≤ ϕǫ(0) = 0 for all x ∈ Ωǫ .
Thus ∆ϕǫ is uniformly bounded in Ωǫ . We then conclude by applying elliptic estimates to the
equation (30) that
ϕǫ → ϕ in C
1
loc(R
2), (32)
where ϕ satisfies 
∆ϕ = −e8πϕ in R2
ϕ(0) = 0 = sup
R2
ϕ∫
R2
e8πϕdx ≤ 1.
By a result of Chen-Li [11], we have
ϕ(x) = −
1
4π
log(1 + π|x|2) (33)
and ∫
R2
e8πϕdx = 1.
To understand the convergence behavior away from the blow-up point x0, we need to investigate
how cǫuǫ converges. By a repetitive argument of ([26], Lemma 3.6), we have that
cǫuǫ ⇀ G weakly in W
1,q
0
(Ω), ∀1 < q < 2, (34)
where G ∈ C1(Ω \ {x0}) is the Green function satisfying the equation −∆G − αG = δx0 in ΩG = 0 on ∂Ω. (35)
Moreover,
cǫuǫ → G in C
1
loc(Ω \ {x0}). (36)
Step 4. Upper bound estimate
In view of (35) and (36), G can be represented by
G = −
1
2π
log |x − x0| + Ax0 + ψα(x), (37)
where Ax0 is a constant depending on x0 and α, ψα ∈ C
1(Ω) and ψα(x0) = 0. This leads to∫
Ω\Bδ(x0)
|∇G|2dx = α
∫
Ω\Bδ(x0)
G2dx +
∫
∂(Ω\Bδ(x0))
G
∂G
∂n
ds
=
1
2π
log
1
δ
+ Ax0 + α‖G‖
2
2 + oδ(1).
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Hence we obtain∫
Ω\Bδ(x0)
|∇uǫ |
2dx =
1
c2ǫ
(
1
2π
log
1
δ
+ Ax0 + α‖G‖
2
2 + oδ(1) + oǫ(1)
)
. (38)
Let sǫ = sup∂Bδ(x0) uǫ and uǫ = (uǫ − sǫ)
+. Then uǫ ∈ W
1,2
0
(Bδ(x0)). By (38) and the fact that∫
Bδ(x0)
|∇uǫ |
2dx = 1 −
∫
Ω\Bδ(x0)
|∇uǫ |
2dx + α
∫
Ω
u2ǫ , we have∫
Bδ(x0)
|∇uǫ |
2dx ≤ τǫ = 1 −
1
c2ǫ
(
1
2π
log
1
δ
+ Ax0 + oδ(1) + oǫ(1)
)
. (39)
This together with Lemma 5 (see the end of Section 2) leads to
lim sup
ǫ→0
∫
Bδ(x0)
(e4πu
2
ǫ /τǫ − 1)dx ≤ πδ2e. (40)
By (32), we have on BRrǫ (xǫ) that uǫ(x) = cǫ +
1
cǫ
ϕ( x−xǫ
rǫ
), which together with the fact that
cǫuǫ → G in L
2(Ω), gives on BRrǫ (xǫ),
(4π − ǫ)u2ǫ ≤ 4π(uǫ + sǫ )
2
≤ 4πu
2
ǫ + 8πsǫuǫ + oǫ(1)
≤ 4πu2ǫ − 4 log δ + 8πAx0 + oǫ(1) + oδ(1)
≤ 4πu
2
ǫ/τǫ − 2 log δ + 4πAx0 + o(1).
Therefore ∫
BRrǫ (xǫ )
e(4π−ǫ)u
2
ǫ dx ≤ δ−2e4πAx0+o(1)
∫
BRrǫ (xǫ )
e4πu
2
ǫ /τǫdx
= δ−2e4πAx0+o(1)
∫
BRrǫ (xǫ )
(e4πu
2
ǫ /τǫ − 1)dx + o(1)
≤ δ−2e4πAx0+o(1)
∫
Bδ(x0)
(e4πu
2
ǫ /τǫ − 1)dx.
This together with (40) leads to
lim sup
ǫ→0
∫
BRrǫ (xǫ )
e(4π−ǫ)u
2
ǫ dx ≤ πe1+4πAx0 . (41)
By the same argument as in the proof of ([26], Lemma 3.3), we get
lim
ǫ→0
∫
Ω
e(4π−ǫ)u
2
ǫ dx ≤ |Ω| + lim
R→+∞
lim sup
ǫ→0
∫
BRrǫ (xǫ )
e(4π−ǫ)u
2
ǫ dx (42)
Combining (41) and (42), we conclude
sup
u∈W
1,2
0
(Ω), ‖u‖1,α≤1
∫
Ω
e4πu
2
dx = lim sup
ǫ→0
∫
Ω
e(4π−ǫ)u
2
ǫ dx ≤ |Ω| + πe1+4πAx0 . (43)
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Step 5. Existence of extremal functions
We will construct a sequence of functions φǫ ∈ W
1,2
0
(Ω) such that ‖φǫ‖1,α = 1 and∫
Ω
e4πφ
2
ǫ dx > |Ω| + πe1+4πAx0 (44)
for sufficiently small ǫ > 0. The contradiction between (43) and (44) implies that cǫ must
be bounded. Then applying elliptic estimates to (23), we conclude the existence of extremal
function and finish the proof of Theorem 1.
To prove (44), we recall (37) and write r(x) = |x − x0|. Set
φǫ =

c +
− 1
4π
log(1+π r
2
ǫ2
)+B
c
for r ≤ Rǫ
G−ηψα
c
for Rǫ < r < 2Rǫ
G
c
for r ≥ 2Rǫ,
(45)
where R = − log ǫ, η ∈ C∞
0
(B2Rǫ(x0)) verifying that η = 1 on BRǫ(x0) and ‖∇η‖L∞ = O(
1
Rǫ
), B is
a constant to be determined later, and c depending only on ǫ will also be chosen later such that
Rǫ → 0 and R → +∞. In order to assure that φǫ ∈ W
1,2
0
(Ω), we set
c +
1
c
(
−
1
4π
log(1 + πR2) + B
)
=
1
c
(
−
1
2π
log(Rǫ) + Ax0
)
,
which gives
2πc2 = − log ǫ − 2πB + 2πAx0 +
1
2
log π + O(
1
R2
). (46)
A delicate but straightforward calculation shows∫
Ω
|∇φǫ |
2dx =
1
4πc2
(
2 log
1
ǫ
+ log π − 1 + 4πAx0 + 4πα‖G‖
2
2
+O(
1
R2
) + O(Rǫ log(Rǫ))
)
and ∫
Ω
φ2ǫdx =
1
c2
(∫
Ω
G2dx + O(Rǫ log(Rǫ))
)
,
which yields
‖φǫ‖
2
1,α =
∫
Ω
(|∇φǫ |
2 − αφ2ǫ )dx
=
1
4πc2
(
2 log
1
ǫ
+ log π − 1 + 4πAx0 + O(
1
R2
) + O(Rǫ log(Rǫ))
)
Set ‖φǫ‖1,α = 1, we have
c2 = −
log ǫ
2π
+
logπ
4π
−
1
4π
+ Ax0 + O(
1
R2
) + O(Rǫ log(Rǫ)). (47)
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It follows from (46) and (47) that
B =
1
4π
+ O(
1
R2
) + O(Rǫ log(Rǫ)). (48)
Clearly we have on BRǫ(x0)
4πφ2ǫ ≥ 4πc
2 − 2 log(1 + π
r2
ǫ2
) + 8πB.
This together with (47) and (48) yields∫
BRǫ (x0)
e4πφ
2
ǫ dx ≥ πe1+4πAx0 + O(
1
R2
). (49)
On the other hand, ∫
Ω\BRǫ (x0)
e4πφ
2
ǫ dx ≥
∫
Ω\B2Rǫ (x0)
(1 + 4πφ2ǫ )dx (50)
≥ |Ω| + 4π
‖G‖2
2
c2
+ o(
1
c2
).
Recalling (47) and the choice of R = − log ǫ, we conclude (44) for sufficiently small ǫ > 0 by
combining (49) and (50). 
Before proving Theorem 2, we state a special version of a regularity theorem due to S. Ag-
mon ([6], page 444), which is essential for excluding boundary blow-up.
Lemma 6. Let Ω be a smooth bounded domain in R2, u ∈ Lr(Ω) for some r > 1, and f ∈ Lq(Ω)
for some q > 1. Suppose that for all functions v ∈ C2(Ω) ∩W
1,q
0
(Ω),∫
Ω
u∆vdx =
∫
Ω
f vdx.
Then u ∈ W2,q(Ω) ∩W
1,q
0
(Ω).
Proof of Theorem 2. Firstly, we fix several notations concerning the function space E⊥
ℓ
de-
fined as in (12). Let λ1(Ω) < λ2(Ω) < · · · be all distinct eigenvalues of the Laplacian with respect
to Dirichlet boundary condition, and Eλi(Ω)’s be associated eigenfunction spaces. It is known that
λi(Ω) → +∞ as i → +∞ and each space Eλi(Ω) has finite dimension (see [8], Theorem 9.31). We
can assume
dimEλi(Ω) = ni, i = 1, 2, · · · .
Moreover we can find a basis (ei j) (1 ≤ j ≤ ni, 1 ≤ i ≤ ℓ) of Eℓ verifying
Eλi(Ω) = span{ei1, · · · , eini}, i = 1, · · · , ℓ,
Eℓ = span{e11, · · · , e1n1 , e21, · · · , e2n2 , · · · , eℓ1, · · · , eℓnℓ },∫
Ω
|ei j|
2dx = 1,∫
Ω
ei jekldx = 0, i , k or j , l.
(51)
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Note that
E⊥ℓ =
{
u ∈ W
1,2
0
(Ω) :
∫
Ω
uei jdx = 0, 1 ≤ j ≤ ni, 1 ≤ i ≤ ℓ
}
.
Secondly, let 0 ≤ α < λℓ+1(Ω) be fixed, we shall find maximizers for subcritical Trudinger-
Moser functionals. Analogous to Step 1 of the proof of Theorem 1, for any ǫ, 0 < ǫ < 4π, there
exists some uǫ ∈ E
⊥
ℓ
∩ C1(Ω) with ‖uǫ‖1,α = 1 such that∫
Ω
e(4π−ǫ)u
2
ǫ dx = sup
u∈E⊥
ℓ
, ‖u‖1,α≤1
∫
Ω
e(4π−ǫ)u
2
dx, (52)
where ‖ · ‖1,α is defined as in (10). Moreover uǫ satisfies the Euler-Lagrange equation
−∆uǫ − αuǫ =
1
λǫ
uǫe
(4π−ǫ)u2ǫ −
∑ℓ
i=1
∑ni
j=1
γi j,ǫ
λǫ
ei j in Ω,
uǫ ∈ E
⊥
ℓ
∩ C1(Ω),
λǫ =
∫
Ω
u2ǫe
(4π−ǫ)u2ǫ dx,
γi j,ǫ =
∫
Ω
ei juǫe
(4π−ǫ)u2ǫ dx.
(53)
Without loss of generality we can assume
uǫ ⇀ u0 weakly in W
1,2
0
(Ω), (54)
uǫ → u0 strongly in L
p(Ω), ∀p > 1, (55)
uǫ → u0 a. e. in Ω. (56)
Since uǫ ∈ E
⊥
ℓ
, we have by (55)∫
Ω
u0ei jdx = lim
ǫ→0
∫
Ω
uǫei jdx = 0, 1 ≤ j ≤ ni, 1 ≤ i ≤ ℓ,
which together with (54) implies that u0 ∈ E
⊥
ℓ
and ‖u0‖1,α ≤ 1.
If uǫ is bounded in C
0(Ω), then for any v ∈ E⊥
ℓ
with ‖v‖1,α ≤ 1, (52), (56) and Lebesgue’s
dominated convergence theorem lead to∫
Ω
e4πv
2
dx = lim
ǫ→0
∫
Ω
e(4π−ǫ)v
2
dx ≤ lim
ǫ→0
∫
Ω
e(4π−ǫ)u
2
ǫ dx =
∫
Ω
e4πu
2
0dx.
Hence we have ∫
Ω
e4πu
2
0dx = sup
u∈E⊥
ℓ
, ‖u‖1,α≤1
∫
Ω
e4πu
2
dx. (57)
It is easy to see that ‖u0‖1,α = 1. Applying elliptic estimates to the Euler-Lagrange equation of
u0, we have u0 ∈ C
1(Ω). Thus u0 is the desired extremal function.
In the sequel we assume up to a subsequence
‖uǫ‖C0(Ω) = max
Ω
|uǫ | → +∞ as ǫ → 0.
Thirdly, we perform blow-up analysis. Denote cǫ = |uǫ(xǫ)| = ‖uǫ‖C0(Ω). Then cǫ → +∞ as
ǫ → 0. Without loss of generality we assume cǫ = uǫ(xǫ). For otherwise uǫ can be replaced by
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−uǫ in the following blow-up analysis. Then up to a subsequence, xǫ → x0 ∈ Ω. As in Step 2 of
the proof of Theorem 1, we have u0 ≡ 0 and |∇uǫ |
2dx ⇀ δx0 weakly in sense of measure. The
only difference is that φuǫ ∈ W
1,2
0
(Br(x0) ∩ Ω) in case x0 ∈ ∂Ω.
Set
ψǫ (x) = c
−1
ǫ uǫ(xǫ + rǫ x), ϕǫ(x) = cǫ(uǫ(xǫ + rǫ x) − cǫ ), x ∈ Ωǫ ,
where
rǫ =
√
λǫc
−1
ǫ e
−(2π−ǫ/2)c2ǫ (58)
and
Ωǫ = {x ∈ R
2 : xǫ + rǫ x ∈ Ω}.
By (28), we have rǫ → 0 as ǫ → 0. Moreover we claim that up to a subsequence
rǫ/dist(xǫ , ∂Ω)→ 0 as ǫ → 0. (59)
Let B be a unit disc centered at 0 ∈ R2. Since Ω is smooth, we have a a neighborhood U ⊂ R2
of x0 and a bijective map H : B → U such that H ∈ C
2(B), J = H−1 ∈ C2(U), H(B+) = Ω ∩ U,
H(B0) = ∂Ω ∩ U. Here we denote B
+
= B ∩ R2
+
, B0 = B ∩ ∂R2
+
, and R2
+
= {(x1, x2) ∈ R
2 :
x2 > 0}. We write x = H(y) and y = H
−1(x) = J(x). Furthermore we can assume (up to a linear
transformation) the Jacobian matrix JacH satisfies
JacH(0) =
(
∂Hi
∂y j
)
y=0
,
∂Hi
∂y j
(0) = δi j =
 1, i = j,0, i , j. (60)
In view of (53), we have∫
Ω∩U
∇uǫ∇ϕdx =
∫
Ω∩U
gǫϕdx, ∀ϕ ∈ C
1
0(Ω ∩ U), (61)
where
gǫ =
1
λǫ
uǫe
(4π−ǫ)u2ǫ + αuǫ −
ℓ∑
i=1
ni∑
j=1
γi j,ǫ
λǫ
ei j.
Set
u˜ǫ(y) = uǫ(H(y)), y ∈ B
+.
Then (61) is transferred to
2∑
k, ℓ=1
∫
B+
akℓ
∂u˜ǫ
∂yk
∂ψ
∂yℓ
dy =
∫
B+
g˜ǫψdy, ∀ψ ∈ C
1
0(B
+), (62)
where
g˜ǫ = (gǫ ◦ H)|detJacH|,
ak,ℓ =
2∑
j=1
∂Jk
∂x j
∂Jℓ
∂x j
|detJacH|,
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and detJacH denotes the determinant of the Jacobian matrix JacH. Note that ak,ℓ ∈ C
1(B+) and
that its ellipticity condition is satisfied.
Denote x˜ǫ = J(xǫ) = (x˜1,ǫ , x˜2,ǫ) and x˜
′
ǫ = (x˜1,ǫ , 0). Set
vǫ(y) =
1
cǫ
u˜ǫ(x˜
′
ǫ + rǫy), y ∈ B
+
ǫ =
{
y ∈ R2 : x˜′ǫ + rǫy ∈ B
}
.
It follows from (62) that vǫ is a weak solution to the equation
−
∂
∂yℓ
(
akℓ(x˜
′
ǫ + rǫy)
∂vǫ
∂yk
(y)
)
=
r2ǫ
cǫ
g˜ǫ(x˜
′
ǫ + rǫy), y ∈ B
+
ǫ . (63)
On one hand, by the definition of rǫ (see (58)), we have r
2
ǫ c
−1
ǫ g˜ǫ(x˜
′
ǫ + rǫy) tends to zero uniformly
in y ∈ B+ǫ as ǫ → 0. On the other hand we have |vǫ(y)| ≤ 1 for all y ∈ B
+
ǫ . Note that B
+
ǫ → R
2
+
.
Applying elliptic estimates to (63) and noticing (60), we obtain vǫ → v in C
1
loc
(R2+), where v
satisfies 
−∆v = 0 in R2
+
v = 0 on ∂R2
+
|v| ≤ 1 in R2
+
.
Obviously v can be extended to a bounded weak harmonic function in the whole R2. Since v = 0
on ∂R2
+
, Liouville theorem implies that v ≡ 0.
We now suppose that there exists some positive number ν independent of ǫ such that
rǫ/dist(xǫ , ∂Ω) ≥ ν > 0. (64)
We can find some constant C depending only on ν and the bijective map H such that∣∣∣x˜ǫ − x˜′ǫ ∣∣∣ ≤ Crǫ .
Note that
vǫ
(
x˜ǫ − x˜
′
ǫ
rǫ
)
=
1
cǫ
u˜ǫ(x˜ǫ) =
1
cǫ
uǫ(xǫ) = 1.
We have ‖v‖L∞(B+
2C
) = 1, where B
+
2C
= {y ∈ R2
+
: |y| ≤ 2C}, since vǫ → v in C
1
loc
(R2+). This
contradicts v ≡ 0. Therefore (64) is false and our claim (59) follows.
In view of (59), we conclude that
Ωǫ → R
2 as ǫ → 0.
Using the argument in Step 2 of the proof of Theorem 1, we have
ψǫ → 1 in C
1
loc(R
2),
ϕǫ → −
1
4π
log(1 + π|x|2) in C1loc(R
2),
cǫuǫ ⇀ G weakly in W
1,q
0
(Ω), ∀1 < q < 2,
cǫuǫ → G in C
1
loc(Ω \ {x0}),
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where G is a distributional solution to −∆G − αG = δx0 −
∑ℓ
i=1
∑ni
j=1
ei j(x0)ei j, or equivalently
−
∫
Ω
G∆ϕdx + α
∫
Ω
Gϕdx = ϕ(x0) −
ℓ∑
i=1
ni∑
j=1
ei j(x0)
∫
Ω
ϕei jdx, ∀ϕ ∈ C
2(Ω). (65)
Moreover, ∫
Ω
Gei jdx = lim
ǫ→0
∫
Ω
cǫuǫei jdx = 0, ∀1 ≤ j ≤ ni, 1 ≤ i ≤ ℓ.
Hence we conclude ∫
Ω
Ghdvg = 0, ∀h ∈ Eℓ. (66)
If x0 ∈ ∂Ω, testing the equation (65) by φ ∈ C
2(Ω) ∩W1,2
0
(Ω), we have
−
∫
Ω
G∆φdx + α
∫
Ω
Gφdx = 0,
since φ = 0 on ∂Ω (see [8], page 288). By the Sobolev embedding theorem, G ∈ L2(Ω). By
Lemma 6, we have G ∈ W2,2(Ω) ∩W
1,2
0
(Ω). Hence G is an usual weak solution to the equation

−∆G − αG = 0 in Ω,
G ∈ W
1,2
0
(Ω),
and thusG ≡ 0 in Ω, since G ∈ E⊥
ℓ
and 0 ≤ α < λℓ+1(Ω).
Fourthly, we estimate the supremum (13) under the assumption that cǫ → +∞ as ǫ → 0. If
x0 lies on the boundary ∂Ω, we set
u∗ǫ (x) =
 uǫ(x), x ∈ Ω,0, x ∈ R2 \Ω.
Denote
sǫ = sup
∂Bδ(x0)
u∗ǫ , u
∗
ǫ =
(
u∗ǫ − sǫ
)+
, τǫ =
∫
Bδ(x0)
|∇u∗ǫ |
2dx.
Since cǫuǫ → 0 in C
1
loc
(Ω \ {x0}) ∩ L
2(Ω), we have
sǫ = oǫ(1)c
−1
ǫ (67)
and
τǫ ≤
∫
Bδ(x0)∩Ω
|∇uǫ |
2dx
= 1 −
∫
Ω\Bδ(x0)
|∇uǫ |
2dx + α
∫
Ω
u2ǫdx
= 1 +
oǫ(1)
c2ǫ
. (68)
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It follows from Lemma 5 that
lim sup
ǫ→0
∫
Bδ(x0)
(e4πu
∗
ǫ
2
/τǫ − 1)dx ≤ πδ2e. (69)
In view of (67) and (68), there holds on BRrǫ (xǫ),
(4π − ǫ)u2ǫ ≤ 4πu
∗
ǫ
2
≤ 4π(u
∗
ǫ + sǫ )
2
= 4πu
∗
ǫ
2
+ 8πsǫu
∗
ǫ + 4πs
2
ǫ
= 4πu∗ǫ
2
/τǫ + oǫ(1).
This together with (69) leads to∫
BRrǫ (xǫ )
e(4π−ǫ)u
2
ǫ dx ≤
∫
BRrǫ (xǫ )
(e4πu
∗
ǫ
2
− 1)dx + oǫ(1)
≤
∫
Bδ(x0)
(e4πu
∗
ǫ
2
− 1)dx + oǫ(1)
≤ πδ2e + oǫ(1). (70)
By an analogue of (42), it follows from (70) that
sup
u∈E⊥
ℓ
, ‖u‖1,α≤1
∫
Ω
e4πu
2
dx ≤ |Ω| + πδ2e.
Since δ > 0 is arbitrary, we get
sup
u∈E⊥
ℓ
, ‖u‖1,α≤1
∫
Ω
e4πu
2
dx ≤ |Ω|,
which is impossible. This excludes the possibility of x0 ∈ ∂Ω.
Now since x0 ∈ Ω, the Green functionG given by (65) can be represented by
G(x) = −
1
2π
log |x − x0| + Ax0 + ψα(x), (71)
where Ax0 is a constant depending only on x0 and α, ψα ∈ C
1(Ω) and ψα(x0) = 0. Repeating the
argument of deriving (43), we get
sup
u∈E⊥
ℓ
, ‖u‖1,α≤1
∫
Ω
e4πu
2
dx ≤ |Ω| + πe1+4πAx0 . (72)
Finally we prove the existence of extremal function. It suffices to construct a sequence of
functions φ∗ǫ ∈ E
⊥
ℓ
with ‖φ∗ǫ‖1,α = 1 such that for sufficiently small ǫ > 0,∫
Ω
e4πφ
∗
ǫ
2
dx > |Ω| + πe1+4πAx0 . (73)
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We shall adapt the test functions constructed in Step 5 of the proof of Theorem 1. Let φǫ be
defined by (45), G be as in (65), R = − log ǫ, c2 be as in (47), and B be as in (48). In particular
φǫ satisfies the following three properties: (i) φǫ ∈ W
1,2
0
(Ω); (ii) ‖φǫ‖1,α = 1; (iii) there holds∫
Ω
e4πφ
2
ǫ dx ≥ |Ω| + πe1+4πAx0 + 4π
‖G‖2
2
c2
+ o(
1
c2
).
Recalling that (ei j) is a basis of Eℓ verifying (51), we set
φ˜ǫ = φǫ −
ℓ∑
i=1
ni∑
j=1
(φǫ , ei j)ei j,
where
(φǫ , ei j) =
∫
Ω
φǫei jdx.
Obviously φ˜ǫ ∈ E
⊥
ℓ
. Noting that ei j ∈ C
1(Ω), R = − log ǫ, c2 = O(− log ǫ), B = O(1), and G can
be represented by (71), we have
(φǫ , ei j) =
∫
BRǫ (x0)
c + −
1
4π
log(1 + π r
2
ǫ2
) + B
c
 ei jdx
+
∫
B2Rǫ (x0)\BRǫ (x0)
G − ηψα
c
ei jdx +
∫
Ω\BRǫ (x0)
G
c
ei jdx
= o(
1
log2 ǫ
). (74)
Here we have used (66) to derive∫
Ω\BRǫ (x0)
G
c
ei jdx = −
∫
BRǫ (x0)
G
c
ei jdx = O(ǫ
2(− log ǫ)5/2) = o(
1
log2 ǫ
).
By (74) and property (ii) of φǫ , we have
φ˜ǫ = φǫ + o(
1
log2 ǫ
), (75)
‖φ˜ǫ‖
2
1,α = 1 + o(
1
log2 ǫ
). (76)
Combining (75), (76) and property (iii) of φǫ , we obtain∫
Ω
e
4π
φ˜2ǫ
‖φ˜ǫ ‖
2
1,α dx =
∫
Ω
e
4πφ2ǫ+o(
1
log ǫ
)
dx
≥ (1 + o(
1
log ǫ
))
|Ω| + πe1+4πAx0 + 4π ‖G‖22
c2
+ o(
1
c2
)

≥ |Ω| + πe1+4πAx0 + 4π
‖G‖2
2
c2
+ o(
1
c2
).
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Set φ∗ǫ = φ˜ǫ/‖φ˜ǫ‖1,α. Since φ˜ǫ ∈ E
⊥
ℓ
, we have φ∗ǫ ∈ E
⊥
ℓ
. Moreover ‖φ∗ǫ‖1,α = 1 and (73) holds. The
contradiction between (72) and (73) implies that cǫ must be bounded, and whence the existence
of extremal function follows from (57) again. The proof of Theorem 2 is completely finished. 
4. The Riemannian surface case
In this section we shall combine Carleson-Chang’s result (Lemma 5) and blow-up analysis
to prove Theorems 3 and 4. We follow the lines of [21, 41, 23]. Throughout this section, we
denote a geodesic ball centered at q ∈ Σ with radius r by Br(q), while a Euclidean ball centered
at x ∈ R2 with radius r is denoted by Br(x).
Proof of Theorem 3. Let α, 0 ≤ α < λ1(Σ), be fixed. We divide the proof into several steps.
Step 1. Existence of maximizers for subcritical functionals
In this step, we shall prove for any 0 < ǫ < 4π, there exists some uǫ ∈ C
1(Σ) such that
‖uǫ‖1,α = 1,
∫
Σ
uǫdvg = 0, (77)
and that ∫
Σ
e(4π−ǫ)u
2
ǫ dvg = sup
u∈W1,2(Σ), ‖u‖1,α≤1,
∫
Σ
udvg=0
∫
Σ
e(4π−ǫ)u
2
dvg, (78)
where ‖ · ‖1,α is defined as in (14).
To do this, we choose a maximizing sequence u j such that ‖u j‖1,α ≤ 1,
∫
Σ
u jdvg = 0 and∫
Σ
e(4π−ǫ)u
2
j dvg → sup
u∈W1,2(Σ), ‖u‖1,α≤1,
∫
Σ
udvg=0
∫
Σ
e(4π−ǫ)u
2
dvg. (79)
It follows from 0 ≤ α < λ1(Σ) that u j is bounded in W
1,2(Σ). Then we can assume, up to a
subsequence, u j ⇀ uǫ weakly in W
1,2(Σ), u j → uǫ strongly in L
2(Σ), and u j → uǫ a.e. in Σ.
Similarly as in Step 1 of the proof of Theorem 1, we have ‖uǫ‖1,α ≤ 1 and∫
Σ
|∇gu j − ∇guǫ |
2dvg ≤ 1 − ‖uǫ‖
2
1,α + o j(1).
It follows from amanifold version of Lions’ inequality ([41], Lemma 3.1) that e(4π−ǫ)u
2
j is bounded
in Lq(Σ) for some q > 1. Hence e(4π−ǫ)u
2
j → e(4π−ǫ)u
2
ǫ strongly in L1(Σ). This together with
(79) leads to (78). Note that
∫
Σ
uǫdvg = 0, since
∫
Σ
u jdvg = 0. We only need to confirm that
‖uǫ‖1,α = 1. Suppose not, we have ‖uǫ‖1,α < 1. Set u
∗
= uǫ/‖uǫ‖1,α. Then u
∗ satisfies (77) and∫
Σ
e(4π−ǫ)u
∗2
dvg >
∫
Σ
e(4π−ǫ)uǫ
2
dvg,
which contradicts (78). Therefore ‖uǫ‖1,α = 1.
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It is not difficult to check that uǫ satisfies the Euler-Lagrange equation
∆guǫ − αuǫ =
1
λǫ
uǫe
(4π−ǫ)u2ǫ −
µǫ
λǫ
λǫ =
∫
Σ
u2ǫe
(4π−ǫ)u2ǫ dvg
µǫ =
1
Volg(Σ)
∫
Σ
uǫe
(4π−ǫ)u2ǫ dvg,
(80)
where ∆g is the Laplace-Beltrami operator. Applying elliptic estimates to (80), we have that
uǫ ∈ C
1(Σ).
Step 2. Blow-up analysis
Noting that∫
Σ
e(4π−ǫ)u
2
ǫ dVg ≤
∫
Σ
(
1 + (4π − ǫ)u2ǫe
(4π−ǫ)u2ǫ
)
dVg = Volg(Σ) + (4π − ǫ)λǫ
and
lim
ǫ→0
∫
Σ
e(4π−ǫ)u
2
ǫ dVg = sup
u∈W1,2(Σ), ‖u‖1,α≤1,
∫
Σ
udvg=0
∫
Σ
e(4π−ǫ)u
2
dvg,
we have lim infǫ→0 λǫ > 0. It then follows that µǫ/λǫ is a bounded sequence. Denote cǫ =
|uǫ(xǫ)| = maxΣ |uǫ |. If cǫ is bounded, applying elliptic estimates to (80), we already conclude
the existence of extremal function. Without loss of generality, we assume xǫ → p ∈ Σ and
cǫ = uǫ(xǫ) → +∞ as ǫ → 0. Take an isothermal coordinate system (U, φ) near p such that the
metric g can be represented by g = e f (dx2
1
+ dx2
2
), where f ∈ C1(Ω,R), Ω = φ(U) ⊂ R2, and
f (0) = 0. Denote u˜ǫ = uǫ ◦ φ
−1, x˜ = φ−1(x) for x ∈ Ω.
Let
rǫ =
√
λǫc
−1
ǫ e
−(2π−ǫ/2)c2ǫ ,
ψǫ(x) = c
−1
ǫ u˜ǫ(x˜ǫ + rǫ x),
and
ϕǫ (x) = cǫ (˜uǫ(x˜ǫ + rǫ x) − cǫ)
for x ∈ Ωǫ = {x ∈ R
2 : x˜ǫ + rǫ x ∈ Ω}. By (80), we have
− ∆R2ψǫ = e
f (x˜ǫ+rǫ x)
(
αr2ǫψǫ + c
−2
ǫ ψǫe
(4π−ǫ)(˜u2ǫ−c
2
ǫ )
)
, (81)
− ∆R2ϕǫ = e
f (x˜ǫ+rǫ x)
(
αr2ǫ c
2
ǫψǫ + ψǫe
(4π−ǫ)(1+ψǫ )ϕǫ
)
, (82)
where −∆R2 denotes the usual Laplacian operator. It is easy to see that ∆R2ψǫ → 0 in L
∞
loc
(R2),
|ψǫ | ≤ 1 and ψǫ (0) = 1. Applying elliptic estimates to (81) and using the Liouville theorem for
harmonic function, we have
ψǫ → 1 in C
1
loc(R
2).
Since ∆R2ϕǫ is bounded in L
∞
loc
(R2) and ϕǫ(x) ≤ 0 = ϕǫ(0) for all x ∈ Ωǫ , we have by applying
elliptic estimates to (82),
ϕǫ → ϕ = −
1
4π
log(1 + π|x|2) in C1loc(R
2).
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Moreover we have ∫
R2
e8πϕdx = 1. (83)
Repeating the argument of proving ([41], Lemma 4.9), we obtain cǫuǫ ⇀ G weakly in W
1,q(Σ)
for all 1 < q < 2, and cǫuǫ → G in C
1
loc
(Σ \ {p}) ∩ L2(Σ), where G is a Green function defined by
∆gG − αG = δp −
1
Volg(Σ)
in Σ∫
Σ
Gdvg = 0.
(84)
Clearly G can be represented by
G = −
1
2π
log r + Ap + ψ, (85)
where r denotes the geodesic distance from p, Ap is a constant real number, ψ ∈ C
1(Σ) with
ψ(p) = 0.
Step 3. Upper bound estimate
Similarly as we did in Step 4 of the proof of Theorem 1, we obtain by using Carleson-Chang’s
result (Lemma 5)
lim
R→+∞
lim sup
ǫ→0
∫
BRrǫ (xǫ )
e(4π−ǫ)u
2
ǫ dvg ≤ πe
1+4πAp , (86)
where Ap is given by (85). Note that∫
BRrǫ (xǫ )
e(4π−ǫ)uǫdvg = (1 + oǫ(1))
∫
BRrǫ (x˜ǫ )
e(4π−ǫ )˜uǫ dx
= (1 + oǫ(1))
∫
BR(0)
e(4π−ǫ )˜uǫ r2ǫ dx
= (1 + oǫ(1))
λǫ
c2ǫ
∫
BR(0)
e8πϕdx.
This together with (83) implies
lim
R→+∞
lim sup
ǫ→0
∫
BRrǫ (xǫ )
e(4π−ǫ)u
2
ǫ dvg = lim sup
ǫ→0
λǫ
c2ǫ
,
which together with (86) and an analogue of ([41], Lemma 4.6) leads to
sup
u∈W1,2(Σ), ‖u‖1,α≤1,
∫
Σ
udvg=0
∫
Σ
e4πu
2
dvg = lim sup
ǫ→0
∫
Σ
e(4π−ǫ)u
2
ǫ dvg ≤ Volg(Σ) + πe
1+4πAp . (87)
Step 4. Existence of extremal function
In this step we will construct a blow-up sequence φǫ such that∫
Σ
|∇gφǫ |
2dvg − α
∫
Σ
(φ − φǫ)
2dvg = 1 (88)
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and ∫
Σ
e4π(φǫ−φǫ )
2
dvg > Vol(Σ) + πe
1+4πAp (89)
for sufficiently small ǫ > 0, where
φǫ =
1
Volg(Σ)
∫
Σ
φǫdvg.
The contradiction between (89) and (87) implies that cǫ must be bounded and elliptic estimates
imply the existence of the desired extremal function. This completes the proof of Theorem 3.
Now we construct φǫ verifying (88) and (89). Note that the Green function G defined as in
(84) has the representation (85). Set
φǫ =

c +
− 1
4π
log(1+π r
2
ǫ2
)+B
c
for r ≤ Rǫ
G−ηψ
c
for Rǫ < r < 2Rǫ
G
c
for r ≥ 2Rǫ,
(90)
where R = − log ǫ, η ∈ C∞
0
(B2Rǫ(p)) verifying that η = 1 on BRǫ(p) and ‖∇gη‖L∞ = O(
1
Rǫ
), B is
a constant to be determined later, and c depending only on ǫ will also be chosen later such that
Rǫ → 0 and R → +∞. In order to assure that φǫ ∈ W
1,2(Σ), we set
c +
1
c
(
−
1
4π
log(1 + πR2) + B
)
=
1
c
(
−
1
2π
log(Rǫ) + Ap
)
,
which gives
2πc2 = − log ǫ − 2πB + 2πAp +
1
2
log π + O(
1
R2
). (91)
We calculate ∫
Σ
|∇gφǫ |
2dvg =
1
4πc2
(
2 log
1
ǫ
+ log π − 1 + 4πAp + 4πα‖G‖
2
2
+O(
1
R2
) + O(Rǫ log(Rǫ))
)
,
∫
Σ
φǫdvg =
1
c
(∫
r≥2Rǫ
Gdvg + O(Rǫ log(Rǫ))
)
=
1
c
(
−
∫
r<2Rǫ
Gdvg + O(Rǫ log(Rǫ))
)
=
1
c
O(Rǫ log(Rǫ)),
and ∫
Σ
(φǫ − φǫ )
2dvg =
∫
Σ
φ2ǫdvg − φ
2
ǫVolg(Σ)
=
1
c2
(∫
Σ
G2dvg + O(Rǫ log(Rǫ))
)
.
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This yields
‖φǫ − φǫ‖
2
1,α =
∫
Σ
|∇gφǫ |
2dvg − α
∫
Σ
(φǫ − φǫ )
2dvg
=
1
4πc2
(
2 log
1
ǫ
+ log π − 1 + 4πAp + O(
1
R2
) + O(Rǫ log(Rǫ))
)
Let φǫ satisfy (88), i.e. ‖φǫ − φǫ‖1,α = 1. Then we have
c2 = −
log ǫ
2π
+
log π
4π
−
1
4π
+ Ap + O(
1
R2
) + O(Rǫ log(Rǫ)). (92)
It follows from (91) and (92) that
B =
1
4π
+ O(
1
R2
) + O(Rǫ log(Rǫ)). (93)
Clearly we have on BRǫ(p)
4π(φǫ − φǫ)
2 ≥ 4πc2 − 2 log(1 + π
r2
ǫ2
) + 8πB.
This together with (92) and (93) yields∫
BRǫ (p)
e4π(φǫ−φǫ )
2
dvg ≥ πe
1+4πAp + O(
1
(log ǫ)2
). (94)
On the other hand, ∫
Σ\BRǫ(p)
e4π(φǫ−φǫ )
2
dvg ≥
∫
Σ\B2Rǫ(p)
(1 + 4πφ2ǫ )dvg
≥ Volg(Σ) + 4π
‖G‖2
2
c2
+ o(
1
c2
). (95)
Recalling (92) and combining (94) and (95), we conclude (89) for sufficiently small ǫ > 0. 
Proof of Theorem 4. Let λ1(Σ) < λ2(Σ) < · · · be all distinct eigenvalues of the Laplace-
Beltrami operator ∆g, and Eλi(Σ)’s be associated eigenfunction spaces. It is known that λi(Σ) →
+∞ as i → +∞ and each space Eλi(Σ) has finite dimension (see [10], Chapter I, Page 8). We can
assume
dimEλi(Σ) = ni, i = 1, 2, · · · .
Take a basis (ei j) (1 ≤ j ≤ ni, 1 ≤ i ≤ ℓ) of Eℓ verifying
Eλi(Σ) = span{ei1, · · · , eini }, i = 1, · · · , ℓ,
Eℓ = span{e11, · · · , e1n1 , e21, · · · , e2,n2 , · · · , eℓ1, · · · , eℓnℓ },∫
Σ
|ei j|
2dvg = 1,
∫
Σ
ei jekldvg = 0, i , k or j , l.
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Similar to Step 1 of the proof of Theorem 3, for any ǫ, 0 < ǫ < 4π, there exists some uǫ ∈
E⊥
ℓ
∩ C1(Σ) with ‖uǫ‖1,α = 1 such that∫
Σ
e(4π−ǫ)u
2
ǫ dvg = sup
u∈E⊥
ℓ
, ‖u‖1,α≤1
∫
Σ
e(4π−ǫ)u
2
dvg.
Moreover uǫ satisfies the Euler-Lagrange equation
∆guǫ − αuǫ =
1
λǫ
uǫe
(4π−ǫ)u2ǫ −
µǫ
λǫ
−
∑ℓ
i=1
∑ni
j=1
γi j,ǫ
λǫ
ei j in Σ,
uǫ ∈ E
⊥
ℓ
∩ C1(Σ),
λǫ =
∫
Σ
u2ǫe
(4π−ǫ)u2ǫ dvg,
µǫ =
1
Volg(Σ)
∫
Σ
uǫe
(4π−ǫ)u2ǫ dvg,
γi j,ǫ =
∫
Σ
ei juǫe
(4π−ǫ)u2ǫ dvg.
Let cǫ = maxΣ |uǫ |. Without loss of generality, we assume cǫ = uǫ(xǫ) → +∞ and xǫ → p ∈ Σ as
ǫ → 0. Take an isothermal coordinate system (U, φ) near p. Denote u˜ǫ = uǫ ◦ φ
−1, x˜ = φ−1(x) for
x ∈ φ(U) ⊂ R2. Perform the same blow-up analysis as in the proof of Theorem 3. There holds
ϕǫ → ϕ = −
1
4π
log(1 + π|x|2) in C1loc(R
2),
cǫuǫ ⇀ G weakly in W
1,q(Σ), ∀1 < q < 2,
cǫuǫ → G in C
1
loc(Σ \ {p}) ∩ L
2(Σ),
where ϕǫ(x) = cǫ (˜uǫ(x˜ǫ + rǫ x) − cǫ ), G is a Green function defined by
∆gG − αG = δp −
1
Volg(Σ)
−
ℓ∑
i=1
ni∑
j=1
ei j(p)ei j. (96)
Since uǫ ∈ E
⊥
ℓ
, we have∫
Σ
Gei jdvg = lim
ǫ→0
∫
Σ
cǫuǫei jdvg = 0, ∀1 ≤ j ≤ ni, 1 ≤ i ≤ ℓ.
Clearly G can be written as
G = −
1
2π
log r + Ap + ψ, (97)
where r denotes the geodesic distance from p, Ap is a constant real number, ψ ∈ C
1(Σ) with
ψ(p) = 0. Using Carleson-Chang’s result (Lemma 5), we obtain
sup
u∈E⊥
ℓ
, ‖u‖1,α≤1,
∫
Σ
udvg=0
∫
Σ
e4πu
2
dvg = lim sup
ǫ→0
∫
Σ
e(4π−ǫ)u
2
ǫ dvg ≤ Volg(Σ) + πe
1+4πAp . (98)
Now we will construct a sequence of functions φ∗ǫ such that φ
∗
ǫ ∈ E
⊥
ℓ
,
∫
Σ
φ∗ǫdvg = 0 and∫
Σ
e4πφ
∗
ǫ
2
dvg > Volg(Σ) + πe
1+4πAp (99)
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for sufficiently small ǫ > 0. The contradiction between (99) and (98) implies that cǫ must
be bounded and elliptic estimates lead to the existence of the desired extremal function. This
completes the proof of Theorem 4.
Let φǫ be defined by (90), G be as in (96), R = − log ǫ, c
2 be as in (92), and B be as in (93).
In particular φǫ satisfies ∫
Σ
|∇gφǫ |
2dvg − α
∫
Σ
φ2ǫdvg = 1 (100)
and ∫
Σ
e4π(φǫ−φǫ )
2
dvg ≥ Volg(Σ) + πe
1+4πAp + 4π
‖G‖2
2
c2
+ o(
1
c2
), (101)
where
φǫ =
1
Volg(Σ)
∫
Σ
φǫdvg.
Set
φ˜ǫ = φǫ − φǫ −
ℓ∑
i=1
ni∑
j=1
(φǫ − φǫ , ei j)ei j,
where
(φǫ − φǫ , ei j) =
∫
Σ
(φǫ − φǫ )ei jdvg.
Obviously φ˜ǫ ∈ E
⊥
ℓ
. Note that ei j ∈ C
1(Σ), R = − log ǫ, c2 = O(− log ǫ), B = O(1), and G can be
represented by (97). We calculate
(φǫ − φǫ , ei j) =
∫
BRǫ (p)
c + −
1
4π
log(1 + π r
2
ǫ2
) + B
c
− φǫ
 ei jdvg
+
∫
B2Rǫ (p)\BRǫ (p)
(
G − ηψα
c
− φǫ
)
ei jdvg +
∫
Σ\BRǫ (p)
(
G
c
− φǫ
)
ei jdvg
= I + II + III.
Since G ∈ E⊥
ℓ
, we have∫
Σ\BRǫ(p)
G
c
dvg = −
∫
BRǫ (p)
G
c
dvg =
1
c
O(R2ǫ2 log(Rǫ)).
Note also that φǫ =
1
c
O(Rǫ log(Rǫ)). Hence
III =
1
c
O(Rǫ log(Rǫ)).
Clearly
I = O(cR2ǫ2), II =
1
c
O(R2ǫ2 log(Rǫ)).
Therefore
(φǫ − φǫ , ei j) = O(R
2ǫ2
√
− log ǫ) = o(
1
log2 ǫ
).
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This together with (100) leads to
φ˜ǫ = φǫ − φǫ + o(
1
log2 ǫ
), (102)
‖φ˜ǫ‖
2
1,α = 1 + o(
1
log2 ǫ
). (103)
Combining (102), (103) and (101), we obtain
∫
Σ
e
4π
φ˜2ǫ
‖φ˜ǫ ‖
2
1,α dvg =
∫
Σ
e
4π(φǫ−φǫ )
2
+o( 1
log ǫ
)
dvg
≥ (1 + o(
1
log ǫ
))
Volg(Σ) + πe1+4πAp + 4π ‖G‖22
c2
+ o(
1
c2
)

≥ Volg(Σ) + πe
1+4πAp + 4π
‖G‖2
2
c2
+ o(
1
c2
).
Set φ∗ǫ = φ˜ǫ/‖φ˜ǫ‖1,α. Since φ˜ǫ ∈ E
⊥
ℓ
, we have φ∗ǫ ∈ E
⊥
ℓ
. Moreover ‖φ∗ǫ‖1,α = 1. Since ∆gei j = λiei j,
we have
∫
Σ
ei jdvg = 0, and whence
∫
Σ
φ∗ǫdvg = 0. Therefore φ
∗
ǫ is the desired function sequence
verifying (99). 
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