We consider asymptotic normality of linear rank statistics under various randomization rules met in clinical trials and designed for patients' allocation into treatment and placebo arms. Exposition relies on some general limit theorem due to McLeish (1974) which appears to be well suited for the problem considered and may be employed for other similar rules undiscussed in the paper. Examples of applications include well known results as well as several new ones.
Introduction
In order to adequately measure an effect of treatment it is common a practice in clinical trial to randomize patients into those receiving tested treatment and those receiving placebo or standard therapy. To achieve the goals of the study different randomization rules may be applied. In what follows we consider the ones randomizing into two groups sequentially and intended to produce treatment and placebo groups of approximately equal sizes. Each such rule may be described as follows. Let n denotes a total number of patients to be randomized 1 whereas T n,j takes value 1 in case j-th patient was assigned to receive investigated therapy and value −1 provided it was on the contrary. Then the rule is defined by conditional probabilities P(T n,j = t j | T n,j−1 = t j−1 , . . . , T n,1 = t 1 ), according to which actual randomization takes place in practice. Several popular rules considered in the sequel are given in table 1.
Let Y j denotes an outcome of j-th patient measured on continuous scale. One can apply different sample models upon which an inference is built and conclusion about the presence or absence of the treatment effect is made. The linear rank statistics (see Rosenberger and Lachin (2002) , Rosenberger and Lachin (2016) ) is one of possible choices. To construct statistics of this type one should proceed as follows:
• given realization y 1 , . . . , y n of Y 1 , . . . , Y n associate with each y j the score 2 a n,j ; Table 1 . Several popular randomization rules.
Common name of the rule P(T n,j = 1 | T n,j−1 = t j−1 , . . . , T n,1 = t 1 )), j > 1 a,b
Complete randomization 1/2
Random allocation max 0, Wei's urn design c U (α, β)
n,j = 1≤k≤j:t k =1 t k ='size of the treatment group after occurrence of j assignments', S (−1)
c α, β ∈ N 0 are some fixed known constants defining the rule Table 2 . Several frequent choices of scores.
Common name of the scores Formula for a a n,j
Median scores a n,j = 1 n+1
Wilcoxon scores a n,j = r n,j van der Waerden scores a n,j = Φ −1 r n,j
n+1
, where Φ is a c.d.f. of N (0; 1) r.v.
Savage scores a n,j = r n,j k=1
− 1 a r n,j denote the simple ranks of Y j obtained after ranking the whole realization of the sample Y 1 , . . . , Yn
• put
(a n,j −ā n )T n,j ,ā n = 1 n n j=1 a n,j ;
• consider a n = (a n,1 , . . . , a n,n ) T as fixed and T n = (T n,1 , . . . , T n,n ) T as random.
Then L n is a linear rank statistics. For a fixed randomization rule the distribution of L n is easy to tabulate provided sample size n is relatively small, however, for a big one asymptotic result may be a good alternative. In the present paper we discuss conditions under which appropriately centered and scaled L n tends to standard normal variate for the rules listed in table 1. The whole exposition grounds on some general theorem due to McLeish (1974) . It is restated in section 2 with relevant comments. Section 3 is devoted to the above mentioned examples illustrating an adoption of the result given in McLeish (1974) for the case of linear rank statistics (1). We are inclined to think that one can proceed in a similar way when considering other rules similar to those listed in table 1. Finally section 4 contains proofs of several propositions stated in sections 2 and 3.
Auxiliary results
In his seminal paper of 1974 Don L. McLeish (see McLeish (1974) ) proved the following theorem. 
Name of the rule
Complete randomization 0 Random allocation
a in all cases E T n,1 = 0, S
n,j = 1≤k≤j:T n,k =1
T n,k ='size of treatment group after occurrence of j assignments', S (−1)
(1) n,j c α, β ∈ N 0 are some fixed known constants defining the rule Theorem 2.1 Let (r n ) ⊂ N be an increasing sequence and let {Z n,j | j = 1, . . . , r n , n ∈ N} be a zero mean stochastic array. Put
Assume the following:
The stated theorem appears to be very well suited to handle the case of linear rank statistics given by (1) provided 3 E T n,j = 0, j = 1, . . . , n. To see this put
Then ∀j E Z n,j = 0 and condition (c) holds trivially. (d) reads as
and is a natural restriction in problems of this kind. Therefore we assume that it holds for all examples considered in section 3. For justification consider the simplest case of complete randomization: to prove asymptotic result given in example 3.1 by making use of Lindeberg CLT one should necessary impose constraint (3). Next, note that (a) also holds. Indeed, fix λ > 0. Then by mean value theorem,
for some θ n,j ∈ (0; 1). Summing up, under constraint (3), (b) is the only condition one needs to check for S n given by (2) to satisfy S n d − − → N (0; 1). For certain rules, however, it is more convenient to make use of the following result stemming from theorem 2.1.
. . , r n ↑ ∞, r n ∈ N, n ≥ 1} be a martingale difference array 4 with finite unconditional variances σ 2 n,j such that
Retain the notions introduced and set 5
Since considered randomization rules are intended to produce groups of approximately equal sizes, it is natural to expect that the rule from this class will pretty often have the property
rigorously read by us as follows:
Assume it holds. Then the following is true 6 .
4 that is, (F n,j ) is non-decreasing sequence of σ-algebras, ∀n, j X n,j is F n,j measurable and E(X n,j | F n,j−1 ) = 0 5 here and further on D(X) denotes a variance of X 6 for the proof see section 4
Proposition 2.3 Under (5) and (3),
Given proposition is well suited for applications since the centering terms E(T n,j | F n,j−1 ) = 2 P(T n,j = 1 | T n,1 , . . . , T n,j−1 ) − 1 involve only conditional probabilities defining the randomization rule and thus do not require any extra calculations or assumptions.
In case when E(T n,j | F n,j−1 ) → 0, one can still apply theorem 2.2 provided computation of the variance in denominator is easy. This time, however, conditions (a) and (b) need verification and in general may impose additional constraints on {a n,j } beyond that given by (3) as it shown by example 3.3.
Finishing this section we summarize the constraints one needs to impose/verify and corresponding implications by making use of the notions introduced in this subsection. This will help when going through the proofs of propositions given in section 3.
Constraints
0 with F n,j defined by (4) and in the sense of (5).
Implications
(i) (c1), (c2), c(3) ⇒ n j=1 Z n,j d − − → N (0; 1); (ii) (c1), (c4) ⇒ n j=1Z n,j d − − → N (0; 1), withZ n,j = s n,j (T n,j − E(T n,j | F n,j−1 )).
Concluding remarks
(r1) through the rest part of the paper we retain all notions introduced in this section including those given in tables; (r2) it was already mentioned that (c2) holds for all rules listed in table 1; therefore for (i) to hold one only needs to verify (c3); (r3) dealing with a particular rule we apply combination of constraints which seems most convenient and/or least restrictive for that particular rule; (r4) note that all scores given in table 2 satisfy (c1) (see table 7 4).
Examples
In this section we provide three examples devoted to illustrate three approaches of application of the general theorems of section 2. c one may require to make use of asymptotic approximations for quantile of N (0; 1) provided in any standard reference similar to Patel and Read (1996) 3.1. Complete randomization and random allocation rule
For the case of complete randomization and random allocation rules the following applies.
Proposition 3.1 Let T n,1 , . . . , T n,n be a randomization sample corresponding to complete randomization or random allocation rule. Assume (c1). Then
The result given above is well known 8 and included here only for the sake of demonstration of application of theorem 2.1.
since the law of large numbers applies to 9 S (k) n,j and E 1 {k} (T n,j ) = P(T n,j = k) = 1/2, k = ±1, j = 1, . . . , n. Hence, under (c1) proposition 2.3 applies and we immediately obtain the proposition below.
Proposition 3.2 Let T n,1 , . . . , T n,n be a randomization sample corresponding to Wei's urn design. Then (c1) implies (6).
An asymptotic linear rank test involving scores and based on randomization of this kind was investigated in Smythe and Wei (1983) and Wei et al. (1986) . The authors also made use of martingale theory. It is instructive to note a gain in the ease of proof provided by our approach as well as computational difficulty of statistic suggested in Smythe and Wei (1983) . Empirical findings reported in Rosenberger and Lachin (2002) , page 237, suggest that our statistic should perform more-or-less alike as that of Smythe and Wei (1983) . However, we do not provide any simulational results to support this opinion since our purpose here lies only in demonstration of derivations.
Truncated binomial design
This design, seeming pretty simple at first glance, represents an interesting case of restricted randomization rule 10 and deserves special attention. To derive conditions ensuring asymptotic normality we make direct use of theorem 2.2 combined with stopping technique. Our main result is contained in the following proposition.
Proposition 3.3 Let T n,1 , . . . , T n,n denote the randomization sample corresponding to truncated binomial design and let
Assume (c1), Remark 1 By definition of design it turns out that once one of the groups has achieved its maximal capacity n 2 , the rest assignments in the tail are all taken equal to that of unfilled group. Note that τ ∈ {1, . . . , n/2} denotes a r.v. equal to the size of such tail assignment. The distribution of τ is given by the set of equations (see Rosenberger and Lachin (2002) 
Though a distribution of τ is explicitly known, conditions given above seem unhandy. Therefore below we provide "ready to apply" simplification.
Proposition 3.4 Consider the setting of proposition 3.3. Then
A direct application of this combined with information given in table 4 leads to the following corollary.
Corollary 3.5 Proposition 3.3 applies to all arrays of scores given in table 2.
The case of truncated binomial design was treated in Rosenberger and Rukhin (2003) and Zhang and Rosenberger (2005) . In the latter paper the authors pointed out that ob-10 that is, when randomization is finished placebo and control arms contain equal numbers of patients tained statistic exhibited better properties than that of Rosenberger and Rukhin (2003) . Inspection of the proofs shows that 11 in our notation main result given there reads as follows (Zhang and Rosenberger (2005) , theorem 1).
Theorem 3.6 In addition to (c1) assume the following:
(ii) ∃δ 1 > 0, δ 2 ∈ (1/2; 1) such that max
One can see that the above constraints put the main weight of s n,1 , . . . , s n,n to the fore half s n,1 , . . . , s n,n/2 making the tail half s n,n/2+1 , . . . , s n,n light enough. As a consequence, the authors show that the theorem does not apply to Savage scores. Corollary 3.5, however, does not exclude Savage scores. Taking this into account as well as pretty handy conditions given in proposition 3.4 we may view results of this subsection as an improvement of both Rosenberger and Rukhin (2003) and Zhang and Rosenberger (2005) . It is, however, honest dealing to note that we did not take any effort to show that conditions of theorem 3.6 imply the ones stated in proposition 3.3. Hence, formally the question whether it is true remains open.
Proofs
Proof of proposition 2.3. Assume (5). Fix ǫ > 0 and find corresponding n ǫ,ǫ . Then for n, j ≥ n ǫ,ǫ ,
with E|r n,j | = E 1 {|E(Tn,j |Fn,j−1)|>ǫ} |r n,j | + E 1 {|E(Tn,j|Fn,j−1)|≤ǫ} |r n,j | ≤ 6ǫs 2 n,j .
Therefore sum of variances may be written as given below:
11 in the original statement the norming denominator expressed in terms of a n,j −ān is a bit different, however, in the body of the proof of the main theorem the authors show its asymptotic equivalence to n j=1 (a n,j −ān) 2
By the above r n → 0 both in probability and in L 1 , since
E|r n,j | ≤ 3
Thus, n j=1 DZ n,j → 1 and
Consequently, assumptions (a) and (b) of theorem 2.2 hold provided (3) holds.
Proof of proposition 3.1. By remark (r3) of subsection 2.3 for both rules it suffices to show that (c3) of subsection 2.1 holds. We do this separately for each rule.
Complete randomization. T n,j , j = 1, . . . , n, are i.i.d. Rademacher's r.v. Hence, ∀λ > 0,
Random allocation rule. First note that this rule produces n n 2 equally likely permutations of n 2 of ones and n 2 of minus ones. Let dom((T n,1 , . . . , T n,n )) = D n ⊂ {(k 1 , . . . , k n ) | k j ∈ {0, 1}} denotes that set. Then we can split it into two subsets D + n , D − n having equal numbers of elements and such that for each (t 1 , . . . , t n ) ∈ D + n there exists unique (u 1 , . . . , u n ) ∈ D − n having property (u 1 , . . . , u n ) = (−t 1 , . . . , −t n ). Let λ > 0 be fixed and z t1,...,tn = n j=1 E(1 + iλz j t j ) for z 1 , . . . , z n ∈ R and (t 1 , . . . , t n ) ∈ D n . Denoting byc a conjugate and by ℜc the real part of arbitrary c ∈ C, the said then yields
and by symmetry,
(1 + iλZ n,j ) . Adding the equalities one obtains an expression E π n = E ℜ n j=1 (1 + iλZ n,j ) . Next, note that:
• for arbitrary 1 < j 1 < · · · < j 2l ≤ n function (T n,1 , . . . , T n,n ) → 2l k=1 T n,jk attains values ±1 with equal probabilities.
Therefore E π n = 1, constraint (c3) holds and implication (i) applies to this rule too.
Proof of proposition 3.3. Define
, j = 1, . . . , n.
} , U n,j , X n,j are F n,j−1 measurable. Moreover, ∀j E X n,j = E U n,j = 0 and n j=1 D X n,j = 1. Consequently, {X n,j | j = 1, . . . , n ≥ 1} is a martingale difference array to which theorem 2.2 may be applied. Next, note that
Thus the law of total variance yields,
Consequently, conditions (a) and (b) of theorem 2.2 read as
since U n,1 , . . . , U n,n−τ are i.i.d. Rademacher's variates. For n sufficiently large n/2 j=1 s 2 n,j + n j=n/2+1 s 2 n,j P(τ ≤ n − j) becomes uniformly bounded away from zero because of (i). (c1) then implies (b) whereas rewriting (a) as
one sees that it is equivalent to (ii). Hence, theorem 2.2 applies and leads to the claim.
Proof of proposition 3.4. To give the proofs we need facts about the distribution of τ listed below. Rosenberger and Lachin (2002) , subsection 3.4);
− − → |Z|, with Z ∼ N (0; 1) (Rosenberger and Rukhin (2003) , lemma 1).
Proof of (s1). Proof of (s2). Let ξ n = n−τ j=n/2+1 s 2 n,j P(τ > n − j) − n j=n−τ +1 s 2 n,j . Since |ξ n | ≤ 1 is bounded, its convergence in probability to 0 is equivalent to convergence in L q for any fixed q > 0, i. e., 
