Regression analysis aims to use observational data from multiple observations to develop a functional relationship relating explanatory variables to response variables, which is important for much of modern statistics, and econometrics, and also the field of machine learning. In this paper, we consider the special case where the explanatory variable is a stream of information, and the response is also potentially a stream. We provide an approach based on identifying carefully chosen features of the stream which allows linear regression to be used to characterise the functional relationship between explanatory variables and the conditional distribution of the response; the methods used to develop and justify this approach, such as the signature of a stream and the shuffle product of tensors, are standard tools in the theory of rough paths and seem appropriate in this context of regression as well and provide a surprisingly unified and nonparametric approach.
first fitting a model. In [6] empirical examples showed how the truncated signature of financial data can be used for data classification and for making useful predictions.
We believe our reduction of this regression problem for streams to a linear problem is clean, systematic, and efficient in minimizing the effective dimensionality. The clear gradation of finite dimensional approximations increases its usefulness. Although the approach is non-parametric, it presents itself in computationally tractable and flexible restricted forms in examples we considered. Popular techniques in time series analysis such as AR, ARCH and GARCH can be seen to be special cases of our approach, but it is not clear if they are always the best or most informative choices.
Introduction
A time series is an indexed sequence of values, where by convention, we think of the indices as a sequence of time points in arithmetic progression. There is a substantial body of approaches that can be used to analyze time series and extract meaningful statistics from this kind of data. Individual classes of time series models, such as the simple autoregressive (AR) model or the autoregressive conditional heteroskedasticity (ARCH) model, have their own substantial literatures (e.g. [1] , [3] , [5] ).
Time series are often used to model continuous data, even though the representation is clearly imperfect. In such settings, there may be no canonical way to sample the continuous data. Different sampling strategies may lead to distinct but equally effective approximations, adding or taking away a few of sampling points may not materially affect the quality of the approximation. For example there may be additional fine structure in the data safely ignored by the sampling process(e.g. daily data ignores minute-by-minute fine structure). The signature -the key concept in rough paths theory is a transform that describes an evolving data stream, and can be applied to continuous data or to the discrete time series. It is able to capture the information in the data stream in a structural way with finite partial descriptions and the leading terms are not particularly sensitive to the sampling rates either.
In this paper we distinguish informally between time series that have this robustness to adding or removing a few samples without substantially changing the information content within the series and those time series where little information can be gained about a missing sample from its neighbours. We call such a time series a stream. Consider an example: let t n represent the time stamp of the n th executed trade in a day, and let v tn be the dollar value of that trade, s tn = n j=0 v tj then s tn is the total volume traded. In our way of thinking, s tn is a stream and has some sort of meaningful value at the intermediate times and is robust to losing a few sample points. On the other hand v t is not a stream, since it has no meaningful value except for t = t j for some j and missing a single value might be significant if it were the largest trade.
We believe this distinction is important and it allows a substantial dimension reduction, because it allows one to get away from a view that the series is simply high dimensional product space. In addition, the language we will develop to treat streams can be invariant with time shift in the sample data, and preserve the overall structure allowing one accommodate dropped samples without the need to extrapolate and replace the missing sample to maintain a fixed time grid. We regard the approach developed in this paper as being directed to the analysis of streams (continuous or discrete time), which treats a stream-like time series as a special case.
The outline of the paper is as follows:
In Section 2, we present the basics of rough paths theory, which we will need in the sequel and refer the reader to [8] for a more detailed account.
In Section 3, a general expected signature framework is constructed in order to study the functional relationship between input and noisy output in a dynamic system, and its calibration and forecast methods are discussed.
In Section 4, one considers a univariate time series as a special case for the general expected signature framework. We propose several methods to embed a time series into signatures, and we explore the link between our models and classic parametric time series models. For example, suppose a time series is generated by the ARCH model, the first two moments of the future return on condition of the past information can be expressed as a polynomial in the finite lagged returns (see Lemma 4.17), which can be also written as a linear functional on the feature of the past time series -the signature of the past time series (see Theorem 4.18). Our model is able to reduce a non-linear regression problem to a linear regression problem.
Finally, in Section 5, we analyse two numerical examples, in which two sequences of time series data are generated by the AR model and the mixture of two AR models respectively. We apply our approach to those two examples in order to predict the near future on condition of the past information and compare the performance of our approach with the standard AR calibration.
Preliminary
In this paper, we are interested in paths and in describing probability measures on these paths. For the sake of precision, we start by introducing some notations, making essential definitions and stating the basic results we require. These can also be found in [8] . A reader familiar with Rough Path theory might prefer to go directly to Section 3.
Paths with finite length
Fix the Banach space E = R d , whose norm is denoted by |.| and a compact interval J. Let (e 1 , e 2 , . . . , e d ) be a canonical basis for E. We will start with introducing the definition of 1-variation of a E-valued path on J.
Definition 2.1 Let X : J → E be a continuous path. The 1-variation of X on the interval J is defined by
where the supremum is taken over all subdivisions D := {t j } r j=0 of J.
Remark 2.2 A path with finite one-variation is just a path with bounded variation, also called a path with finite length.
Let us introduce the definition of an axis path, which is used in Definition 4.2. 
Alphabet and words
Let us consider a finite set A, which we called an alphabet, whose elements are the digits 1, 2, . . . , d, and a word I on the alphabet A is either the empty word denoted by () or it can be written as
which is the concatenation product of the finite digits i 1 , i 2 , . . . i n on the alphabet A, where n is called the length of the word I. If I is an empty word, then its length is zero. Let A * denote the set of all the words of finite length. Clearly A * forms a monoid under concatenation. Any mapping c : A * → R is called a formal power series, and the value of c at I ∈ A * is written as c, I . Thus c can be written as the formal sum as follows:
The collection of all formal power series over A * is denoted by R A , while the set of polynomials over A is designated by R A . The set of polynomials over A of degree no more than n is denoted by R (n) A . The tensor product of two formal power series c 1 and c 2 is defined as follows:
Let us introduce two useful functions on R A as follows. The first one π I is defined by
The second one ρ n is defined by
where n ∈ N. Let us recall that (e 1 , ..., e d ) is a basis for E = R d . The E-valued path X t can be represented as follows:
where X (i) t is the projection of X t to the i th coordinate. The signature of the path X t of finite variation is normally defined on the tensor space
is the vector space of all multi-linear forms of length n and E ⊗0 = R. However it is noticeable that T ((E)) is isomorphic to R A . Thus, for each c = (c 0 , c 1 , . . . ) ∈ T ((E)) there corresponds a unique c = I∈A * I, c I and vice-versa. The sum and product in T ((E)) are also identified with the sum and the product of the formal power series. For simplicity we will introduce the concept of the signature via the formal series on A * in the next subsection.
The signature of a path
We start with the definition of the coordinate iterated integral of the path X indexed by the word I = (i 1 , i 2 , . . . , i n ) as follows.
Definition 2.6 Assume that a path X is of bounded variation. The coordinate iterated integral of the path X indexed by I = (i 1 , i 2 , . . . , i n ) is denoted by X I , the scalar iterated integral of coordinate projection
where the integral is well defined in the sense of Young integral. Definition 2.7 Let J denote a compact interval. Let X : J −→ E be a path of bounded variation. The signature X of X is a formal power series, written as follows:
where (i 1 , i 2 , . . . , i n ) is a word of the length n generated by the alphabet {1, 2, . . . , d}. The signature X is also denoted by S(X).
Remark 2.8
The signature of the path S(X) can be also expressed as follows:
where () is an empty word.
Remark 2.9 The signature of a path can be simply regarded as a formal infinite sum of non-commutative tensor products, and the coefficient of each monomial is determined by its corresponding coordinate iterated integral.
Definition 2.10 Let X be the path of bounded variation taking value in E defined as before. For every positive integer n, ρ n (S(X)) is called the truncated signature of X of the order n. Let T n (E) denote the space of tensors of the order n, i.e.
The algebraic properties of the signature
The following fundamental theorem of Chen's identity asserts that the signature is a homomorphism between the paths space and its rough path space. 
where 0 ≤ s ≤ t.
The proof can be found in [8] .
Remark 2.12 Re-parameterizing a path inside the interval of definition does not change its signature over the maximal interval. Translating a path does not change its signature. We may define an equivalence relation between paths by asking that they have the same signature.
Without loss of generality, let us consider two linear forms on R E , say π I and π J , where I, J are both words. Their pointwise product as real valued functions is a quadratic form on R E , but it is remarkable that it is still a linear form, which is stated in Theorem 2.15. Before it, we need to give the definition of the shuffle product of two words.
Definition 2.13
We define the set S m,n of (m, n) shuffles to be the subset of permutation in the symmetric group S m+n defined by
14 The shuffle product of π I and π J denoted by π I ¡ π J defined as follows:
Theorem 2.15 Let X be a path of bounded variation. Let I and J be two arbitrary indices. The following identity holds:
Expected signature of stochastic processes
Definition 2.16 Given a probability space (Ω, P, F), X is a stochastic process which takes value in E. Suppose that for every ω ∈ Ω, the signature of X(ω) denoted by S(X(ω)) is well defined a.s and under the probability measure P , its expectation denoted by E[S(X)] is finite. We call E[S(X)] the expected signature of X.
Remark 2.17
The expected signature of a random path plays a similar role as the moment generating function of a random variable. It is anticipated that the expected signature of the random process captures the complete law of the random signature and the important information about the measure on the underlying paths in some sense as well(see [4] ). At least it can be proved in some simple cases, which is stated in the following theorem.
be a finite collection of paths of finite variation. They have pairwise distinct signatures, ie. for every i, j ∈ {1, 2, . . . , n} and i = j, S(
Then for every i ∈ {1, 2, . . . , n}, there exists a linear form σ i :
where j = 1, 2, . . . , n.
Proof. We are going to construct a linear form σ i such that
For any i ∈ {1, 2, ..., n}, ∀j = i there exists the index I i,j such that
Let us define the linear forms σ i as follows:
where the product is in the shuffle product sense, i.e. for every index I, J ∈ A * ,
and
By the shuffle product property of signatures, i.e. the multiplication of two linear forms on the signature is still a linear form on the signature (Theorem 2.15), Equation (5) can be expressed as a linear form on the signature as well.
a i,j and b i,j is well defined. One the other hand, it holds that
If i = l, σ i (S(X l )) = 1 obviously; otherwise, there exists j = l, such that
and thus σ i (S(X l )) = 0. The proof is complete now.
Remark 2.19
We can restate this theorem in the probabilistic setting. Consider the probability space (Ω, P, F), where Ω is a finite collection of paths, i.e.
, and F = 2 Ω . Under the probability measure P ,
where λ i ≥ 0 and
Then the expected signature of X is the weighted sum of the signature of each path, i.e.
has pairwise different signatures, from the above theorem, we know how to derive the linear form σ i from the signatures of all paths, i.e. {S(X i )} n i=1 and then we can compute the measure of the signatures of the paths from its expected signature; more precisely
3 Expected signature framework
In our setting, we are interested in the signature of a axis path, and it can be considered in a more general setting. However for the sake of simplicity, we stick on the axis path case and later we will explain how to embed the time series into the axis path.
The general expected signature framework
Let X and Y be two random E-valued axis paths of the length no more than L. Denote the signatures of two random lattice paths X and Y by X and Y respectively. We are interested in studying the conditional expectation E[Y|X]. Now let us start with explaining the motivation for studying this conditional expectation object. Roughly speaking, the signature gives a description of the path itself, and in some cases it uniquely determines the path. In [7] Hambly and Lyons proved that the signature of a continuous path of bounded variation uniquely determines the path up to the tree-like equivalence. On the other hand, the expected signature is a way to represent the law on the signatures( [4] ). It would be great interest to learn how to compute the distribution of Y given the known information X, which is E[Y|X] if written in our rough path language.
Let us consider the conditional expectation E[Y|X] denoted by µ X . The covariance of Y conditional on X is determined by µ X and given as the function Σ 2 X :
where I, J ∈ A * .
Theorem 3.1 Let µ X and Σ 2 X be defined as before. Then for every I, J ∈ A * ,
Proof. For each I, J ∈ A * , by the definition of the conditional covariance
Due to the shuffle product of the signature, we have
we obtain the following equations immediately:
Definition 3.2 Let µ be a formal series over A * . We say that the quadratic form Σ 2 which maps A * × A * to R, is induced by µ if and only if for every
Definition 3.3 Let µ be a polynomial of the degree 2n over the alphabet A. We say that the quadratic form Σ 2 which maps A * n × A * n to R, is induced by µ if and only if for every I, J ∈ A * n
where A * n is the set of words over A of the length no more than n . Since the range of X is a finite set assuming that X is a lattice path of the length no more than L, it is guaranteed that any polynomial on the range of X is actually a linear functional! It is sensible for us to come up with the following model:
where f is the linear functional which maps T ((E)) to T ((E)) and the noise term ε conditional on X has zero mean and the covariance Σ 2 which is induced by f (X).
The estimation approach and modelling check
Suppose that we have a large sample
and we would like to use them to estimate the expected truncated signature of Y of the order m on condition of X, i.e. ρ m (E[Y|X]), or in other words, the linear functional ρ m • f . The estimation of the linear functionalρ m • f will turn out to be the standard linear regression problem; the coordinate iterated integrals of Y are multi-dimensional regressands while the coordinate iterated integrals of X are explanatory variables. In practice, we need to consider the truncated signature X of the certain degree instead of the full signature, since the number of explanatory variables should be finite. We would like to apply least square methods to this linear regression problem, since it is non-parametric and we expect that our approach is more general and robust. In terms of checking the goodness of the model fitting, we simply use the variance of the residuals
as an indicator, where
4 Combine the time series model into the expected signature framework
Embedding the time series into its signature
Let us consider a univariate time series {r t }, i.e. a collection of random variables (e.g. the return r t of a stock) . Actually it is not difficult for us to generalize our model to the multivariate time series, but at the current stage for the sake of the simplicity we focus on the univariate case in the rest of the section, and explore the link between our model and the classical model. Before doing so we start with explaining the motivation of embedding a time series into the signature and how to embed it.
4.1.1
The motivation and the procedure of embedding the time series into its signature
Consider a univariate time series r t , which is observed at discrete, equally spaced time points {t i } N i=1 , i.e. there exists ∆t > 0 such that for any i = 1, . . . N, t i = i∆t, where N is the size of the samples. Assume that r t is a bounded process, i.e. there exists C > 0 such that |r ti | < C, for any i = 1, . . . , N . For convenience, let us denote r ti by r i , where i = 1, 2, . . . , N . In the following discussion of this paper, we only consider such time series that it has uniform time intervals and it is a bounded process. To embed this time series {(t i , r i )} n i=m into its signature where 1 ≤ m < n ≤ N, m, n ∈ N, we have the following two steps:
1. Embed a time series {(t i , r i )} n i=m into the two dimensional axis path; 2. Compute the signature of this transformed continuous path.
The first step is implemented as follows: let us define a two dimensional axis path denoted by R, which maps [2m, 2n + 1] to R + × R, and is given as follows:
where i = m, m + 1, ..., n − 1 and {e i } i=1,2 are orthonormal basis of R 2 .
Remark 4.1
The continuous function R is simply defined as keeping r i value at the time interval [t i , t i+1 ). When the new data r i+1 at time t i+1 , there is an instantaneous jump from r i to r i+1 . We add one more point 0 at the time t m to the time series {r i } n i=m to make it a new time series, such that the signature of {r i } n i=m can uniquely determine {r i } n i=m , which can be proved in the later section.
After embedding a time series data {(t i , r i )} n i=m into the corresponding axis path R, it allows us to compute its corresponding signature of this axis path and thus gives the meaning of the signature of a discrete time series. Let us give the definition of the signature of a time series. 
Remark 4.5 In the later discussion, we would assume that the time series {r t } is of the mesh size δ. Otherwise we will choose the suitable mesh size δ, and transform
as follows:
and use the signature of the transformed time series
to approximate the signature of the original time series.
It is easy to prove the following lemma, which states that as the mesh size converges to zero, {(t i ,r i )} converges to the time series {(t i , r i )}. Lemma 4.6 As δ → 0, (t i ,r i ) converges to (t i , r i ) uniformly, for any i = 1, 2, . . . , N .
Remark 4.7 Wealth is always expressed or denominated as a numerical amount x of a numeraire or currency: x$, xApples. Currencies have distinct dimensional type. At a given exchange they usually have a minimum price granularity (cent, apples) which we will call a grain $ or grain Apple. This is another unit for the same currency (or dimensional type) and is typically exchange dependent. All wealth is integer valued in granular units. Similarly the time is also integer valued in granular units, e.g. second etc. It is sensible to think the time series of the price is of the mesh size 1, and can be perfectly embedded into the lattice path.
Remark 4.8 As we discussed before, it is sensible to turn a financial time series into the axis path of the certain mesh. The signature of such axis path would be a natural way of representation of a discrete time series. Since the signature is a top-down description of the whole path, the truncated signature actually provides a natural way to summarize and incorporate the high frequency information to avoid the over fitting issues when attempting to utilize the highly sampled data in order to forecast what would happen on the long run. Now we will discuss the properties of the signature of a time series
Lemma 4.9 The signature of a time series
where 1 ≤ m < n ≤ N and m, n ∈ N.
Proof. Since the axis path is piecewise linear, by induction using Chen's identity we will have this lemma result immediately.
Remark 4.10
In the one dimensional time series, we add the time to turn it into two-dimensional path, so as to make the signature include all information of the time series. However in cases of the higher dimensional time series, similarly we can turn it to the multi-dimensional lattice path without adding the time, which can allow us to analyze the time series while ignoring the time reparameterization. In a very simple and natural way, our representation of the history through "the signature" allows high frequency information to be summarized and incorporated using only a few parameters and so preventing over fitting that is frequently present when trying to use highly sampled data to predict events on longer time intervals.
Remark 4.11
There is more than one way to lift the time series data to the signatures. For example, we can lift the original path to its delayed path firstly and then turn the delayed path to its signature. (It is called the lead-lag transformed path in [6] , and interested readers can refer to [6] for more details.) The advantage of this way to encode the path information into the signature is that we can read the volatility of the path directly from the second term of the signature.
The properties of the signature of a time series
In the following part of the subsection, let us consider a time series {(t i , r i )} n i=m of the mesh size δ and the known the time step ∆t in the following part of this subsection, where 0 < m < n ≤ N, and m, n ∈ N.
Lemma 4.12 Suppose that 0 < m < n ≤ N, m, n ∈ N. The signature of a time series {(t i , r i )} n i=m can uniquely determine the time series {(t i , r i )} n i=m .
Proof. Since the function π 1 • R is a non-decreasing function, the function R can't be tree-like. Thus there is one-to-one correspondence between {t i , r i )} n i=m and the signature of {(t i , r i )} n m since the ending point of the function R(.) is given that R(2m) = t m e 1 .
In the following lemma it is observed that {r i } n i=1 can be represented as a linear functional on its signature of {(t i , r i )} n i=1 .
Lemma 4.13 Let X denote the signature of a time series {(t i , r i )} n i=1 of the mesh size δ. Assume that {t i } n i=1 are known, for every i = 1, . . . , n,
Proof. Assume that we know that
. Consider the coordinate signature indexed by (1, 1, . . . , 1
, 2), where there are k-1 copies of 1. We have that
Let us recall the definition of R s , i.e.
R(s)
where i = m, m + 1, ..., n − 1 and {e i } i=1,2 are orthonormal basis of R 2 . So π (1,...,1,2) (X) can be simplified to
For n ≥ 2, it can be rewritten in the matrix form:
Since T is a square Vandermonde matrix, and each t i s are different for i = 0, 1, . . . n − 1, it is invertible. So we have
The RARCH model
Let us consider a univariate time series
of the mesh size δ. For the fixed k ∈ N, denote the information set available at time t k , i.e. the past returns before t k by F k . In this context, Y k is the signature of the future return series S({t i , r i } k+q i=k+1 ), and X k is the signature of the past return series S({t i , r i } k i=k−p ). Let us introduce the RARCH model as follows.
Definition 4.14 (RARCH(p, q, n, m)) Suppose that a univariate time series {r i } i is stationary. We say that {r i } N i=1 satisfies the assumptions of the RARCH model with parameters p, q, n and m, denoted by RARCH(p, q, n, m) if and only if there exists a linear functional f :
where N is a positive integer no less than p + q, F t is the filtration up to time t and the residual terms a t satisfy that
Let µ k denote the expectation of S({t i , r i } k+q i=k+1 ) conditional on the information up to the time t k , i.e.
and in our model, it follows
Observe that µ k and a k take values in T ((E)). The conditional covariance of the signature of the future return series S({t i , r i } k+q i=k+1 ) given F k is defined as the function Σ 2 k , which maps A * × A * to R:
The model for µ k in Equation (10) The fundamental assumption of our RARCH model is the stationarity of the time series {r i }, which is standard in the time series analysis. A time series {r k } is said to be strictly stationary if the joint distribution of (r t1 , ..., r t k ) is identical to that of (r t1+τ , ..., r t k +τ ) for any τ ∈ R + , where k is an arbitrary positive integer and (t 1 , . . . t k ) is a collection of k positive integers(See [9] ). It implies that the distribution of the signature of (r t1 , ..., r t k ) is invariant under the time shift as well.
The RARCH(p, q, n, m) model assumes that the distribution of r k+1 , . . . , r k+q on condition of the current information F k only depends on the truncated signature of the p-lagged data points r k−p , . . . , r k−1 , r k of the order n and particularly we are interested in studying the expectation of the truncated signature of r k+1 , . . . , r k+q of the degree m.
In the following discussion, for simplicity we only consider q = 1 and we aim to recover the functional relationship between r t+1 and the truncated signature of p-lagged data points r k−p , . . . , r k−1 , r k of the order n. Following the discussion about the expected signature model framework in Section 3.1, we assume that the conditional expectation of r t+1 of is a linear functional on the truncated signature of p-lagged value returns of the order n.
The link between the classical time series models and RARCH models
There are many popular time series models in statistics and econometrics, e.g. Autoregressive (AR) model and Autoregressive Conditional Heteroskedasticity (ARCH) models. Let us define the AR model and the ARCH model. 
where p is a non-negative integer and a t is a white noise with mean zero and variance σ 2 a .
Definition 4.16 [ARCH model]
We say that a time series {r k } satisfies the assumptions of ARCH(q) model, if and only if the error terms ε k defined by return residuals with respect to a mean process, (i.e. ε k = r k − µ k ) satisfy the following equalities:
where z k is a strong white noise, {a i } q i=0 are all constants such that a 0 > 0 and a i ≥ 0, ∀i = 1, · · · , q and the mean equation µ t is a linear combination of the lagged returns, i.e. there exists a positive integer Q and constants {β i } Q i=1 , such that
The classical time series models aim to analyze a financial time series and in the univariate case there is particular interest to estimate the conditional expectation and variance of r k+1 given the information at time t k denoted by m k and σ 2 k , i.e.
m k and σ 2 k are referred to the mean equation for r k and the volatility equation for r t . Let us consider RARCH(p, 1, n, l) models, and by linear regression we obtain the estimation of µ 
In standard time series models, m k is often assumed to be a linear combination of the lagged p values of returns {r t−i } p i=1 and the lagged p values of returns {σ
. It is actually a special case of our RARCH model, since the mean equation for the signature of the future time series is assumed to be the linear functional on the signature of the past in the RARCH model, and
can be expressed as a linear functional on its signature.
AR models can be seen as the simplest one among classical times series models. Conditional heteroscedastic models, e.g. ARCH or GARCH, try to amount to augmenting a dynamic equation, which governs the time evolution of the conditional variance of the asset returns, to a time series model. The volatility σ 2 k is modeled as the weighted sum of the squares of past innovations (see [9] )). However there is no clear evidence to see why the volatility equation for the returns should be in such form. Compared with it, our RARCH is a systematic approach to model the volatility, since the variance\covariance of the low order terms of the signature of the future on condition of the current information is determined by the mean of the higher order terms of the signature of the future conditional on the current information due to the shuffle product property of the signature. In RARCH model, by assigning the model for the mean equation for the truncated signature of the future returns of the order n, it determines the conditional variance structure of the truncated signature of that of the order n.
In the following, we use the ARCH model as an example, and show that it is indeed a special case of the RARCH models. By simple calculation, it is easy to obtain the following lemma about the moments of the return r k conditional on the information up to time k − 1.
Lemma 4.17 Suppose that a time series {r k } satisfies ARCH(q) model given in Definition 4.16. µ k is the mean equation in the form as follows:
where Q is a positive integer, {β i } Q i=0 are all constants. Suppose z k is a white noise satisfying the condition that z k has the moments up to degree n and E[z Proof. For every positive integer n ≥ 0 such that z k has finite moments up to degree n, it holds that
(12) comes from the definition of residual terms ε k = r k − µ k = σ k z k , while (13) and (14) follows using the linearity of the expectation and the property of white noise z k . By assumption of z k , E[z j k ] is zero for all odd j ≤ n, and thus
and j is even
Using the definition of the error term ε k−i = r k−i − µ k−i and the volatility equation
for any even j ≤ n, σ j k is obviously a polynomial of the (q + Q)-lagged values of r k , and so is E[r
Theorem 4.18 Suppose that a time series {r k } satisfies the assumptions of the ARCH(q) model given in Definition 4.16 and its mean equation µ k is in the form as follows:
Then there exists a sufficiently large integer N such that a time series {r k } satisfies the assumptions of RARCH(q + Q, 1, N, 2). 
] is a polynomial of the (q +Q)-lagged values of r t , which implies that there exists a linear functional f n , such that E[r
)), due to Theorem 2.15 and Lemma 4.12. Remark 4.19 Similarly it is easy to show that AR models and GARCH models are special cases of the RARCH models as well. RARCH(p, 1, n, 2) model can be simply considered as the classical time series models using the coordinate signature of the past as explanatory variables instead of the lagged returns or the return squares to predict the future return. Moreover our model implies the specific form of the conditional variance structure while the ARCH or GARCH suggested some forms of the conditional variance, which might not have obvious reasons for it.
Examples and numerical analysis
In this section, we choose two simple examples to illustrate how our approach is applied to time series data and compare its performance with the standard calibration approach. The first example we are looking at is the AR model, and the second example is the mixture of two AR models. For the limitation of the time, the calibration of our methods is simply least squares method (conditionally weighted by an input covariance matrix), which is implemented in Matlab7(Release 2011b). There is still room to improve the regression methods for our model.
AR model
First of all, let us consider the standard AR model (see Definition 4.15). The AR calibration is simply obtained by least square methods, and it regresses r t+1 against the p-lagged values.
For an experimental test, we generate a time series {r t } based on AR ( In our model, we specify n = 4 and give all possible indices I and the corresponding estimated coefficients {f I } as follows: (1, 2, 2, 1) (1, 2, 2, 2) (2, 1, 1, 1) (2, 1, 1, 2) (2, 1, 2, 1) (2, 1, 2, 2) (2, 2, 1, 1 Figure 2 and Figure 3 plot the difference between the true conditional mean and the estimated mean by AR calibration against time for the learning set and the testing set respectively. Figure 4 and Figure 5 plot the estimated conditional mean given by AR calibration against the true mean for the learning set and testing set respectively. Similarly we plot the difference between the true conditional mean and estimated mean by our method for the same learning set and the testing set respectively in Figure 6 and Figure 7 . Moreover we plot the conditional mean given by our approach against the true mean for the learning set and the testing set respectively in Figure 8 and Figure 9 . Those figures show that the deviation of the estimated conditional mean of the return given the previous q returns away from its true conditional mean is in the same scale for both AR method and our method, but AR approach performs slightly better for both in-sample and out-of-sample sets. Furthermore we use the average difference of the estimator for the conditional mean against true mean as an indicator for the performance of the calibration method, and we summarize the result in the following table.
Learning set Testing set AR 0.0026 0.0033 RARCH 0.0076 0.0063
It shows that AR calibration outperform ours slightly in this case. However it is reasonable, since AR calibration is model-specific and in this case it is a right choice for calibration. Therefore a little better calibration performance of AR methods are understood.
The mixture of two AR models
We say that a time series {r t } satisfies the assumptions of the mixture of two AR models if r t+1 satisfies the assumptions of one AR model if current return r t is greater than the threshold value; otherwise r t+1 satisfies the assumptions the other AR model. Here we specify the parameters of the mixture of two AR models as follows: the parameters of the first AR model is α = [α 0 , α 1 , α 2 , α 3 ] = r t+1 = α 0 + 3 n=1 α n r t−n , if r t > 0; β 0 + 3 n=1 β n r t−n , if r t ≤ 0. Figure 10 and Figure 11 plot the estimated conditional mean by the standard AR approach against the theoretical mean for the learning set and backtesting set respectively, while Figure 12 and Figure 13 plot the estimated conditional mean by our approach against the theoretical mean for the learning set and backtesting set respectively. Figure 14 and Figure 15 show the difference between the estimated conditional mean by the standard AR approach and the theoretical mean for the learning set and backtesting set respectively, while Figure 16 and Figure 17 present the difference between the estimated conditional mean by our approach and the theoretical mean for the learning set and backtesting set respectively. Table  5 .2 summaries the variance of the estimated conditional mean of the return for both AR calibration and our approach, which shows that our approach slightly outperform the AR approach for both the learning set and the training set. It suggests when the mis-specification of the model occurs, our methodology is more robust and it might be a better way of making prediction. Actually the model mis-specification happens quite often in reality, and our approach can provide an alternative and more systematic way in dealing with the time series data since it is model-free compared with the standard time series models.
Learning set Testing set AR 0.12571 0.13579 RARCH 0.047657 0.049779
Conclusion
There are numerous generalizations of ARCH and GARCH models which make them difficult to use without making any assumptions on a data stream(see [2] ). Our approach is more flexible and robust, and it provides a natural framework to analyze the financial time series. The classical time series can be thought as a particular example of our proposed models. Numerical examples show that our methodology is more robust than the classical time series models especially when model mis-specification occurs. The data used in our examples are modelsimulated, while in [6] this approach can be applied to the empirical financial data and used to efficiently classify the data and make the predication for the future. The difference between the true conditional mean and estimated mean by our approach for the backtesting set
