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Preface
Executed during years 2010-2013, Cloud Software is a Finnish research pro-
gram, whose goal has been to significantly improve the competitive position
of Finnish software intensive industry in global markets in the field of cloud
computing. More than 30 Finnish IT companies and research organizations
have participated in the program, and the output of the program has been
considerable both in terms of scientific publications as well as industry trans-
formation towards using cloud computing techniques.
This book contains selected contributions by the Cloud Software Pro-
gram partners focusing on innovative algorithms, applications, and tools to
develop new services and applications to be deployed in public and private
cloud infrastructures. These are needed to fully utilize the concept comput-
ing as a utility as promised by cloud computing. In addition to the actual
contributions, the first chapter of the book contains an introduction to cloud
computing from the point of view of software development. For the rest of
the book, each chapter tackles a concrete problem relevant to software de-
velopment for cloud infrastructures that originated in the program company
partners.
We want to thank all the participants in the Cloud Software program for
their e↵orts, shared experiences, and insights during these four years that
have been materialized in the contents of the book. Specially, we want to
thank Dr. Janne Ja¨rvinen, focus area director, Professor Veikko Seppa¨nen,
academic coordinator, Dr. Tua Huomo, program coordinator, and Dr. Pauli
Kuosmanen, Digile CTO, for leading the program. In addition, we wish to
thank Hans Ahnlund and Mika Laurila (ECE Ltd.), Marc Englund (Vaadin
Ltd.), Sami Helin (Steeri Oy), Jarno Kallio (Packet Video Finland), Risto
Laurikainen (CSC), and Heikki Nousiainen (F-Secure) for performing reviews
for the di↵erent chapters that constitute the book. Finally, we also wish to
thank all the contributors of this book for their dedicated e↵orts both in the
program itself as well as in reporting the results.
Ivan Porres, Tommi Mikkonen, Adnan Ashraf
October 2013
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Abstract–This chapter presents the main technologies currently used in
cloud computing, what are the main commercial o↵erings and what are their
programming models. We discuss hardware virtualization technologies used
in datacenters, three di↵erent service abstraction levels: infrastructure, plat-
form and application and the main driver and adoption problems in cloud
computing.
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1.1 Technology Drivers and Adoption Problems
The cloud computing paradigm is a new framework for purchasing comput-
ing as a utility (Utility Computing) instead of using traditional datacenters
to provide data processing capability. Perhaps the best overview of the tech-
nology drivers behind cloud computing is given in the report “Above the
Clouds” [7, 6] from Berkeley, which also discusses the main obstacles and
opportunities in cloud computing.
Cloud computing contains a number of technologies that are required to
realize the “computing as utility” promise made by cloud computing ven-
dors. Many of the key technologies have existed already before the term
“cloud computing” was invented, while others have been born out of the
Internet-scale deployment of computing in distributed data centers by sev-
eral big companies such as Google, Amazon, Yahoo, and Salesforce.com.
Consequently there are many definitions of cloud computing but the main
distinguishing features of cloud computing are:
• Computing resources can be purchased on-demand from a virtually
unlimited supply.
• The capital expenses needed to purchase computing resources up-front
are changed to operational expenses, shifting the capital investment
risk for under/overprovisioning to the cloud computing vendor.
• Computing is priced with a pay-as-you-go pricing model where capacity
can be scaled up and down on a short term basis.
The National Institute of Standards (NIST) in the US has also decided to
emphasize the elasticity of computing resources in their definition of cloud
computing [40], which is a definition we can largely agree with. One fre-
quently cited article defines the cloud as follows:
Clouds are a large pool of easily usable and accessible virtual-
ized resources (such as hardware, development platforms and/or
services). These resources can be dynamically reconfigured to
adjust to a variable load (scale), allowing also for an optimum
resource utilization. This pool of resources is typically exploited
by a pay-per-use model in which guarantees are o↵ered by the
Infrastructure Provider by means of customized SLAs [54].
One of the main drivers for cloud computing are the economics of scale in
datacenter building and operations costs. The pricing of hardware, electric-
ity, cooling, and especially global network capacity is much more competitive
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when bought for data centers with tens or hundreds of thousands of servers
instead of small scale datacenter operations with maybe a hundred to a thou-
sand servers.
This chapter focuses on the technical aspects of the available cloud com-
puting platforms and mostly overlooks financial and business aspects of cloud
computing. The key technologies we are discussing in this chapter are:
1. Hardware virtualization: In order to allow for maximum flexibility of
o↵ering customers the illusion of dedicated computing, storage, and
networking infrastructure on a computing infrastructure shared with
other clients, virtualization technologies are heavily used. Section 1.2.1
discusses the commonly used virtualization technologies, for example
Xen is used by the Amazon cloud o↵ering.
2. Sandboxing : Sometimes the overhead per (Linux or Windows) virtual
machine can be quite significant, as typically each virtual machine is
running its own kernel instance. Another commonly used approach
is to use high-level programming languages with sandboxing (Python,
Java, etc.) virtual machines to do the isolation between clients on
a multi-tenant cloud infrastructure. Examples of this are the Google
App Engine that uses Python and Java runtime environments that
have been sandboxed to disallow things such as writing to files and
opening of network sockets. Sandboxing is discussed in more detail in
Section 1.2.2.
3. Virtualized network block storage: This is similar to having a virtualized
network file server with redundancy available to mount storage to a
virtual machine. A typical product is the Amazon Elastic Block Store,
which can be used to mount network attached storage to a cloud server
instance. The technologies employed here are similar to traditional file
serving technology with a virtualization layer on top. This technology
is discussed in more detail in Section 1.2.3.
4. Scalable datastore: One of the key technologies in scalable web services
is the scalable datastore, a database component to manage the data
behind the web application. There is a large interest in NoSQL (for No
SQL or Not Only SQL) datastores. This is a quite central topic that
we will discuss at length in Section 1.3.1.
5. Scalable file storage: Another basic cloud building blocks is that of
geographically replicated hashed file storage. Examples of this service
include the Amazon S3 storage system, and the recently announced
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Google storage system. The data in replicated hashed file storage is
accessed through a REST (via HTTP) based interface, and can thus be
directly linked into in web sites. Replicated hashed file storage is often
used to store the virtual machine images that are loaded to virtual
machines at startup, to store backups of block storage, as well as to
store large binary blobs (images, software, etc.) of data served through
Web servers, as well as the seeds of data to be distributed through
content distribution networks. These will be discussed in Section 1.3.2
6. Scalable batch processing : One of the key new technologies used in the
cloud are scalable batch processing systems. The main reference imple-
mentation here is Google MapReduce and its open source implementa-
tion Apache Hadoop. This will be discussed in detail in Section 1.3.3.
7. Cloud controller : All of the cloud o↵ering provide either a command
line or aWeb based interface to deploy and administer cloud computing,
including not only computing but also storage and networking. Exam-
ples include the Eucalyptus Cloud Controller (CLC), the OpenNebula
Virtual Infrastructure Manager, and the Web based Google App En-
gine Administration Console. These technologies will be discussed in
Chapter 1.4. The di↵erent types of approaches (Infrastructure as a
Service, Platform as a Service, Software as a Service) are addressed in
individual Sections 1.4.1, 1.4.2, and 1.4.3.
In addition to technologies listed above most of the traditional Web appli-
cation and web content serving technologies such as web services using load
balancing and caching are quite predominant in Cloud application develop-
ment, as one of the main drivers of scalable technologies are Web applications
deployed at the massive Internet scale. For example, clouds are used to do
the distribution of static Web content globally. Several providers such as
Akamai and Amazon with its Cloudfront service o↵er caching services for
static content using globally distributed network of datacenters to minimize
the Internet data transfer fees for providing Web-based services. As these are
basically Web serving content delivery networks, they will not be discussed
further in this chapter.
Figure 1.1 presents an overview of the central elements in cloud com-
puting. The lowest layer pertains to datacenters, clusters, and networking.
Flexibility is achieved by using virtualization, and creating and moving plat-
form instances at runtime. On the client-side, the Web browser is becoming
a key platform for applications. Various Web application frameworks are
then used through the browser. On a higher level, the aim of the cloud infra-
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structure is to support on-demand service creation, management, and access.
Open APIs are key components for interoperable cloud-based systems.
Browser as a PlatformDatacenters and clusters
Virtualization Web ApplicationFrameworks
ElasticityLocation IndependentResource Pooling
Information demand and
supply (Open APIs)
Ubiquitous Network
Access
On-demand service
Software as 
a Service (SaaS)
Platform as a 
Service (PaaS)
Infrastructure as
a Service (IaaS)
Private, community, public, hybridclouds
Figure 1.1: Overview of cloud services
The figure highlights the di↵erent roles found in cloud computing, namely
the service consumer, provider, and developer. The service provider is a
central element of cloud computing, because it facilitates the deployment and
execution of various building blocks. The service provider achieves flexibility
through virtualization and dynamic configuration of the runtime system.
This flexibility that takes the supply and demand of content into account can
be seen as a central feature of clouds. Virtualized resources include networks,
CPUs, and storage. In order to implement and manage a cloud platform, a
number of management features are needed. The necessary management
features include reporting, Service Level Agreements, capacity planning, and
billing. The software layer providing the virtualization is called a virtual
machine monitor or hypervisor. A hypervisor can run on bare hardware
(Type 1 or native VM) or on top of an operating system (Type 2 or hosted
VM). The service developer uses APIs exposed by the cloud platform and the
software it is executing. The service developer needs to have tools for service
creation, deployment and publishing, and analyzing the service at runtime.
6 A. Ashraf et al.
The service consumer uses various APIs and user interfaces to access the
deployed services.
The services of Cloud computing can be divided into three categories:
Software-as-a-Service (SaaS), in which a vendor supplies the hardware infra-
structure, the software product, and interacts with the user using a portal.
Platform-as-a-Service (PaaS), in which a set of software and development
tools are hosted by a provider on the provider’s infrastructure, for exam-
ple, Google’s AppEngine. Infrastructure-as-a-Service (IaaS), which involves
virtual server instances with unique IP addresses and blocks of on-demand
storage, for example, Amazon’s Web services infrastructure. Figure 1.2 shows
layer architecture of cloud computing.
Hardware
Infrastructure as a Service
Platform as a Service
Client
Software as a Service
Cloud provider
Traditional Web Services
Cloud Web Services
Figure 1.2: Layer architecture of cloud software
This chapter focuses on the cloud computing technologies from two dif-
ferent perspectives. The first one is the view of the application programmer:
What kinds of application frameworks do the di↵erent cloud providers pro-
vide and what are the benefits and drawbacks on the frameworks in question.
The second perspective is that of a cloud service provider: What technologies
are employed in the cloud platforms, especially concerning the scalability of
services. Many of the available implementations share similar (or even the
same) components, and they are often composed by mixing and matching
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proprietary and open source components.
1.2 Background Technologies
There are some commonly used technologies that have already existed before
the introduction of cloud computing, but which have lately experienced a
renaissance due to the introduction of cloud computing. Such technologies
include in particular the following:
• hardware virtualization technologies
• virtualized network block storage
• sandboxing
These technologies play such a big role in current approaches to cloud com-
puting that we have decided to address them separately.
1.2.1 Cloud Hardware Virtualization Technologies
Virtualization, or the capability to make one computer appear as several
computers or a totally di↵erent computer, is a 4 decades old idea, introduced
by IBM in its 7044 computer together with the Compatible Time Sharing
System (CTSS) developed by MIT.
Virtualization is key component in Cloud computing as it allows one to
distinguish the underlying hardware from the operating system, and allows
the cloud hardware provider to easily let the client run any operating system
that is needed.
The report Secure Virtualization and Multicore Platforms State-of-the-
Art report, by Heradon Douglas and Christian Gehrmann [20] provides a
good overview of the underlying techniques and issues.
Virtualization techniques can be split into two main approaches:
1. System virtualization in which the entire system is virtualized. This en-
ables multiple virtual systems to run concurrently totally isolated from
each other. The hypervisor or virtual machine monitor provides access
to memory, devices, network, including the CPU. As a consequence,
the Guest operating system thinks it has the machine for itself.
2. Para-virtualization in which the guest operating system is modified to
cooperate with the hypervisor. The guest is modified to use interfaces
that are safer or more e cient to use than the original guest operating
system interfaces.
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The two main hypervisor types are the following:
• Type 1 runs directly on the host’s hardware and executes the guest
operating system.
• Type 2 (or hosted) runs within an operating system.
System virtualization typically requires hardware support from the pro-
cessor. Such support is provided e.g. by Intel Virtualization technology
Intel-VT [33], AMD’s support for virtualisation AMD-V [4], or ARM’s Trust-
Zone [53] . Thus, system virtualization is typically only supported for newer
IA-32, Xeon, Itanium, Athlon, and Phenom families of processors.
System virtualization can also be achieved by pre-virtualization, in which
the guest operating system code is scanned before execution by the hypervisor
and then modified at run-time, thus resembling a Just-In-Time compiler.
This approach naturally comes at a premium performance wise.
A comprehensive list of di↵erent virtualization solutions is available on
wikipedia [15]. The list contains over 70 di↵erent solutions, with either open-
source, or commercial licensing. Below, we focus on 3 solutions, KVM, XEN,
and VMWare. This choice is motivated by the fact that XEN is the open-
source market leader, while VMWare can be considered the commercial mar-
ket leader. KVM has been included in the list as it is gaining quite a lot of
interest in the Linux community.
XEN
The Xen hypervisor was created at the University of Cambridge at the end of
the 1990’s as part of the Xenoserver research project. The first open-source
release of the Xen hypervisor was done 2002, and the current version of the
hypervisor is 4.0. It can thus be considered a mature and stable product.
Commercial support is provided by XenSource Inc. Xen is also provided as
the virtualization solution by solution providers like Red Hat, Novell, and
Sun. Xen is currently marketed by Citrix (http://www.citrix.com/).
Xen is usually considered a para-virtualization solution, although version
4.0 adds capabilities for system virtualization. Xen handles device drivers by
running a special operating system in a special high-privilege Xen domain
(dom0). This operating system handles all device driver requests and has
optimized device drivers for the available hardware. The guest operating
system then has to be modified to work against these interfaces.
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VMWare
VMware (http://www.vmware.com/) o↵ers a commercial hypervisor
ESX [58]. ESX runs on “bare metal” and does not require a separate oper-
ating system. Instead it comes with an included Linux kernel that is booted
first and used to load special device drivers and other features required by
the hypervisor. The Linux kernel provides access to all devices of the system
to the guest operating system using these drivers. In principle, VMWare is
thus a para-virtualization solution. However “Scan-Before-Execution” the
VMWare marketing term for its run-time pre-virtualization technology, al-
lows the guest operating system to run unmodified on VMWare.
KVM
KVM is a newcomer among virtualization solutions. What KVM provides is a
solution to make a Linux kernel into a hypervisor by loading a module. Each
guest operating system is now a process in user-mode of the KVM hypervisor.
KVM assumes that it is running on a processor with hardware support for
virtualization. Thus it is not possible to run it on older processors, nor is
any such support planned.
KVM consists of two parts: the KVM module that is used to virtualize
memory and QEMU [46], an emulator, for virtualization of I/O.
Summary
Figure 1.3 presents a summary of well-known hypervisors including the three
hypervisors mentioned above. The key properties of hypervisors include
whether or not the system is open source, on what level does it operate
(type 1 or 2), what hardware is supported and what hardware can be vir-
tualized, and additional features such as live nested virtualization and live
migration.
1.2.2 Sandboxing
Sandboxing is a commonly used security mechanism that separates programs
and resurces from one another. By including the di↵erent applications in
separate sandboxes, the infrastructure used to host them can be shared by
numerous applications, some of which may have di↵erent trust levels. More-
over, it is easy to use experimental software in the same infrastructure as
the production software, since by encapsulating the di↵erent systems into
sandboxes of their own they can not cause harm to each other.
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Figure 1.3: Comparison of hypervisors
In the simplest form, sandbox systems are really isolating applications
from each other and the hosting operating system in full. They have no
way to interact, exept indirectly in terms of processor time, which they must
share, provided that the same computing infrastructure is used. However, it
is also common that not everything is isolated to such a degree, but di↵er-
ent privileges can be o↵ered to applications in exchange for e.g. providing
reasonable evidence that the developer is authorized to use some services.
Such a fine-grained sandboxing system can be implemented using so-called
capabilities, which can be used to provide an access to di↵erent resources
based on more detailed definitions.
Since sandboxing has been proven a really useful technology in many
fields of computing, it is not uncommon to find di↵erent implementations
that have been geared towards some particular area of application. In the
realm of cloud computing, the most common use of sandboxing is together
with a virtualization system, where the goal of sandboxing is to provide an
illusion of a single computer, dedicated to the developer, which is isolated
from the rest of the applications run in the same server farm or datacenter.
1.2.3 Virtualized Network Block Storage
The goal of storage virtualization is to abstract the physical location of the
data from users and developers. Provided with adequate implementation,
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this leads to location independence. The role of the virtualization storage is
to provide a mapping from the perceived data to the actual physical location.
For obvious reasons, the actual form of the mapping is implementation
dependent. For example, there may be limitations on granularity of the map-
ping, where di↵erent implementations provide a scale from a full, physical
single disk residing physically in a certain computer to small subsets of the
disk, provided in e.g. megabytes or gigabytes.
Commonly available implementations allow heterogeneous management
of multi-vendor storage systems. Consequently it is possible to build a virtu-
alized system out of best-suited component subsystems, which may provide
di↵erent quality of service in terms of e.g. access speed.
The benefits of virtualized storage systems in general are many. They
include at least the following:
• Non-distruptive data migration. With the virtualized system, data can
be migrated to di↵erent locations even if it is being used. Consequently,
there is more freedom on organizing the data in the network in accor-
dance to the services that are being provided and computers and data
storages that are currently available.
• Improved utilization. As is general with cloud computing, one of the
gains of using a virtualized storage is the ability to use the available
resources in a more optimized fashion.
• Simplified management. Another common gain of cloud computing
is the fact that one needs less management points when relying on
virtualized storage. This in turn simplifies management.
1.2.4 Network Virtualization
OpenFlow is an open standard that allows to run experimental protocols in
production networks [39]. OpenFlow is a feature added to switches, routers,
access points (APs) and basestations, allowing these datapath devices to
be controlled through an external, standardized API. Major switch vendors
are now implementing the system and it is used by universities to deploy
innovative networking technology. Basically, OpenFlow is a software-defined
Ethernet switch. Software-defined networking is expected to be one of the
new emerging research topics in computer networking.
Figure 1.4 presents an overview of the OpenFlow protocol. Routers and
switches implement the open API that allows administrators and control
components to create, modify, and remove flows in the flow table. The pro-
tocol is a step towards software-defined networks.
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Figure 1.4: The OpenFlow protocol
NOX is an open source network control platform that can control all
connectivity on the network including forwarding, routing, which hosts and
users are allowed. NOX is a control plane element that can be used with
OpenFlow switches [28].
1.3 Scalable Cloud Technologies
A key driver behind cloud computing are Web applications deployed at the
Internet scale. One of the problems with these applications is the variability
of demand in the capacity needed to serve users. An application that proves
successful on the Internet, for example a game, can have its load increased
dramatically in a very short time period. For example, when released as a
Facebook plugin, Animoto (http://animoto.com/) tra c doubled every 12
hours for 3 days [6]. If the application serving the load is not constructed
from scalable building blocks, such scaling to heavy Internet scale loads is not
possible. Another way to see these scalable cloud computing technologies is
that they are software based approaches to horizontally scale data processing
to be run on a large number of small machines instead of a few very powerful
machines. This can have potential in cost reduction for hardware as well as
potential for energy consumption reduction. As an example, Google discusses
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the high energy consumption of typical servers at idle, and are suggesting
architectures that are more energy-proportional, that is, the server power
should be proportional to its application performance level [5, 8]. Thus
the cloud should also be able to scale not only up but also down: when
application load decreases, the number of active servers needed to serve the
load should also be automatically decreased as well. Another example is the
paper [52], which discusses the use of virtualization technology to power o↵
idle machines for better power e ciency during hours of low load.
The scalable cloud computing technologies presented here can also be
seen as a preview of technologies to be employed on a smaller (company
private datacenter) scale in the future, as the need of scaling of systems to a
“private cloud” of small commodity servers in an economical fashion becomes
an issue.
1.3.1 Scalable Datastore
One of the key components to scalability on the Internet scale is that of a
scalable datastore. The datastore is needed as a backend to Web applica-
tions serving dynamic Web pages built on top of the Representational State
Transfer (REST) architectural style [23]. These datastores can be seen as
databases with often very limited functionality but they are able to scale to
even tens of thousands of servers in a single datastore instance. For exam-
ple, all of the Google App Engine applications are sharing a single datastore
instance making up a massively distributed datastore system.
Example scalable cloud datastores include Google Datastore (based on
Google Bigtable [12, 13]), Amazon SimpleDB (http://aws.amazon.com/
simpledb/), Amazon Dynamo [19] (based on Chord [48, 49]), the Yahoo!
PNUTS (also called Sherpa) [16] system (which internally uses MySQL
(http://www.mysql.com/) for ordered storage), the open source Apache
Cassandra [36] (http://cassandra.apache.org/) system, the open source
Tokyo Tyrant (http://1978th.net/tokyotyrant/) system, and the open
source Project Voldemort (http://project-voldemort.com/), just to name
a few examples. As can be seen from the list of systems above the field is
still quite fragmented but also in very active development.
NoSQL Datastores
One of the current hot topics is NoSQL (for No SQL or Not Only SQL)
datastores. A good short overview of the topic can be found in [50, 51].
In traditional database systems literature [29] the guarantees given to the
user by most traditional database systems are denoted with the term ACID
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(Atomicity, Consistency, Integrity, Durability). A part of the NoSQL move-
ment is instead insisting on that a much more limited datastore functionality
called BASE [24] (Basically available, soft state, eventually consistent) is to
be adopted. The main idea of datastores implementing BASE is to favor
availability (and often also low write latency) over consistency.
An example given by the Amazon Dynamo paper [19] is that of a shopping
cart: A customer would prefer to have the shopping cart application available
even though some datacenters of the Amazon infrastructure would not be
currently available due to e.g., disk failures or network connection problems
to other datacenters which might also manipulate the same shopping cart.
In the rare occasion that a shopping cart update should manage to write its
data only to a subset of the servers storing the database, and another update
for the cart comes in, the database would contain two conflicting versions of
the shopping cart data. This is conceptually very similar to merge conflicts in
distributed revision control systems. When such inconsistency is noticed, the
shopping cart application would eventually be presented with two conflicting
versions of the contents of the shopping cart.
The approach taken by Amazon was to use the union of the two shopping
carts as the “true contents” of the shopping cart in the case of such rare fail-
ure, and to handle the exceptional cases of missing deletes of items from the
shopping cart by the user being presented with a slightly wrong contents of
the shopping cart. This allowed the Amazon system to scale easier but at the
expense of having each of the applications handle the inconsistent versions
of the datastore contents in an application dependent fashion. Amazon also
employs a lot of ACID systems in billing and order manipulation, but these
are often not customer facing applications, and thus can tolerate the longer
latencies and lower availability than the applications the customers are di-
rectly interacting with. So a good system design might employ a mixture of
BASE and ACID datastores, depending on the application and its inherent
requirements.
So one of the main debates in scalable datastores is BASE vs. ACID [45].
The debate is based on a theoretical result on distributed databases: Brewer
argued in his CAP conjecture that it is impossible to build a database system
that is:
• Consistent : The client perceives that a set of operations has occurred
all at once.
• Available: Every operation must terminate in an intended response.
• Partition tolerant : Operations will complete, even if individual com-
ponents are unavailable.
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This was later proved to indeed be true [26], and without additional assump-
tions it is indeed impossible to create a distributed database system satisfying
all the three properties at the same time. To overcome this impossibility re-
sult, one has to drop one of these three guarantees by either:
• Discarding partitions: CA: The database has to be centralized which
immediately leads to scalability problems.
• Discarding availability: CP: A database server must disallow writes in
case the update can not be written to a majority of the database servers
due to network partition.
• Discarding consistency: AP: The database must allow for inconsistency
of writes in case of network partition of the database servers.
Brewer gives in his PODC 2000 keynote some examples of systems in the
di↵erent classes:
• CA systems include: Single-site databases, LDAP, and NFS. These
systems are often based on two-phase commit algorithms, or cache
invalidation algorithms.
• CP systems include: Distributed databases, distributed locking sys-
tems, and majority protocols. The systems often use pessimistic lock-
ing or majority (aka quorum) algorithms such as Paxos [37].
• AP systems include: Filesystems allowing updates while disconnected
from the main server such as Coda, Web caching, and DNS. The em-
ployed mechanisms include cache expiration times and leases.
One of the key observations here is that caching of Web applications have
already discarded consistency as caches might contain stale data not available
anymore in the database. So in a way data staleness of data already exists
in Web applications to some extent.
When we look at the BASE vs. ACID debate, it is interesting to note that
the Google App Engine Datastore is by default ACID. The BASE proponents
are the Amazon Dynamo and Yahoo! PNUTS (Sherpa) system, as well as
the Cassandra datastore that can be configured either in BASE or ACID
mode on a per table basis.
The Google App Engine Datastore as well as most other NoSQL datas-
tores support a very limited notion of transactions, and most systems do not
support table joins used in relational databases. The Google Datastore stores
its key values in a sorted fashion by the primary key, and thus range queries
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are still e cient. Also Google itself notes that Datastore writes are expen-
sive compared to reads that can be usually served from a cache. This is not
surprising given the fact that the written data has to be replicated (using
GFS) to ensure durability. Thus a common scalable application program-
ming strategy Google proposes to be used is to batch datastore writes using
a memory cache and only periodically flush the required writes to the data-
store “backup”. So the Google Datastore can be seen as quite database-like
datastore system (without complex transactions or table joins) engineered
for massive scalability.
Key/Value Datastores
The other interesting approach to datastores is that of pure key/value stores.
These are systems built on top of massive distributed hash-tables, and the
only thing one can do is lookup a value based on a key (md5 checksums
of key material are often used). One of the ideas underlying these systems
was presented in the peer-to-peer system Chord [48, 49]. It uses a technique
called consistent hashing to allow for nodes to enter and leave a peer-to-
peer content lookup network with minimal overhead. Basically if a network
contains n nodes each containing a set of values, if one node leaves the
system, only O( 1n) data items have to be reallocated to the remaining nodes.
In other words only the data that went missing by the node leaving needs
to be reallocated while other nodes do not have to move the data they still
store around to other nodes. Similar result also holds for new nodes entering
the system. The Amazon Dynamo and its descendant the Cassandra system
uses this idea to implement a scalable key/value store with replication, and
it is used in internal Amazon infrastructure (to implement parts of Amazon
S3, most likely file location lookup). Many of the other key/value stores use
the consistent hashing primitive as well to do load balancing in a way that
minimizes the e↵ects of adding or removing servers to the servers remaining to
serve the application load. For an overview on the performance of Cassandra,
which copies heavily from Dynamo for its load balancing and configurable
consistency levels, as well as from Bigtable for its on-disk storage design,
see [35].
Also in-memory caching systems based on key-value lookup such as the
open source memcached (http://www.memcached.org/) are heavily used in
cloud computing o↵erings and usually used as very high performance caches
to persistent databases. However, as memcached is just a least-recently-used
cache (forgetting data is a feature, not a bug), we do not discuss it at length
here. It should be noted that memcached seems to be one of the most widely
deployed pieces of infrastructure, though. For example, the combination of
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memcached with MySQL database is often used datastore solution for ap-
plications with small load, and for applications where the load is almost
exclusively read-load and MySQL replication is used to improve the read ca-
pacity by having lots of read-only MySQL replicas of a single master MySQL
database. However, once write load is significant, the replication overhead
becomes problematic with a straightforward MySQL replication solution.
Scalable Consensus Datastores
One of the interesting pieces of technology Google uses in their system is
the Chubby system [10, 11]. It is a highly fault tolerant database, where the
contents of the database are replicated over a number of servers. If more than
half of the servers are available, the database can serve requests. The system
is used to mainly maintain configuration data for other Google services, for
example BigTable uses Chubby to store the master node identity, servers
that are up, and the location of the root table in GFS. Bigtable (as well as
other Google services) has been designed to reboot quickly if needed, and it
fetches the initial configuration data from Chubby. Google also uses Chubby
internally to store the DNS records of internal services, which allows for
atomic updates of DNS data. Chubby is thus a piece of the infrastructure
that needs to be kept running 24/7. The design is based on the classic Paxos
algorithm [37]. In Paxos writes are very expensive, but read performance can
be made quite good by using extensive client caching and cache invalidation
technologies [10, 11]. An open source implementation of the Paxos algorithm
is Keyspace by Scalien (http://scalien.com/keyspace/). Also the Cassandra
datastore can be configured to implements a majority algorithm on a table
basis.
1.3.2 Scalable File Storage
Another key component in scalable cloud computing technologies is that
of scalable file storage. The main reference here is the Amazon S3 system
that implements a file storage that is geographically replicated for durability.
Amazon says that the data should still be available even if two di↵erent
datacenters are a↵ected. In practice this means that all of the data must
be available on at least three geographic location. In practice storing data
in many di↵erent geographically disjoint locations means high latency for
updating data. The Amazon S3 system uses standard HTTP methods to
read and write data, and also data stored on S3 can be directly linked into
on Web pages as standard URLs. Google has a new competing product
with almost identical interface called Google storage. Scalable file storage
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can use many methods in data storage inside the cloud: it can compress
the customer data, it can deduplicate (detect identical data blocks and only
store one copy of the data), and it can replicate the data not only for storage
but also for caching purposes on geographically disjoint locations, trying to
minimize latencies in accessing data stored on the file storage.
These scalable file storages can be used for example to: Store virtual
machine images and disk images for servers, backups, serving static content
to the Web, seeding content distribution networks. For example Amazon
S3 can be used to seed BitTorrent feeds of data, thus feeding peer-to-peer
distribution of content on the Internet.
For filesystem type interface to data, see the Google filesystem (GFS) [25],
and the Hadoop HDFS filesystem (http://hadoop.apache.org/common/
docs/current/hdfs_design.html) whose design is heavily influenced by
GFS.
1.3.3 Scalable Batch Processing
In addition to scaling up datastores and storage horizontally to a large num-
ber of machines, also asynchronous batch processing of data needs to hori-
zontally scale to a large number of computers. The main cloud reference here
is the Google MapReduce system [18, 17] and its open source clone Apache
Hadoop (http://hadoop.apache.org/) originally developed at Yahoo!.
The Google MapReduce is an implementation of MapReduce, a dis-
tributed batch programming paradigm based on functional programming
techniques. It consists of a framework for automatically distributing batch
jobs onto a large number of worker machines, and the framework takes care
of the scheduling and synchronization between the jobs. An overview of the
system is presented in Figure 1.5. The input data to MapReduce is given
in a very large file, usually split into large (64MB is typical) chunks of data
to be processed in parallel by n mapper tasks. Each one of the chunks con-
tains number of records (for example lines of text), which are fed into a user
provided map function record at a time. The map function processes each
line at a time and decides for each record to produce some number of records
consisting of a pair (key , value). Next the MapReduce framework does what
is called a shu✏e operation, which groups all the data from all the parallel
mappers using a (user provided) hash function to distribute them over m
reducer tasks. This is a very network bandwidth heavy operation, as each
one of the n mappers has to communicate the values it has for each of the
m reducers in parallel, amounting to O(n ·m) pairs of file transfers. After
the temporary files have been transfered by the shu✏e, they are next sorted
locally by the reducers in order to give the user provided reduce function,
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which is presented with the list of values attached to each key, for example
as (key , (value1, value2, . . .)).
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Figure 1.5: Overview of MapReduce
A really nice feature of the MapReduce framework is that it automatically
parallelizes the work among the user provided number of computer nodes.
Furthermore, the programs can be easily debugged, as the output of the
program (following the rules of the framework) run in parallel is exactly the
same as running the same program sequentially. This is the guarantee given
by the functional programming framework. Also the functional programming
paradigm gives very good fault tolerance: all the data produced by any
number of mapper or reducer tasks can be lost and the framework can still
continue making progress by rescheduling the re-execution of the lost jobs.
Google has been using the MapReduce framework to compute the pro-
duction Web indexes Google uses to index the Web. For example, one of the
heavy processing task is to compute the reverse Web link graph. That is, for
each indexed site, collect all the sites linking to it. This perfectly matches the
MapReduce framework. Also things like processing and doing statistics from
log files matches the MapReduce framework nicely. Interestingly Google is
not providing the full MapReduce feature to its customers. Also unfortu-
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nately the MapReduce programming paradigm has been recently patented
by Google.
The Apache Hadoop system is directly based on the design of the Google
MapReduce and the Google Filesystem for its own distributed filesystem
HDFS. The Hadoop system is written fully in Java and many cloud providers,
for example Amazon, provides support for it in their service o↵ering. Hadoop
is used by many high volume production sites (http://wiki.apache.org/
hadoop/PoweredBy), for example Facebook is running Hadoop clusters with
15 PetaBytes of storage using mainly the Hive (http://hadoop.apache.
org/hive/) system implementing a SQL-style query language on top of the
Hadoop MapReduce engine. Another Hadoop HDFS based database used
mainly for batch processing is HBase (http://hbase.apache.org/), which
is heavily inspired by Google Bigtable. The main applications for Hadoop
seem to be log analysis, web indexing, and various data mining and customer
analysis applications.
If a batch processing task fits the MapReduce framework, the framework
gives good parallelization. In addition, MapReduce and Hadoop do not o↵er
control of multiple parallel frameworks. In practice, there is a requirement
to execute several di↵erent data processing frameworks, such as di↵erent
versions of MapReduce and Hadoop, in parallel. The Nexus system presents
a framework for running multiple frameworks in the same cluster [31]. The
key idea of Nexus is to multiplex resources across frameworks and decouple
job execution management from resource management. Figure 1.6 gives an
overview of the Nexus framework.
1.3.4 Approaches to Fault Tolerance in Cloud Infra-
structure
When providing scalable computing infrastructure on the cloud level the sys-
tems must be very fault tolerant and self-healing. When running datacenters
with tens of thousands of computers there will always be some number of
machines and hard disks that are broken. Most of the scalability solutions
in the cloud space are built to have redundancy in a shared-nothing infra-
structure. The aim of these systems is to provide an environment where
one can power o↵ any individual server in the datacenter, and the cloud
infrastructure will recover automatically from the loss of the server without
any manual intervention. The key techniques to achieve this is to have high
redundancy in the datastore system for fault tolerance, and to never store
any persistent data on the servers themselves: all data on the servers is just
cached/preprocessed contents of the real application data that is stored in
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Figure 1.6: The Nexus system
the datastore. By doing so, all that is lost by powering down a server is
the contents of a cache, that can be repopulated, and the server load can
be redistributed among the remaining servers. Such a design also allows for
powering o↵ servers at o↵-peak hours, allowing the minimization of overall
power usage of computing.
1.3.5 Latency and Clouds
On a much more philosophical level a key observation a↵ecting the design
decisions of future looking scalable cloud computing technologies is that com-
puting capacity, memory capacity, storage capacity, and network bandwidth
all improve at a much higher rate than latency improves. This is because
ultimately latency is fixed by the speed of light, and especially when dealing
with cloud computing systems where di↵erent computers of the cloud can
be geographically very far from each other, latency certainly is an important
issue. This has been observed by David Patterson in [42]. Maybe of much
more practical interest are the three classical solutions to latency mentioned
in the paper [42]: Caching, Replication, and Prediction.
If we look at the three above mentioned techniques in the scalable cloud
computing technologies context, we observe all of the technologies are in use:
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• Caching – Caching is one of the key components to cloud scalability,
and is one of the reasons why cloud computing is heavily based on Web
technologies that are themselves engineered with e cient caching in
mind. In the cloud context especially memory based caches such as
memcached have been introduced as additional write-through caches to
lower back-end datastore read load.
• Replication – Replication is heavily used by all scalable cloud com-
puting infrastructures. Many of the storage systems such as Amazon
S3 and Google File System are using replication not only to provide
improved data durability across geographically redundant replication,
but also to improve the serving of “hot” files by replicating the highly
requested files on a much higher number of file server nodes than the in-
frequently requested “cold” files. One of the implications of potentially
very high replication ratios is that modifying data in-place becomes
very expensive as basically all the (geographically distant) replicas have
to be modified. The solution to this problem employed is to heavily
emphasize write-once-read-many storage patterns with quite big block
sizes in application design, see for example the Google BigTable de-
sign [13], as once written the files cannot be e ciently modified. Thus
BigTable has been designed from the ground up to be run on a repli-
cated file storage system to eliminate most of the random access write
tra c to the replicated filesystem.
• Prediction – Quite a common architectural style these days is the pre-
computation of potential application database queries asynchronously
beforehand and populating caches such as the main memory memcached
beforehand with contents that the application might require in the fu-
ture. This is once more done to hide latency from the user and to serve
the common case queries from cache instead of a datastore. To im-
plement this background processing one can employ asynchronous job
queueing systems such as Amazon Simple Queue Service and scalable
batch processing systems such as Hadoop to pre-populate the caches
in advance.
As a practical consideration, if one develops applications that need to scale to
large numbers of users on the cloud infrastructure, ACID datastore writes are
going to become more and more expensive compared to the datastore reads.
Thus applications need to be designed in a manner that tries to minimize the
number of datastore writes per time unit to ensure application scalability, or
to use a datastore that does not use ACID but BASE, and deal with the
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potentially significant application complexity increase that is needed to deal
with the inconsistent datastore.
1.4 Cloud from Application Programmer View
In terms of engineering, web application development is still in its infancy
for obvious reasons – as long as the primary purpose of web development was
the creation of web pages, there was no need to apply established software
engineering principles to web development. However, cloud computing forces
one to treat web development in the same fashion as software development in
general. These include aspects like reusability, interoperability, and security,
just to give some examples.
In the following, we will study di↵erent cloud computing approaches in
terms of the type of cloud service they o↵er. The viewpoint is that of a
programmer that might be interested in benefitting from the available cloud
platform, not that of a potential cloud service developer that might wish to
build a similar system.
1.4.1 Infrastructure as a Service
Infrastructure as a service (IaaS) is about providing a hosted computing
infrastructure. A typical way to implement such a system is platform virtu-
alization, where the user of the system can consider that the service corre-
sponds to a piece of hardware and associated system software. One common
approach seems to be that Linux type of a system is provided, where the
developers can deploy their own software stack.
Examples of IaaS type systems include the following:
• Amazon EC2 (http://aws.amazon.com/ec2/)
• Eucalyptus project [41] (http://open.eucalyptus.com/)
• Ubuntu Enterprise Cloud (http://www.ubuntu.com/cloud/)
Next, we address these systems in more detail.
Amazon Elastic Computer Cloud
Amazon, which is better known from its Internet bookstore, was one of the
first companies to enter into the cloud computing business. Amazon’s Elastic
Computer Cloud (Amazon EC2) was designed to make it easier for developers
to use web-scale computing power [3]. Amazon promises 99.95% availability
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for each EC2 region. Amazon EC2 o↵ers a virtual computing environment
where developer can launch multiple instances with variety of operating sys-
tem or with custom application environment. Amazon o↵ers a web service
interface to launch instances.
One of key advantages in Amazon EC2 is that it allows a freedom for de-
velopers to choose their tools as they want. Amazon o↵ers Amazon Machine
Images (AMIs), which are preconfigured with several Linux distributions, Mi-
crosoft Windows Server, or OpenSolaris. Developers can customize AMI by
choosing Amazon provided software (e.g. Java Application server, Database
server). If o↵ered operating systems or software do not meet developers’
needs, they are always free build their own custom AMI. Since each devel-
oper can have the root access and can manage network access permissions,
therefore the developer has total control over the software stack they use.
Amazon has three di↵erent kinds of pricing models: On Demand In-
stances, Reserved Instances, and Spot Instances. In On Demand Instances,
the user pays for the capacity which is actually used. This approach is good
when system needs to scale. In Reserved Instances, the user pays one time
fee for each instance user wants reserve. With Spot Instances, Amazon is
selling unused capacity of EC2. The price fluctuates based on supply and
demand.
Amazon Elastic Block Store (EBS) o↵ers persistent storage for Amazon
EC2 instances [2]. EBS allows the user to create 1GB to 1TB volumes for use
of EC2 instances. Instances see volumes as raw unformatted block devices
and they can be used as any other block device (e.g. hard drive). EBS
volumes are automatically replicated to prevent dataloss and they can be
used as boot partitions.
Amazon divides locations into regions, e.g. US and Europe. These re-
gions are divided into smaller areas - Availability Zones. EC2 instances can
be placed into multiple locations in case of failure in an Availability Zone.
Availability Zone are designed to be insulated from other AZs and they have
inexpensive, low latency network connectivity to other Availability Zones in
the same region.
Amazon EC2 uses Elastic IPs, static IPs that has been design for dynamic
cloud computing. Elastic IP points to users account instead of EC2 instances.
User controls the IP until the user chooses to release it. Elastic IP allows
the user to remap IP to point instance, which the user has chosen. In case
of a failure in Availability Zone, user can start new instance from other
Availability Zone and keep running the service.
Amazon o↵ers Virtual Private Cloud (VPC) technology for enterprises
to extend their existing infrastructure [21]. VPC works as a secure isolated
portion of the Amazon cloud. So far, Amazon VPC integrates EBS, EC2 and
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Cloud Watch and rest of the Amazon cloud features are under development.
Amazon provides enterprise a VPN connection and one cloud, where user
can define up to 20 subnets.
Cloud Watch is the Amazon’s cloud monitoring system. Cloud Watch
enables user to monitor EC2 instances and Elastic Load Balancing (ELB)
in real-time via Web Service interface. ELB distributes tra c automatically
across multiple Amazon EC2 instances. From Cloud Watch, user can also
enable Auto Scaling, which automatically scales capacity up or down depend-
ing upon the conditions that the user defines. This suits well in application
that has high variability in usage.
Eucalyptus
Eucalyptus is an open source software used to implement cloud computing on
compute clusters. Eucalyptus implements Infrastructure as a Service (IaaS)
while giving the user the ability to run and control virtual machine instances
deployed across a variety of physical resources [9]. Some aspects of underlying
protocol and interface design for Eucalyptus are similar to Amazon Web
Services (AWS). For example, the external interface to Eucalyptus is based
on the API provided by Amazon [41]. The system is relatively easy to set-up,
even on a local environment with limited resources. It is already a part of
the Ubuntu Enterprise Cloud (UEC) installation.
Figure 1.7 presents an overview of the Eucalyptus system that follows a
hierarchical design. The primary high-level components that comprise the
Eucalyptus architecture are as follows:
• Node Controller (NC): An NC makes queries to discover the node’s
physical resources - the number of cores, the size of memory, the avail-
able disk space as well as to learn about the state of VM instances on
the node (although an NC keeps track of the instances that it controls,
instances may be started and stopped through mechanisms beyond
NC’s control) [41].
• Cluster Controller (CC): The CC schedules the distribution of virtual
machines to the NC and collects resource capacity information [9]. Each
CC may manage one or more NC(s). The Cluster Controller (CC)
generally executes on a cluster front-end machine, or any machine that
has network connectivity to both the nodes running NCs and to the
machine running the Cloud Controller (CLC) [41].
• Storage Controller (Walrus): To put it simply, Walrus is a put/get
storage service that implements Amazon’s S3 interface, providing a
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mechanism for storing and accessing virtual machine images and user
data [41]. Walrus implements the REST (via HTTP), sometimes
termed the “Query”interface, as well as the SOAP interfaces that are
compatible with S3. Walrus provides two types of functionality. Firstly,
users that have access to EUCALYPTUS can use Walrus to stream data
into/out of the cloud as well as from instances that they have started
on nodes. In addition, Walrus acts as a storage service for VM images.
Root filesystem as well as kernel and ramdisk images used to instantiate
VMs on nodes can be uploaded to Walrus and accessed from nodes [41].
• Cloud Controller (CLC): It is the entry-point into the cloud for users
and administrators. It queries node managers for information about
resources, makes high level scheduling decisions, and implements them
by making requests to cluster controllers [41].
Client-side API
Translator
Cloud Controller
Cluster Controller Node Controller
Client-side Interface
Database Walrus (S3)
Figure 1.7: Overview of Eucalyptus
Each of these components runs as a web service on the respective ma-
chines; we have seen above that the machines distribution is separated for
CLC/Walrus, CC(s) and NC(s). However it is also possible to set-up a test
system with lesser resources. A minimal working “cloud” structure as men-
tioned in UEC set up guide is to have the CLC, Walrus and CC running on
one machine and an NC service running on another.
Several performance measurements with Eucalyptus compared to the
original AWS have been made. The result of these measurements is that a
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private cloud can provide almost the same functionality and possibly better
performance compared to the AWS. The performance can be easily improved
with storage area networks (SAN) for storing the data in the S3/EBS direc-
tories (e.g. image files) in a better performing environment. This approach
also helps a lot to reduce the time needed to start the virtual server instances.
On the other hand, AWS o↵ers unlimited scalability and thus it would be
beneficial to combine both, private and public resources in a hybrid cloud [9].
Eucalyptus system has filled an important niche in the cloud-computing
design space by providing a system that is easy to deploy atop existing re-
sources, that lends itself to experimentation by being modular and open
source, and that provides powerful features out-of-the-box through an inter-
face compatible with Amazon EC2 [41]. Eucalyptus is an interesting product
to build private cloud infrastructures for R&D. The performance of such an
installation with commodity hardware is satisfying for most common scien-
tific applications. Already now a large number of open source tools exist for
cloud management. As also other cloud software providers start to imple-
ment Amazon AWS as a cloud computing interface AWS has the potential to
become a de facto standard for cloud computing infrastructure services [9].
Ubuntu Enterprise Cloud
Company Canonical claims that Ubuntu is only Linux distribution to posi-
tion itself as true Cloud OS. Ubuntu Enterprise Cloud(UEC) is one of the
three components in Canonical’s cloud strategy [56]. Other two components
are Ubuntu Server edition and UbuntuOne. UEC and Ubuntu Server are
aimed as IaaS and UbuntuOne is aimed as SaaS. Canonical’s cloud project
started with o↵ering o cial AMI for Amazon EC2. Later, Canonical took
Ubuntu Server Edition and integrated enchanted version of KVM [34] based
Eucalyptus into the distribution. As a result Canonical got UEC – a user
deployable cloud, which matches the API that AWS provides.
The architecture of UEC closely follows the architecture of Eucalyp-
tus [41]. It has the same controllers (node controller, cluster controller and
cloud controller) as Eucalyptus. One di↵erence is that UEC includes also
ESB Controller, which runs in the same machine as CC and is configured au-
tomatically when CC is installed. EBS Controller follows the same ideology
as Amazon ESB [2].
1.4.2 Platform as a Service
Platform as a Service (PaaS) is about providing a computing platform that
contains a complete solution stack, hosted as a service. Applications devel-
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oped on top of PaaS can commonly be run as a part of the service. The
biggest di↵erence between PaaS and IaaS seems to be that PaaS usually as-
sumes a certain kind of application model, together with associated libraries
and system software, whereas in IaaS the developers have more freedom to
select the systems they want to use. PaaS usually o↵ers additional features
such as load balancing, automatic provisioning and geographic replication.
Sample PaaS systems include the following:
• Google AppEngine (http://code.google.com/appengine/)
• Microsoft Azure (http://www.microsoft.com/windowsazure/)
• Heroku (http://heroku.com/)
Google AppEngine
Google App Engine is a service developed by Google to allow developers to
run web applications on Google’s infrastructure [27]. The reason for want-
ing to run web applications on Google’s infrastructure is the access to their
immense computing power and storage capabilities. The promise is that
developers can start out small and then scale when the need arises.
One of the key advantages with App Engine is that there are no servers
that need to be maintained by the developer, one can simply use part of the
infrastructure Google already has in place. The need to have your own servers
has traditionally been an issue for smaller projects, since they represent a
considerable investment in hardware. By using App Engine the developer
can simply use more processing power when the service usage grows.
App Engine allows developers to simply upload their code and have
it deployed automatically, ready to be used by consumers. App Engine
supports applications written in multiple languages. A Java runtime en-
vironment supports development with standard Java technologies, including
JVM, Java servlets, and the Java programming language. It also supports
any other language that uses a JVM-based interpreter or compiler such as
JavaScript or Ruby. Python is also supported and App Engine o↵ers a dedi-
cated Python runtime environment, which includes a fast Python interpreter
and the Python standard library. Both the Java and Python runtime envi-
ronments are built to ensure that web applications run quickly, securely and
without any interference from other applications running on App Engine.
App Engine provides its own storage solution called Datastore which uti-
lizes BigTable as the method for storage. BigTable is not a relational and
SQL compatible database and requires a di↵erent approach for storing and
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retrieving data compared to a conventional SQL database. The advantages
of BigTable is that it is fast and can scale to large tables and loads.
Google Datastore authors describe it as being “a sparse, distributed multi-
dimensional sorted map”, sharing characteristics of both row-oriented and
column-oriented databases. It performs queries over data objects, known as
entities. An entity has one or more properties, named values of one of several
supported data types. A property can be a reference to another entity. The
datastore supports executing multiple operations in a single transaction, and
roll back the entire transaction if any of the operations fail. This type of
feature is especially useful for distributed web applications.
Google currently supplies two standard Java interfaces for interacting
with the Datastore, JDO (Java Data Objects), JPA (Java Persistence API),
a low-level API is also available to allow developers direct access and the pos-
sibility to develop new interfaces. These interfaces allow developers to man-
age relational data in applications and include mechanisms that are meant
to be used when trying to define classes for data objects and for performing
queries.
JDO uses annotations on Java classes (POJO’s) to describe how instances
of the class are stored in the Datastore as entities, and how entities are
recreated as instances when retrieved from the datastore. At the moment
Datastore supports the use of JPA version 1.0. JPA also requires the use
of annotations as in JDO but it also requires a persistence.xml file to be
added which indicates to App Engine how to use the Datastore with this
specific application. In order to make use of the App Engines persistence
capabilities all objects used must be serializable.
All these features make App Engine a very attractive solution for deploy-
ing web applications that can scale without manual provisioning of computing
resources.
Microsoft Azure
Azure is a Platform as a Service (PaaS) cloud o↵ering from Microsoft [14].
It provides a platform for running mainly Windows applications and storing
data in the cloud. These applications could be existing Windows applica-
tions that have been modified to run on cloud, or brand new ones written
specifically for Microsoft Azure.
Developers can create applications for Microsoft Azure using familiar
tools such as Visual Studio 2010. Azure applications are usually written
using the .NET libraries, and are compiled to the Common Language Run-
time (CLR). However, there is also support for the Java, Ruby and PHP
languages.
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Developers get a choice of language, but cannot control the underlying
operating system or runtime. The platform provides a degree of automatic
network configuration failover and scalability, but requires the developer to
specify some application properties in order to do so.
The main components of the Windows Azure platform are:
• Windows Azure: Provides a Windows-based environment for running
applications and storing data on servers in Microsoft data centers.
• SQL Azure: Provides data services in the cloud based on SQL Server.
• Windows Azure platform AppFabric: Provides cloud services for con-
necting applications running in the cloud.
Microsoft Azure may be a good solution to deploy existing applications
for Windows and .NET platform. However, it raises the question on how
well applications that have not been designed for the cloud can be scaled in
the first place.
Heroku
Heroku [30] is a cloud application platform for the Ruby programming lan-
guage. It was founded in 2007 by Orion Henry, James Lindenbaum, and
Adam Wiggins. Heroku architecture consists of six components: HTTP
reverse proxy, HTTP cache, routing mesh, dyno grid, SQL database with
replication, and memory cache.
HTTP reverse proxy is the entry point for all requests coming into the
platform. These front-end servers are used to manage DNS, load balancing,
and fail-over. Heroku uses Nginx (http://wiki.nginx.org/Main) as its
proxy.
All requests go through a HTTP cache (Varnish) [55]. If the requested
content is available in the cache (a hit), the cache responds immediately and
the request never reaches the application servers.
The routing mesh is a distributed pool of dynamic HTTP routers that
balances requests across applications, dynos described below, tracks load,
and intelligently routs tra c to available resources. The mesh easily handles
frequent and instantaneous registration and de-registration of dynos. It is
implemented using Erlang.
Actual application logic runs inside a dyno process. The number of dynos
running for an application can be increased or decreased dynamically. Ac-
cording to the platform provider, it takes less than two seconds to start a
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dyno for most applications. The dyno grid is spread across a large pool of
server instances. The size of this pool varies with load.
Heroku provides a fully featured SQL database (PostgreSQL) for every
application and an in-memory cache (Memcached). A dyno is a single process
running Ruby code on a server in the dyno grid. In terms of computing power,
four dynos are equivalent to one CPU-core on other systems. Each dyno is
independent and includes the following layers:
• POSIX environment (Debian Linux).
• The Ruby VM, which then loads the application.
• The Thin application server.
• The Rack web server interface.
• Rails web framework. It is also possible to use other Rack-compliant
frameworks.
We consider Heroku to be conceptually similar to the Google Application
Engine (GAE) from a technical point of view. However there are several
important di↵erences worth mentioning:
• Heroku supports the Ruby programming language, while GAE supports
Python and JVM languages.
• Heroku applications can use a SQL database.
• Heroku allocation of application threads is performed manually by the
application provider. Thread allocation is automatic in GAE.
1.4.3 Software as a Service
Software as a Service (SaaS) can be considered as the most service oriented
way to use cloud. So far, SaaS has proven useful as a business model among
the cloud approaches. In SaaS, complete software systems that are ready-
to-use is hosted in the software providers’ servers and is o↵ered to users to
use over internet. The end-user willing to use this system pays the software
provider a subscription fee for the service. This is completely di↵erent form
the traditional way of software distribution and use, in which end-users need
to purchase the license from the software provider and then install and run
the software directly form on-site servers. Thus, SaaS allows some serious
cost cutting for the companies (end-users) as they can avoid maintenance
costs, licensing costs and the costs of the hardware required to run servers
on-site.
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Examples of such systems include the following:
• Salesforce (http://salesforce.com)
• Facebook (http://www.facebook.com/)
• Zynga farmwille game (http://www.farmville.com/)
Salesforce
Salesforce.com o↵ers Customer Relationship Management (CRM) applica-
tion services in the Software as a Service (SaaS) Industry [47, 57]. For end
users, it o↵ers services (applications) to industries and businesses of all sizes
through online access, with minor implementation and no on-premise instal-
lation or maintenance of software or physical servers. These applications can
be used to systematically record, store business data and to optimize di↵er-
ent aspects of a company’s business including sales, marketing, partnerships,
and customer service. But due to the fact that CRM solutions should dif-
fer from one company to another, customization is obvious. That’s why the
cloud platform Force.com came into existence. Force.com [44] provides de-
velopers a platform to create data-oriented business applications which run
against the salesforce.com database. This platform uses its own programming
language called Apex. It has the following platforms [44]:
• Collaboration Platform: Chatter is a real time collaboration platform
that brings together people, data, and content in a secure, private,
trusted social framework. It facilitates creating customized profile
across multiple business applications; provide real-time monitoring of
business activities; secured content sharing; APIs to create new collab-
oration applications as add-ons; integration with other social networks
like facebook and twitter.
• Development Platform: Development platform provides following ser-
vices,
– Database customization: Users can create and customize database
relationships, formula fields, validation rules, reporting, tagging,
auditing, and searches using the Web-based environment or the
Eclipse-based IDE. It also generates user interface based on the
data model defined which can be edited with page layout editor.
– Programmable UI: User can build interfaces with customized be-
havior and look & feel. Force.com pages use a standard model-
view-controller (MVC) design, HTML, and web technologies such
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as CSS, AJAX, and Adobe Flash and Flex. It also has 60 pre-
defined components that can be assembled with minimal coding
in building-block fashion. Force.com also provides an IDE to im-
plement cloud-based RIAs which can be deployed through the
browser via the Adobe flash player, or directly to the desktop
using the Adobe AIR runtime. It runs seamlessly online or of-
fline while taking full advantage of the security, scalability, and
reliability of Force.com.
– Programmable Cloud logic: Force.com code has similar syntax to
Java and C#. Its Eclipse-based IDE can be used to create, modify,
test and deploying applications.
– Visual process manager: Visual Process Manager, along with
workflow and approvals, enables users to rapidly design and run
any business process in the cloud without infrastructure, software,
or code.
– Mobile deployment: Users can create complex mobile applications
with point-and-click ease that work across BlackBerry, iPhone,
Windows Mobile, and others with o✏ine mobile access to key
Salesforce CRM data.
• Cloud Infrastructure: Force.com is based on a multitenant architecture
that makes it secure, reliable, and elastic. It has ISO 27001 security cer-
tification and used by nearly 60,000 companies including Cisco, Japan
Post Network, and Symantec. It provides real time query optimization,
upgradation, and scalability.
Facebook
Facebook is a social networking website that provides following services as
SaaS to its users: Publisher ( used to post information and messages which
appear on the user’s own Wall), Wall (space on each user’s profile page
that allows friends to see and post messages), Photo and video uploads,
Gifts (virtual gift shop), Marketplace (allows users to post free classified ads
in di↵erent catagories), Status updates, Events (to organize and notify the
community with new events), Networks, groups and like pages, Chat, Pokes
(to attract the attention of another user).
Facebook also provides platform that consists of a set of APIs and tools
for developing social networking applications [38]. It is possible to develop
Facebook applications using external server capacities from Cloud computing
service providers like Amazon or Joyent [38].
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In general, there are two types of applications on Facebook [22]:
• FBML Canvas applications: This kind of applications are rendered by
Facebook using FBML (Facebook Markup Language). The application
is hosted by the developer on their own server.
• IFrame Canvas applications and websites using Facebook: This kind
of applications are usually rendered by the developer’s server with-
out using Facebook as an intermediary. IFrame Canvas applications
are architecturally very similar to websites which incorporate data and
widgets from Facebook.
Although the two types of applications do roughly the same things, they
di↵er in the way user data is retrieved from Facebook, display static content
and perform optimization.
The list of API’s and SDK’s currently provided by facebook platform [22]
to develop applicaiton on Facebook are as follows:
• Core APIs:
– Graph API: The Graph API can be used to read and write ob-
jects and connections in the Facebook social graph. Objects can
be for example, album, photo, event, link, note, status message,
video and so on. Whereas connections can be friend relationships,
shared content, and photo tags. Every object in the social graph
has a unique id and the data associated with the object can be
fetched using that id.
– Social plugins: Social plugins are the extensions of Facebook.
These plugins are designed for not to share personal data with
the sites on which they appear, but to show users with their ac-
tivities on the facebook. These social plugins can be added to a
site with a line of HTML code.
• Advanced APIs:
– Facebook Query Language (FQL): FQL provides a SQL-style in-
terface to query the data exposed by the Graph API. Batching
multiple queries into a single call is possible. Query response for-
mat can be specified as either XML or JSON with the format
query parameter.
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– Facebook Markup Language (FBML): FBML is used to build
Facebook applications that can be hooked into several Facebook
integration points, including the profile, profile actions, and can-
vas. FBML is HTML extension and is used in traditional FBML
Canvas applications, and is rendered by Facebook directly.
– XFBML is also a HTML extension provided by Facebook platform
that can be used to incorporate FBML into an HTML page on a
Facebook Connect (a set of API’s to provide trusted connection
between facebook and developer site) site or an iframe application.
• Facebook SDKs:
– Android SDK (uno cial).
– JavaScript SDK: JavaScript is used to access features of the Graph
API. It also provides client-side functionality for authentication
and sharing. Its recommended to load the SDK asynchronously
in the site for better e ciency.
– PHP SDK: It also supports access to Graph API.
– Python SDK: This client library is designed to support the Face-
book Graph API and the Facebook JavaScript SDK, which is the
canonical way to implement Facebook authentication.
– iPhone SDK: This mobile SDK is a Objective-C code that can
be used to connect users’ Facebook accounts with a mobile ap-
plication. User authorization is required to fetch user profile data
from the Graph API and to publish messages on user’s wall. Face-
book uses OAuth 2.0 protocol for authentication and authoriza-
tion. There are also releases for PHP and Python SDKs for the
Graph API to support mobile application development.
All the above Facebook SDKs are open source and are available on GitHub.
Zynga
Zynga is a social game developer, which develops games to play on social
networks such as Facebook and MySpace, on mobile devices like the iPhone,
on MSN games and my yahoo. Zynga makes some of the most popular
social networking games that run on Facebook which includes Mafia Wars,
Farmville, and Cafe World. The company’s games attract 235 million users a
month, which is more than half of Facebook’s worldwide total of 400 million
users [32].
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1.4.4 Discussion
Since Cloud Computing has become a buzzword only relatively recently, there
are no dominant technology designs yet that would be used predominantly.
However, there are certain emerging trends, especially when approaching the
development from programming perspective.
To begin with, although the paradigm shift from client-side programs to
running the majority of applications in the cloud per se does not prescribe
any new programming techniques, there have been some recent trends that
deserve attention. However, in practice the trend seems to be that developers
are increasingly using web technologies and scripting, as pointed out in [43].
In part, we believe that this is a consequence of the availability of increas-
ing computing resources, but also the fact that modifiability, extendability
and the access to ready-made web-enabled implementations simply are more
important than the development of the most optimized implementation.
Finally, we fundamentally believe that it still remains a challenge to com-
pose reliable software systems that are distributed and scalable in nature.
Consequently, there is a need for improved understanding and better tools
and methods for developing applications for any cloud programming plat-
form.
1.5 Conclusions
This chapter has looked at cloud computing from both the application devel-
opers perspective as well as from looking at the technologies employed inside
the cloud.
Virtualization is nowadays a mature technology that is heavily used both
in clouds and in datacenters to remove the dependency of a server from the
physical hardware it is running on, easing maintenance including hardware
replacement and fail-over.
On the application development side it can be seen that the Web appli-
cation development methodologies such as RESTful services and high level
programming frameworks similar to the Google App Engine and Ruby on
Rails are key building blocks for building Web applications hosted on the
cloud.
Cloud computing can be used as a direct drop-in replacement for tra-
ditional applications using technologies such as Amazon EC2 and Amazon
EBS. They basically provide virtual (Linux/Windows) machines and virtual
(NAS) storage with traditional database products used as data storages. If
the application does not have to scale to very large user numbers this is a
viable alternative. It basically just uses clouds as virtualized hardware to
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run traditional applications. If scalability to large user counts is needed, the
other approach is to use scalable datastores such as, for example, Google App
Engine Datastore, Cassandra, or Amazon SimpleDB to create scalable Web
applications. In this framework the value add is that the cloud computing
provider provides many of the pieces of the infrastructure to monitor and
scale the applications to very large numbers of users but this requires some
re-architecting the applications for scalability. The use of Web application
development frameworks is a good start as it uses a similar division of work
between the application itself and the datastore (database) used to store the
data for the application.
To make cloud application deployment and administration cost-e↵ective
for large scale applications, scalable cloud based systems are generally archi-
tected in a shared-nothing architectural style where loosing any single server
due to hardware failures will not e↵ect the behavior of the cloud applications,
as the cloud infrastructure will reconfigure the load of the failing server to
the remaining servers. The key techniques to achieve this is to have high
redundancy in the datastore system for fault tolerance, and to never store
any persistent data on the servers themselves: all data on the servers is just
cached or preprocessed contents of the real application data that is stored in
the datastore.
When selecting if and how to employ the cloud technologies one should
consider the scalability needs of the developed application as this gives
requirements on the employed development and datastore methodologies.
Many of the advanced cloud technologies are still in active development, and
clear suggestions on which technologies to employ for which applications are
not yet straightforward. Also the financial issues of cloud computing need
to be considered, as common cloud pricing structure (pay-as-you-go) is at its
best for handling computing loads that are bursty and hard to predict in ad-
vance and therefore carry investment risks in server and datacenter capacity
planning.
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Abstract–Mobile devices are becoming the primary access point for users
for various services and mobile cloud computing has emerged as a means of
utilizing the advantages of cloud computing within mobile devices. Cloud
computing, in general, hides the location of services, regardless of whether
they are provided by the mobile devices or by backend services. Thus, mo-
bile cloud computing is especially suitable in situations in which several mo-
bile devices participate in synchronized behavior as the cloud can provide
a unifying infrastructure for such a scenario in addition to content. In this
chapter, we present an approach to how distributed, collaborative, and co-
ordinated services among multiple mobile devices can be supported with a
The authors are listed in alphabetical order. The chapter is extended and combined
from the authors’ earlier publications in the WICSA workshop [30], the MUM confer-
ence [27], and the APSEC conferences [31][1].
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cloud-based infrastructure. In particular, our contribution outlines an exem-
plar infrastructure called the Social Devices Platform, which delivers social,
co-located multi-device services to users. The contribution combines research
from di↵erent areas, such as mobile computing, service-oriented computing,
pervasive computing, artificial intelligence, and human-computer interaction.
The Social Devices Platform utilizes the cloud to store contextual data and
to select, compose, and coordinate services provided by mobile devices, thus
extending the cloud to mobile devices and making devices’ resources available
to the cloud.
Keywords-Social devices, mobile devices.
2.1 Introduction
Technological advances are redefining the ways that people behave and com-
municate, making digital communication increasingly important. Social me-
dia services, such as Facebook and Flickr, have created a new means for
people to find like-minded friends and to communicate with others regarding
their everyday activities. While various devices support remote connectivity,
the communication of such devices still largely overlooks specific co-located
social situations. While there are obvious advantages in supporting remote
social interactions, we argue that it is important to support the face-to-face,
co-located interactions between people. In practice, support then relies on
mobile phones or other personal devices that are in proximity to each other.
Similarly, as smart spaces are emerging to provide services between humans
and computers in specific places, similar kinds of smart spaces could be
formed in a mobile and ad-hoc manner between various nomadic devices.
While in cloud computing, applications, and computing resources are
provisioned and released dynamically to address dynamic needs, mobile cloud
computing extends the cloud paradigm to mobile devices thus o↵ering a
means for connecting mobile devices to web-based services and to each other.
The concept of a so-called mobile cloud in its simplest form refers to accessing
cloud computing resources from a mobile device [21], but often the ability
to share more advance services among mobile devices in the same cloud is
assumed [36], even to the extent of delivering s unique user experience by
shared and pooled resources. Mobile clouds are becoming a means for a
technology platform for implementing social interactions and service sharing
between mobile devices.
In this chapter, we describe the concept of Social Devices along with a
prototype implementation called the Social Devices Platform (SDP). The
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concept of Social Devices focuses on enriching local interaction by a means
of technology such as audio or picture relevant to the specific context. The
interaction can be between devices and between humans and technology,
whereas the enrichment can rely almost solely on the autonomous interaction
within technology such as between mobile phones. Therefore, humans and
proactive, context-sensing mobile devices form a new kind of socio-digital
system where the mobile devices are active participants and can initiate
interaction between other devices as well as with people. As is traditional
in social interactions, the interaction between di↵erent co-located physical
nodes is essential regardless of if such nodes are humans or devices. In
short, the setting of Social Devices resembles socially interactive pervasive
computing between di↵erent nodes or an ad-hoc smart space.
The rest of this chapter is structured as follows. Section 2.2 gives the
motivation, provides a running example, and lists the key characteristics of
Social Devices. Section 2.3 describes the implementation of the SDP. Section
2.4 provides a comparison to related work and Section 2.5 gives a more general
discussion. Conclusions are drawn in Section 2.6.
2.2 Social Devices
In this section, we summarize certain key characteristics related to the con-
cept of Social Devices [27]. These characteristics help to distinguish Social
Devices from other related concepts and give an understanding of the in-
herent properties of Social Devices. Furthermore, these characteristics help
in forming the basic requirements for the actual implementation of the con-
cept. We define constructs, give the motivation, provide a running example,
and finally present the requirements and characteristics that are essential to
Social Devices.
2.2.1 Motivation and Background
The primary objective of Social Devices is to enrich various kinds of co-
located interactions. When people meet face-to-face, Social Devices can aug-
ment the social interaction that takes place. Also, device-to-device interac-
tions can be enriched: Social Devices can make otherwise invisible device
interaction explicit to users. Finally, Social Devices enable more intuitive
interaction between users and devices, especially when the devices need to
give feedback to the users.
Any interaction as a whole that is enriched or enabled by Social Devices
is called an action. A key characteristic of actions is to provide human
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people
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Social Devices Platform
Figure 2.1: Examples of using the Social Devices Platform
users some visible value intelligently. An action is, in practice, a sequence
or behavior that is carried out by the Social Devices. The actions can be
performed autonomously by the devices, although the actions can require
human interaction. The actions di↵er largely in nature, but typically involve
interaction of heterogeneous devices near each other in a situation that is not
mission-critical.
Figure 2.1 illustrates various actions that can take place between Social
Devices. Meetings and greetings between people o↵ers plenty of situations for
Social Devices. For example, the devices of two businessmen can exchange
contact cards and at the same time announce each other’s information aloud.
Social Devices may also help in situations where one cannot remember a per-
son’s name by greeting him or her aloud on the street. Social Devices can
also make invisible device interactions more explicit; for example, a laptop
and a mobile phone can speak about their synchronization progress. As an-
other example, a mobile phone tell to a car navigator where to go in addition
to setting the destination automatically based on a calendar entry. The user
is then aware of the ongoing navigation and can interrupt if necessary by, for
example, specifying a new destination address. Interaction can also involve
a large number of devices; for example, mobile devices can make a massive
wave of flashing screens at a rock concert. Finally, actions can be instructive
by nature, such as in the case when an elevator instructs a visitor to find
the correct meeting room based on an upcoming entry in the mobile device’s
calendar.
A precondition of Social Devices is the availability of computationally
capable smart devices that are aware of, and can interact with, other de-
vices and users in their proximity. A prime example of a Social Device is
a mobile phone, which most people carry everywhere, although many other
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kinds of devices can become social. Some devices are highly personal, such
as mobile phones, and some are impersonal, such as meeting room screens.
Some devices are very stationary, such as elevators, and others do not have a
fixed location but move around other devices freely, such as family laptops or
tablets. Finally, the devices have heterogeneous resources with varying levels
of quality. These resources include speakers, microphones, and screens.
In Social Devices, actions are executed in a very dynamic environment.
Potential social situations arise as people interact and carry out their every-
day tasks. Since mobile devices move in and out of the range of other devices,
the devices that can participate in an action change constantly. Furthermore,
device states change dynamically: they can be turned to silent mode or run
out of power.
Several other research areas are related to the concept of Social Devices.
Social Devices resemble smart spaces [39] because both utilize the proximity
of devices to provide services. In contrast to smart spaces, Social Devices are
not tied to a particular location or particular devices, and their actions focus
on providing user-visible behavior rather than background services. However,
some Social Devices can be stationary, such as a meeting room screen, and
then they resemble more a smart space. In contrast to pervasive computing
[39, 43] or the Internet of Things [3], Social Devices provide human-visible
actions, rather than performing actions and forming compositions in the
background. In fact, central to Social Devices is the interruption of social in-
teraction that is, in a sense, just the opposite of pervasive computing that has
the vision of indistinguishable form or minimal user distraction [39]. Actu-
ally, Social Devices can be used to complement pervasive computing as they
can make the background tasks performed by pervasive computing visible.
Nevertheless, both pervasive computing and Social Devices rely mainly on
smart devices in an environment. In contrast to Web Services or other tradi-
tional service-oriented architectures (SOA) [33], the key for Social Devices is
to utilize resources and capabilities of various physically co-located devices
and the proximity of the devices in a user-observable manner. Finally, a key
characteristic in Social Devices compared with many other similar approaches
is that instead of devices autonomously forming collaborating networks and
agreeing on operations, the users should always have control of the actions
in which their devices participate. Furthermore, advanced users could create
new actions to make the devices interact.
2.2.2 Running Example
We use PhotoSharing as a running example to explain the motivation and the
basic concepts of Social Devices. In our PhotoSharing example, Alice meets
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Figure 2.2: Alice and her friends at a cafeteria.
Bob, Carol, and Dan at a cafeteria (Figure 2.2). When Alice joins the table,
her phone recognizes that her friends are nearby and suggests that she could
share and present the photo album from her latest trip. Although Alice has
already previously added her travel photos to Flickr, the cafeteria provides a
socially convenient moment for talking about the trip. Instead of squeezing
in to see the photos on Alice’s screen, or everyone individually browsing the
photos, the friends can see the photos on their own devices in a synchronized
manner as Alice comments on each photo.
In more detail, what happens in the PhotoSharing example is that when
Alice approaches her friends, her phone recognizes and notifies her of the
possibility of sharing the new photos. This notification may utilize several
forms of interaction, such as talking aloud, vibration, and screen dialogs.
After Alice indicates that she wants to share her photos, Bob and Carol join
the session with the confirmation dialog that appeared on their devices. Since
Dan’s phone is running out of power, he decides not to join. Alice browses
her photos and selects the ones to be viewed. At the same time, the photos
appear in Bob’s and Carol’s devices, while Alice talks about her trip. Alice
has also recorded audio related to some photos, which is played by Bob’s
device as it has the best loudspeaker.
The PhotoSharing example highlights the key aspects of Social Devices
elaborated in more detail in the following section. All functionality is built
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around actions: an action provides proactively initiated, typically user-
visible, coordinated behavior, such as photo browsing, in a synchronized
manner between multiple devices. To participate in an action, each user is
assumed to have a device to which the necessary capabilities to join in an ac-
tion are installed. Actions can start proactively, even without user assistance,
but the user can control whether or not the action continues. Therefore, ac-
tions can define triggers, upon receipt of which the action is executed, or at
least attempted. In addition, the necessary preconditions must be satisfied
before any action can take place.
2.2.3 Requirements and Characteristics
The running example of PhotoSharing highlighted several requirements and
characteristics of Social Devices. In the following, we discuss these in more
detail.
The devices need to have identities, and the SDP needs to keep track of
these identities. The identity of a device can be associated with a person,
such as Alice and her phone. The need for device identities is highlighted by
the fact that devices collaborate in a way that is often personal to the user
and closely related to user preferences, and the collaboration takes place in
a social situation where devices are identifiable rather than background ser-
vices. In the PhotoSharing example, all users use their own personal device.
The need for identities arises from the fact that users have di↵erent prefer-
ences for their mobile devices such as not being too verbose; in other words,
not to speak aloud about the synchronization’s progress. From a technical
point of view, the approach for device identity management in the SDP is to
use a centralized registry where devices need to register their identity as well
as other properties discussed below. Moreover, as users are essential for So-
cial Devices, the platform needs to maintain user models that indicate which
device is the most personal for a user and the other kinds of devices that a
user has. The information about the most personal devices can be used to
indicate the proximity of users. The user model can also contain personality
and social network information that can, for example, be used for suggesting
actions in di↵erent contexts.
Devices need to know the other nearby devices because proximity is a
precondition for Social Devices in general: Co-located social interaction re-
quires that users (and devices) are near each other; for example, Alice is near
her friends. Thus, the proximity of the devices needs to be discovered with
respect to each device that will participate in an action. The SDP maintains
proximity information in the form of a weighted graph, called a proximity
graph, where nodes denote devices and edges denote the mutual distance
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class PhotoSharing ( Action ) :
@act ionprecond i t ion
def precond i t i on ( s e l f , s rc , s inks , albumURI ) :
return areFacebookFriends ( src , s i nk s ) and\
haveCapab i l i t i e s ( s inks , [ ’ Screen ’ , ’ N o t i f i c a t i o n ’ ] ) and\
s r c . h a sCapab i l i t i e s ( [ ’ ImageBrowser ’ , ’ N o t i f i c a t i o n ’ ] ) and . . .
@actionbody
def body ( s e l f , s rc , s inks , albumURI ) :
message = ’Hey ’ + s r c . getOwnerName ( ) + ’ l e t \ ’ s share images ’
i f s r c . n o t i f i c a t i o n . n o t i f y (message , [ ’ Yes ’ , ’No ’ ] ) == ’No ’ :
return
# no t i f y i n g the s ink s i s omit ted
bestAudioDev = s e l f . p a r t i c i p an t s . chooseOne ( ’ AudioDevice ’ )
for image in s r c . imageBrowser . browse (albumURI ) :
re latedAudio = image . getRelatedAudio ( )
i f bestAudioDev and re latedAudio :
bestAudioDev . audioDevice . play ( re latedAudio )
s t a r tPa r a l l e lEx e cu t i o n ( )
for s ink in s i nk s :
s ink . s c r e en . show ( image )
endPara l l e lExecut i on ( )
# tear ing down omit ted f o r b r e v i t y
@classmethod
def ge tTr i gge r s ( c l s ) :
return [ ’ PhotoShar ingTrigger ’ ]
class PhotoShar ingTrigger ( Tr igger ) :
def i n i t ( s e l f , albumURI , sender ) :
Tr igger . i n i t ( s e l f , sender )
s e l f . albumURI = albumURI
Figure 2.3: The definition of the PhotoSharing action and PhotoSharingTrig-
ger
of these devices, which discover and measure the signal strength of other
nearby devices and report this to a centralized server that calculates the mu-
tual distances of the devices and updates the proximity graph. In the current
implementation, the measurement of proximity is simply based on Bluetooth
signal strength. Thus, the approach allocates much of the computing to the
server side, keeping the devices simple rather than relying on the devices to
continuously discover, measure, and keep track of the proximity.
In order to know what kinds of di↵erent collaborative actions are avail-
able between devices, Social Devices utilize action descriptions that describe
the actions in more detail. The action descriptions are managed centrally
rather than relying on ad-hoc or autonomous behavior. The objective is that
developers can easily write new action descriptions. Actions are described
in two parts: the action body, that is, the description of what the devices
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should do during an action, and the action precondition, that is, the descrip-
tion of what is expected from the devices participating in the action. The
PhotoSharing action description is described in Figure 2.3.
In order for the action to actually do anything meaningful, it needs to be
known what the devices can do. This is achieved by the concept of a device
capability. While actions define behavior, the capabilities of devices (e.g., a
capability to view a picture) provide the functionality. When writing actions,
a developer can develop new or reuse existing capabilities. For example, an
action PhotoSharing may need to operate on devices that can show and
browse images. These expectations are characterized via interfaces that the
devices need to fulfill; for example, the ability to show images is characterized
with a Screen interface. Hence, the interface specifications for services in
Social Devices are what WSDL is for Web Services: an interface specifies a
contract, while it is the responsibility of a device to implement the interface.
A Social Device can provide any number of interfaces: The owner of a social
device can install and enable di↵erent capabilities to her own liking.
Besides capabilities and proximity, the devices have di↵erent kinds of pro-
perties and states. For instance, a device can be running out of power, or
be in a silent or power-saving mode. Hence, there are not only the static ca-
pabilities of devices, but also dynamically changing device properties. Such
properties that a↵ect whether a device can participate in an action are mon-
itored via device states ; for example, the integer-valued state batteryLevel
can indicate the remaining power. For this purpose, the devices continu-
ously report their states to a central server, which then has all the necessary
information to decide whether an action can take place.
The condition when actions are executed needs to be decided automati-
cally at runtime because social devices are autonomous in the sense that di-
rect user interaction is not necessarily needed to start an action. Continuous
searching for devices that satisfy the action precondition is computationally
hard. Therefore, the SDP has taken the relatively simple approach that a
trigger marks the need for action execution. In particular, certain actions are
attempted to be scheduled when a certain trigger is received: For example,
PhotoSharingTrigger is associated with the PhotoSharing action. A trigger can
be caused by an external event or a change in the proximity group. In the
running example, PhotoSharingTrigger was created when Alice uploaded her
photos to Flickr. Triggers and related actions are managed by a centralized
server that also receives the triggers and decides whether and which action to
initiate. Thus, the intelligence for making decisions about initiated actions
is built and refined in one location on the server. Consequently, the devices
only need to identify the condition to raise a trigger. Although anything can
send a trigger to the server, the server does not necessarily initiate an action.
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In addition to identifying when to execute an action, one needs to decide
at runtime which concrete devices will participate in the action; this is called
scheduling. The main task is to relate the potentially available devices to the
preconditions stated in the action description and to decide the roles to which
the devices should be assigned. An action precondition may require certain
capabilities from the devices, such as the implementation of certain interfaces.
For example, the PhotoSharing action requires that Bob’s, Carol’s, and Dan’s
devices can receive and show images by using the Screen interface. When a
trigger for action execution is intiated, several devices can potentially fulfill
the preconditions. The same set of devices can participate in an action in
di↵erent roles; for example, with respect to who is sharing the photos. Thus,
the configuration problem in Social Devices is as follows: find an action that
matches a runtime trigger and a set of devices and device roles that fulfill the
action preconditions. However, in practice, the configuration problem is often
eased by the action preconditions, which can restrict the number of potential
devices that can participate in the action. For instance, the preconditions
can require that the device that initiated the trigger should participate in
a certain role in the action and that other participating devices are in its
proximity.
Finally, the action is executed. For this, the action coordination or or-
chestration problem requires defining a control flow for a set of independently
operating devices. Since each device has been designed to run its own soft-
ware — apart from mission-specific coordination tasks such as making a
phone call on a cell phone — additional features are needed to manage the
interactions taking place between the devices. In the SDP, in order to cre-
ate a generic system where various cooperation possibilities are available, we
decided to use a coordination approach by defining a platform into which
coordination is built.
To summarize our high-level solutions, we rely on a centralized approach
rather than device autonomy and intelligence. This is in contrast to, e.g.,
agent-based systems or ad-hoc networks. For example, proximity manage-
ment and decisions about actions and device configurations are not the bur-
den of the devices. As a consequence, quite simple devices can also be Social
Devices since complex calculation or special resources are not needed.
2.3 The Social Devices Platform
The concept of Social Devices has been implemented in a supporting infra-
structure termed the Social Devices Platform. The SDP implements all the
necessary concepts and tasks related to Social Devices. In the following, we
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describe the overall architecture, and the di↵erent responsibilities in more
detail.
2.3.1 Overall Architecture
Figure 2.4: The SDP architecture and the interactions in the photo sharing
example.
The architecture of the SDP (Figure 2.4) consists of clients and a number
of cloud services running on the Amazon cloud. The client side currently con-
sists of Android devices and Python-capable devices, such as Linux laptops
and Meego phones. The interactions in Figure 2.4 show the key services and
exemplify how the photo sharing example is executed; Alice and her friends
are denoted with A, B, C, and D.
At the client side, the responsibilities of SocialDevicesClient include re-
porting the device capabilities and states that are needed for evaluating pre-
conditions, and discovering and reporting other devices in the proximity.
At the server side, ProximityServer is responsible for maintaining infor-
mation about the proximity and notifying about changes in proximity. State-
Server is responsible for managing the device registry and action registry,
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whereas Controller is responsible for the triggering table and the active trig-
gers table. In addition, Controller takes care of initiating the scheduling
process i.e. other services report triggers to it. CaaS (Configurator-as-a-
Service) is responsible for assigning devices to roles by utilizing an inference
engine. Finally, Orchestrator is responsible for managing the actual execution
of actions between Social Devices.
For example in Figure 2.4, when ProximityServer reports a proximity
change in Alice’s device, scheduling can be initiated since FlickrObserver has
already sent a trigger. Controller retrieves the proximity group, and assigns
device A to the src role in the PhotoSharing action. Thereafter, Controller
utilizes CaaS. Based on the device states, CaaS knows that the battery of D
is dry, so only B and C are assigned to the action. After the scheduling and
device assignment, Controller sends the action along with the participants to
Orchestrator, whose task is to orchestrate the execution of the action body.
The orchestration is based on utilizing the devices’ interfaces and their op-
erations.
2.3.2 ProximityServer: Managing Proximity Infor-
mation
The responsibility of the ProximityServer is to maintain proximity information
of the devices in the form of a graph, where nodes represent the devices, and
edges have their mutual distance as an attribute. An edge gets stale when a
predefined time has passed, after which the edge is removed from the graph.
This way the graph is a model of the real world proximity information. The
proximity graph can be used for searching for sets of devices in each other’s
proximity.
In Figure 2.4, the proximity graph is partitioned into (B,C,D) and (E,F )
based on earlier measurements. When Alice gets close to her friends (message
#2.2), the new edges (A,B, distance = 2.2) and (A,D, distance = 2.7) are
added to the graph. When such significant changes occur in the proximity
graph, ProximityServer notifies Controller (message #3).
2.3.3 StateServer: Managing Device States and Pro-
perties
StateServer is responsible for managing data about device properties, such
as screen type, and about device state or context, such as ambient noise
and battery level. Thus, the properties are more static characteristics, while
states change frequently. The devices report their properties and state to
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StateServer. The interaction between the devices and StateServer is omitted
from Figure 2.4 for clarity. State data can be used in action preconditions
to constrain an action role only to a device with specific state values.
Currently, StateServer does not store historical state data about devices.
In other words, StateServer only provides the current state of each device.
This is su cient for simple actions, but more complex actions can require
contextual inferences based on the device state history. In this case, each
state value must be stored with an associated timestamp.
In the SDP, the actual state values are stored as simple key-value pairs,
where the key is the name of the state and the value is the actual state value
for the device. The SDP is, however, independent of the storage mechanism
and the state values could equally well be stored in a graph database or some
other form of database.
2.3.4 Controller: Triggering and Scheduling of Actions
Controller is the main hub of the SDP basically taking care of the interaction
within the server side. The starting point of, and the invocation for, Con-
troller is a trigger that causes Controller to start interactions that can result
in action execution. In order to utilize triggers, there needs to be an explicit
definition of the triggers and a mapping between triggers and actions. Fig-
ure 2.3 illustrates the definition of PhotoSharingTrigger, which is associated
with the PhotoSharing action using the getTriggers method. In general, there
can exist a many-to-many relation between triggers and actions. The triggers
and the corresponding actions need to be registered in a triggering table.
Based on an incoming trigger, an action needs to be selected from the
set of actions related to a trigger. This process, called scheduling, involves
finding an action whose precondition is satisfied by a set of devices. In some
cases, it may be possible to assign some devices to action roles in advance,
whereby the scheduling process can be eased. For instance, the source of
a trigger might be assigned to a specific role in an action. This kind of
pre-assignment can be made by Controller.
There may be a need to manage the lifespan of incoming active triggers.
For this purpose, all incoming triggers can be stored in an active triggers table
to wait for rescheduling if no action preconditions are immediately satisfied.
Di↵erent strategies can be employed for rescheduling active triggers. For
instance, scheduling can be reattempted after a certain amount of time or
after a predefined change in a state. Also, any failed triggers can simply be
discarded.
To be able to recognize various triggers, the architecture can be integrated
with several observer services that are responsible for sending the triggers
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to Controller. Despite actually not being part of Controller, such observers
are in close relation with it. Figure 2.4 illustrates how FlickrObserver sends
PhotoSharingTrigger on behalf of Alice’s device when Alice uploads her photos
to Flickr. At this point, Controller attempts to schedule the PhotoSharing
action, but since Alice is at home with no friends nearby, the scheduling
fails. Therefore, Controller stores Alice’s device A and the corresponding
active trigger in the ActiveTriggers table and starts waiting for changes in
Alice’s proximity. This is an example of a state-based rescheduling strategy
described earlier in this section.
2.3.5 CaaS: Configuration of Actions
As mentioned in Section 2.2.3, the SDP needs to determine which devices can
participate in an action. In the architecture, this is the responsibility of CaaS
(Configuration-as-a-Service). CaaS is based on existing research in software
product configuration [19, 28], where the task is to find a valid software
configuration given a configuration model and configuration selections. A
configuration model encapsulates the architectural variability in software,
while the configuration selections provide requirements for the configuration.
In Social Devices, many di↵erent factors a↵ect which action can be exe-
cuted and whether a device can participate in an action. Variability arises
from multiple sources:
• New devices are registered in the SDP.
• Di↵erent devices have di↵erent capabilities.
• Di↵erent devices have di↵erent states.
• The devices that are in proximity of each other change.
• Several alternative actions can be executed.
• Devices can be in di↵erent roles within an action.
• Devices may or may not satisfy the constraints of an action role.
Since, the variability changes dynamically, the configuration model must
be generated dynamically. For generating a configuration model dynami-
cally, CaaS requires a list of actions as input. More specifically, the action
preconditions encode the constraints for the action roles and can be used to
determine which devices can be assigned to what roles.
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In addition to the configuration model, CaaS also needs the configuration
selections. The selections are generated dynamically based on a list of devices
and the capabilities and state values of the devices. Both the list of actions
and devices are sent to CaaS by Controller.
When the configuration model and selections have been generated, they
are given as input to an inference engine that computes a valid configuration,
i.e., an action with a set of devices assigned to the action roles.
Currently, CaaS only returns an arbitrary, valid configuration. In practice,
however, not all configurations are equal in terms of quality of service (QoS).
In fact, the perceived QoS of a configuration is a↵ected by user preferences,
device features, and context. Accordingly, CaaS can be augmented with
recommendation techniques that take user preferences, device capabilities,
and device context into account when making device selections for particular
action roles [31].
Configuration problems can be computationally expensive due to the com-
binatorial explosion of the number of configurations. In the worst case, the
time required to find a valid configuration grows exponentially with the num-
ber of variability points. In Social Devices, however, variability is limited by
the number of devices in proximity and the amount of roles in an action. In
fact, our initial test runs indicate that finding a valid configuration in the
context of the SDP seems feasible using a standard PC.
For instance, finding a valid configuration for 1000 devices and two actions
with two or three roles, takes approximately two seconds. In general, we
can assume that the size of a proximity group is typically less than 100.
Additionally, since the triggering of actions in the SDP is not time critical
and does not necessarily involve user interaction, the response times only
need to be within a few seconds at most. As such, the response times for
finding a valid configuration are feasible.
2.3.6 Orchestrator: Execution of Actions
Orchestrator is a centralized server that is responsible for executing the ac-
tions or the action body parts to be more specific. The action executions
are based on the configuration of devices that has been computed by CaaS
and returned to Controller. Controller starts action execution by sending the
configuration to Orchestrator using a REST API. When the action execution
begins, the participating devices are reserved for the duration of execution.
This design decision was made to o↵er a more transactional way for the de-
vices to behave as they can rollback the changes in case of an error. It is
also clearer to the users if their devices are participating to one action at a
time. Finally, Orchestrator monitors the clients, and in a centralized man-
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ner, handles exceptions raised by the devices when the devices fail or stop
responding.
Invoking the operations of devices is done in a synchronized way, allowing
the operation calls to act like any operation calls in Python. For the devel-
opers, this allows an illustrative way to coordinate the devices and keep the
action body clear. After finishing the body execution, Orchestrator notifies
Controller.
The Orchestrator uses a synchronized way for calling the actor devices’
interface methods. This design decision allows the platform to relay return
values directly from the actor devices to an action execution process, and
hence the operation calls act like regular method calls. This also makes it
illustrative for users to create their own actions and develop new services.
The interfaces have their counterparts on both the server side and the
device side. On the server side, the interfaces are implemented in Python
and are therefore easily callable from the action, as we are using Python as
the coordination language (see Figure 2.3). On the device side, the imple-
mentations of these interfaces and their methods are coupled to the platform
and its programming language (see Figure 2.5). Moreover, because the way
of implementing features varies among di↵erent platforms, the service im-
plementations and the quality may vary as well. In other words, each actor
device is responsible for its local operations.
2.3.7 SocialDevicesClient: The Client for Social De-
vices
To participate in actions, the devices need to have SocialDevicesClient in-
stalled and running. The architecture of the client (Figure 2.5) is modular
and based on plugins. Three plugins are essential: OrchestratorPlugin partic-
ipates in action execution by maintaining a connection to the Orchestrator
service and invoking operations according to server coordination; Proximi-
tyPlugin measures periodically the Bluetooth signal strength of nearby de-
vices and reports this information along with the Bluetooth MAC identities
to ProximityServer, which then translates the information to distance; and
StatePlugin reports contextual data and state values, such as battery level or
GPS location, to StateServer. In contrast to the essential plugins, the capa-
bilities are implemented as interface plugins; for example, the ImageBrowser
capability is implemented as one plugin. In general, there can be any number
of interface plugins.
The whole SocialDevicesClient is implemented as a native application for
each environment. While this ensures, e.g., e ciency in terms of battery
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Figure 2.5: The SocialDevicesClient plugin architecture.
consumption, separate implementations of SocialDevicesClient and plugins
are needed for di↵erent environments. However, an interface plugin can be
general and used in di↵erent actions. The modularity of the client and the
thin implementation of the essential plugins have allowed SocialDevicesClient
to be light from the device point of view. Furthermore, the modularity
allows users to have more control over their devices, as they can decide the
capabilities their devices should provide.
2.4 Related Work
Social Devices, and the SDP in particular, are based on principles adopted
from existing technologies. In fact, one design driver has been to utilize
existing work in the design of the SDP. In general, the SDP follows some
approaches that are similar to a service-oriented architecture approach to
software development [32, 33]. However, the interactions between compo-
nents in the SDP adhere to the REST principles [16]. In particular, the two
central servers, the Configurator and the Orchestrator, have been influenced
by and are related to earlier research.
The Configurator is based on the concepts of knowledge-based product
configuration that aims at satisfying di↵erent customer requirements through
mass customization [38]. Instead of explicitly enumerating all products, a
product is configured from a standardized set of well-defined components
that interact in a predefined way [13, 38]. To achieve this, configuration
knowledge, typically represented in a configuration model, needs to capture
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the rules on how these sets of parts can be combined. Example application
areas of product configuration include the computer hardware industry, the
telecommunications industry, the automotive industry [14], and traditional
services [41]. The concepts have also been applied to software [19, 28] within
the broader research topic of software variability [40]. Within the domain of
software architecture, the need for dynamic adaptation has been identified.
For example, [25, 18] the use of explicit models of components and connec-
tors as runtime artifacts allows architecture-based adaptation. Furthermore,
dynamicity in software variability has received increasing attention, such as
in a form of a dynamic software product line [17]. Our work builds directly
on the results from these domains and provides a significant di↵erence due
to the application in an autonomous platform. The dynamic generation of
a configuration model is an open area of research to which we provide an
initial solution.
The approaches for coordinating multiple devices have mainly focused
on information presentations (e.g., [12, 23, 29]), or for multimedia resource
synchronization (e.g., [36, 37, 44]). However, our work is di↵erent since we
are not aiming to o↵er only automated services or new kinds of interfaces.
For example, in [12], we find similarities in the approach for coordinating the
devices, but the aim is di↵erent. As [12] and [29] focus on generating user in-
terfaces and coordinating them on the devices, the system philosophy is more
user-centric than ours. We, on the contrary, aim to make devices interact and
socialize independently, and make the operations visible for the users. When
the majority of approaches focus on coordinating the devices in predefined
locations, such as smart spaces or homes, our focus is in coordinating the
devices wherever they are in proximity to each other in any location. Several
approaches have been proposed for the modeling and specification of collec-
tive actions (e.g. [4, 24]) and for coordinating computational resources (e.g.,
[2, 6, 8, 9]). We are revitalizing the idea by applying it to mobile clouds,
where actors correspond to individual devices forming the cloud and where
a central server is responsible for coordinating the execution of the mobile
devices. In previous research, the closest relative to our approach is consti-
tuted by coordination languages for mobile agents (e.g., [35]). However, our
work is di↵erent from these since we are treating complete mobile devices as
agents. Consequently, the granularity of the coordination is fundamentally
di↵erent from agent-based approaches.
In the Social Devices, the operations and the device coordination are
based on actions. The notion of an action is rooted in the DisCo method [20],
which is a formal specification method for reactive and distributed systems
based on the joint action theory [4]. Unlike DisCo actions that can be
mapped to terms of logic, the actions in the action-oriented programming
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model do not have a formal meaning. In DisCo, the participants are typi-
cally processes, whereas in the action-oriented programming model the action
participants are usually devices. A DisCo action has a guard that is similar
to the precondition. The action body in DisCo is an atomic parallel assign-
ment clause, whereas the body in the action-oriented programming model is
a normal function.
The execution model of an action behaves like a single guarded loop in
Dijkstra’s guarded command language (GCL) [10]. In the GCL, the ba-
sic building blocks are guarded commands is a statement list prefixed with
boolean expressions. The statement list is eligible for execution only if the
boolean expression is true. Similarly, an action can be executed if the pre-
condition is true and the statement list corresponds to the body of an action.
However, since our contribution is a real programming platform, evaluating
the preconditions is alleviated by introducing the notion of triggers, whereas
the GCL requires continuous evaluation of guards.
Work has been done on advanced discovery of proximity [22] focusing on
energy-e cient discovery. Furthermore, existing web services such as Face-
book places, Foursquare, and Google Latitude take location and proximity
into account typically by a means of GPS or network identification. However,
these services facilitate actions or interactions between devices and users in
proximity at most in a manual and rudimentary manner. In contrast, the
focus of our work is on actions suitable for proximity-based systems, whereas
the SDP relies on relatively simple Bluetooth discovery of proximity.
Social Devices can be used to create actions that facilitate the interaction
between humans, devices, and humans and devices. Thus, the actions can
be considered a form of groupware [11], which can be broadly defined as
software systems that facilitate the activities and the interaction of a group
of people for achieving a common task or goal. Actions di↵er, however,
from traditional real-time groupware applications such as chats or document
editors in that they do not necessarily have to be tied to a common task or
goal but can be more ad hoc in nature, such as greeting a person.
Social Devices also have some similarities to service-oriented computing
(SOC) [34]. For instance, actions, action bodies, capabilities, and interface
definitions correspond roughly to service compositions, workflow processes,
basic services, and service descriptions in SOC. Also, action-oriented pro-
gramming is concerned with concepts such as the publication of capabilities,
action coordination, action composition, and QoS. Social Devices can thus
be considered as a model of SOC for a pervasive context where service com-
positions are initiated proactively.
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2.5 Discussion and Results
The first prototype implementation, the SDP, has been implemented, but
there are several further research challenges as discussed below.
The decomposition of the SDP architecture (Figure 2.4) aims at a clear
separation of responsibilities with the use of RESTful interfaces; this has
allowed us to develop each component separately. For example, the CaaS as
a service has allowed us to experiment with di↵erent intelligent tools without
largely a↵ecting other parts of the SDP components. Furthermore, we have
focused mostly on the server side, whereas the SDP Client only provides basic
functionality. However, the decomposition may not be optimal from, e.g., a
performance point of view. Many of the architectural pieces are quite e cient
but not yet optimal, especially due to the nature of extension discussed below.
The current approach for configuration returns one arbitrary, valid con-
figuration, and there is practically no means to a↵ect what kind of configura-
tion will be returned. However, the capabilities and the QoS of participating
devices a↵ect the overall quality of an action. As an example, audio qual-
ity depends on the quality of the device speakers. Furthermore, contextual
data may also a↵ect the QoS of a service composition: For instance, the
user-perceived audio quality depends on the distance from a display or loud-
speaker. Finally, device users have di↵erent kinds of preferences. Thus,
given a set of devices with varying capabilities and levels of QoS, the prob-
lem becomes finding the best or good enough devices for the action roles.
The configuration of an action is typically an under-constrained problem to
which there are several valid configurations. One advanced approach is to
use recommender systems as a means for finding devices so that user prefer-
ences and device capabilities are taken into account. Recommender systems
are information systems that have been introduced in various domains for
proposing items to users based on user preferences using techniques from the
field of artificial intelligence [15]. Our initial feasibility study indicates that
technically recommender systems could be applied instead of configurators
by representing the configuration problem as a recommendation problem [31].
Furthermore, despite the computational complexity of the recommendation
problem, the response times seem to be quite feasible. However, the recom-
mendation adds challenges, such as whose preferences should be taken into
account in social situations and how user preferences should be captured. To
better understand the benefits and challenges of using the recommendation,
we will augment CaaS with recommendation concepts in the near future.
The implementation of the SDP currently focuses more on devices than
users. However, in the concept of Social Devices, both social interations and
devices, are tightly coupled with the users. Some devices can be personal
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while other devices can be shared. To enhance the personalization and con-
textualization of social devices, the concept of users, including social relations
to other users and devices, is required. For example, the interaction with a
friend’s device is most likely di↵erent compared to one with a colleague at
work.
To enhance personalization, we need to introduce the notion of a user
model [5]. A user model provides an internal representation of a user and
allows the adaption of actions to users’ behavior, characteristics, and needs.
A user model can include personal information, interests, skills, knowledge,
goals, and preferences. The user model can be updated explicitly or implic-
itly. For instance, the user model could be updated explicitly by asking the
user to rate an action after the action has finished. Alternatively, the SDP
could observe the user’s behavior and implicitly update the user model. For
example, the interruption of an action could indicate that the user does not
like the specific action and the SDP learns not to execute that action for
that user anymore. In addition to deciding what actions to execute, a user
model would enable adaptive deployment of an action on specific devices
based on user preferences as mentioned earlier about the recommendation.
Also, the action behavior and content could be adapted based on the user
model. For instance, an action could assign team members in a game based
on the user models of the players. We will explore the use of user models
and personalization in the SDP in the near future.
Privacy and security are issues that require further investigation. Cur-
rently, users can enable and disable capabilities from their devices and adjust
settings to their liking. However, as the platform becomes more complex,
strict privacy policies will be needed.
Currently, the SDP uses low-level contextual data [7], such as proximity
and device state obtained through device sensors, to trigger and determine
which actions can be executed. This kind of low-level contextual data may
not in itself be su cient to determine more high-level contexts such as specific
social interactions. Instead, to be able to sense more complex social contexts,
the SDP needs to have a way to infer high-level contexts by, e.g., combining
data from several low-level sensors or by using application data such as a
calendar. The identification of specific social situations can also help to
increase the privacy of users by not allowing certain actions to be executed
in certain situations.
Although Social Devices are not critical in the sense that an action needs
to recover or terminate properly, the highly dynamic nature can result in
actions that do not execute properly, which can become frustrating and in-
convenient. Therefore, the reliability of the SDP would benefit from various
additional supporting services. In particular, the SDP Client provides sev-
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eral opportunities for advanced context-aware behavior and self-management
capabilities.
The action and interface definitions follow certain predefined conventions
and are in Python due to its simplicity and, in particular, the use of exist-
ing parsers. Currently, however, there are no means to support and ensure
that the correct conventions are used when defining the actions and inter-
faces in Python. An integrated development environment (IDE) would o↵er
an approach to easily construct actions. One approach is to use a plug-in
for the Eclipse open source IDE (www.eclipse.org) that then connects to the
RESTful API of the SDP to upload actions. Furthermore, it seems to be
possible to ease action definition by a domain-specific language, with even a
graphical notation, that is then transformed into Python. Such an approach
could be used for enabling end-user programming of actions. Additionally,
such conventions would facilitate application deployment, using di↵erent pro-
gramming languages, to platforms that do not readily support Python. Nev-
ertheless, Python seems to be quite a feasible coordination language for the
actual action coordination requirements.
The concept of Social Devices intervenes with established norms in social
interactions between people. The ongoing CoSMo1 research project studies
multimodal interaction techniques and conducts studies in real context to
gain an empirical understanding of how users experience action-oriented ap-
plications. Moreover, the project studies how users feel about actions that
start proactively and which kinds of actions are socially acceptable [42]. The
concept itself has received quite a polarized response as some have questioned
the concept completely while others have been quite enthusiastic. For exam-
ple, it was considered tempting that Social Devices would violate certain
social norms. Only a few have stayed neutral. Nevertheless, the contribution
of this chapter has been to introduce the concept of Social Devices while
more studies in the real social context are needed.
From the developer’s point of view, we have evaluated the action-oriented
programming model by creating a number of demo applications for the SDP.
These applications include Photo Sharing, Car Game (each device is a “cam-
era” to the track, and everybody controls theor own car with voice), Greeting
Devices (our phones greet each others), and Unread SMS Reminder (the re-
minder is given by a friend’s device).
With this action-oriented paradigm, development has been fast and intu-
itive. An undergraduate student was able to create the photo sharing action
in a couple of days. Constructing a similar application from scratch would
1CoSMo — Co-Located User Interaction through Social Mobile Devices, funded by the
Academy of Finland in 2013–2015, http://www.cs.tut.fi/ihte/projects/CoSMo
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have required concentrating on di cult connectivity and synchronization is-
sues. Now, these are hidden by the concepts of the programming model.
Moreover, we tested the system from developer’s point of view by hiring
an outside team to design and implement a multiplayer game by using the
platform. The application was developed in cooperation with Demola2, an in-
novation instrument targeted at fostering innovation and experimenting with
radical ideas. Overall, the results (reported in [26]) were encouraging as the
team was enthusiastic about the concept and after only a short introduction
managed to start implementing their application.
Furthermore, the applicability of the action-oriented programming model
should be studied beyond the SDP. The programming model seems to be
applicable to scenarios that involve coordinated and synchronized behavior
between several distributed entities; the behavior is then encapsulated into
actions that are initiated proactively. Example application areas include
smart homes, which often involve distributed, coordinated behavior between
home appliances and devices as a reaction to a certain condition or user
needs.
A programming model reflects the system that executes the programs.
Successful programming models have a straightforward relation to the sys-
tem. For example, procedural and object-oriented languages usually have an
obvious mapping to the von Neumann architecture on which they are exe-
cuted. Similarly, the action-oriented programming model as described in this
chapter reflects the distributed system executing the actions and vice versa.
This means that future needs arising from new application areas on which
the programming model is applied may require changes or additions to the
programming model.
A future work item for the model includes adding transactionality. An
action is a natural unit for transactional execution. In the beginning of the
action, devices join the transaction, and in the end, if all went well, the
changes become persistent.
In the programming model and the SDP, action coordination relies on
the server side. Some confluence to the Message Queue or Publish-subscribe
technologies can be seen: Orchestrator could be regarded as the publisher
that sends messages to an action-specific message bus. However, unlike in
the aforementioned technologies, Orchestrator is always aware of the mes-
sage receiver and expects a response since the operations are invoked syn-
chronously. Moreover, a device is reserved for one action at a time, and
hence is subscribed to only one action-specific message bus at a time. How-
ever, research on di↵erent kinds of coordination approaches is ongoing. For
2http://www.demola.fi
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instance, performance overhead could be reduced by one device coordinat-
ing the other devices directly with Bluetooth, or even by distributing the
coordination among many devices participating in the action.
2.6 Conclusions
The way people communicate and socialize has changed due to social media
services. Whereas these services are useful in many ways for supporting
remote social interactions, they o↵er only limited advantages for face-to-face
and co-located situations. In this chapter, we described the concept of Social
Devices that o↵ers a new kind of socio-digital system for co-located devices
and humans to interact with each other. The interactions are based on
actions that are predefined processes where devices are used in certain roles
and where each device o↵ers certain services according to its capabilities. In
contrast to smart spaces, the actions are not tied to any specific location
or device, and the devices interact in a more ad-hoc manner. On the other
hand, the processes are made visible for the users, and moreover, users may
interact in these actions as well.
The SDP was introduced as a prototype implementation for the concept
of Social Devices. The SDP o↵ers components for the main practical prob-
lems that have emerged with Social Devices. These problems are: tracking
the proximity of devices, finding a suitable configuration for a set of devices
within close proximity, and orchestrating the operation executions on the de-
vices. While the SDP o↵ers solutions for the main problems, more research is
needed in many areas. For instance, personalizing the contents of the actions
for users in di↵erent contexts requires further studies. Also, understanding
how people thoroughly understand the idea of Social Devices and the actions
requires studies in a real context. However, as we designed the client to be
lightweight, implementing it in other mobile platforms shuold happen in the
near future, allowing us to focus on studies on a larger scale.
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Abstract–This chapter presents a prediction-based, cost-e cient Virtual
Machine (VM) provisioning and admission control approach for multi-tier
web applications. The proposed approach provides automatic deployment
and scaling of multiple simultaneous web applications on a given Infra-
structure as a Service (IaaS) cloud in a shared hosting environment. It
monitors and uses resource utilization metrics and does not require a perfor-
mance model of the applications or the infrastructure dynamics. The shared
hosting environment allows us to share VM resources among deployed appli-
cations, reducing the total number of required VMs. The proposed approach
comprises three sub-approaches: a reactive VM provisioning approach called
ARVUE, a hybrid reactive-proactive VM provisioning approach called Cost-
e cient Resource Allocation for Multiple web applications with Proactive
scaling (CRAMP), and a session-based adaptive admission control approach
called adaptive Admission Control for Virtualized Application Servers (AC-
VAS). Performance under varying load conditions is guaranteed by automatic
adjustment and tuning of the CRAMP and ACVAS parameters. The pro-
posed approach is demonstrated in discrete-event simulations and is evalu-
ated in a series of experiments involving synthetic as well as realistic load
patterns.
Keywords-Cloud computing, virtual machine provisioning, admission con-
trol, web application, cost-e ciency, performance.
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3.1 Introduction
The resource needs of web applications vary over time, depending on the
number of concurrent users and the type of work performed. This stands in
contrast to static content, which requires no further processing by the server
than sending predefined data to an output stream. As the demand for an
application grows, so does its demand for resources, until the demand for
a key resource outgrows the supply and the performance of the application
deteriorates. Users of an application starved for resources tend to notice this
as increased latency and lower throughput for requests, or they might receive
no service at all if the problem progresses further.
To handle multiple simultaneous users, web applications are traditionally
deployed in a three-tiered architecture, where a computer cluster of fixed
size represents the application server tier. This cluster provides dedicated
application hosting to a fixed amount of users. There are two problems with
this approach: firstly, if the amount of users grows beyond the predetermined
limit, the application will become starved for resources. Secondly, while the
amount of users is lower than this limit, the unused resources constitute
waste.
A recent study showed that the underutilization of servers in enterprises
is a matter of concern [37]. This ine ciency is mostly due to application
isolation: a consequence of dedicated hosting. Sharing of resources between
applications leads to higher total resource utilization and thereby to less
waste. Thus, the level of utilization can be improved by implementing what
is known as shared hosting [36]. Shared hosting is already commonly used
by web hosts to serve static content belonging to di↵erent customers from
the same set of servers, as no sessions need to be maintained.
Cloud computing already allows us to alleviate the utilization problem by
dynamically adding or removing available Virtual Machine (VM) instances
at the infrastructure level. However, the problem remains to some extent,
as Infrastructure as a Service (IaaS) providers operate at the level of VMs,
which does not provide high granularity. This can be solved by operating at
the Platform as a Service (PaaS) level instead. However, one problem still
remains: resources cannot be immediately allocated or deallocated. In many
cases, there exists a significant provisioning delay on the order of minutes.
Shared hosting of dynamic content also presents new challenges: capacity
planning is complicated, as di↵erent types of requests might require varying
amounts of a given resource. For example, consider a web shop: adding items
to the shopping basket might require less resources than computing the final
price with taxes and rebates included. During a shopping session, a user
might add several items to their shopping basket, while the final price is only
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computed at checkout. The session also has to be reliably maintained, so that
the contents of the shopping basket do not suddenly disappear. Otherwise,
the shop might lose customers.
Application-specific knowledge is necessary for a PaaS provider to ef-
ficiently host complex applications with highly varying resource needs.
When hosting third-party dynamic content in a shared environment that
application-specific knowledge might be unavailable. It is also unfeasible for
a PaaS provider to learn enough about all of the applications belonging to
their customers.
Traditional performance models based on queuing theory try to capture
the behavior of purely open or closed systems [25]. However, Rich Internet
Applications (RIAs) have workloads with sessions, exhibiting a partially-open
behavior, which includes components from both the open and the closed
model. Given a better performance model of an application, it might be
possible to plan the necessary capacity, but the problem of obtaining said
model remains.
If the hosted applications are seldom modified it might be feasible to au-
tomatically derive the necessary performance models by benchmarking each
application in isolation [36]. This might apply to hosting first- or second-
party applications. However, when hosting third-party applications under
continuous development, they may well change frequently enough for this to
be unfeasible.
Another problem is determining the amount of VMs to have at a given
moment. As one cannot provision fractions of a VM, the actual capacity
demand will need to be quantized in one way or another. Figure 3.1 shows
a demand and a possible quantization thereof. Overallocation implies an
opportunity cost — underallocation implies lost revenue.
Finally, there is also the issue of admission control. This is the problem
of determining how many users to admit to a server at a given moment in
time, so that said server does not become overloaded. Preventive measures
are a good way of keeping server overload from occurring at all. This is
traditionally achieved by only relying on two possible decisions: rejection or
acceptance.
Once more, the elastic nature of the cloud means that we have more
resources available at our discretion and can scale up to accommodate the
increase in tra c. However, resource allocation still takes a considerable
amount of time, due to the provisioning delay, and admitting too much tra c
is an unattractive option, even if new resources will arrive in a while.
This chapter presents a prediction-based, cost-e cient VM provisioning
and admission control approach for multi-tier web applications. The pro-
posed approach provides automatic deployment and scaling of multiple si-
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Figure 3.1: The actual capacity demand has to be quantized at a resolution
determined by the capacity of the smallest VM available for provisioning.
Overallocation means an opportunity cost, underallocation means lost rev-
enue.
multaneous third-party web applications on a given IaaS cloud in a shared
hosting environment. It monitors and uses resource utilization metrics and
does not require a performance model of the applications or the infrastructure
dynamics. The research applies to PaaS providers and large Software as a
Service (SaaS) providers with multiple applications. We deal with stateful
RIAs over the Hypertext Transfer Protocol (HTTP).
The proposed approach comprises three sub-approaches. It provides a
reactive VM provisioning approach called ARVUE [9], a hybrid reactive-
proactive VM provisioning approach called Cost-e cient Resource Alloca-
tion for Multiple web applications with Proactive scaling (CRAMP) [8], and
a session-based adaptive admission control approach called adaptive Admis-
sion Control for Virtualized Application Servers (ACVAS) [7]. Both ARVUE
and CRAMP provide autonomous shared hosting of third-party Java Servlet
applications on an IaaS cloud. However, CRAMP provides better respon-
siveness and results than the purely reactive scaling of ARVUE. We con-
cluded that admission control might be able to reduce the risk of servers
becoming overloaded. Therefore, the proposed approach augments VM pro-
visioning with a session-based adaptive admission control approach called
ACVAS. ACVAS implements per-session admission, which reduces the risk
of over-admission. Furthermore, instead of relying only on rejection of new
sessions, it implements a simple session deferment mechanism that reduces
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the number of rejected sessions while increasing session throughput. Thus,
the admission controller can decide to admit, defer, or reject an incoming
new session. Performance under varying load conditions is guaranteed by
automatic adjustment and tuning of the CRAMP and ACVAS parameters.
The proposed approach is demonstrated in discrete-event simulations and is
evaluated in a series of experiments involving synthetic as well as realistic
load patterns. Byholm [11] described the prototype implementation of these
concepts.
We proceed as follows. Section 3.2 discusses important related works.
Section 3.3 presents the system architecture. The proposed VM provisioning
and admission control algorithms are described in Section 3.4. In Section 3.5,
we present simulation results before concluding in Section 3.6.
3.2 Related Work
Due to the problems mentioned in Section 3.1, existing works on PaaS solu-
tions tend to use dedicated hosting on a VM-level for RIAs. This gives the
level of isolation needed to reliably host di↵erent applications without them
interfering with each other, as resource management will be handled by the
underlying operating system. However, this comes at the cost of prohibiting
resource sharing among instances. In order to reliably do shared hosting
of third-party applications, there is a need for a way to prevent applications
from interfering with each other, without preventing the sharing of resources.
Google App Engine is di↵erent here in that it instead o↵ers a sandboxed run-
time for the applications to run in [17]. Another way is to use shared hosting
to run multiple applications in the same Java Virtual Machine (JVM) [1].
There are many metrics available for measuring Quality of Service (QoS).
A common metric is Round Trip Time (RTT), which is a measure of the time
required for sending a request and receiving a response. This approach has a
drawback in that di↵erent programs might have various expected processing
times for requests of di↵erent types. This means that application-specific
knowledge is required when using RTT as a QoS metric. This information
might not be easy to obtain if an application is under constant development.
Furthermore, when a server nears saturation, its response time grows expo-
nentially. This makes it di cult to obtain good measurements in a high-load
situation. For this reason, we use server Central Processing Unit (CPU) load
average and memory utilization as the primary QoS metrics. An overloaded
server will fail to meet RTT requirements.
Reactive scaling works by monitoring user load in the system and re-
acting to observed variations therein by making decisions for allocation or
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deallocation. In our previous work [11, 1, 9], we built a prototype of an
autonomous PaaS called ARVUE. It implements reactive scaling. However,
in many cases, the reactive approach su↵ers in practice, due to delays of
several minutes inherent in the provisioning of VMs [31]. This shortcoming
is avoidable with proactive scaling.
Proactive scaling attempts to overcome the limitations of reactive scaling
by forecasting future load trends and acting upon them, instead of directly
acting on observed load. Forecasting usually has the drawback of added un-
certainty, as it introduces errors into the system. The error can be mitigated
by a hybrid approach, where forecast values are supplemented with error
estimates, which a↵ect a blend weight for observed and forecast values. We
have developed a hybrid reactive-proactive VM provisioning algorithm called
CRAMP [8].
Admission control is a strategy for keeping servers from becoming over-
loaded. This is achieved by limiting the amount of tra c each server receives
by means of an intermediate entity known as an admission controller. The
admission controller may deny entry to fully utilized servers, thereby avoid-
ing server overload. If a server were to become overloaded, all users of that
server, whether existing or arriving, would su↵er from deteriorated perfor-
mance and possible Service-Level Agreement (SLA) violations.
Traditional admission control strategies have mostly been request-based,
where admission control decisions would be made for each individual request.
This approach is not appropriate for stateful web applications from a user
experience point of view. If a request were to be denied in the middle of an
active session, when everything was working well previously, the user would
have a bad experience. Session-Based Admission Control (SBAC) is an al-
ternative strategy, where the admission decision is made once for each new
session and then enforced for all requests inside of a session [26]. This app-
roach is better from the perspective of the user, as it should not lead to ser-
vice being denied in the middle of a session. This approach has usually been
implemented using interval-based on-o↵ control, where the admission con-
troller either admits or rejects all sessions arriving within a predefined time
interval. This approach has a flaw in that servers may become overloaded
if they accept too many requests in an admission interval, as the decisions
are made only at interval boundaries. Per-session admission control avoids
this problem by making a decision for each new session, regardless of when
it arrives. We have developed ACVAS [7], a session-based admission con-
trol approach with per-session admission control. ACVAS uses SBAC with
a novel deferment mechanism for sessions, which would have been rejected
with the traditional binary choice of acceptance or rejection.
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3.2.1 VM Provisioning Approaches
Most of the existing works on VM provisioning for web-based systems can
be classified into two main categories: plan-based approaches and control
theoretic approaches [15, 29, 30]. Plan-based approaches can be further clas-
sified into workload prediction approaches [31, 6] and performance dynamics
model approaches [39, 21, 14, 23, 19]. One common di↵erence between all
existing works discussed here and the proposed approach is that the proposed
approach uses shared hosting. Another distinguishing characteristic of the
proposed approach is that in addition to VM provisioning for the application
server tier, it also provides dynamic scaling of multiple web applications. In
ARVUE [9], we used shared hosting with reactive resource allocation. In
contrast, our proactive VM provisioning approach CRAMP [8] provides im-
proved QoS with prediction-based VM provisioning.
Ardagna et al. [6] proposed a distributed algorithm for managing SaaS
cloud systems that addresses capacity allocation for multiple heterogeneous
applications. Raivio et al. [31] used proactive resource allocation for short
message services in hybrid clouds. The main drawback of their approach
is that it assumes server processing capacity in terms of messages per sec-
ond, which is not a realistic assumption for HTTP tra c where di↵erent
types of requests may require di↵erent amounts of processing time. Never-
theless, the main challenge in the prediction-based approaches is in making
good prediction models that could ensure high prediction accuracy with low
computational cost. In our proposed approach, CRAMP is a hybrid reactive-
proactive approach. It uses a two-step prediction method with Exponential
Moving Average (EMA), which provides high prediction accuracy under real-
time constraints. Moreover, it gives more or less weight to the predicted
utilizations based on the Normalized Root Mean Square Error (NRMSE).
TwoSpot [39] supports hosting of multiple web applications, which are
automatically scaled up and down in a dedicated hosting environment. The
scaling down is decentralized, which may lead to severe random drops in
performance. Hu et al. [21] presented an algorithm for determining the min-
imum number of required servers, based on the expected arrival rate, service
rate, and SLA. In contrast, the proposed approach does not require knowl-
edge about the infrastructure or performance dynamics. Chieu et al. [14]
presented an approach that scales servers for a particular web application
based on the number of active user sessions. However, the main challenge
is in determining suitable threshold values on the number of user sessions.
Iqbal et al. [23] proposed an approach for multi-tier web applications, which
uses response time and CPU utilization metrics to determine the bottleneck
tier and then scales it by provisioning a new VM. Han et al. [19] proposed
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a reactive resource allocation approach to integrate VM-level scaling with a
more fine-grained resource-level scaling. In contrast, CRAMP supports hy-
brid reactive-proactive resource allocation with proportional and derivative
factors to determine the number of VMs to provision.
Dutreilh et al. [15] and Pan et al. [29] used control theoretic models to
design resource allocation solutions for cloud computing. Dutreilh et al.
presented a comparison of static threshold-based and reinforcement learning
techniques. Pan et al. used Proportional-Integral (PI)-controllers to provide
QoS guarantees. Patikirikorala et al. [30] proposed a multi-model frame-
work for implementing self-managing control systems for QoS management.
The work is based on a control theoretic approach called the Multi-Model
Switching and Tuning (MMST) adaptive control. In comparison to the con-
trol theoretic approaches, our proposed approach also uses proportional and
derivative factors, but it does not require knowledge about the performance
models or infrastructure dynamics.
3.2.2 Admission Control Approaches
The existing works on admission control for web-based systems can be clas-
sified according to the scheme presented in Almeida et al. [3]. For instance,
Robertsson et al. [32] and Voigt and Gunningberg [38] are control theoretic
approaches, while Huang et al. [22] and Muppala and Zhou [26] use machine
learning techniques. Similarly, Cherkasova and Phaal [13], Almeida et al. [3],
Chen et al. [12], and Shaaban and Hillston [33] are utility-based approaches.
Almeida et al. [3] proposed a joint resource allocation and admission
control approach for a virtualized platform hosting a number of web ap-
plications, where each VM runs a dedicated web service application. The
admission control mechanism uses request-based admission control. The op-
timization objective is to maximize the provider’s revenue, while satisfying
the customers’ QoS requirements and minimizing the cost of resource uti-
lization. The approach dynamically adjusts the fraction of capacity assigned
to each VM and limits the incoming workload by serving only the subset of
requests that maximize profits. It combines a performance model and an op-
timization model. The performance model determines future SLA violations
for each web service class based on a prediction of future workloads. The
optimization model uses these estimates to make the resource allocation and
admission control decisions.
Cherkasova and Phaal [13] proposed an SBAC approach that uses the
traditional on-o↵ control. It supports four admission control strategies: re-
sponsive, stable, hybrid, and predictive. The hybrid strategy tunes itself to
be more stable or more responsive based on the observed QoS. The proposed
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approach measures server utilizations during predefined time intervals. Us-
ing these measured utilizations, it computes predicted utilizations for the
next interval. If the predicted utilizations exceed specified thresholds, the
admission controller rejects all new sessions in the next time interval and
only serves the requests from already admitted sessions. Once the predicted
utilizations drop below the given thresholds, the server changes its policy for
the next time interval and begins to admit new sessions again.
Chen et al. [12] proposed Admission Control based on Estimation of Ser-
vice times (ACES). That is, to di↵erentiate and admit requests based on the
amount of processing time required by a request. In ACES, admission of a re-
quest is decided by comparing the available computation capacity to the pre-
determined delay bound of the request. The service time estimation is based
on an empirical expression, which is derived from an experimental study on a
real web server. Shaaban and Hillston [33] proposed Cost-Based Admission
Control (CBAC), which uses a congestion control technique. Rather than
rejecting user requests at high load, CBAC uses a discount-charge model to
encourage users to postpone their requests to less loaded time periods. How-
ever, if a user chooses to go ahead with the request in a high load period,
then an extra charge is imposed on the user request. The model is e↵ective
for e-commerce web sites when more users place orders that involve monetary
transactions. A disadvantage of CBAC is that it requires CBAC-specific web
pages to be included in the web application.
Muppala and Zhou [26] proposed the Coordinated Session-based Admis-
sion Control (CoSAC) approach, which provides SBAC for multi-tier web
applications with per-session admission control. CoSAC also provides coor-
dination among the states of tiers with a machine learning technique using
a Bayesian network. The admission control mechanism di↵erentiates and
admits user sessions based on their type. For example, browsing mix ses-
sion, ordering mix session, and shopping mix session. However, it remains
unclear how it determines the type of a particular session in the first place.
Huang et al. [22] proposed admission control schemes for proportional di↵er-
entiated services. It applies to services with di↵erent priority classes. The
paper proposes two admission control schemes to enable Proportional De-
lay Di↵erentiated Service (PDDS) at the application level. Each scheme is
augmented with a prediction mechanism, which predicts the total maximum
arrival rate and the maximum waiting time for each priority class based on
the arrival rate in the current and last three measurement intervals. When a
user request belonging to a specific priority class arrives, the admission con-
trol algorithm uses the time series predictor to forecast the average arrival
rate of the class for the next interval, computes the average waiting time for
the class for the next interval, and determines if the incoming user request
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is admitted to the server. If admitted, the client is placed at the end of the
class queue.
Voigt and Gunningberg [38] proposed admission control based on the
expected resource consumption of the requests, including a mechanism for
service di↵erentiation that guarantees low response time and high throughput
for premium clients. The approach avoids overutilization of individual server
resources, which are protected by dynamically setting the acceptance rate of
resource-intensive requests. The adaptation of the acceptance rates (aver-
age number of requests per second) is done by using Proportional-Derivative
(PD) feedback control loops. Robertsson et al. [32] proposed an admission
control mechanism for a web server system with control theoretic methods. It
uses a control theoretic model of a G/G/1 system with an admission control
mechanism for nonlinear analysis and design of controller parameters for a
discrete-time PI-controller. The controller calculates the desired admittance
rate based on the reference value of average server utilization and the esti-
mated or measured load situation (in terms of average server utilization). It
then rejects those requests that could not be admitted.
3.3 Architecture
The system architecture of the proposed VM provisioning and admission
control approach is depicted in Figure 3.2. It consists of the following com-
ponents: a load balancer with an accompanying configuration file, the global
controller, the admission controller, the cloud provisioner, the application
servers containing local controllers, the load predictors, an entertainment
server, and an application repository.
The purpose of the load balancer is to distribute the workload evenly
throughout the system, while the admission controller is responsible for ad-
mitting users, when deemed possible. The cloud provisioner is an exter-
nal component, which represents the control service of the underlying IaaS
provider. Application servers are dynamically provisioned VMs belonging to
the underlying IaaS cloud, capable of running multiple concurrent applica-
tions contained in an application repository.
3.3.1 Load Balancer
The purpose of the load balancer is to distribute the workload among the
available application servers. The prototype implementations of ARVUE [1,
9, 11] and CRAMP [8] use the free, lightweight load balancer HAProxy [34],
which can act as a reverse proxy in either of two modes: Transmission Control
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Figure 3.2: System architecture of the proposed VM provisioning and admis-
sion control approach.
Protocol (TCP) or HTTP, which correspond to layers 4 and 7 in the Open
Systems Interconnection (OSI) model. We use the HTTP mode, as ARVUE
and CRAMP are designed for stateful web applications over HTTP.
HAProxy includes powerful logging capabilities using the Syslog standard.
It also supports session a nity, the ability to direct requests belonging to a
single session to the same server, and Access Control Lists (ACLs), even in
combination with Secure Socket Layer (SSL) since version 1.5.
Session a nity is supported by cookie rewriting or insertion. As the
prototype implementations of ARVUE and CRAMP are designed for Vaadin
applications [18], which use the Java Servlet technology, applications already
use the JSESSIONID cookie, which uniquely identifies the session the request
belongs to. Thus, HAProxy only has to intercept the JSESSIONID cookie
sent from the application to the client and prefix it with the identifier of the
backend in question. Incoming JSESSIONID cookies are similarly intercepted
and the inserted prefix is removed before they are sent to the applications.
HAProxy also comes with a built-in server health monitoring system,
based on making requests to servers and measuring their response times.
However, this system is currently not in use, as the proposed approach does
its own health monitoring by observing di↵erent metrics.
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When an application request arrives at the load balancer, it gets redi-
rected to a suitable server according to the current configuration. A request
for an application not deployed at the moment is briefly sent to a server
tasked with entertaining the user and showing that the request is being pro-
cessed until the application has been successfully deployed, after which it is
delivered to the correct server. This initial deployment of an application will
take a much longer time than subsequent requests, currently on the order of
several seconds.
The load balancer is dynamically reconfigured by the global controller as
the properties of the cluster change. When an application is deployed, the
load balancer is reconfigured with a mapping between a Uniform Resource
Identifier (URI) that uniquely identifies the application and a set of applica-
tion servers hosting the application, by means of an ACL, a usage declaration
and a backend list. Weights for servers are periodically recomputed accord-
ing to the health of each server, with higher weights assigned to less loaded
servers.
The weights are integers in the range [0,WMAX], where higher values mean
higher priority. In the case of HAProxy, WMAX = 255. The value 0 is special
in that it e↵ectively prevents the server from receiving any new requests. This
is explained by the weighting algorithm in Algorithm 3.1, which distributes
the load among the servers so that each server receives a number of requests
proportional to its weight divided by the sum of all the weights. This is
a simple mapping of the current load to the weight interval. Here, S(k) is
the set of servers at discrete time k, Cw(s, k) is the weighted load average
of server s at time k, C(s, k) is the measured load average of server s at
time k, and similarly Cˆ(s, k) is the predicted load average of server s at time
k. wc 2 [0, 1] is the weighting coe cient for CPU load average, CUS is the
server load average upper threshold, and W (s, k) is the weight of server s at
time k for load balancing. Thus, the algorithm obtains C(s, k) and Cˆ(s, k)
of each server s 2 S(k) and uses them along with wc to compute Cw(s, k) of
each server (line 1). Afterwards, it uses Cw(s, k) to compute W (s, k) of each
server s (lines 2–10). The notation used in the algorithm is also defined in
Table 3.1 in Section 3.4.
3.3.2 Global Controller
The global controller is responsible for managing the cluster by monitoring its
constituents and reacting to changes in the observed parameters, as reported
by the local controllers. It can be viewed as a control loop that implements
the VM provisioning algorithms described in Section 3.4. Inter-VM commu-
nication is performed using Java Remote Method Invocation (RMI), which
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Algorithm 3.1. Weighting algorithm
1: 8s 2 S(k)|Cw(s, k) := wc · C(s, k) + (1  wc) · Cˆ(s, k)
2: for s 2 S(k) do
3: if Cw(s, k)   CUS then
4: W (s, k) := 0
5: else if Cw(s, k) > 0 then
6: W (s, k) :=
l
WMAX   Cw(s,k)CUS ·WMAX
m
7: else
8: W (s, k) :=WMAX
9: end if
10: end for
is a practical implementation of the Proxy pattern, performing distributed
object communication: the object-oriented equivalent of Remote Procedure
Call (RPC).
An alternative to RMI could be the Remote Open Services Gateway initia-
tive (OSGi) specification [28], implemented in both Apache CXF and Eclipse
ECF. This was not attempted, as it would have taken more time to imple-
ment. However, this approach might be easier to maintain. It would also be
possible to use a Representational State Transfer (REST) interface through
HTTP, which could make it easier to interface with the inner workings of
the platform.
3.3.3 Admission Controller
The admission controller is responsible for admitting users to application
servers. It supplements the load balancer in ensuring that the servers do
not become overloaded by deciding whether to admit, defer, or reject traf-
fic. It makes admission control decisions per session, not per request. This
allows for a smoother user experience in a stateful environment, as a user of
an application would not enjoy suddenly having requests to the application
denied, when everything was working fine a moment ago. The admission
controller implements per-session admission control. Unlike the traditional
on-o↵ approach, which makes admission control decisions on an interval ba-
sis, the per-session admission approach is not as vulnerable to sudden tra c
fluctuations. The on-o↵ approach can lead to servers becoming overloaded if
they are set to admit tra c and a sudden tra c spike occurs [7]. The admis-
sion control decisions are based on prediction of future load trends combined
with server health monitoring, as explained in Section 3.4.4.
84 A. Ashraf, B. Byholm, and I. Porres
3.3.4 Cloud Provisioner
The cloud provisioner is an external component, which represents the control
service of the underlying IaaS provider. The global controller communicates
with the cloud provisioner through its custom Application Programming In-
terface (API) in order to realize the decisions on how to manage the server
tier. Proper application of the fac¸ade pattern decouples the proposed app-
roach from the underlying IaaS provider. The prototypes [1, 9, 8, 11] cur-
rently support Amazon Elastic Compute Cloud (EC2) in homogeneous con-
figurations. For now, we only provision m1.small instances, as our workloads
are quite small, but the instance type can be changed easily. Provisioning
VMs of di↵erent capacity could eventually lead to better granularity and
lower operating costs. Support for more providers and heterogeneous config-
urations is planned for the future.
3.3.5 Entertainment Server
The entertainment server acts as a default service, which is used whenever a
requested service is unavailable. It amounts to a polling session, notifying the
user when the requested service is available and showing a waiting message
or other distraction until then. Using server push technology or websockets,
the entertainment server could be moved to the client instead.
3.3.6 Application Server
The application servers are dynamically provisioned VMs belonging to the
underlying IaaS cloud, capable of concurrently running multiple applica-
tions inside an OSGi environment [27]. The prototype implementations of
ARVUE [1, 9, 11] and CRAMP [8] use Apache Felix, which is a free implemen-
tation of the OSGi R4 Service Platform and other related technologies [35].
The OSGi specifications were originally intended for embedded devices,
but have since outgrown their original purpose. They provide a dynamic
component model, addressing a major shortcoming of Java. Figure 3.3 illus-
trates the OSGi architecture.
Each application server has a local controller, responsible for monitoring
the state of said server. Metrics such as CPU load and memory usage of both
the VM and of the individual deployed applications are collected and fed to
the global controller for further processing. The global controller delegates
application-tier tasks such as deployment and undeployment of bundles to the
local controllers, which are responsible for notifying the OSGi environment
of any actions to take.
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Figure 3.3: The OSGi platform.
The predictor from CRAMP [8] is also connected to each application
server, making predictions based on the values obtained through the two-step
prediction process. The prototype implementation computes an error esti-
mate based on the NRMSE of predictions in the past window and uses that
as a weighting parameter when determining how to blend the predicted and
observed utilization of the monitored resources, as explained in Section 3.4.1.
3.3.7 Application Repository
Application bundles are contained in an application repository. When an
application is deployed to a server, the server fetches the bundle from the
repository. This implies that the repository is shared among application
servers. A newly provisioned application server is assigned an application
repository by the global controller. The applications are self-contained OSGi
bundles, which allows for dynamic loading and unloading of bundles at the
discretion of the local controller. The service-oriented nature of the OSGi
platform suits this approach well.
A bundle is a collection of Java classes and resources together with a
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Listing 3.1: Example manifest file with OSGi headers.
Bundle Name : He l lo World
Bundle SymbolicName : org . arvue . h e l l owor ld
Bundle Desc r ip t i on : A He l lo World bundle
Bundle Mani festVers ion : 2
Bundle Vers ion : 1 . 0 . 0
Bundle Act ivator : org . arvue . h e l l owor ld . Act ivator
Export Package : org . arvue . h e l l owor ld ; v e r s i on=” 1 . 0 . 0 ”
Import Package : org . o s g i . framework ; v e r s i on=” 1 . 3 . 0 ”
manifest file MANIFEST.MF augmented with OSGi headers. Listing 3.1 shows
an example manifest file complete with headers.
3.4 Algorithms
The VM provisioning algorithms used by the global controller constitute a
hybrid reactive-proactive PD-controller [8]. They implement proportional
scaling augmented with derivative control in order to react to changes in
the health of the system [9]. The server tier can be scaled independently of
the application tier in a shared hosting environment. The VM provisioning
algorithms are supplemented by a set of allocation policies. The prototype
currently supports the following policies: lowest memory utilization, lowest
CPU load, least concurrent sessions, and newest server first. In addition to
this, we have also developed an admission control algorithm [7]. A summary
of the concepts and notations used to describe the VM provisioning algo-
rithms is available in Table 3.1. The additional concepts and notations for
the admission control algorithm are provided in Table 3.2.
The input variables are average CPU load and memory usage. Average
CPU load is the average Unix-like system load, which is based on the queue
length of runnable processes, divided by the number of CPU cores present.
The VM provisioning algorithms have been designed to prevent oscilla-
tions in the size of the application server pool. There are several motivating
factors behind this choice. Firstly, provisioning VMs takes substantial time.
Combined with frequent scaling operations, this may lead to bad perfor-
mance [39]. Secondly, usage based billing requires the time to be quantized
at some resolution. For example, Amazon EC2 bases billing on full used
hours. Therefore, it might not make sense to terminate a VM until it is close
to a full billing hour, as it is impossible to pay for less than an entire hour.
Thus, no scaling actions are taken until previous operations have been com-
pleted. This is why an underutilized server is terminated only after being
consistently underutilized for at least UCT consecutive iterations.
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Table 3.1: Summary of VM provisioning concepts and their notation
A(k) set of web applications at time k
Ai(k) set of inactive applications at time k
Ali(k) set of long-term inactive applications at time k
Aover(k) set of overloaded applications at time k
S(k) set of servers at time k
Slu(k) set of long-term underutilized servers at time k
Sn(k) set of new servers at time k
Sover(k) set of overloaded servers at time k
S¬over(k) set of non-overloaded servers at time k
St(k) set of servers selected for termination at time k
Su(k) set of underutilized servers at time k
C(a, k) measured CPU utilization of application a at time k
C(s, k) measured load average of server s at time k
Cˆ(s, k) predicted load average of server s at time k
Cw(s, k) weighted load average of server s at time k
dep apps(s, k) applications deployed on server s at time k
inactive c(a) inactivity count of application a
M(a, k) measured memory utilization of application a at time k
M(s, k) measured memory utilization of server s at time k
Mˆ(s, k) predicted memory utilization of server s at time k
Mw(s, k) weighted memory utilization of server s at time k
under u c(s) underutilization count of server s
W (s, k) weight of server s at time k for load balancing
AA aggressiveness factor for additional capacity
AP aggressiveness factor for VM provisioning
AT aggressiveness factor for VM termination
PP (k) proportional factor for VM provisioning
DP (k) derivative factor for VM provisioning
PT (k) proportional factor for VM termination
DT (k) derivative factor for VM termination
wc weighting coe cient for CPU load average
wm weighting coe cient for memory usage
wp weighting coe cient for VM provisioning
wt weighting coe cient for VM termination
CLA application CPU utilization lower threshold
CLS server load average lower threshold
CUA application CPU utilization upper threshold
CUS server load average upper threshold
ICTA inactivity count threshold for an application
ICT S inactivity count threshold for a server
MLA application memory utilization lower threshold
MLS server memory utilization lower threshold
MUA application memory utilization upper threshold
MUS server memory utilization upper threshold
WMAX maximum value of a server weight for load balancing
NA(k) number of additional servers at time k
NB number of servers to use as base capacity
NP (k) number of servers to provision at time k
NT (k) number of servers to terminate at time k
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Table 3.2: Additional concepts and notation for admission control
sea(k) set of aborted sessions at time k
sed(k) set of deferred sessions at time k
sen(k) set of new session requests at time k
ser(k) set of rejected sessions at time k
Sopen(k) set of open application servers at time k
C(ent, k) load average of the entertainment server at time k
M(ent, k) memory utilization of the entertainment server at time k
w weighting coe cient for admission control
The memory usage metricM(s, k) for a server s at discrete time k is given
in (3.1). It is based on the amount of free memory memfree, the size of the
disk cachememcache, the bu↵ersmembuf , and the total memory sizememtotal.
The disk cache memcache is excluded from the amount of used memory, as
the underlying operating system is at liberty to use free memory for such
purposes as it sees fit. It will automatically be reduced as the demand for
memory increases. The goal is to keep M(s, k) below the server memory
utilization upper threshold MUS. Likewise, the memory usage metric for an
application a at discrete time k is defined as M(a, k), which is the amount
of the memory used by the application deployment plus the memory used by
the user sessions divided by the total memory size memtotal.
M(s, k) =
memtotal   (memfree +membuf +memcache)
memtotal
(3.1)
The proposed approach maintains a fixed minimum number of application
servers, known as the base capacity NB. In addition, it also maintains a
dynamically adjusted number of additional application servers NA(k), which
is computed as in (3.2), where the aggressiveness factor AA 2 [0, 1] restricts
the additional capacity to a fraction of the total capacity, S(k) is the set of
servers at time k, and Sover(k) is the set of overloaded servers at time k. This
extra capacity is needed to account for various delays and errors, such as VM
provisioning time and sampling frequency. For example, AA = 0.2 restricts
the maximum number of additional application servers to 20% of the total
|S(k)|.
NA(k) =
(d|S(k)| · AAe , if |S(k)|  |Sover(k)| = 0l
|S(k)|
|S(k)| |Sover(k)| · AA
m
, otherwise
(3.2)
The number of VMs to provision NP (k) is determined by (3.3), where
wp 2 [0, 1] is a real number called the weighting coe cient for VM provision-
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ing. It balances the influence of the proportional factor PP (k) relative to the
derivative factor DP (k). For example, wp = 0.5 would give equal weight to
PP (k) and DP (k). A suitable value for this coe cient should be determined
experimentally for a given workload. We have used wp = 0.5 in all our exper-
iments so far. The proportional factor PP (k) given by (3.4) uses a constant
aggressiveness factor for VM provisioning AP 2 [0, 1], which determines how
many VMs to provision. The derivative factor DP (k) is defined by (3.5). It
observes the change in the total number of overloaded servers between the
previous and the current iteration.
NP (k) = dwp · PP (k) + (1  wp) ·DP (k)e (3.3)
PP (k) = |Sover(k)| · AP (3.4)
DP (k) = |Sover(k)|  |Sover(k   1)| (3.5)
The number of servers to terminate NT (k) is computed as in (3.6). It
uses a weighting coe cient for VM termination wt 2 [0, 1], similar to wp
in (3.3). The currently required base capacity NB and additional capacity
NA(k) have to be taken into account. The proportional factor for termi-
nation PT (k) is calculated as in (3.7). Here AT 2 [0, 1], the aggressiveness
factor for VM termination, works like AP in (3.4). Finally, the derivative
factor for termination DT (k) is given by (3.8), which observes the change in
the number of long-time underutilized servers between the previous and the
current iteration.
NT (k) = dwt · PT (k) + (1  wt) ·DT (k)e  NB  NA(k) (3.6)
PT (k) = |Slu(k)| · AT (3.7)
DT (k) = |Slu(k)|  |Slu(k   1)| (3.8)
3.4.1 Load Prediction
Prediction is performed with a two-step method [4, 5] based on EMA, which
filters the monitored resource trends, producing a smoother curve. EMA is
the weighted mean of the n samples in the past window, where the weights
decrease exponentially. Figure 3.4 illustrates an EMA over a past window of
size n = 20, where less weight is given to old samples when computing the
mean in each measure.
As we use a hybrid reactive-proactive VM provisioning algorithm, there
is a need to blend the measured and predicted values. This is done through
linear interpolation [7] with the weights wc and wm [8], the former for CPU
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Figure 3.4: Example of EMA over a past window of size n = 20, where less
weight is given to old samples when computing the mean in each measure.
load average and the latter for memory usage. In the current implementa-
tion, each of these weights is set to the NRMSE of the predictions so that
lower prediction error will favor predicted values over observed values. The
NRMSE calculation is given by (3.9), where yi is the latest measured utiliza-
tion, yˆi is the latest predicted utilization, n is the number of observations,
and max is the maximum value of both measured and observed utilizations
formed over the current interval, whilemin is analogous tomax. More details
of our load prediction approach are provided in [7, 8].
NRMSE =
q
1
n
Pn
i=1(yi   yˆi)2
max min (3.9)
3.4.2 The Server Tier
The server tier consists of the application servers, which can be dynamically
added to or removed from the cluster. The VM provisioning algorithm for
the application server tier is presented in Algorithm 3.2. At each sampling
interval k, the global controller retrieves the performance metrics from each
of the local controllers, evaluates them and decides whether or not to take
an action. The set of application servers is partitioned into disjoint subsets
according to the current state of each server. The possible server states are:
overloaded, non-overloaded, underutilized, and long-term underutilized.
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Algorithm 3.2. Proactive VM provisioning for the application server tier
1: while true do
2: 8s 2 S(k)|Cw(s, k) := wc · C(s, k) + (1  wc) · Cˆ(s, k)
3: 8s 2 S(k)|Mw(s, k) := wm ·M(s, k) + (1  wm) · Mˆ(s, k)
4: Sover(k) := {8s 2 S(k)|Cw(s, k)   CUS} [ {8s 2 S(k)|Mw(s, k)  MUS}
5: Aover(k) :=
S
s2Sover(k) d a(s, k)
6: S¬over(k) := S(k) \ Sover(k)
7: if |Sover(k)|   1 ^ |S¬over(k)|   1 then
8: for a 2 Aover(k) do
9: deploy application a as per application-to-server allocation policy
10: end for
11: end if
12: if |Sover(k)|   (|S(k)| NA(k)) ^NP (k)   1 then
13: provision NP (k) VMs as a set of new servers Sn(k)
14: S(k) := S(k) [ Sn(k)
15: Wait until servers Sn(k) become operational
16: for a 2 Aover(k) do
17: deploy application a on servers Sn(k)
18: end for
19: end if
20: Su(k) := {8s 2 S(k)|Cw(s, k)  CLS} \ {8s 2 S(k)|Mw(s, k) MLS}
21: Slu(k) := {8s 2 Su(k)|under u c(s)   ICT S}
22: if (|Slu(k)| NB  NA(k))   1 ^NT (k)   1 then
23: sort servers Slu(k) with respect to server utilization metrics
24: select NT (k) servers from Slu(k) as servers selected for termination St(k)
25: migrate all applications and user sessions from servers St(k)
26: S(k) := S(k) \ St(k)
27: terminate VMs for servers St(k)
28: end if
29: end while
The algorithm starts by partitioning the set of application servers into a
set of overloaded servers Sover(k) and a set of non-overloaded servers S¬over(k)
according to the supplied threshold levels (CUS and MUS) of the observed
input variables: memory utilization and CPU load (lines 2–4). A server
is overloaded if the utilization of any resource exceeds its upper threshold
value. All other servers are considered to be non-overloaded (line 6). The
applications running on overloaded servers are added to a set of overloaded
applications Aover(k) to be deployed on any available non-overloaded appli-
cation servers as per the allocation policy for applications to servers (line 5).
If the number of overloaded application servers exceeds the threshold level, a
proportional amount of virtualized application servers is provisioned (line 13)
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and the overloaded applications are deployed to the new servers as they be-
come available (lines 16–18).
The server tier is scaled down by constructing a set of underutilized
servers Su(k) (line 20) and a set of long-term underutilized servers Slu(k)
(line 21), where servers are deemed idle if their utilization levels lie below
the given lower thresholds (CLS and MLS). Long-term underutilized servers
are servers that have been consistently underutilized for more than a given
number of iterations ICT S. When the number of long-term underutilized
servers exceeds the base capacity NB plus the additional capacity NA(k)
(line 22), the remainder are terminated after their active sessions have been
migrated to other servers (lines 23–27).
3.4.3 The Application Tier
Applications can be scaled to run on many servers according to their indi-
vidual demand. Due to memory constraints, the na¨ıve approach of always
running all applications on all servers is unfeasible. Algorithm 3.3 shows how
individual applications are scaled up and down according to their resource
utilization. The set of applications is partitioned into disjoint subsets accord-
ing to the current state of each application. The possible application states
are: overloaded, non-overloaded, inactive and long-term inactive.
Algorithm 3.3. Reactive scaling of applications
1: while true do
2: Aover(k) := {s 2 S(k), a 2 dep apps(s, k) |
C(a, k) > CUA/|dep apps(s, k)| _M(a, k) > MUA}
3: if |Aover(k)|   1 then
4: for all a 2 Aover(k) do
5: deploy application a as per application-to-server allocation policy
6: end for
7: end if
8: Ai(k) := {s 2 S(k), a 2 dep apps(s, k) |C(a, k) < CLA ^M(a, k) < MLA}
9: Ali(k) := {a 2 Ai(k) | inactive c(a)   ICTA}
10: if |Ali(k)|   1 then
11: migrate all applications and user sessions for applications Ali(k)
12: A(k) := A(k) \Ali(k)
13: for all a 2 Ali(k) do
14: unload application a
15: end for
16: end if
17: end while
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An application is overloaded when it uses more resources than allotted
(line 2). Each overloaded application a 2 Aover(k) is deployed to another
server according to the allocation policy for applications to servers (lines 4–
6). When an application has been running on a server without exceeding
the lower utilization thresholds (CLA and MLA), possible active sessions are
migrated to another deployment of the application and then said applica-
tion is undeployed (lines 8–15). This makes the memory available to other
applications that might need it.
3.4.4 Admission Control
The admission control algorithm is given as Algorithm 3.4. It continuously
checks for new sen(k) or deferred sessions sed(k) (line 1). If any are found
(line 2), it updates the weighting coe cient w 2 [0, 1], representing the
weight given to predicted and observed utilizations (line 3). If w = 1.0, no
predictions are calculated (lines 5–6). The prediction process uses a two-step
approach, providing filtered input data to the predictor [5]. We currently per-
form automatic adjustment and tuning in a similar fashion to Cherkasova and
Phaal [13], where the weighting coe cient w is defined according to (3.10).
It is based on the following metrics: number of aborted sessions |sea(k)|,
number of deferred sessions |sed(k)|, number of rejected sessions |ser(k)|,
and number of overloaded servers |Sover(k)|.
w =
8><>:
1, if |sea(k)| > 0 _ |sed(k)| > 0 _ |ser(k)| > 0
1, if |Sover(k)| > 0
max(0.1, w   0.01), otherwise
(3.10)
For each iteration, a bit more preference is given to the predicted values,
up to the limit of 90 %. However, as soon as a problem is detected, full
preference is given to the observed values, as the old predictions cannot be
trusted. This should help in reducing lag when there are sudden changes in
the load trends after long periods of good predictions.
If the algorithm finds servers in good condition (line 12), the session is
admitted (lines 13–17), else the session is deferred to the entertainment server
(line 20). Only if also the entertainment server is overloaded, will the session
be rejected (line 22).
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Algorithm 3.4. Admission control
1: while true do
2: if |sen(k)|   1 _ |sed(k)|   1 then
3: update the weighting coe cient w according to (3.10)
4: if w = 1 then
5: 8s 2 S(k)|Cw(s, k) := C(s, k)
6: 8s 2 S(k)|Mw(s, k) :=M(s, k)
7: else
8: 8s 2 S(k)|Cw(s, k) := w · C(s, k) + (1  w) · Cˆ(s, k)
9: 8s 2 S(k)|Mw(s, k) := w ·M(s, k) + (1  w) · Mˆ(s, k)
10: end if
11: Sopen(k) := {8s 2 S(k)|Cw(s, k) < LAUT ^Mw(s, k) < MUUT}
12: if |Sopen(k)|   1 then
13: if |sed(k)|   1 then
14: pop first session in sed(k) and admit it on a server in Sopen(k)
15: else
16: pop first session in sen(k) and admit it on a server in Sopen(k)
17: end if
18: else if |sen(k)|   1 then
19: if C(ent, k) < LAUT ^M(ent, k) < MUUT then
20: pop first session in sen(k) and defer it
21: else
22: pop first session in sen(k) and reject it
23: end if
24: end if
25: end if
26: end while
3.5 Experimental Evaluation
To validate and evaluate the proposed VM provisioning and admission control
approaches, we developed discrete-event simulations for ARVUE, CRAMP,
and ACVAS and performed a series of experiments involving synthetic as
well as realistic load patterns. The synthetic load pattern consists of two
artificial load peaks, while the realistic load pattern is based on real world
data. In this section, we present experimental results based on the discrete-
event simulations.
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3.5.1 VM Provisioning Experiments
This section presents some of the simulations and experiments that have been
conducted to validate and evaluate ARVUE and CRAMP VM provisioning
algorithms. The goal of these experiments was to test the two approaches
and to compare their results.
In order to generate workload, a set of application users was needed. In
our discrete-event simulations, we developed a load generator to emulate a
given number of user sessions making HTTP requests on the web applica-
tions. We also constructed a set of 100 simulated web applications of varying
resource needs, designed to require a given amount of work on the hosting
server(s). When a new HTTP request arrived at an application, the appli-
cation would execute a loop for a number of iterations, corresponding to the
empirically derived time required to run the loop on an unburdened server.
As the objective of the VM provisioning experiments was to compare the
results of ARVUE and CRAMP, admission control was not used in these
experiments.
Design and Setup
We performed two experiments with the proposed VM provisioning ap-
proaches: ARVUE and CRAMP. The first experiment used a synthetic load
pattern, which was designed to scale up to 1000 concurrent sessions in two
peaks with a period of no activity between them. In the second peak, the
arrival rate was twice as high as in the first peak.
The second experiment was designed to simulate a load representing a
workload trace from a real web-based system. The traces were derived from
Squid proxy server access logs obtained from the IRCache project [24]. As the
access logs did not include session information, we defined a session as a series
of requests from the same originating Internet Protocol (IP)-address, where
the time between individual requests was less than 15 minutes. We then
produced a histogram of sessions per second and used linear interpolation
and scaling by a factor of 30 to obtain the load traces used in the experiment.
In a real-world application, there would be di↵erent kinds of requests
available, requiring di↵erent amounts of CPU time. Take the simple case
of a web shop: there might be one class of requests for adding items to the
shopping basket, requiring little CPU time, and another class of requests
requiring more CPU time, like computing the sum total of the items in the
shopping basket. Users of an application would make a number of varying
requests through their interactions with the application. After each request,
there would be a delay while the user was processing the newly retrieved
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information, like when presented with a new resource. In both experiments,
each user was initially assigned a random application and a session duration
of 15 minutes. Application 1 to 10 were assigned to 50 % of all users, appli-
cation 11 to 20 were used by 25 %, application 21 to 30 received 20 % of all
users, while the remaining 5 % was shared among the other 70 applications.
Each user made requests to its assigned application, none of which was to
require more than 10 ms of CPU time on an idle server. In order to emulate
the time needed for a human to process the information obtained in response
to a request, the simulated users waited up to 20 s between requests. All
random variables were uniformly distributed. This means they do not fit the
Markovian model.
The sampling period was k = 10 s. The upper threshold for server load
average CUS and the upper threshold for server memory utilizationMUS were
both set to 0.8. These values are considered reasonable for e cient server
utilization [25, 2].
The application-server allocation policy used was lowest load average.
The session-server allocation policy was also set to lowest load average, real-
ized through the weighted round-robin policy of HAProxy, where the weights
were assigned by the global controller according to the load averages of the
servers, as described in Section 3.3.1.
Results and Analysis
The results from the VM provisioning experiment with the synthetic load
pattern are shown in Figures 3.5a and 3.5b. The depicted observed parame-
ters are: number of servers, average response time, average server CPU load,
average memory utilization, and applications per server. The upper half of
Table 3.3 contains a summary of the results.
The results from the two approaches are compared based on the following
criteria: number of servers used, average CPU load average, maximum CPU
load average, average memory utilization, maximum memory utilization, av-
erage RTT, and maximum RTT. The resource utilizations are ranked ac-
cording to the utilization error, where over-utilization is considered infinitely
bad.
In Figures 3.5a and 3.5b, the number of servers plots show that the num-
ber of application servers varied in accordance with the number of simul-
taneous user sessions. In this experiment, ARVUE used a maximum of 16
servers, whereas CRAMP used no more than 14 servers. The RTT remained
quite stable around 20 ms, as expected. The server CPU load average and
the memory utilization never exceeded 1.0.
The results from the experiment with the synthetic load pattern indicate
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that the system is working as intended. The use of additional capacity seems
to alleviate the problem of servers becoming overloaded due to long reaction
times. The conservative VM termination policy of the proposed approach
explains why the decrease in the number of servers occurs later than the
decrease in the number of sessions. As mentioned in Section 3.4, one of
the objectives of the proposed VM provisioning algorithms is to prevent
oscillations in the number of application servers used. The results indicate
that this was achieved.
Figures 3.6a and 3.6b present the results of the VM provisioning exper-
iment with the realistic load pattern. The results are also presented in the
lower half of Table 3.3.
In this experiment, ARVUE used a maximum of 16 servers, whereas
CRAMP used no more than 8 servers. In the case of ARVUE, the maximum
response time was 21.3 ms and the average response time was 12.63 ms. In
contrast, CRAMP had a maximum response time of 27.43 ms and an average
response time of 14.7 ms. For both ARVUE and CRAMP, the server CPU
load average and the memory utilization never exceeded 1.0.
The results from the experiment with the realistic load pattern show sig-
nificantly better performance of CRAMP compared to ARVUE in terms of
number of servers. CRAMP used half as many servers as ARVUE, but it
still provided similar results in terms of average response time, CPU load
average, and memory utilization. The ability to make predictions of future
trends is a significant advantage, even if the predictions may not be fully
accurate. Still, there were significant problems with servers becoming over-
loaded due to the provisioning delay. Increasing the safety margins further
by lowering the upper resource utilization threshold values or increasing the
extra capacity bu↵er further might not be economically viable. We suspect
that an appropriate admission control strategy will be able to prevent the
servers from becoming overloaded in an economically viable fashion.
Figure 3.7a shows the utilization error in the first experiment that uses the
synthetic load pattern. For brevity, we only depict the CPU load in the error
analysis. Therefore, error is defined as the absolute di↵erence between the
target CPU load average level CUS and the measured value of the CPU load
average C(s, k) averaged over all servers in the system. Initially, the servers
are naturally underloaded due to the lack of work. Thereafter, as soon as the
first peak of load arrives, the error shrinks significantly and becomes as low as
0.1 for ARVUE and 0.3 for CRAMP. The higher CPU load error for CRAMP
at this point was due to the fact that CRAMP results in this experiment
were mostly memory-driven, as can be seen in Figure 3.5b. In other words,
CRAMP had higher error with respect to the CPU load, but it had lower
error with respect to the memory utilization. The error grows again as the
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(a) Results of ARVUE with synthetic load.
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(b) Results of CRAMP with synthetic load.
Figure 3.5: Results of VM provisioning experiment with the synthetic load
pattern. In this experiment, both ARVUE and CRAMP had similar results,
except that CRAMP used fewer servers.
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(a) Results of ARVUE with realistic load.
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(b) Results of CRAMP with realistic load.
Figure 3.6: Results of VM provisioning experiment with the realistic load
pattern. In this experiment, CRAMP used half as many servers as ARVUE,
but it still provided similar performance.
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Table 3.3: Results from VM provisioning experiments. The upper half of
the table contains results from the first experiment with the synthetic load
pattern, while the lower half contains results from the second experiment
with the realistic load pattern. Entries in bold are better according to the
evaluation criteria.
approach servers loadavg. loadmax memavg. memmax RTTavg. RTTmax
ARVUEsynth 16 0.21 0.9 0.21 0.71 12.23 ms 32.88 ms
CRAMPsynth 14 0.17 0.58 0.25 0.84 12.97 ms 34.72 ms
ARVUEreal 16 0.25 0.9 0.27 0.71 12.63 ms 21.3 ms
CRAMPreal 8 0.28 0.58 0.4 0.82 14.7 ms 27.43 ms
period of no activity starts after the first peak of load. In the second peak,
both ARVUE and CRAMP showed similar results, where the error becomes
as low as 0.25. Finally, as the request rate sinks after the second peak of
load, the error grows further due to underutilization. This can be attributed
to the intentionally cautious policy for scaling down, which is explained in
Section 3.4 and ultimately to the lack of work. A more aggressive policy
for scaling down might work without introducing oscillating behavior, but
when using a third-party IaaS it would still not make sense to terminate a
VM until the current billing interval is coming to an end, as that resource
constitutes a sunk cost.
Error analysis of the second experiment that uses the realistic load pattern
can be seen in Figure 3.7b. CRAMP appears to have lower error than ARVUE
throughout most of the experiment, with the only exceptions being due to
underutilization.
3.5.2 Admission Control Experiments
This section presents experiments with admission control. The goal of these
experiments was to test our proposed admission control approach ACVAS [7]
and to compare it against an existing SBAC implementation [13], here re-
ferred to as the alternative approach. As in the VM provisioning experiments,
the experiments in this section also used 100 simulated web applications of
various resource requirements. The experiments were conducted through
discrete-event simulations.
Design and Setup
We performed two experiments with ACVAS and the alternative approach.
The first admission control experiment used the synthetic load pattern, which
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(a) Synthetic load pattern experiment: error analysis.
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Figure 3.7: CPU load average error analysis in the VM provisioning ex-
periments. In the first experiment, CRAMP appears to have higher error
because its results were mostly memory-driven. In the second experiment,
CRAMP had lower error than ARVUE, with the only exceptions being due
to underutilization.
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was also used in the first VM provisioning experiment described in Sec-
tion 3.5.1. This workload was designed to scale up to 1000 concurrent ses-
sions in two peaks with a period of no activity between them. Similarly, the
second admission control experiment was designed to use the realistic load
pattern, which was also used in the second VM provisioning experiment in
Section 3.5.1. The sampling period k, the upper threshold for server load
average CUS, the upper threshold for server memory utilization MUS, the
application-server allocation policy, and the session-server allocation policy
were all same as in the VM provisioning experiments in Section 3.5.1.
Results and Analysis
In our previous work [7], we proposed a way of measuring the quality of an
admission control mechanism based on the trade-o↵ between the number of
servers used and six important QoS metrics: zero overloaded servers, maxi-
mum achievable session throughput, zero aborted sessions, minimum deferred
sessions, zero rejected sessions and minimum average response time for all
admitted sessions. The results from the two approaches will be compared
based on these criteria.
Figures 3.8a and 3.8b present the results from the experiment with the
synthetic load pattern. A summary of the results is also available in the
upper half of Table 3.4. The prediction accuracy was high, the Root Mean
Square Error (RMSE) of the predicted CPU and memory utilization was
0.0163 and 0.0128 respectively. ACVAS used a maximum of 19 servers with
0 overloaded servers, 0 aborted sessions, 30 deferred sessions, and 0 rejected
sessions. There were a total of 8620 completed sessions with an average RTT
of 59 ms. Thus, ACVAS provided a good trade-o↵ between the number of
servers and the QoS requirements. The alternative approach also used a
maximum of 19 servers, but with several occurrences of server overloading.
On average, there were 0.56 overloaded servers at all time with 0 aborted
sessions and 488 rejected sessions. A total of 9296 sessions were completed
with an average RTT of 112 ms. Thus, in the first experiment, the alternative
approach completed 9296 sessions compared to 8620 sessions by ACVAS, but
with 488 rejected sessions and several occurrences of server overloading.
Figures 3.9a and 3.9b show the results of the experiment with the realistic
load trace derived from access logs. The lower half of Table 3.4 shows that
ACVAS used a maximum of 16 servers with 0 overloaded servers, 0 aborted
sessions, 20 deferred sessions, and 0 rejected sessions. There were a total
of 8559 completed sessions with an average RTT of 59 ms. In contrast, the
alternative approach used a maximum of 17 servers with 3 occurrences of
server overloading. On average, there were 0.0046 overloaded servers at all
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(a) Results of ACVAS with synthetic load.
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(b) Results of alternative approach with synthetic load.
Figure 3.8: Results of admission control experiment with the synthetic load
pattern. ACVAS performed better than the alternative approach in all as-
pects but session deferment and throughput.
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Table 3.4: Results from admission control experiments. The upper half of
the table contains results from the first experiment with the synthetic load
pattern, while the lower half contains results from the second experiment
with the realistic load pattern. Entries in bold are better according to the
evaluation criteria.
approach servers overl. abort. def. rej. compl. RTTavg.
ACVASsynth 19 0 0 30 0 8620 59 ms
alternativesynth 19 0.56 0 N/A 488 9296 112 ms
ACVASreal 16 0 0 20 0 8559 59 ms
alternativereal 17 0.0046 0 N/A 55 8577 72 ms
time with 0 aborted sessions and 55 rejected sessions. There were a total of
8577 completed sessions with an average RTT of 72 ms. Thus, the alternative
approach used an almost equal number of servers, but it did not prevent them
from becoming overloaded. Moreover, it completed 8577 sessions compared
to 8559 sessions by ACVAS, but with 55 rejected sessions and 3 occurrences
of server overloading.
The results from these two experiments indicate that the ACVAS app-
roach provides significantly better results in terms of the previously men-
tioned QoS metrics. In the first experiment, ACVAS had the best results
in three areas: overloaded servers, rejected sessions, and average RTT. The
alternative approach performed better in two areas: there were no deferred
sessions, as it did not support session deferment, and it had more com-
pleted sessions. In the second experiment, ACVAS performed better in four
aspects: number of servers used, overloaded servers, rejected sessions, and
average RTT. The alternative approach again showed better performance in
the number of completed sessions and in the number of deferred sessions. We
can therefore conclude that ACVAS performed better than the alternative
approach in both experiments.
The EMA-based predictor appears to be doing a good job on predicting
these types of loads. It remains unclear how the system reacts to sudden
drops in a previously increasing load trend. Such a scenario could temporarily
lead to high preference for predicted results, which are no longer valid.
A plot of the utilization error with the synthetic load pattern can be seen
in Figure 3.10a. Likewise, a plot of the utilization error with the realistic
load can be seen in Figure 3.10b. Again, we only depict the CPU load, as
it played the most significant part. The periods where ACVAS appears to
have higher error than the alternative approach are due to underutilization
amplified by ACVAS being more e↵ective at keeping the average utilization
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(a) Results of ACVAS with realistic load.
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(b) Results of alternative approach with realistic load.
Figure 3.9: Results of admission control experiment with the realistic load
pattern. ACVAS performed better than the alternative approach in all as-
pects but session deferment and throughput.
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down, as no servers became overloaded during this time. Overall, the results
are quite similar, as they should be, the only di↵erence being the admission
controller.
3.6 Conclusions
In this chapter, we presented a prediction-based, cost-e cient VM provi-
sioning and admission control approach for multi-tier web applications. It
provides automatic deployment and scaling of multiple simultaneous web ap-
plications on a given IaaS cloud in a shared hosting environment. The pro-
posed approach comprises three sub-approaches: a reactive VM provisioning
approach called ARVUE, a hybrid reactive-proactive VM provisioning app-
roach called CRAMP, and a session-based adaptive admission control app-
roach called ACVAS. Both ARVUE and CRAMP provide autonomous shared
hosting of third-party Java Servlet applications on an IaaS cloud. However,
CRAMP provides better responsiveness and results than the purely reac-
tive scaling of ARVUE. ACVAS implements per-session admission, which
reduces the risk of over-admission. Moreover, it implements a simple session
deferment mechanism that reduces the number of rejected sessions while
increasing session throughput. The proposed approach is demonstrated in
discrete-event simulations and is evaluated in a series of experiments involv-
ing synthetic as well as realistic load patterns.
The results of the VM provisioning experiments showed that both
ARVUE and CRAMP provide good performance in terms of average response
time, CPU load average, and memory utilization. Moreover, CRAMP pro-
vides significantly better performance in terms of number of servers. It also
had lower utilization error than ARVUE in most of the cases.
The evaluation and analyses concerning our proposed admission control
approach compared ACVAS against an existing admission control approach
available in the literature. The results indicated that ACVAS provides a good
trade-o↵ between the number of servers used and the QoS metrics. In com-
parison with the alternative admission control approach, ACVAS provided
significant improvements in terms of server overload prevention, reduction of
rejected sessions, and average response time.
Future work includes implementing and testing the admission controller
on the prototype ARVUE PaaS [1, 11]. Furthermore, a case study of the
final ARVUE PaaS could yield real data from an actual business case. We
have been currently working on server consolidation approaches for web ap-
plications. Improved allocation through e cient consolidation should be
possible. Moreover, applying metaheuristic approaches [10, 20] to optimize
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(a) Synthetic load pattern experiment: error analysis.
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Figure 3.10: CPU load average error analysis in the admission control ex-
periments. In the first experiment, both approaches had a similar error plot.
However, in the second experiment, ACVAS appears to have lower error than
the alternative approach throughout most of the experiment, with the only
exceptions being due to underutilization.
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cost-e ciency is also part of our ongoing research. However, optimal so-
lutions can be seen as a form of the bin-packing problem and is therefore
NP -complete [16].
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Abstract–Video transcoding refers to the process of converting a digital
video from one compressed format to another. It is a compute-intensive
operation. Therefore, transcoding of a large number of simultaneous video
streams requires a large-scale distributed system. Moreover, to handle di↵er-
ent load conditions in a cost-e cient manner, the distributed system should
be dynamically scalable. Infrastructure as a Service (IaaS) clouds currently
o↵er computing resources, such as Virtual Machines (VMs), under the pay-
per-use business model, which can be used to create a dynamically scalable
cluster of video transcoding servers. Determining the number of VMs to
provision for a dynamic cluster is still an open problem. In this chapter, we
present a proactive VM allocation approach to scale video transcoding service
on a given IaaS cloud. For better resource utilization, quality of service, and
cost-e ciency, we use video segmentation at the Group of Pictures (GOP)
level. The proposed approach is demonstrated in discrete-event simulations
and an experimental evaluation involving di↵erent load patterns. We also
present a prototype implementation of a distributed video transcoder based
on the message passing programming model and a dynamic load balancing
approach.
Keywords-Cloud computing, resource allocation, video transcoding.
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4.1 Introduction
The use of multimedia content is common in our life. It may consist of digital
images, videos, voice, or animation. The use of video is no longer limited to
TV-channels or cinema theaters. There are several user-friendly and inex-
pensive devices available such as cell phones, digital cameras, which can be
used to capture, manipulate and store digital videos. Electronics devices such
as digital computers are used to process video data very e ciently. Video
production is common nowadays and a large number of digital videos are
uploaded on YouTube1 and other video hosting sites. To store and transmit
a digital video in a cost-e cient manner, video compression is used. Video
compression is a mature field and several video coding standards are avail-
able such as MPEG-4 [36] and H.264 [37]. However, end-user devices do
not support all video compression formats. Therefore, an unsupported video
format needs to be converted into another format, which is supported by
the target device. Converting a compressed video into another compressed
video is known as video transcoding [35]. There are di↵erent types of video
transcoding, such as bit-rate reduction in order to meet network bandwidth
availability, resolution reduction for display size adoption, temporal transcod-
ing for frame rate reduction, and error resilience transcoding for insuring high
Quality of Service (QoS) [13], [39].
Video transcoding involves decoding and encoding processes. It is a
compute-intensive process, usually performed at the server-side. It may
be done in real-time or in batch processing. However, for an on-demand
video streaming service, if the required video is not available in the desired
format, the transcoding needs to be done on-the-fly in real-time. One of
the main challenges of a real-time video transcoding operation is that it
must avoid over and underflow of the output video bu↵er, which temporarily
stores the transcoded videos at the server-side. The overflow occurs if the
video transcoding rate exceeds the video play rate and the capacity of the
bu↵er. Likewise, the bu↵er underflow may occur when the play rate exceeds
the transcoding rate, while the bu↵er does not contain enough frames either,
to avoid the underflow situation.
Video transcoding of a large number of video streams requires a large-
scale cluster-based distributed system. Moreover, to handle varying amounts
of load in a cost-e cient manner, the cluster should be dynamically scal-
able. Cloud computing provides theoretically infinite computing resources,
which can be provisioned in an on-demand fashion under the pay-per-use
business model [5]. Infrastructure as a Service (IaaS) clouds currently o↵er
1http://www.youtube.com/
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computing resources, such as Virtual Machines (VMs), storage, and network
bandwidth [32], which can be used to create a dynamically scalable cluster
of video transcoding servers.
In a cloud environment, a video transcoding operation can be performed
in several di↵erent ways. For example, it is possible to map an entire video
stream on a dedicated VM. However, it requires a large number of VMs to
transcode several simultaneous streams. Moreover, transcoding of High Def-
inition (HD) video streams can take more time, which may violate the client-
side QoS requirements of desired play rate [10]. Another approach is to split
the video streams into smaller segments and then transcode them indepen-
dently of one another [21]. In this approach, one VM can be used to transcode
a large number of video segments belonging to di↵erent video streams. More-
over, video segments of one particular stream can be transcoded on multiple
VMs.
In this chapter, we present prediction-based dynamic resource allocation
and deallocation algorithms to scale video transcoding service on a given
IaaS cloud in a horizontal fashion. The proposed algorithms allocate and
deallocate VMs to a dynamically scalable cluster of video transcoding servers.
We use a two-step load prediction method [2], which predicts a few steps
ahead in the future to allow proactive resource allocation. For cost-e ciency,
we share VM resources among multiple video streams. The sharing of the
VM resources is based on the video segmentation, which splits the streams
into smaller segments that can be transcoded independently of one another.
The proposed approach is evaluated in two simulation-based experiments
involving two di↵erent load patterns. The results show that it provides cost-
e cient resource allocation for a large number of simultaneous streams while
avoiding over and underflow of the output video bu↵er.
We also present the implementation of a distributed transcoder based
on the message passing programming model on top of an Amazon Elastic
Compute Cloud (EC2)2 cluster. Among di↵erent methods of distributed
computing we have chosen to use Message Passing Interface (MPI)3 because
of its maturity, support, open source nature, scalability, and ease of use.
MPI is a message passing interface for Multiple Instruction Multiple Data
(MIMD)4 distributed memory concurrent computers and workstations [27].
In this programming model, a set of tasks that use their own local memory
during computation can be performed on the same physical machine as well
as across an arbitrary number of machines. Tasks exchange data through
2http://aws.amazon.com/ec2/
3http://www.mcs.anl.gov/research/projects/mpi/
4http://www.springerreference.com/docs/html/chapterdbid/311449.html
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communication channels by sending and receiving messages. This means
that data transfer usually requires cooperative operations to be performed
by each process. MPI provides a library consisting of a set of basic functions
that can be used to write parallel and distributed programs. The program-
mer is thus responsible and free to express all parallelism involved [16], [27].
To deploy the distributed video transcoding framework in a cloud, we se-
lected StarCluster5, which is used for cluster management. It is an open
source cluster computing tool-kit for Amazon EC2. The main purpose of
StarCluster is to automate overall process of building a cluster of VMs in
Amazon EC2, which can be used for parallel and distributed computing.
We proceed as follows. In Section 4.2, we describe video bit stream struc-
ture. Section 4.3 presents the system architecture of the proposed VM allo-
cation approach. Video segmentation is described in Section 4.4. Section 4.5
presents the proposed proactive VM allocation algorithms. Our load predic-
tion approach is detailed in Section 4.6. In Section 4.7, we introduce our
prototype implementation of MPI-based distributed video transcoder and
present our dynamic load balancing algorithm for video transcoding in cloud
computing. Section 4.8 presents simulation results of the proposed VM al-
location approach, while Section 4.9 presents results of the prototype imple-
mentation of our MPI-based distributed video transcoder and our dynamic
load balancing algorithm. Section 4.10 discusses important related works
and Section 4.11 presents conclusion.
4.2 Video Bit Stream Structure
A Video stream is made up of di↵erent types of compressed frames. The
video frames are organized into logical groups known as Group of Picturess
(GOPs) and sequences. As shown in Figure 4.1, a video sequence comprises
a sequence header and one or more GOPs. A GOP consists of di↵erent types
of frames such as I (intra), P (predicted), and B (bi-directional predicted)
containing all necessary information required to decode them.
Both I and P frames can be used as reference frames. However, an I
frame is an independent reference frame that does not require any other
reference frame in the decoding process. I -Frames have the highest quality,
but have the largest size. A GOP starts with an I frame, which is followed by
a number of P and B frames. Both P and B frames always require reference
frames in the decoding process [36]. The P -frames use information from
the previous I -Frames or P -frames to compress the frame. The B -frames
5http://star.mit.edu/cluster/
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Figure 4.1: Structure of a video down to block level [36]
use information from both the previous and next I -Frame or P -Frames. B -
Frames are the smallest in size, but have the least quality.
Frame prediction is used to reduce the size of frames by taking into ac-
count the previous and future frames to further improve the e ciency of
compressed frames. Furthermore, a frame itself may be divided into smaller
blocks or slices with each slice being able to use frame prediction indepen-
dently of other slices.
A GOP in MPEG-4 can have from 0 to 3 B frames between successive
P frames. Usually, it is 2. The distance between successive I frames is N,
which includes both P and B frames. In many cases, the value of N is 12,
but it can be any value between 1 and a few hundreds.
Di↵erent kinds of frames also require a di↵erent amount of memory. Typ-
ically, I frames require the largest number of bytes to represent images, for
example 300 Kilobytes (KB). The P frames require less memory, for example
160 KB. The B frames require even less, for example 40 KB. The resolution
of a video stream is measured in pixels and is usually written as horizon-
tal x vertical, such as (1280 x 720). The frame-rate of a video is the number
of frames displayed in a second, usually 24 to 30 frames per seconds (fps).
Video coding standards use a YCbCr color space [12] with three di↵erent
components called luma (Y) and chroma (Cb, Cr). The luma component rep-
resents brightness while chroma components represents the color information.
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Figure 4.2: System architecture of the proactive VM allocation approach
A picture is usually divided into smaller parts termed as macroblocks or cod-
ing units. The macroblocks or coding units are the basic building blocks
of video standards and the decoding of frames is performed at this level.
To compress a frame, di↵erent techniques are used at macroblock or coding
unit level such as, frame prediction in either spatial or temporal direction.
The smaller partitions of the macroblocks are termed as blocks or transform
units. The transform coding is performed at block level in various video
coding standards.
4.3 System Architecture
The system architecture of the distributed video transcoding in cloud com-
puting environment is shown in Figure 4.2. It consists of a streaming server,
a video splitter, a video merger, a video repository, a dynamically scalable
cluster of transcoding servers, a load balancer, a master controller, a load
predictor, and a cloud provisioner.
In our system, the end-users or clients may send requests for videos. These
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requests arrive at the streaming server. The streaming server provides the
video streaming service. Streaming is a general term which means that the
data being transfered from one location to another can be used immediately.
In case of video streaming, a video is decoded and played as soon as enough
data has been transferred6.
To transfer multimedia contents (video and audio) over the Internet by
using streaming services such as Video Desk7, media streaming technology
is used, which can deliver the media contents in real-time. At the user end,
parts of a video are downloaded, decoded, and played. The video playing and
downloading happen at the same time. A bu↵er is used to place additional
video contents from the streaming server. The overall process is invisible
to the viewer. The streaming server works as a media servers which sends
streamed video to users connected through di↵erent networks. Since the
main focus of this research work is on video transcoding, we assume that the
streaming server is not a bottleneck.
The video streams in certain compressed formats are stored in the video
repository. The compressed videos can be either source videos or transcoded
videos. The source videos are the original videos and transcoded videos are
obtained from source videos after transcoding. The transcoded videos are
stored as long as it is cost-e cient to store them. The streaming server ac-
cepts video requests from users and checks if the required video is available in
the video repository. If it finds the video in the desired format and resolution,
it starts streaming the video. However, if it finds that the requested video
is stored only in another format or resolution than the one desired by the
user, it sends the video for segmentation and subsequent transcoding. Then,
as soon as it receives the transcoded video from the video merger, it starts
streaming the video.
The video splitter splits the video streams into smaller segments called
jobs, which are placed into the job queue. Due to inter-dependency among
di↵erent types of frames, video segmentation (splitting) can be performed at
certain points only. When splitting the video, the main issue is to perform
the segmentation of source video so that parts of video can be distributed
among transcoding servers. Section 4.4 discusses video segmentation in more
detail.
The load balancer employs a task assignment policy, which distributes
load on the transcoding servers. In other words, it decides when and to
which transcoding server a transcoding job should be routed. It maintains
a configuration file, which contains information about transcoding servers
6http://www.wimpyplayer.com/docs/faqs/docs/general streaming definition.html
7http://www.videodesk.net/
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that perform the transcoding operations. As a result of dynamic resource
allocation and deallocation operations, the configuration file is often updated
with new information. The load balancer serves the jobs in First In, First Out
(FIFO) order and has only one input queue. The load balancer implements
the shortest queue waiting time policy, which selects a transcoding server with
the shortest queue waiting time. Our dynamic load balancing algorithm is
presented in Section 4.7.
The actual transcoding is performed by the transcoding servers. They
get compressed video segments, perform the required transcoding operations,
and return the transcoded video segments for merging. A transcoding server
runs on a dynamically provisioned VM. Each transcoding server processes one
or more simultaneous jobs. When a transcoding job arrives at a transcoding
server, it is placed into the server’s queue from where it is subsequently
processed.
The master controller implements prediction-based dynamic resource al-
location and deallocation algorithms, as described in section 4.5. For load
prediction, the master controller uses load predictor, which is elaborated in
section 4.6. The cloud provisioner refers to the cloud provisioner in an IaaS
cloud, such as the provisioner in Amazon EC2. It performs the actual lower
level tasks of starting and terminating VMs. The video merger merges the
transcoded jobs into video streams, which form video responses.
The system architecture is similar to our previous work on prediction-
based dynamic resource allocation for video transcoding in cloud comput-
ing [22]. However, in [22] the load balancer implements the shortest queue
length policy, while in this chapter it implements the shortest queue wait-
ing time policy, which provides improved performance. The shortest queue
length policy is based on the queue size alone. Therefore, it does not account
for the execution time of individual jobs in the queue. Whereas, the shortest
queue waiting time policy uses estimated execution time of individual jobs
in the queue to calculate the waiting time of new arriving jobs at the server
queue. In addition to the shortest queue waiting time policy, we introduce
some important enhancements to our VM allocation algorithms.
4.4 Video Segmentation
Distributed computing allows to speedup the transcoding process while main-
taining the same quality of video. Due to inter-dependency among di↵erent
types of frames, video segmentation can be performed at certain points only.
The main problem is to perform the segmentation of source video in such a
way that parts of the video can be distributed among transcoding servers.
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Figure 4.3: Video segmentation
Compressed video files contain di↵erent types of frames (I, P, B) which have
di↵erent compression rates and inter-dependencies among them. Therefore,
one can not split a given video at any particular frame or point. Among the
frame types, an I -frame is an independent frame that can be decoded with-
out any other reference frame. It is also used as a reference frame for other
frames. In a given video, a sequence of frames that constitute an I -frame
and a number of other B and P frames is called a GOP. GOPs are atomic
units that can be transcoded independently of one another. Therefore, for
e cient use of computing resources, we use video segmentation at the GOP
level.
Video segmentation of four video streams is shown in Figure 4.3. The
output of the video splitter consists of a number of jobs, where each job has
at least one GOP. The video splitter tries to manage segmentation in such
a way that each user gets a smooth video stream from the streaming server.
It takes into account the transcoding time and the play time of the video
segment. Once a video segment is sent for transcoding, the next segment of
the same stream is sent after some delay.
The delay between two jobs during segmentation is based on the play
time of a video segment and the number of transcoded video frames of the
stream in the output bu↵er. If the transcoded frames are below certain
predefined lower threshhold, the stream segmentation is performed with zero
delay. However, if the transcoded frames are above the threshold, the delay
for next video segment is set equal to the play time of previous job.
4.5 Proactive VM Allocation Algorithms
Under-utilization of computing servers in cloud computing is a common prob-
lem. Due to change in the load patterns at di↵erent times, there might be
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some over-provisioning of servers, which increases the overall cost [6], [31].
In addition, the over-utilization of resources is also not desirable due to high
response times. Therefore, automatic VM allocation is essential for cost and
performance e ciency [40]. In this section, the dynamic VM allocation and
deallocation algorithms for video transcoding in the cloud are presented. For
the sake of clarity, the concepts used in the algorithms and their notation
are summarized in Table 4.1.
The algorithms implement proactive control, which uses a two-step pre-
diction in which the load pattern of the system is tracked and then future
load pattern is predicted. The transcoding servers are added and removed
based on the predicted load and current throughput. Moreover, due to the
VM provisioning delay, a fixed minimum number of transcoding servers is
always maintained to provide an e↵ective service. This is termed as the base
capacity NB.
On discrete-time intervals, the master controller obtains the play rate of
all video streams, and sums up the play rates of streams, to get the total
target play rate PR(ti). It then obtains the video transcoding rate from
each transcoding server and calculates the total transcoding rate TR(ti).
Moreover, for proactive VM allocation, it uses load predictor to predict the
total transcoding rate of all transcoding servers TˆR(ti) a few steps ahead in
the future.
The algorithms are designed to be cost-e cient while minimizing poten-
tial oscillations in the number of VMs [38]. This is desirable because, in
practice, provisioning of a VM takes a few minutes [8]. Therefore, oscilla-
tions in the number of VMs may lead to deteriorated performance. More-
over, since some contemporary IaaS providers, such as Amazon EC2, charge
on hourly basis, oscillations will result in a higher provisioning cost. There-
fore, the algorithms counteract oscillations by delaying new VM allocation
operations until previous VM allocation operations have been realized [20].
Furthermore, for cost-e ciency, the deallocation algorithm terminates only
those VMs whose renting period approaches its completion.
4.5.1 VM Allocation Algorithm
The VM allocation algorithm is given as Algorithm 4.1. The first two steps
deal with the calculation of the target play rate PR(ti) of all streams and the
total transcoding rate TR(ti) of all transcoding servers. The algorithm then
obtains the predicted total transcoding rate TˆR(ti) from the load predictor.
Moreover, to avoid underflow of the output video bu↵er that temporarily
stores transcoded jobs at the server-side, it considers the size of the output
video bu↵er BS(ti). If the target play rate exceeds the predicted transcoding
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Table 4.1: Summary of concepts and their notation
countover(ti) over allocation count at discrete-time ti
S(ti) set of transcoding servers at ti
Sp(ti) set of newly provisioned servers at ti
Sc(ti) servers close to completion of renting period at ti
St(ti) servers selected for termination at ti
PR(ti) sum of target play rates of all streams at time ti
TR(ti) total transcoding rate of all servers at time ti
TˆR(ti) predicted total transcoding rate at time ti
RT (s, ti) remaining time of server s at ti
V (ti) set of video streams at ti
NP (ti) number of servers to provision at ti
NPQ(ti) number of servers to provision at ti based on queue length
NT (ti) number of servers to terminate at ti
getPR() get PR(ti) from video merger
getTR(s) get transcoding rate of server s
getTˆR() get TˆR(ti) from load predictor
calNP () calculate the value of NP (ti)
calQNP () calculate the value of NPQ(ti) based on queue length
calNT () calculate the value of NT (ti)
calRT (s, ti) calculate the value of RT (s, ti)
delay() delay function
provision(n) provision n servers
select(n) select n servers for termination
sort(S) sort servers S on remaining time
terminate(S) terminate servers S
CT over allocation count threshold
RTU remaining time upper threshold
RTL remaining time lower threshold
MAXQLUT Maximum Queue length upper threshold
BL bu↵er size lower threshold in megabytes
BS(ti) size of the output video bu↵er in megabytes
BU bu↵er size upper threshold in megabytes
NB number of servers to use as base capacity
startUp server startup delay
avgQJobs average number of jobs in a server Queue
jobCompletion job completion delay
rate while the bu↵er size BS(ti) falls below its lower threshold BL, the algo-
rithm chooses to allocate resources by provisioning one or more VMs. The
number of VMs to provision NP (ti) is calculated as follows
NP (ti) =
&
PR(ti)  TˆR(ti)
TR(ti)
|S(ti)|
'
(4.1)
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The algorithm then provisionsNP (ti) VMs, which are added to the cluster
of transcoding servers. To minimize potential oscillations due to unnecessary
VM allocations, the algorithm adds a delay for the VM startup time. Fur-
thermore, it ensures that the total number of VMs |S(ti)| does not exceed the
total number of video streams |V (ti)|. The algorithm adjusts the number of
VMs to provision NP (ti) if |S(ti)|+NP (ti) exceeds |V (ti)|. This is desirable
because the transcoding rate of a video on a single VM is usually higher than
the required play rate.
The VM allocation algorithm also takes into account the current load on
servers. It checks the queue lengths of servers and if the average number
of jobs in the queues is above a predefined maximum upper threshold, it
provisions one or more servers. The number of VMs to provision NPQ(ti) is
calculated as follows
NPQ(ti) =
⇠
avgQJobs
MAXQLUT
⇡
(4.2)
4.5.2 VM Deallocation Algorithm
The VM deallocation algorithm is presented in Algorithm 4.2. The main ob-
jective of the algorithm is to minimize the VM provisioning cost, which is a
function of the number of VMs and time. Thus, it terminates any redundant
VMs as soon as possible. Moreover, to avoid overflow of the output video
bu↵er, it considers the size of the output video bu↵er BS(ti). After obtaining
the target play rate PR(ti) and the predicted total transcoding rate TˆR(ti),
the algorithm makes a comparison. If TˆR(ti) exceeds PR(ti) while the bu↵er
size BS(ti) exceeds its upper threshold BU , it may choose to deallocate re-
sources by terminating one or more VMs. However, to minimize unnecessary
oscillations, it deallocates resources only when the bu↵er overflow situation
persists for a predetermined minimum amount of time.
In the next step, the algorithm calculates the remaining time of each
transcoding server RT (s, ti) with respect to the completion of the renting
period. It then checks if there are any transcoding servers whose remaining
time is less than the predetermined upper threshold of remaining time RTU
and more than the lower threshold of remaining time RTL. The objective is
to terminate only those servers whose renting period is close to completion,
while excluding any servers that are extremely close to the completion of
their renting period and therefore it is not cost-e cient to terminate them
before the start of the next renting period. If the algorithm finds at least one
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Algorithm 4.1. VM allocation algorithm
1: while true do
2: NP (ti) := 0, NPQ(ti) := 0
3: PR(ti) := getPR()
4: TR(ti) := 0
5: for s✏S(ti) do
6: TR(ti) := TR(ti) + getTR(s)
7: end for
8: TˆR(ti) := getTˆR(TR(ti))
9: if TˆR(ti) < PR(ti) ^ BS(ti) < BL then
10: NP (ti) := calNP ()
11: end if
12: if avgQJobs > MAXQLUT then
13: NPQ(ti) := calQNP ()
14: end if
15: NP (ti) := NP (ti) +NPQ(ti)
16: if |S(ti)|+NP (ti) > |V (ti)| then
17: NP (ti) := |V (ti)|  |S(ti)|
18: end if
19: if NP (ti)   1 then
20: Sp(ti) := provision(NP (ti))
21: S(ti) := S(ti) [ Sp(ti)
22: delay(startUp)
23: end if
24: end while
such server Sc(ti), it calculates the number of servers to terminate NT (ti) as
NT (ti) =
&
TˆR(ti)  PR(ti)
TR(ti)
|S(ti)|
'
 NB (4.3)
Then, it sorts the transcoding servers in Sc(ti) on the basis of their remaining
time, and selects the servers with the lowest remaining time for termination.
The rationale of sorting of servers is to ensure cost-e ciency by selecting the
servers closer to completion of their renting period. A VM that has been
selected for termination might have some pending jobs in its queue. There-
fore, it is necessary to ensure that the termination of a VM does not abandon
any jobs in its queue. One way to do this is to migrate all pending jobs to
other VMs and then terminate the VM [8]. However, since transcoding of
video segments takes relatively less time to complete, it is more reasonable
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Algorithm 4.2. VM deallocation algorithm
1: while true do
2: PR(ti) := getPR()
3: TR(ti) := 0
4: for s✏S(ti) do
5: TR(ti) := TR(ti) + getTR(s)
6: end for
7: TˆR(ti) := getTˆR(TR(ti))
8: if TˆR(ti) > PR(ti) ^ BS(ti) > BU ^ countover(ti) > CT then
9: for s✏S(ti) do
10: RT (s, ti) := calRT (s, ti)
11: end for
12: Sc(ti) := {8s✏S(ti)|RT (s, ti) < RTU ^RT (s, ti) > RTL}
13: if |Sc(ti)|   1 then
14: NT (ti) := calNT ()
15: NT (ti) := min(NT (ti), |Sc(ti)|)
16: if NT (ti)   1 then
17: sort(Sc(ti))
18: St(ti) := select(NT (ti))
19: S(ti) := S(ti) \ St(ti)
20: delay(jobCompletion)
21: terminate(St(ti))
22: end if
23: end if
24: end if
25: end while
to let the jobs complete their execution without requiring them to migrate
and then terminate a VM when there are no more running and pending jobs
on it. Therefore, the deallocation algorithm terminates a VM only when
the VM renting period approaches its completion and all jobs on the server
complete their execution. Finally, the selected servers are terminated and
removed from the cluster.
4.6 Load Prediction
The existing load prediction models for web-based systems, such
as [2], [3], [34], can be adapted to predict transcoding rate of the transcoding
servers a few steps ahead in the future. Andreolini and Casolari [2] proposed
a two-step approach to predict future load behavior under real-time con-
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straints. The approach involves load trackers that provide a representative
view of the load behavior to the load predictors, thus achieving two steps.
A load tracker (LT) filters out noise in the raw data to yield a more reg-
ular view of the load behavior [2]. It is a function LT (
 !
Sn(ti)) : Rn ! R,
which inputs a measure si monitored at time ti, and a set of previously
collected n measures, that is
 !
Sn(ti) = (si n, ..., si), and provides a repre-
sentation of the load behavior li at time ti [2]. A sequence of LT values
yields a regular view of the load behavior. There are di↵erent classes of LTs,
such as simple moving average (SMA), exponential moving average (EMA),
and cubic spline (CS) [3]. More sophisticated (time-series) models often re-
quire training periods to compute the parameters and/or o↵-line analyses [2].
Likewise, the linear (auto) regressive models, such as ARMA and ARIMA,
may require frequent updates to their parameters [2], [34]. Therefore, in our
approach [7], [22], the load predictor implements an LT based on the EMA
model, which limits the computation delay without incurring oscillations and
computes an LT value for each measure with high prediction accuracy.
The load predictor (LP) is a function LPh(
 !
Lq(ti)) : Rq ! R, which inputs
a sequence of LT values
 !
Lq(ti) = li q, ..., li and outputs a predicted future
value at time ti+h, where h > 0 [2]. The LP is characterized by the prediction
window h and the past time window q. Andreolini and Casolari [2] and
Saripalli et al. [34] used linear regression of only two LT values, which are
the first li q and the last li values in the past time window. Ashraf et al. [7]
and Jokhio et al. [22] used simple linear regression model [28], which takes
into account all LT values
 !
Lq(ti) in the past time window. The LP of the LT
in this approach is based on a straight line defined as
l =  0 +  1t (4.4)
where  0 and  1 are called regression coe cients, which can be estimated at
runtime based on the LT values [7], [28].
4.7 MPI-Based Distributed Video Transcoder
Our distributed video transcoder is based on the open source FFMPEG8
library. We have modified the original transcoder to execute on multiple
machines. The extension is based on MPI, where a set of processes each
running a single transcoder, are made to collaborate and transcode a set of
streams more e ciently. The MPI programming model allows programmers
to explicitly specify the parallel processing in a given system. Unlike other
8http://www.↵mpeg.org/
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frameworks like Hadoop, which is designed for a specific set of problems(i.e.
batch processing), MPI provides programmers with flexibility in expense of
some programming overhead.
Figure 4.4 shows the architecture of the MPI-based video transcoder for
multiple streams. Each active incoming stream is segmented continuously
and stored in a job queue of one of the transcoding servers. Load balancing
is performed dynamically depending on an estimated queue waiting time of
a segment on each transcoding server. The estimated waiting time of a new
segment on a given transcoding server is calculated by dividing the number
of frames that are currently in its queue with the average transcoding rate
of the server (see Algorithm 4.3). The manager sends the next segment
to a transcoding server with the smallest estimated queue waiting time. A
header containing the stream ID, segment ID, a transcoding parameter, and
number of frames in the segment is attached to each segment. This header
is used to identify each segment in the system and make load balancing
decisions. The total number of transcoding servers is decided by themanager.
In our distributed transcoder, every server has its own ID and the work is
routed according to these IDs. In Figure 4.4, the ID of the manager is 0.
It implements the proposed dynamic load balancing algorithm. Moreover,
it contains the video splitter and the video merger. The manager invokes
video splitter before sending transcoding jobs to the transcoding servers.
Each transcoding server takes a segment from its queue, parses the segment
header to get the transcoding parameters, transcodes the segment, and sends
back the transcoded segment to the manager. The manager then invokes the
video merger to merge the transcoded segments into output streams. The
impact of the dynamic load balancing algorithm is compared with a static
round-robin approach in Section 4.9.
4.8 Simulation Results of VM Allocation
Software simulations are often used to test and evaluate new algorithms in-
volving complex environments [11]. We have developed a discrete-event sim-
ulation for the proposed VM allocation approach. The simulation is written
in the Python programming language and is based on the SimPy simulation
framework [26].
4.8.1 Experimental Design and Setup
We considered two di↵erent synthetic load patterns in two separate exper-
iments. Load pattern 1 in experiment 1 consists of two load peaks, while
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Figure 4.4: MPI-based distributed video transcoder
Algorithm 4.3. Dynamic load balancing
1: while true do
2: selected server = transcoding servers.get(0)
3: smallest queue time = TIME MAX
4: for transcoding server in transcoding servers do
5: queue time =
transcoding server  > frames
transcoding server  > fps
6: if queue time < smallest queue time then
7: smallest queue time = queue time
8: selected server = transcoding server
9: end if
10: end for
11: segment = queue  > take()
12: send(segment, selected server)
13: end while
load pattern 2 in experiment 2 has six load peaks. For simplicity, the renting
period was assumed to be 600 seconds. The remaining time upper threshold
RTU was 60 seconds, while the remaining time lower threshold RTL was 12
seconds. The Load Tracker (LT) and lp parameters were as follows: n = 15,
q = 30, and h = 120.
The experiments used both Standard Definition (SD) and HD video
streams. At the time of writing this book chapter, 10% of YouTube’s videos
are available in HD, while YouTube has more HD content than any other
130 F. Jokhio et al.
video hosting site [1]. However, the ratio of HD versus SD is expected to
increase in the near future. Therefore, the load generation assumed 70% SD
and 30% HD video streams. The video segmentation was performed at the
GOP level. The segmentation produced video segments, which were sent to
the transcoding servers for execution. For HD videos, the average size of a
video segment was 75 frames with a standard deviation of 7 frames. Likewise,
for SD videos, the average size of a segment was 250 frames with a standard
deviation of 20 frames. The total number of frames in a video stream was in
the range of 15000 to 18000.
The desired play rate for a video stream is often fixed: 30 fps for SD
videos and 24 fps for HD videos. Whereas, the transcoding rate depends
on the video contents, such as, frame resolution, type of video format, type
of frames, and contents of blocks. Di↵erent transcoding mechanisms also
require di↵erent times.
In our experiments, the maximum transcoding rate for SD videos was
assumed to be four times of its play rate. We further assumed that the
transcoding rate is always higher than the play rate of all video streams.
Similarly, the minimum transcoding rate for SD videos was assumed to be
double of its play rate. Since HD videos require more computation, the
maximum transcoding rate for an HD video was assumed to be double of the
play rate, with the minimum transcoding rate at 1.5 times the play rate.
The objective of experiment 1 was to simulate a relatively normal load. It
was designed to generate a load representing a maximum of 200 simultaneous
video streams in two di↵erent load peaks. In the first peak, the streams were
ramped-up from 0 to 200, while adding a new stream every 20 seconds.
After the ramp-up phase, the number of streams was maintained constant
for 1 hour and then ramped-down to 100 streams.
The second peak ramped-up from 100 streams to 200 streams, while
adding a new stream every 30 seconds. The ramp-up phase was followed
by a similar constant phase as in the first peak. Then, the ramp-down phase
removed all streams from the system.
Experiment 2 was designed to simulate the load pattern of a highly vari-
able video demand. It generated a load representing a maximum of 280
simultaneous video streams consisting of six di↵erent load peaks. In the first
peak, the streams were ramped-up from 0 to 170, while adding a new stream
every 30 seconds. Then, in the second peak from 110 to 250, while adding
a new stream every 20 seconds. Likewise, 210 to 280, 215 to 250, 120 to
200, and 100 to 170, respectively, in the third, fourth, fifth, and sixth peak.
The stream ramp-up rate was 1 new stream per 30 seconds. Each ramp-
up phase was followed by a ramp-down phase. Finally, the last ramp-down
phase removed all streams from the system.
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Figure 4.5: Experiment 1 results: relatively normal load
4.8.2 Results and Analysis
In both Figures 4.5 and 4.6, the number of servers plot shows dynamic VM
allocation for the cluster of transcoding servers. The transcoding jobs plot
represents the total number of jobs in the system at a particular time in-
stance. It includes the jobs in execution at the transcoding servers and the
jobs that were waiting in the queues. The target play rate plot shows the
sum of target play rates of all video streams in the system. Likewise, the ac-
tual transcoding rate plot represents the total transcoding rate of all servers,
while the predicted transcoding rate plot shows results of the load prediction.
As described in Section 4.5, the VM allocation decisions were mainly based
on the target play rate, the predicted transcoding rate, and the queue length
of servers.
Figure 4.5 presents results from experiment 1. The results are also sum-
marized in Table 4.2. Experiment 1 used a maximum of 93 transcoding
servers for a maximum of 200 simultaneous streams. Moreover, a total of
4596 streams consisting of approximately 5⇥105 transcoding operations and
7 ⇥ 107 video frames were completed in 4 hours and 38 minutes. The re-
sults indicate that the resource allocation algorithms with the sharing of the
VM resources among multiple video streams resulted in a reduced number
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Table 4.2: Results from proactive VM allocation experiments. Experiment
1 uses relatively normal load, while experiment 2 uses highly variable load.
The results include maximum number of servers used, maximum and average
number of transcoding jobs or segments, maximum and average play rate
(PR), and maximum and average transcoding rate (TR).
experiment servers jobsavg. jobsmax PRavg. PRmax TRavg. TRmax
1 109 44.84 95 3597.42 fps 5670 fps 3496.48 fps 7683.34 fps
2 150 40.74 122 3273.61 fps 7818 fps 3446.19 fps 9234.23 fps
of servers as compared with the number of video streams which reduces VM
provisioning cost. The resource de-allocation algorithm takes into account
the servers remaing renting time. A server is terminated only when it is near
its completion of renting period, which avoids unnecessary oscillations in the
number of VMs.
The results show that the actual transcoding rate was always close to
the target play rate. This was desirable to avoid over and underflow of the
output video bu↵er in the system, as discussed in Section 4.5. Although the
actual transcoding rate was sometimes slightly above or below the target play
rate, the proactive resource allocation helped to ensure that the cumulative
number of transcoded frames was always greater than the cumulative number
of played frames.
Figure 4.6 presents results from experiment 2. Table 4.2 also contains a
summary of the results. It used a maximum of 120 transcoding servers for
a maximum of 290 simultaneous streams. Moreover, a total of 7241 streams
consisting of approximately 8⇥105 transcoding operations and 1⇥108 video
frames were completed in 6 hours and 54 minutes. Although the number of
streams was fluctuating rapidly, the algorithms provided a sustainable service
with fewer VMs, while minimizing oscillations in the number of servers and
avoiding the over and underflow of the output video bu↵er.
4.9 Evaluation of MPI-Based Distributed Video
Transcoder
In this section, we describe the experimental setup, the results obtained,
and their analysis from our prototype implementation of the MPI-based dis-
tributed video transcoder. The results are focused on the e↵ect of load bal-
ancing algorithms on the utilization of transcoding servers. Therefore, provi-
sioning of the transcoding servers is done statically before each experiment.
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Figure 4.6: Experiment 2 results: highly variable load
4.9.1 Experimental Design and Setup
Our main task was to investigate performance in terms of total processing
time of distributed video transcoding in cloud computing with dynamic load
balancing. We setup a homogeneous and a heterogeneous test environment
in the cloud using StarCluster. The StarCluster is an open source cluster
computing tool-kit for Amazon EC2. It has been designed to automate and
simplify the process of building, configuring, and managing clusters of VMs
suited for distributed and parallel computing applications and systems on
Amazon EC2.
The homogeneous test cluster consist of a stream manager and a maxi-
mum of 14 transcoding servers. The stream manager is assigned the task of
splitting, merging, and scheduling of video segments. All the nodes in this
cluster are m1.small instances from Amazon EC2. The m1.small instance
is a VM with 1.7 GB memory and one virtual core running 32 bit Ubuntu
11.10 on AMD 2218HE. The m1.small instance is the default instance in the
Amazon EC2 and is not optimized for anything in particular. Furthermore,
the instances are selected from the same availability zone (i.e eu-west-1a).
Running virtual cloud instances from the same availability zone ensures a
more homogeneous network connection in the cluster.
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The Heterogeneous test cluster consists of a maximum of 14 transcoding
servers and a stream manager. Half nodes in the cluster are m1.small in-
stances from Amazon EC2 cloud. The other half instances in the cluster are
c1.medium instances. The c1.medium is a VM with 1.7GB memory and two
virtual core running 32 bit Ubuntu 11.10 on Intel E5 2650 at 2 GHz. In con-
trast to the basic m1.small instance, the c1.medium instance has two cores
and is optimized for speed. Furthermore, the instances are selected from two
di↵erent availability zones (i.e eu-west-1a and eu-west-1c), which are located
apart form each other. Running virtual cloud instances from di↵erent avail-
ability zone might lead to a more heterogeneous network connection in the
cluster.
The aim of of doing the experiment on a heterogeneous clusters is mo-
tivated by the concept of job a nity [24], which states that some jobs may
run significantly faster on nodes of a particular instance than others. Hence,
it is important to know the job/instance type relationship and and design
the load balancing algorithm accordingly.
To perform transcoding in the distributed environment, we have modi-
fied an existing open source transcoder FFMPEG with Message Passing Pro-
gramming Model [27]. The first process with rank 0 is assigned the task of
splitting, scheduling, and merging input video streams. The other processes
with rank 1 to 14 are assigned the task of transcoding. The manager first
splits incoming video streams at GOP level and uses the static or dynamic
load balancing methods explained in Section 4.7. Depending on the sched-
uler decision, the manager sends video segments to a selected transcoding
server’s queue. The task of each transcoding server is to pick a task from
their queue and perform the transcoding job till a termination signal is sent
from the stream manager.
To perform di↵erent experiments in a cluster-based environment, we se-
lected various video sequences having di↵erent number of frames. Character-
istics of those video sequences such as length, size, total number of frames,
and resolution are given in Table 4.3. All video sequences have a frame rate
of 24 fps.
In this experiment we have restricted ourselves to using few streams as the
focus is to only understand and compare the the e↵ect of job load balancing
approaches on the throughput of a distributed transcoding system.
4.9.2 Results and Analysis
We used both SD and HD video sequences in our experiments. Table 4.3
shows characteristics of video sequences, such as, size of video sequence in
Mega Bytes, number of frames, and resolution. The total transcoding time
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Table 4.3: Characteristics of video sequences
Video Size Frames Resolution
Sintel HD 251 MB 21312 1280x720
Elephants Dream HD 162 MB 15690 1280x720
Big Buck Bunny HD 115 MB 14315 1280x720
Sintel SD 48 MB 21312 854x480
Elephants Dream SD 34 MB 15690 854x480
Big Buck Bunny SD 30 MB 14315 854x480
with di↵erent number of transcoding servers in a heterogeneous cloud cluster
for Sintel HD, Elephants Dream HD, Big Buck Bunny HD, and for multiple
streams with two HD and two SD simultaneous streams is shown in Fig-
ures 4.7a-d. Likewise, transcoding time with di↵erent number of servers in a
homogeneous Cloud cluster for Sintel HD, Elephants Dreams HD, Big Buck
Bunny HD, and for multiple streams with two HD and two SD simultaneous
streams is shown in Figures 4.7e-h.
Figure 4.7a-d shows the total transcoding time for static round-robin
and our proposed dynamic load balancing over a varying number of servers.
In all cases, the performance gain accounts to about 45% except the case
where there is only one transcoding node and the scheduling overhead matters
significantly.
Figure 4.7e-h shows the result of applying the static and dynamic schedul-
ing algorithms specified in Section 4.7 on a cluster of homogeneous transcod-
ing servers. In this case, the performance gain from using the proposed
dynamic load balancing algorithm only accounts to about 10  12%, except
the cases when there is only one or two transcoding nodes resulting in a
significant scheduling overhead. This result is also expected due to the fact
that the experiment is done in a homogeneous platform and the performance
gain is only due to the fact that video streams have di↵erent computational
loads on di↵erent segments.
Figure 4.7d and Figure 4.7h show the results for the performance of the
proposed dynamic scheduling algorithm against the static one when there
are four simultaneous streams in the system. We selected the first two HD
and two SD videos from Table 4.3 to test the multiple streams setup. As
can be noticed from these figures, the gap between the performance of the
dynamic and static schedulers slightly increased due to the non-homogeneity
introduced by the Central Processing Unit (CPU) demand di↵erence among
HD and SD video streams.
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Figure 4.7: MPI-based distributed video transcoder results. Figures a-d show
the total transcoding time with di↵erent number of transcoding servers in a
heterogeneous cloud cluster for Sintel HD , Elephants Dream HD, Big Buck
Bunny HD, and for multiple streams. Similarly, Figures e-h show the results
in a homogeneous cloud cluster for Sintel HD, Elephants Dream HD, Big
Buck Bunny HD, and for multiple streams.
4.10 Related Work
Distributed video transcoding with video segmentation was proposed in [21]
and [23]. In these works, video segmentation was performed at the GOPs
level. Jokhio et al. [21] presented bit rate reduction video transcoding using
multiple processing units. The paper discussed computation, parallelization,
and data distribution among computing units. In [23], di↵erent video seg-
mentation methods were analyzed to perform spatial resolution reduction
video transcoding. The paper compared three possible methods of video seg-
mentation. In both papers, video transcoding was not performed in the cloud
and the VM allocation problem was not addressed. In contrast, the main fo-
cus of this work is on VM allocation and deallocation algorithms. Huang et
al. [19] presented a cloud-based video proxy to deliver transcoded videos for
streaming. The main contribution of their work is a multilevel transcoding
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parallelization framework. They used Hallsh-based and Lateness-first map-
ping to optimize transcoding speed and to reduce transcoding jitters. The
performance evaluation was done on a campus cloud testbed and the commu-
nication latency between cloud and video proxy was neglected. Li et al. [25]
proposed cloud transcoder, which uses a compute cloud as an intermediate
platform to provide transcoding service. Both papers do not discuss the VM
allocation problem for video transcoding in cloud computing.
The existing works on dynamic VM allocation can be classified into two
main categories: Plan-based approaches and control theoretic approaches.
Plan-based approaches can be further classified into workload prediction ap-
proaches and performance dynamics model approaches. One example of the
workload prediction approaches is Ardagna et al. [4], while TwoSpot [38],
Hu et al. [18], Chieu et al. [14], Iqbal et al. [20] and Han et al. [17] use a
performance dynamics model. Similarly, Dutreilh et al. [15], Pan et al. [29],
Patikirikorala et al. [30], and Roy et al. [33] are control theoretic approaches.
One common di↵erence between all of these works and our proposed app-
roach is that they are not designed specifically for video transcoding in cloud
computing. In contrast, our proposed approach is based on the important
VM allocation metrics for video transcoding service. Moreover, the proposed
approach is cost-e cient as it uses fewer VMs for a large number of video
streams and it counteracts possible oscillations in the number of VMs that
may result in higher provisioning costs.
Ardagna et al. [4] proposed a distributed algorithm for managing Soft-
ware as a Service (SaaS) cloud systems that addresses capacity allocation
for multiple heterogeneous applications. The resource allocation algorithm
takes into consideration a predicted future load for each application class
and a predicted future performance of each VM, while determining possible
Service-Level Agreement (SLA) violations for each application type. The
main challenge in the prediction-based approaches is in making good pre-
diction models that should provide high prediction accuracy under real-time
constraints. For this, we use a two-step prediction approach, which limits
the computation delay without incurring oscillations, while providing high
prediction accuracy.
TwoSpot [38] aims to combine existing open source technologies to sup-
port web applications written in di↵erent programming languages. It sup-
ports hosting of multiple web applications, which are automatically scaled
up and down in a horizontal fashion. However, the scaling down is decentral-
ized, which may lead to severe random drops in performance. For example,
when all controllers independently choose to scale down at the same time.
Hu et al. [18] proposed a heuristic algorithm that determines the server allo-
cation strategy and job scheduling discipline which results in the minimum
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number of servers. They also presented an algorithm for determining the
minimum number of required servers, based on the expected arrival rate,
service rate, and SLA. Chieu et al. [14] presented an approach that scales
servers for a particular web application based on the number of active user
sessions. The main problem with this approach is in determining suitable
threshold values on the number of user sessions. Iqbal et al. [20] proposed
an approach for adaptive resource provisioning for read intensive multi-tier
web applications. Based on response time and CPU utilization metrics, the
approach determines the bottleneck tier and then scales it up by provisioning
a new VM. Scaling down is supported by checking for any over-provisioned
resources from time to time. Han et al. [17] proposed a reactive resource
allocation approach to integrate VM-level scaling with a more fine-grained
resource-level scaling. In contrast, the proposed approach provides proactive
VM allocation, where the VM allocation decisions are based on the impor-
tant video transcoding metrics, such as video play rate and server transcoding
rate.
Dutreilh et al. [15] and Pan et al. [29] used control theoretic models for
designing resource allocation solutions for cloud computing. Dutreilh et al.
presented a comparison of static threshold-based and reinforcement learning
techniques. Pan et al. used Proportional-Integral (PI) controllers to provide
QoS guarantees. Patikirikorala et al. [30] proposed a multi-model framework
for implementing self-managing control systems for QoS management. Roy
et al. [33] presented a look-ahead resource allocation algorithm based on the
model predictive control. A common characteristic of the control theretic
approaches is that they depend upon performance and dynamics of the un-
derlying system. In contrast, the proposed approach does not require any
knowledge about the performance and dynamics of the transcoding servers.
4.11 Conclusion
In this chapter, we presented proactive VM allocation algorithms to scale
video transcoding service in a cloud environment. The proposed algorithms
provide a mechanism for creating a dynamically scalable cluster of video
transcoding servers by provisioning VMs from an IaaS cloud. The prediction
of the future user load is based on a two-step load prediction method, which
allows proactive VM allocation with high prediction accuracy under real-time
constraints. For cost-e ciency, we used segmentation of video streams, which
splits a stream into smaller segments that can be transcoded independently of
one another. This helped us to perform video transcoding of multiple streams
on a single server. The proposed VM allocation approach is demonstrated
REFERENCES 139
in a discrete-event simulation. The evaluation and analysis considered two
di↵erent synthetic load patterns in two separate experiments. Experiment
1 used a relatively normal load, while experiment 2 used a highly variable
load. The results show that the proposed approach provides cost-e cient VM
allocation for transcoding a large number of video streams, while minimizing
oscillations in the number of servers and avoiding over and underflow of the
output video bu↵er.
We also presented a prototype implementation of a MPI-based distributed
video transcoder and a dynamic load balancing algorithm for video transcod-
ing in cloud computing. Experimental results from the MPI implementation
show that the distributed transcoding approach along with the dynamic load
balancing scheme decreases the total transcoding time up to 45% for a het-
erogeneous set of servers and up to 12% for homogeneous environments.
Future work includes implementing an admission controller to prevent
transcoding servers from becoming overloaded. We have been currently work-
ing on a stream-based admission control approach for video transcoding in
cloud computing [9]. Furthermore, a computation and storage trade-o↵ strat-
egy for video transcoding in cloud computing and using realistic load patterns
for experimental evaluation are also part of our ongoing work.
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Abstract–Due to the rapidly increasing data amounts in the bioinformat-
ics world, new approaches to analytics are needed. Solving so-called Big
Data problems, wherein the data sets are infeasible to work with on a
lone computer, requires software that can perform distributed computing in
warehouse-scale clusters with up to tens of thousands of nodes. Hadoop is a
collection of such software, with a core consisting of the Hadoop MapReduce
scalable distributed computing platform and the Hadoop Distributed File
System, HDFS. We explain the principles underlying Hadoop MapReduce
and HDFS as well as certain prominent higher-level interfaces to them: Pig,
Hive, and HBase. We overview the current state of Hadoop usage in bioin-
formatics before briefly introducing our Hadoop-BAM and SeqPig projects:
Hadoop-BAM is primarily a library with support for manipulating common
bioinformatics data formats in Hadoop MapReduce, and SeqPig is based on
the high-level Pig system and can be used directly by non-developers.
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5.1 Introduction
Data volumes nowadays are increasing to the point that many individual
data sets are too large to be analysed, or even stored, on a single computer.
Such data sets are known as Big Data, and can arise in several contexts.
Examples include Internet searches, financial analytics, and various fields
of science. Notably many Big Data problems can be found in the field of
bioinformatics. A number of them are due to recent advances in sequencing :
the task of determining the base composition of e.g. DNA, possibly going as
far as finding the entire genome of an organism.
In the case of DNA, the number of base pairs or bp, the building blocks of
genomic information, that can be sequenced per unit cost has been growing
at an exponential rate for over two decades, doubling approximately every 19
months [115]. This alone would have caused Big Data issues sooner or later.
However, the growth rate suddenly increased around the year 2005, due to
the emergence of techniques known as high-throughput sequencing or HTS
(a.k.a. next-generation sequencing or NGS ). HTS has resulted in the process
speeding up to the point that the cost has now been halving approximately
every five months [115]. As an example of current speeds, Pireddu, Leo, and
Zanetti [98] claim that their “medium-sized” DNA sequencing laboratory can
create 4–5 TB of data every week. At the high end, BGI, “one of the largest
producers of genomic data in the world”, generates 6 TB of data daily [75].
For comparison, the largest currently available hard drives are 4 TB in size.
Exponential growth due to technological advances is not unusual in the
computing world. Consider the following three “laws”:
• Moore’s law: the number of components in integrated circuits with
minimum cost per component doubles every year [84]. Later amended
to a doubling every two years without the minimum cost aspect [83],
and commonly quoted as 18 months [119]. Together with Dennard
scaling [46], Moore’s law has meant that processing power has doubled
at essentially the same rate.
• Butters’ law (of photonics): the cost of transmitting one bit over an
optical network halves every nine months [102].
• Kryder’s law, which was never given as a prediction, merely an obser-
vation: areal storage density of hard disk drives had been increasing
at a greater rate than the rate of processor improvement according to
Moore’s law [127].
Note, however, that none of the above growth rates, corresponding respec-
tively to increases in processing power, network speed, and storage capacity,
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Figure 5.1: Historical trends in storage prices versus DNA sequencing costs.
Reproduced from the work of Stein [115].
are even close to as fast as the current speed at which sequencing is improv-
ing. See Figure 5.1 for a clarifying plot comparing trends in storage and
sequencing costs from 1990 to 2009. (For comparing the actual values in-
stead of only the overall trends, one must know the size of a base pair, which
depends on the storage format: for example, a single base is stored in 4 bits
in BAM files and 8 bits in SAM files [111], excluding compression.) Note
that the source of the plot describes Kryder’s law as a doubling every 14
months, significantly more optimistic than more recent studies showing that
the period is about 25 months [66]. Nevertheless, storing sequencing data on
a hard disk is, or will soon be, actually more expensive than generating the
data [115], making its storage an increasingly di cult task. Discarding all
but the most informative parts may be the only long-term option.
Storage feasibility is only part of the picture: like any kind of raw data,
sequencing data also needs to be analysed in order for it to be of any use.
Clearly, if there is too much data for even its storage to be possible, its
analysis is equally infeasible. This magnitude of data classifies sequence
data analysis as a Big Data problem.
For a problem to qualify as a Big Data problem, attempting to solve it
with a single computer should result in one or both of the following:
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• The computer has too slow a processor or too little memory to be able
to perform the needed computations in a reasonable amount of time.
Waiting for better hardware will not help, because the data growth
outpaces Moore’s law.
• The computer does not have enough disk space to store the data sets
on which computations are to be performed. Waiting for larger disk
drives will not help, because the data growth outpaces Kryder’s law.
Therefore, in order to solve Big Data problems, lone computers are insuf-
ficient. Distributed computing is required, i.e. having multiple networked
computers working together in computer clusters. Ideally, the clusters used
have been specialized for the task at hand, thus making them e↵ectively
warehouse-scale computers [18].
Traditionally, distributed software has been created by developing com-
munication protocols specific to the application, using primitives provided by
e.g. the Message Passing Interface (MPI) [23], the PVM framework [117] or,
in the data communications domain, the Erlang programming language [15].
At this level, implementing the necessary functionality correctly is di -
cult, especially if the software is to be run not only in small clusters but
on warehouse-scale computers, with hundreds to tens of thousands of net-
work nodes. Realizing high performance in such an environment is especially
complicated. In addition, fault tolerance becomes a necessity, because the
probability of hardware failure is too high to ignore [43].
To ensure that warehouse-scale distributed software can work at high
performance and not worry about hardware failure, a framework specifically
designed for that use case is necessary. One such framework was developed
by Google [52]: MapReduce [45] coupled with GFS (the Google File Sys-
tem) [50]. Together, they provide fault tolerance both for computations and
data: most hardware failures neither interrupt running processes nor cause
data loss.
The implementations of the MapReduce system and GFS were not made
publicly accessible, leading to the creation of Hadoop [5], an open source
implementation of the same ideas. Hadoop has since expanded to become a
collection of software related to scalable distributed computing.
Unfortunately, there exist problems for which MapReduce’s computa-
tional model is far from ideal. MapReduce is specifically optimized for
throughput over latency, which makes it a poor fit for interactive use. Inter-
active analysis tasks arise when users are not well acquainted with the data
sets concerned and must thus explore them with repeated queries, either nar-
rowing down areas of interest or requesting more information according to
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newly realized needs. MapReduce’s typical ten-second job startup time [95,
132] guarantees that most users will shift their focus before a computation
completes, slowing down this exploratory process [26]. Interactive tasks are
increasingly prevalent in sequencing data analysis [33], making frameworks
designed with latency in mind desirable. Low latency is a more di cult goal
to reach than high throughput [44, 94], but nevertheless such systems do
exist. Two notable ones are Spark [134] and Impala [63], which is based on
the design of Google’s Dremel [80].
This Chapter proceeds as follows. In Section 5.2 the background and
details of MapReduce are explained in detail. Next, Section 5.3 covers the
Hadoop project and some notable high-level frameworks based on it. Sec-
tion 5.4 surveys the current state of Hadoop in bioinformatics and presents
two sets of tools we have developed that enable using Hadoop to manipu-
late and analyse sequencing data. Finally, Section 5.5 provides some closing
remarks.
5.2 MapReduce
Applying warehouse-scale computing to Big Data problems is not as simple
as setting up the hardware. Programming for a warehouse-scale computer
is a far more complex task than programming for a small cluster, which in
itself is more challenging than programming for e.g. a typical desktop system.
This is especially the case when performance is a concern, since e↵ectively
utilizing all available resources involves co-ordinating several hardware and
software layers. Examples of things to keep in mind are the complex memory
hierarchy, heterogeneous hardware, failure-prone components, and network
topology [18]: all in addition to the complexity of implementing the core of
the application itself. As such it is no surprise that programming frameworks
that ease the burden on the developer of warehouse-scale applications have
been created. MapReduce [45] is one such framework, including automatic
handling for data distribution and fault tolerance.
MapReduce is intended especially for working with large data sets, i.e.
Big Data. As such it is also intended for warehouse-scale computers, which
means that in order to be practical, it must be able to tolerate hardware
failure. Even with unrealistically reliable servers with a mean time between
failures (MTBF) of 30 years, if there are 10 000 servers in a cluster, it will
experience on average one failure every day [18]. This makes fault tolerance
in software not only useful, but a practical necessity. In addition, it allows
for a better price/performance tradeo↵ by using relatively unreliable, cheaper
hardware [19]. MapReduce has been designed with this in mind: it provides
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e ciently fault tolerant computations and is intended to be used together
with certain file systems that provide fault tolerant data storage.
At its simplest level, MapReduce is a programming model for transform-
ing data: the programmer need only specify two functions—the Map and
Reduce functions—and the input data, and based on this information the
corresponding output can be computed in a functional manner. Because of
this, the model also allows for a simple strategy for fault tolerance: as re-
executing a function will result in the same output, e.g. all computations on
a failed computer can trivially be re-executed on another computer, as long
as the input data is still available. The MapReduce model allows for easy
parallelization (demonstrated in Section 5.2.1) and is relatively simple to
program for, making it an attractive choice for distributed computing. How-
ever, the term “MapReduce” in a distributed computing context is generally
understood as meaning more than just the abstract programming model: it
includes the associated implementation that handles scheduling the compu-
tation e ciently and dealing with machine failures during execution.
The original MapReduce implementation [45] was developed internally
at Google and has not been released to the public. The current de facto
open source implementation of MapReduce is Apache Hadoop [5], which
will be discussed in Section 5.3. Hadoop’s existence makes MapReduce an
attractive choice as a distributed computation model because Hadoop is well
established, having seen use in a variety of fields with good results. (See
Section 5.3 for detailed information.)
MapReduce is not perfect, though: its programming model can be con-
sidered too rigid for various tasks. PACT [2] has been explicitly designed
as an extension of MapReduce with the ability to express more complex op-
erations. Spark [134] instead emphasizes data re-use: MapReduce does not
intrinsically allow re-using intermediate results. If such re-use is desired, it
must be done by manually saving and loading the corresponding data, which
can incur needless I/O and serialization overheads. In spite of these limi-
tations, however, the MapReduce model continues to see use across a wide
variety of applications.
In the following Sections we will discuss the MapReduce programming and
execution model in detail before delving into the file system that MapReduce
is typically paired with. The information on MapReduce is based completely
on the works of Dean and Ghemawat [45] and White [130].
5.2.1 Execution Model
Conceptually, the execution model of MapReduce consists only of applying
the Reduce function to the grouped results of the Map function. However,
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practical distributed MapReduce frameworks complicate the process: they
specify more steps and implement them in certain ways to ensure that good
performance and fault tolerance are achieved. Below, we first briefly explain
the simpler, conceptual model, and then consider the principles that underlie
the warehouse-scale implementations.
The type signatures of the two user-specified functions form a concise
description of the conceptual MapReduce execution model. See the follow-
ing, where k is short for “key” and v for “value”, the subscripts serve to
di↵erentiate the types, and the superscripts m   0, n > 0, and p   0 denote
di↵ering list lengths:
Map : (k1, v1) ! (k2, v2)m
Reduce : (k2, vn2 ) ! vp3
As can be deduced from the type signatures, a MapReduce computation takes
a sequence of key-value pairs as input, on which it performs the following
tasks:
1. The Map function is applied to each key-value pair in the input, out-
putting any number of new key-value pairs for each one.
2. Each key in the output from the previous step is paired with all the
values that were associated with that key.
3. The Reduce function is applied to each pair in the result of the pairing
in the previous step. The resulting list of data forms the final output.
To clarify the process, consider the following simple example, where the
task consists of taking as input a set of documents and outputting, for each
word encountered, the set of documents it was found in. Here the input
type could be e.g. (k1, v1) = (document-name, contents) for each document.
The Map function would go through the contents, outputting pairs of type
(k2, v2) = (word, document-name). Thus the Reduce function receives as
input pairs of the form (word, document-namen), which is precisely the set
we are interested in. The final output vp3 would depend on the exact format
in which the output is desired, but could be e.g. a string (just one string, i.e.
p = 1) of the form "word","document-1-name","document-2-name",...
for each word.
While the above description is su cient for implementing a basic Map-
Reduce framework, fully distributed systems for warehouse-scale computers
such as Google’s MapReduce implementation and Apache Hadoop are more
complex and perform the steps in a very specific way. See Figure 5.2 for a
graphical overview of MapReduce execution on such a system.
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(k1, v1)
⇤ (k2, v2)
⇤ (k2, v⇤2)
⇤
(k2, v⇤2)
⇤ v⇤3
(k1, v1)
⇤ (k2, v2)
⇤ (k2, v⇤2)
⇤
Input:
(k1, v1)
⇤ (k2, v⇤2)
⇤ v⇤3
(k1, v1)
⇤ (k2, v2)
⇤ (k2, v⇤2)
⇤
(k2, v⇤2)
⇤ v⇤3
(k1, v1)
⇤ (k2, v2)
⇤ (k2, v⇤2)
⇤
Split
Shu✏e
Map Combine
Reduce
Map tasks
Reduce tasks
Figure 5.2: Distributed MapReduce execution with four map tasks and three
reduce tasks. ki and vj denote key type i and value type j respectively. The
asterisk superscripts denote unknown list lengths.
Distributed MapReduce is structured as a master-slave system. The mas-
ter node (known in Hadoop as the jobtracker and predefined as a specific node
for the whole cluster) allocates workers for di↵erent parts of the computa-
tion and co-ordinates communication between them. The slaves (known in
Hadoop as tasktrackers) are the nodes that actually read the input data, run
the Map and Reduce functions, and write the output data. Each slave node
provides a number of map and reduce slots for running the two di↵erent
functions. For a computation or job, typically the user selects the number
of reduce tasks to be performed while the MapReduce system automatically
determines the number of map tasks. The full execution process is as follows:
1. Split This step is performed solely on the master. The input files are
conceptually split into chunks: a set of splits, i.e. tuples that identify
sequential parts in the input files, is created. These splits are typically
tens of megabytes in size, often corresponding to the block size of the
file system in use (see Section 5.2.2). Based on this the master creates
a map task for each split and assigns as many of them as it can to
separate map slots, which are started up and begin running.
2. Map Each map task involves reading the corresponding input split,
forming key-value pairs of the data therein, and handing them to the
Map function for processing. These intermediate key-value pairs are
written to local disk, sorted by key, and partitioned : di↵erentiated
based on which reduce task they belong to. The default partitioning is
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based on simply assigning each key k to the reducer h(k) mod R where
h is a hash function [65] and R is the number of reduce tasks.
3. Combine This is an optional step that essentially runs the Reduce
function on the partitioned output of the Map function directly as
part of the map task. While a custom Combine function can be given,
typically Reduce is used as-is. This use requires that it be commutative
and associative. Note that since combining can reduce the map task’s
output size, it is performed before writing the partitions to local disk,
as long as the task has enough available memory for in-memory sorting
and partitioning. This way, fewer I/O operations are performed.
4. Shu✏e The map tasks communicate the locations of their partitioned
outputs to the master node. It then notifies the corresponding reduce
tasks (starting them up in reduce slots as required) that new data is
available. The reduce tasks read the data from the local disks of the
nodes where the data was written—note that this may be the same node
on which the reduce task itself is running, in which case no network
communication is required. When a reduce task has received all of its
input data, it sorts it so that it is grouped by key.
5. Reduce Each reduce task iterates over its sorted sequence of key-
value pairs, passing each unique key and corresponding sequence of
values to the Reduce function. The output from it is written directly
to the output file of the reduce task, which is one of the final output
files generated by the MapReduce computation.
The end result is a set of output files, one from each reduce task. They
are not automatically combined to a single file because that is not always
necessary: they could be used as-is as inputs for another MapReduce job,
for example. It is also possible to run a map-only job in which only the Map
function is used, with the map tasks’ output forming the output for the entire
computation.
Fault tolerance in this kind of a fully distributed MapReduce system is
fairly simple to implement. The master node periodically pings the slaves,
assuming them to have failed if it does not receive a response in time. In-
progress tasks on failed nodes are rescheduled and eventually restarted. Com-
pleted map tasks are also rescheduled, but completed reduce tasks are not:
the input and output files are assumed to be on a shared storage system,
separate from the local disks that are used for storing the intermediate out-
put from map tasks. Thus, if a node with a completed map task whose
output has not yet been sent to a reduce task fails, the map task needs to
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be restarted, but if a node with a completed reduce task fails, nothing needs
to be done. This way worker failure is fully accounted for, which is impor-
tant for long-running jobs at warehouse scale. In contrast, master failure is
deemed unlikely since it requires a specific node to fail, and is not handled
at all, making the master a single point of failure.
Sometimes worker nodes may have unexpectedly poor performance due
to e.g. faulty hardware. This results in stragglers : members of the last few
map or reduce tasks which take a particularly long time to complete, holding
up the whole computation. A key optimization in MapReduce systems, that
of speculative or backup execution, was designed to mitigate this problem.
After all tasks have been started, if some tasks have been running for a
relatively long time and seem to be progressing (performing I/O of key-
value pairs) relatively slowly, the master attempts to reschedule those same
tasks on di↵erent nodes. When a task is successfully completed, any other
executing duplicates of that task are stopped. Speculative execution does
not significantly a↵ect the resources used by a job but can o↵er significant
speedups.
Since tasks can run multiple times as well as be restarted at any point, the
Map and Reduce (and Combine) functions should be free of side e↵ects: pure
functions of their input values. Only then is it guaranteed that all the output
of a fully distributed MapReduce system is equivalent to a single sequential
execution of the program. In the face of nondeterministic user-supplied func-
tions, the output of each reduce task may correspond to a di↵erent sequential
execution. Whether this inconsistency is a problem in practice depends on
the application.
5.2.2 Distributed File System
MapReduce is traditionally paired with a specific distributed file system, de-
signed for large files and streaming access patterns. For Google’s MapReduce
that file system is GFS (the Google File System) and for Hadoop it is HDFS
(the Hadoop Distributed File System). Both share similar design principles
and implementation strategies, which will be covered in the remainder of this
section. Information on GFS in this section is based on the work of Ghe-
mawat, Gobio↵, and Leung [50] and information on HDFS is based on the
book by White [130], except where otherwise indicated.
GFS and HDFS are both, like MapReduce, master-slave systems. The
master node (known in Hadoop as the namenode) keeps track of file meta-
data and the state of the slaves, and the slave nodes (known in Hadoop as the
datanodes) are responsible for all data storage and communication. Repli-
cation is used to provide fault tolerance: each block is stored on multiple
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slaves—three by default. For simplicity reasons [79] the master node is a
single point of failure, though HDFS’s secondary namenode can limit data
loss in case of catastrophic master node failure.
When using MapReduce, the slave nodes should be used to run Map-
Reduce workers as well, allowing MapReduce to take advantage of data lo-
cality for map tasks. This is done by scheduling map tasks on nodes where
the data for that task’s split is stored, or, failing that, on nodes that are
nearby in terms of the network topology. Replication is advantageous here
as well as for fault tolerance, since it improves the odds of being able to
schedule a task on a node that has the corresponding split’s data available
locally. Note that it is possible to run a MapReduce job on GFS and HDFS
without any of the input data being sent across the network.
A major design principle of both GFS and HDFS is to support large
files e ciently. “Large” in this context means at least 100 megabytes, but
typically several gigabytes, and up to terabytes. In contrast, small files are
assumed to be rare, and so are not optimized for at all. This is very much
the opposite of what file systems are traditionally optimized for [51], which
is one of the main reasons that GFS and HDFS are typically paired with
MapReduce; they are both intended for large files.
Another important design principle of GFS and HDFS is the emphasis
on write-once, read-many operation and streaming reads: written files are
assumed to be modified rarely if at all, and workloads are expected to include
reading entire files or at least significant portions of them. Random reads
and writes are not optimized for—in fact, HDFS does not support random
writes at all. This lack of arbitrary modifications makes implementing repli-
cation much simpler, and the philosophy of large reads makes bandwidth far
more important than latency. Once again, this ties in with the way Map-
Reduce works, but it is also a more generally helpful restriction for scalable
storage architectures: for example, the lowest layer of the Windows Azure
Storage [25] system has the same limitation.
A notable result of these design decisions is that the block size of both
GFS and HDFS is unusually large: 64 megabytes. (HDFS does allow chang-
ing this, but reducing it to usual file system block sizes would be self-
defeating.) This reduces overhead related to metadata management, mainly
by drastically reducing the amount of metadata: compared to a more tra-
ditional 4 KB block size and assuming a large enough file, 16 384 times less
blocks have to be kept track of. Thus metadata can be kept fully in the
memory of the master, making metadata operations fast and enabling easy
rebalancing (replica distribution) and garbage collection. Keeping metadata
in memory has a drawback, however: now the capabilities of the master limit
the number of files that can be stored [79]. Another benefit of large block
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sizes is that if the time to read a full block is much greater than the physical
disk seek time, reading a file consisting of multiple arbitrarily distributed
blocks operates close to the disk’s sequential read rate.
5.3 Hadoop
Apache Hadoop [5, 130] was originally conceived as a nameless part of the
Nutch [10] Web search engine, implementing open source versions of Map-
Reduce [45] and the Google File System (GFS) [50] for its own purposes, in
the Java programming language [54]. Yahoo! [133] soon began contributing
to the project, at which point these components were separated, forming the
Hadoop project, named after Doug Cutting’s (the creator) child’s toy ele-
phant. At around the same time, Hadoop began to be hosted by the Apache
Software Foundation [122], giving it the full name “Apache Hadoop”. Since
then, Hadoop has grown to become a collection of related projects, two of
which are the original MapReduce and file system components: Hadoop Map-
Reduce and HDFS (the Hadoop Distributed File System).
For most of Hadoop’s history, the MapReduce component has been the
only computational framework supported in Hadoop. Tasks running on other
systems, e.g. MPI [23], have not been able to be scheduled on Hadoop clus-
ters. This has meant that the machines in a cluster should be configured
to run only one class of tasks, such as Hadoop MapReduce jobs or MPI
processes. Otherwise, one node may have several computationally intensive
tasks running at once, possibly resulting in resource starvation issues such as
running low on memory or disk space, which may in turn cause all tasks on
the node to fail. On the other hand, the traditional solution of partitioning
the cluster by framework can lead to poor resource utilization, with some
machines remaining completely idle while there is work to do, just because
they have been configured for a di↵erent framework. Apache Mesos [9, 59]
is a cluster manager with cross-framework scheduling, solving this problem
more e↵ectively. The current beta releases of Hadoop include their own sim-
ilar system, called YARN (Yet Another Resource Negotiator [128]) [6, 57,
85], also known as NextGen MapReduce or MapReduce 2.0. In addition to
cross-framework scheduling, YARN also removes the concept of map and re-
duce slots from MapReduce slave nodes, instead dynamically allocating map
and reduce tasks according to what is most needed at the time. YARN takes
over some of the cluster management responsibilities currently handled by
Hadoop MapReduce, allowing other computational frameworks to e↵ectively
co-exist within Hadoop.
Several companies o↵er their own distributions of Hadoop, for which they
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also provide commercial support. The most notable ones are Cloudera [34],
Hortonworks [61], and MapR [74]. They are naturally all major contributors
to Hadoop, but have their own extensions as well. Hortonworks’s distribution
is the only one with support for running on Windows Server. Their contribu-
tions are also particularly noteworthy for their Stinger Initiative [113], which
involves improving the performance of the Hive project, which is presented
in Section 5.3.2. Cloudera Impala [63] is a distributed query engine meant
for interactive use, as opposed to MapReduce’s emphasis on throughput.
MapR’s distribution provides fault tolerance for the master in both Map-
Reduce and HDFS: the jobtracker is restarted on failure and the namenode
is fully distributed. MapR is also unique in that it does not use HDFS; a
complete rewrite in the C++ programming language [116], whose interface
is nevertheless compatible with HDFS, is used instead.
Usage of Hadoop within an organization is unlikely to encompass the
entire range of Hadoop-related projects. Some may not even use the Map-
Reduce component, due to the existence of other computational engines and
YARN. One thing, however, is common to almost all users of any part of
Hadoop: HDFS. The amount of data an organization has stored in HDFS is
an indication both of how much the organization uses Hadoop and of what
kinds of data volumes Hadoop has been used for. For demonstration pur-
poses, the following is a sample of HDFS usage, co-incidentally all from the
year 2010:
• Facebook [47] stored 15 PB of data with 60 TB being added daily,
and with compression reducing the space usage to 2.5 PB and 10 TB
respectively [123].
• Yahoo! had over 82 PB of data among over 25 000 servers split into
clusters of about 4 000 [101] servers each.
• Twitter [126] had “(soon) PBs of data”, with 7 TB of new data coming
in every day [129].
Presumably these data volumes have only increased since then.
The previous Section already detailed MapReduce and HDFS. In the fol-
lowing Sections we will instead discuss three prominent open source projects
related to Hadoop, each o↵ering its own higher-level abstraction on top of
Hadoop MapReduce and HDFS. Pig o↵ers a high-level language for express-
ing MapReduce programs, Hive provides a data management and query-
ing system using an SQL-like language implemented with MapReduce, and
HBase allows scalable random access into a key-value store in HDFS.
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5.3.1 Pig
Apache Pig [11, 91], originally developed by Yahoo!, is a high-level interface
to MapReduce, providing a custom query language for bulk data manipu-
lation called Pig Latin. It is compiled into a sequence of MapReduce com-
putations which are executed on Hadoop. Pig drastically lowers the bar of
using Hadoop MapReduce, giving users a richer pool of primitives they can
use to describe their computations and not requiring them to implement it
in Java, a far more low-level programming language than Pig Latin. This
can greatly simplify development and maintenance, improving programmer
productivity. Similarly, Pig can be used as a high-level way of implementing
a so-called Extract, Transform, and Load (ETL) pipeline [112].
Pig treats all data as relations. Relations are defined as bags (multisets)
of tuples. The fields in the tuples can be simple values like integers or strings,
but also complex like key-value mappings or even other bags and tuples—
arbitrary nesting is allowed. Tuples in a relation are not constrained in
any way: they can have di↵erent numbers of fields as well as di↵erent field
types in the same position. It is possible, however, to define a schema which
specifies a common type for the tuples in a relation. Without a schema, Pig
infers a “safe” type for every field (such as double-width floating point for
all numbers), which can cause performance to su↵er.
The data model is similar to that used by traditional relational database
systems [38] but more flexible. The lack of a defined ordering is particularly
useful for MapReduce processing, as it does not restrict the partitioning
strategy (how map outputs are spread among the reducers) in any way. In
addition, allowing arbitrary nesting can simplify operations compared to only
having flat tables, especially if they are normalized [42], since all data can
be kept in one relation instead of having to perform join operations when
needed.
Pig Latin has several commands for working with relations, and more are
being added as development proceeds. The following list is incomplete but
representative:
• LOAD and STORE interact with external storage, respectively reading
and writing relations.
• Standard embarrassingly parallel commands: FOREACH transforms ev-
ery tuple in a relation and FILTER selects tuples from a relation based
on a condition.
• Commands related to ordering and equality: ORDER BY performs sort-
ing, RANK adds fields describing sort order but preserves the existing
order, and DISTINCT removes duplicates.
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• Grouping: GROUP a.k.a. COGROUP, which can be applied to more than
one relation at a time.
• Joins: CROSS and JOIN can be used to respectively form the Cartesian
product or any kind of inner or outer join [55, 114] of two or more
relations.
Most commands can utilize functions to specify their exact e↵ects. For ex-
ample, FOREACH could be used as FOREACH r GENERATE f(x) where r is a
relation, f a function, and x a field contained in the tuples of r. The result
of the command is a relation containing 1-tuples whose values are given by
the function f on the field x of each tuple in r. There are many built-in func-
tions, including arithmetic operators as well as aggregating functions such as
COUNT, which computes the number of tuples in the given relation.
Clearly, these operations by themselves are much more expressive than the
MapReduce model, but Pig Latin can also be extended by users. While the
command set cannot be changed without modifying Pig itself, new functions
can easily be added. Furthermore, the flexibility of the data model means
that all user-defined functions can be used in any function-using command
without restriction, unlike e.g. in Hive where SELECT clauses only allow using
scalar functions.
Pig has been widely adopted. In June 2009 at Yahoo!, 60% of ad-hoc and
40% of production Hadoop MapReduce jobs came through Pig, and further
increases in Pig usage were expected [48]. A cross-industry study performed
in 2012 showed three out of seven analysed clusters having significant Pig
usage, one of which was observed to have had over 50% of MapReduce jobs
submitted via Pig [33]. LinkedIn [72] uses Pig both for user-facing data set
generation and for analytics [16]. The reported runtime increase when using
Pig instead of hand-written MapReduce has ranged from a factor of 1.3 [112]
to 1.5, but it has improved significantly over time and is likely to continue to
do so [48]. This level of performance loss seems to be acceptable in practice:
consider that Twitter was using “almost exclusively” Pig for its analytics in
2011 [71].
5.3.2 Hive
Apache Hive [8, 124, 125] is a data warehouse system built on top of Hadoop:
essentially, it is a high-level interface to both MapReduce and the backend
storage system, which is typically HDFS, but can also be HBase (see Sec-
tion 5.3.3). Hive enforces a structural view, very similar to traditional rela-
tional database systems [38], of the data sets it handles. They are queried
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and manipulated using a language similar to SQL [28, 55, 114] called HiveQL,
which is translated to MapReduce computations. Hive was originally devel-
oped by Facebook; later, Google created a very similar warehousing solution
called Tenzing [32]—a rare example of outside ideas being incorporated so
directly at Google, instead of the other way around.
Hive’s data model is based on tables, akin to those used in relational
databases. Records of data are stored in rows, which are split among a set of
typed columns, which are in turn defined in a schema. A row may have a null
value in any column, but each row in a table always has the same amount of
columns. Possible column types include primitive types such as integers and
strings as well as complex types: arrays, key-value mappings, and product
and sum types called structs and unions.
All metadata about the tables managed by Hive is catalogued in the
metastore. The existence of the metastore, i.e. keeping track of persistent
metadata about data sets, is what makes Hive a data warehouse system
as opposed to purely computational systems such as Pig. The metastore re-
members all tables and all information about them; primarily their schemata.
Because it is randomly accessed, the metastore is not stored in HDFS. In-
stead, a traditional relational database is used.
Various settings for performance tuning may be applied to tables in Hive.
Tables can be partitioned on certain columns, so that rows with the same
combination of the partitioned columns’ values are stored together. Parti-
tions may furthermore be bucketed, which is another layer of partitioning
based on the hash of a single column. Table rows can also be stored in sorted
order. When using HDFS storage, tables map directly to directories, par-
titions to subdirectories of the table’s directory, and buckets to files in the
partitions’ directories.
Notably, even though Hive manages storage of tables, it does not rely
on any particular file format. As long as the contents of each file can be
serialized for storage and deserialized (using a Java class called a SerDe) for
manipulation in HiveQL according to the table’s schema, the files comprising
the data of one table can even be in completely di↵erent storage formats.
Hive supports indexing on table columns, a classical strategy for speeding
up query operations in databases. The trade-o↵ is that the index takes
up some additional storage space and modifications become slower as the
index needs to be updated. Considering that Hive’s main use case, data
warehousing, consists of managing very large and mostly immutable data
sets, the slowdown is irrelevant and the amount of space taken by the index is
likely to be negligible, whereas the query speedup is likely to be very welcome.
Hive currently provides two kinds of indices: one that identifies HDFS blocks
for the rows corresponding to a given key, and a bitmap index [29] that also
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identifies which rows in the blocks are populated with that key.
HiveQL currently has two kinds of data manipulation statements: LOAD,
which simply copies data files into the appropriate HDFS directory of the
table, and INSERT, which writes the results of a SELECT clause into a table
while performing appropriate format conversions. LOAD is an optimization,
relying on the user to make sure that the file is usable in the table as-is, lest
the table end up in an unusable state. INSERT is more flexible, as it can insert
into more than one table at once and compute the partitioning dynamically.
There are no other manipulation statements: HiveQL currently has no way
of updating or deleting rows. This makes sense given that rows are typically
stored as-is in files in HDFS.
Querying in HiveQL is done with the SELECT statement, like in SQL.
Various clauses to modify the statement’s behaviour are supported, as in
any modern SQL system. The following is a sample of what is available:
• WHERE selects only rows for which a given condition is true.
• DISTINCT removes duplicates from the result.
• GROUP BY groups data by the given columns’ values.
• Sorting clauses: ORDER BY and SORT BY, the latter of which only guar-
antees sorting the output of each reduce task, thereby forming a par-
tially ordered result. ORDER BY performs a global sort, but its current
implementation is poor: all data is sent to a single reduce task for sort-
ing [60]. This issue is to be fixed for the next version of Hive, which
has not yet been released at the time of writing.
• Combining results of multiple selections in one query with UNION ALL.
• Joins: the various forms of JOIN can compute any form of inner or outer
join [55, 114] of two or more tables, as well as the Cartesian product.
All in all the functionality available is very similar to that o↵ered by Pig
Latin, though HiveQL is not quite as flexible due to Hive’s stricter data
model. Nevertheless, just like Pig Latin, HiveQL can also be extended by
users via user-defined functions. Hive users can define three kinds of func-
tions: ordinary ones, which simply transform one row into another and are
therefore always run within map tasks; table-generating functions, which can
transform one row into multiple rows; and aggregation functions, which can
combine multiple rows together and thus are run in reduce tasks.
Hive also has support for creating views based on SELECT queries. Views
are essentially named queries that are saved in the metastore, which can
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themselves be queried just like tables can. Conceptually, when a view is
queried, the result of the view’s defining query is computed, and then the
original query is evaluated on that result. In practice, the two queries may
first be combined into a single one which is executed directly on the tables
used.
Hive has seen wide adoption. As the originator of Hive, Facebook is
naturally a heavy user, with over 20 000 tables and several petabytes of data
in a Hive cluster in 2010 [123]. LinkedIn uses primarily Hive and Pig for its
internal analytics [16]. A cross-industry study performed in 2012 showed four
out of seven analysed Hadoop clusters having significant Hive usage, three of
which had 50% of their MapReduce jobs, sampled over time periods ranging
from days to months, submitted via Hive [33].
As Hive is used especially for analytics, the fact that it makes use of
the purely throughput-optimized MapReduce as a computational backend
has been considered problematic. In an interactive setting the startup costs
of a Hadoop MapReduce job are not necessarily insignificant, as they can
even dominate the execution time of short computations [95]. Google has
also recognized this limitation of MapReduce, creating its own interactive
SQL-like query system called Dremel [80]. Two notable freely available
Hive-compatible systems that do not use MapReduce and are tailored for
exploratory analysis have been created: Shark [132], which is based on
Spark [134], and Impala [63]. Apache Drill [4] and Apache Tez [12, 120]
are other interactivity-oriented e↵orts, but are still in early stages of devel-
opment.
5.3.3 HBase
Apache HBase [7] is an open source version of Google’s Bigtable [30]: essen-
tially a distributed data storage system, enabling random read-write access to
individual records in Big Data sets. This is a key advantage over MapReduce,
which only provides streaming access. In addition, as bulk operations on
HBase tables can be performed using Hadoop MapReduce, no functionality
is lost by relying on HBase instead of HDFS for data storage—though perfor-
mance is lower than using HDFS directly. HBase was originally conceived by
Powerset as a foundation for their natural language search engine [49]; though
the engine never materialized, HBase continues to be developed under the
Apache Software Foundation.
HBase provides sorted three-dimensional lookup tables in a manner sim-
ilar to traditional relational database engines, but with a much simpler data
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model, namely:
(row : string, column : string, version : int64)! string
In other words, each data value, or cell, in a table is uniquely identified
by a row, column, and version, of which the rows, columns, and values are
simply arbitrary byte strings while versions are 64-bit integers—typically
timestamps. Data is sorted first by row, then by column, and finally by
version, with later versions coming first in the sort order. This simple model
allows scaling by just adding more nodes, without having to worry about
maintaining the complex invariants required by relational databases [121,
130].
HBase has a very simple interface to tables, consisting of only four oper-
ations (excluding metadata-related functionality):
1. Get : reads a row, possibly with further limitations to specific columns
and/or versions.
2. Put : writes a row, either creating a new one or overwriting an existing
one.
3. Delete: removes a row.
4. Scan: iterates over a sequential range of rows, returning one at a time
to the user.
This limited set of functionality makes HBase’s essential nature as a key-value
store evident: HBase itself does not provide the more complicated operations
that are typically found in database systems, such as joins. As previously
mentioned, however, Hive can use HBase as a storage backend, allowing that
kind of functionality to be used on data stored in HBase.
As MapReduce handles scheduling computations on a distributed system,
so does HBase take care of distributing the data it stores among the available
nodes. Tables in HBase are automatically partitioned into sequences of rows
called regions, which can be distributed among the HBase servers, aptly
called regionservers. This spreads out computational load on the table as
well as the data itself, enabling large tables to utilize the entire cluster’s
storage space.
HBase naturally also includes fault tolerance, which is mostly reliant on
a reliable storage system, typically provided by HDFS. As with MapReduce
and HDFS, it is based on a master-slave architecture where the master only
co-ordinates the slaves and monitors their health. The aforementioned re-
gionservers are the slaves in an HBase cluster. Unlike MapReduce and HDFS,
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HBase provides fault tolerance for the master node: this is facilitated by us-
ing ZooKeeper [13], a co-ordination service based on the Zab algorithm [64]
(similar but not identical to the classic Paxos [67]). ZooKeeper is used to
make sure that only one master is active at any given time, and also to store
various metadata about the cluster.
Fault tolerance on the regionservers requires some work due to the method
used to implement write operations. For performance, writes (including mod-
ifications and deletions) are performed on in-memory caches called Mem-
Stores (in Bigtable, memtables) and only flushed periodically, to HDFS files
called StoreFiles or HFiles (corresponding to the Bigtable SSTables, short
for Sorted String Tables [79]). Data loss is prevented by also logging writes
to HDFS: when a regionserver fails, its log is replayed by all replacement re-
gionservers (i.e. all servers that are assigned any region that was previously
assigned to the failed server), bringing them up to date.
Recall that HDFS does not allow modifying files. Thus, whenever a
regionserver decides to flush a MemStore to HDFS, it creates a new StoreFile
for the cache’s contents. Read operations must, in the worst case, consult
the MemStore as well as all StoreFiles. As data is kept in sorted order,
e.g. reads requesting only the latest version of a record might need to con-
sult only the MemStore, but in the worst case, a read operation involves
traversing the whole MemStore as well as all StoreFiles before the appro-
priate values to return are found. To prevent having to consult too many
StoreFiles, they are periodically merged into a single StoreFile in a process
called major compaction. At this point, all deletions are also fully handled:
when a cell that is not currently in the MemStore is deleted, the delete oper-
ation is merely noted in a marker called a tombstone and eventually flushed,
but the supposedly deleted cell still persists in the older StoreFiles. The cell
is actually removed from storage only during a major compaction: it and the
corresponding tombstone are not written into the final, merged StoreFile.
Minor compactions, in which only a subset of the StoreFiles are merged and
deletions are not processed, also occur occasionally.
Figure 5.3 provides a graphical overview of how operations in HBase a↵ect
the di↵erent kinds of state. In summary:
1. Write operations, including additions, modifications, and deletions, are
logged and then applied to the MemStore.
2. The MemStore is eventually flushed, creating a new StoreFile.
3. StoreFiles are eventually merged together into a single StoreFile during
a minor or major compaction.
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Figure 5.3: HBase state and operations. “Read” includes both single-row
reads and scans and “Write” includes single-row additions or modifications
as well as deletions. The boundary between HDFS and the MemStore is
shown as a dotted line.
4. Read operations access all StoreFiles and the MemStore.
Since StoreFiles are written only when flushing or compacting, the
amount of records written at a time is typically quite large. Therefore com-
pression can be utilized more e↵ectively than in systems that simply append
or modify existing files: each StoreFile can be compressed as a whole at its
creation time, resulting in a better compression ratio than could otherwise
be achieved. Additionally, as major compactions are usually run when the
HBase cluster is not under heavy load, it is possible to apply a relatively
resource-intensive but e↵ective compression algorithm on a large amount of
data at once, improving compression ratios even further.
Having to read from several HDFS files for every read operation would
be prohibitively slow. Hence, to speed up reads, regionservers cache parts
of StoreFiles as well as individual lookup results, and allow using Bloom
filters [22] to quickly exclude StoreFiles from being considered for a query.
Bigtable tests by Chang et al. [30] show that despite these e↵orts, random-
access reads are approximately an order of magnitude slower than similarly
random writes, and sequential reads can be either significantly slower or
faster than sequential writes. Results from the Yahoo! Cloud Serving Bench-
mark [39] have demonstrated similar behaviour in HBase: in 2010, HBase
dominated the competition in write-heavy workloads, but was comparatively
slow in performing read operations.
166 M. Niemenmaa et al.
Facebook has used HBase heavily with positive results: in 2011, Face-
book’s HBase clusters consisted of thousands of nodes implementing various
applications, including real-time messaging among millions of users [1, 24].
Several other industrial users of HBase exist [58], but none have (or have
published information about) notably large cluster sizes or data volumes.
5.4 Hadoop in Bioinformatics
The field of bioinformatics contains a large number of Big Data problems, es-
pecially in sequencing data analysis. The tools o↵ered in the Hadoop project
have been heavily used in implementing various solutions, although other
systems—mainly the Message Passing Interface, MPI [23]—have been the
method of choice for some projects [118].
A task that has seen a significant amount of attention is sequence align-
ment or mapping : similarity search between two or more sequences in order
to estimate either the function or genomic location of the query sequence.
Alignment is an important part of almost any analysis process. As such, it
is not surprising that much e↵ort has been spent in developing e cient and
scalable alignment methods.
CloudBurst [106] and CloudAligner [86] are examples of sequence align-
ers based on Hadoop MapReduce. CloudAligner is notable in that it uses
map-only jobs to achieve greater performance. The publication that pre-
sented the Hadoop-based CloudBLAST [77] compared it against a similar
MPI implementation, mpiBlast [41], finding that CloudBLAST performed
up to approximately 30% better and was simpler to develop and maintain.
Many MPI-based aligners [14, 82, 103] have nevertheless been created.
Alignment tools often include other features, either as additional utilities
or because they are intended for some specific analysis for which alignment is
only a subtask. The following examples all use Hadoop MapReduce for scal-
ability. Seal [98, 99] provides an aligner which includes postprocessing, such
as duplicate read removal. Crossbow [69], Myrna [68], and SeqInCloud [81]
implement sequence alignment as part of their specific analysis pipelines.
Sequence alignment is, of course, not the only analysis task in bioin-
formatics for which Hadoop has been utilized. The SeqWare Query En-
gine [90] uses HBase to implement a database for storing sequence data.
MR-Tandem [100] carries out protein identification in sequence data using
MapReduce. CloudBrush [31] and Contrail [105] use MapReduce in per-
forming a process called de novo assembly : assembly of previously unknown
genomes from sequence data. SAMQA [104] detects metadata errors in se-
quence data files, using MapReduce for parallelization.
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Finally, some projects provide support facilities, making it easier for their
users to implement the complete analysis pipelines. The Genome Analysis
Toolkit (GATK) [78] is one example. It is based on the MapReduce model
but does not use Hadoop, instead running on a custom engine and having a
separate wrapper for distributed computing called GATK-Queue [17]. The
aforementioned Seal project, while focused on alignment, presents its func-
tionality as a set of tools that can have other uses as well. Cloudgene [107]
is a platform providing a graphical user interface for executing bioinformat-
ics applications based on Hadoop MapReduce, with support for several of
the tools mentioned here. BioPig [89] is a Pig-based framework containing
various useful functions, including wrappers for some other commonly used
applications.
We have developed two supporting tool sets of our own, o↵ering useful
functionality that was not previously available. Hadoop-BAM is a library
providing file format support along with some useful command-line tools.
SeqPig is a higher-level interface in Pig including special functionality for
sequence data analysis. They are presented in the following two Sections.
5.4.1 Hadoop-BAM
Hadoop-BAM [56, 87, 88] is a library written in the Java programming lan-
guage, providing support for using Hadoop MapReduce to manipulate se-
quencing data in various common file formats. Currently the formats sup-
ported are all of the following:
• Sequence Alignment/Map or SAM as well as its binary representation,
Binary Alignment/Map or BAM [70, 111]. Originally only BAM was
supported, giving Hadoop-BAM its name.
• Variant Call Format or VCF and its binary representation, Binary Call
Format or BCF [21, 40].
• The format originally created for the FASTA set of tools [96], which is
nowadays known as the “FASTA format” or simply FASTA.
• FASTQ [37], a simple extension to the FASTA format.
• QSEQ [27], a file format that is output directly by some sequencing
instruments.
Hadoop-BAM has both input and output support for all the above formats
apart from FASTA, which can only be input.
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Figure 5.4: Speedup observed when sorting a 50.7 GiB BAM file with
Hadoop-BAM.
Command line tools for some tasks commonly performed on SAM and
BAM files are also included in Hadoop-BAM, similarly to the SAMtools [70]
software package. One such tool can sort and merge SAM and BAM files
using MapReduce, which is an important preprocessing step e.g. for visual-
ization [92] and can benefit greatly from parallelization using MapReduce.
Testing it on a 50.7 GiB BAM file, we have observed near-linear scaling when
using a Hadoop cluster with up to eight slave nodes: see Figure 5.4. The
reduced speedup thereafter can be attributed to the relatively small file size
leading to quite little data being allocated to each worker node. The machines
used in this experiment consisted of the following components each: two six-
core Intel Xeon X5650 processors clocked at 2.67 GHz; 48 GB of DDR3-1066
main memory; 4x QDR Infiniband network connections (40 Gbit/s theoreti-
cal throughput); and about 830 GB of usable local disk space, striped across
two 7200 RPM hard disk drives. Significant comparisons to other software
were not performed, as none implement sorting BAM files in HDFS. How-
ever, as a simple baseline, the single-threaded sort command of SAMtools
was tested; operating on local disk on the same hardware, it was over twice
as slow as the single-slave Hadoop MapReduce job.
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BAM input support is a common desire due to the complexity of the BAM
format, as explained in detail in the Section below. Hadoop-BAM is thus
often used mainly for its BAM-related functionality. The Seal project do-
nated FASTQ and QSEQ format support to Hadoop-BAM, and later began
using Hadoop-BAM for SAM and BAM as well. SeqInCloud’s genome anal-
ysis pipeline incorporates Hadoop-BAM for BAM input. SAMQA relies on
Hadoop-BAM for reading both SAM and BAM. Cloudgene contains Hadoop-
BAM’s sorting tool among its set of supported applications. ADAM [76] uses
Hadoop-BAM to convert FASTA, SAM, and BAM files to the Parquet [93]
format, which has been designed for e cient processing in Hadoop.
BAM Splitting Implementation
The primary issue with file format support in Hadoop MapReduce is that
files must be splittable: disjoint parts of the file must be assignable to dif-
ferent map tasks. Depending on the file format, this can be fairly simple or
extremely complicated. In the case of BAM files, the binary encoding alone
makes implementing splittability complex, and the layer of compression that
is applied on top of the encoding adds some further di culty. This Section
explains the implementation found in Hadoop-BAM.
Hadoop’s default file splitting simply divides the input evenly into parts,
each part having approximately the same byte length. Due to the nature of
the input format, this cannot be relied upon: having a record-oriented file
be split along the middle of a record is problematic, since then that record
cannot be handled on either side of the split. Typically, it is possible to work
around the issue using a simple technique shown in Algorithm 5.1.
Algorithm 5.1. Typical way of reading records from a part of a split file.
1: pos 0
2: if this is not the first split then
3: skip input until the beginning of a record
4: pos pos+ amount of data skipped
5: end if
6: while pos < end of this split do
7: r  record at pos
8: handle r
9: pos pos+ length(r)
10: end while
Unfortunately, for BAM files the implementation of line 3 is somewhat
complex due to the binary format and the BGZF (“Blocked GNU Zip For-
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mat” according to some non-authoritative sources [35, 36]) compression ap-
plied on top of it. Two stages of heuristic guesswork are required: one must
find, first, the BGZF block containing the position where the split begins;
and second, the beginning of the next record, or alignment, in BAM.
The first task is easier: BGZF does have, at the start of each block,
four bytes with guaranteed values as well as more later on, as can be seen in
Table 5.1. Note that the two magic numbers are composed of multiple shorter
fields, but they can be considered as units for the purposes of Hadoop-BAM.
Recognizing a BGZF block using solely these numbers would unfortunately
not work, since nothing prevents a sequence of bytes conforming to these
requirements from showing up within the compressed data as well: there is
a low probability of treating unrelated data as a BGZF block. Practically
speaking, the likelihood of just finding the identifier bits is very low, let
alone an otherwise valid-looking block with a correct CRC-32 [97] hash of
the uncompressed contents. Even in this ridiculously unlikely situation, the
probability of treating the input incorrectly can be further reduced: when
the “block” eventually terminates, it is most likely not followed by data that
can be again interpreted as a valid BGZF block. Upon noticing this, one can
backtrack past the misleading data and search for the next BGZF block.
Table 5.1: The format of one block in the BGZF format. All integers are
little-endian.
Description Type Value
BGZF block magic number uint32 0x04088b1f
Modification time uint32
Extra flags uint8 bit 2 is set
Operating system identifier uint8
Length of extra subfields (XLEN) uint16 at least 6
Extra subfields
Other extra subfields
BGZF extra field magic number uint16 0x4342
BGZF extra field length uint16 2
Total block size minus 1 (BSIZE) uint16
Other extra subfields
Compressed data uint8[BSIZE  
XLEN  19]
CRC-32 of uncompressed data uint32
Length of uncompressed data uint32
The method of determining whether an arbitrary byte sequence appears
to be a valid BGZF block, based on the information in Table 5.1, is presented
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in Algorithm 5.2. The CRC-32 hash is not checked at this guessing stage,
since that would involve unpacking the data and thus is a relatively expensive
operation. Instead, the check can be performed later, when the data is
actually used.
Algorithm 5.2. Guessing whether a BGZF block starts at the given posi-
tion.
Require: bpos, the position to examine
1: if read(bpos, 4) 6= 0x04088b1f then {Incorrect magic number: not a
BGZF block.}
2: return false
3: end if
4: subpos bpos+ 12 {The o↵set where the extra subfields begin.}
5: subend subpos+read(bpos+10, 2) {Add the value of the XLEN field.}
6: while subpos < subend do
7: magic read(subpos, 2)
8: slen read(subpos+ 2, 2)
9: subpos subpos+ 4 + slen
10: if magic 6= 0x4342_slen 6= 2 then {This is not the BGZF extra field.}
11: continue
12: end if
13: while subpos < subend do {Skip over the rest of the extra subfields.}
14: slen read(subpos+ 2, 2)
15: subpos subpos+ slen+ 4
16: end while
17: return subpos = subend {XLEN must be exact for this to be a valid
gzip block.}
18: end while {No BGZF extra field found.}
19: return false
The second issue, that of finding the next alignment, is somewhat more
problematic since BAM records have no clear identifying features. Fortu-
nately, various fields cross-reference each other enough that in practice, some
guesswork succeeds.
The following constraints hold on the fields of the BAM record format,
displayed in Table 5.2. n ref is not a field in each alignment; it is the number
of reference sequences and can be found at the beginning of the BAM file.
1. block size   32 + l read name+ 4 · n cigar op+ (3 · l seq+ 1) /2
2. The reference IDs are  1 or in the range [0, n ref):
 1  refID < n ref ^  1  next refID < n ref
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Table 5.2: The format of the fields of one alignment in the BAM format.
All integers are little-endian. Fields which are not used by the algorithms
presented here are marked as ignored.
Field name Description Type
block size Record length minus 4 int32
refID Reference sequence ID int32
pos 0-based co-ordinate int32
l read name Length of read name uint8
mapq Mapping quality (ignored) uint8
bin Bin number (ignored) uint16
n cigar op Length of cigar uint16
flag Flags bit field (ignored) uint16
l seq Length of decoded seq int32
next refID refID of next fragment int32
next pos pos of next fragment int32
tlen Template length (ignored) int32
read name Name, null-terminated uint8[l read name]
cigar CIGAR string (ignored) uint32[n cigar op]
seq Sequence data (ignored) uint8[(l seq+1)/2]
qual Quality (ignored) uint8[l seq]
Auxiliary data until block size is filled (all ignored)
tag Identifier (ignored) uint8[2]
val type Type specifier (ignored) uint8
value Value (ignored) depends on
val type
3. The positions are  1 or non-negative: pos    1 ^ next pos    1
4. Null-termination of read name: read name[l read name  1] = 0
By using all of these constraints together, one can detect BAM alignments
with su cient accuracy. Pseudocode for this is not given explicitly here, as
it is a simple matter of reading integers at constant o↵sets from each other
and performing the comparisons listed above.
Algorithm 5.3 gives a more detailed account of how the splitting can be
made to work in all its complexity, with the help of Algorithm 5.2 and an
equivalent algorithm for BAM records based on the above constraints.
The bulk of the algorithm is the while loop on lines 8–24. Having found a
partially validated BAM record, it is fed to a fully featured BAM decoder in
order to verify its validity fully (lines 9–11). One can then continue looping
through BAM records without any further guessing. The if on lines 13–23
handles advancing to the next BGZF block. Note the increment of b: b is
the number of BGZF blocks that have been traversed from start to finish.
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Algorithm 5.3. Reading BAM records from a part of a split file.
1: pos cpos 0
2: if this is not the first split then
3: for all pos 2 apparent BGZF block positions in the split do
4: pos0  pos
5: for all cpos 2 apparent BAM record positions in the block at pos
do
6: cpos0  cpos
7: b 0
8: while pos < end of this split and b < 2 do
9: if the data at (pos, cpos) does not form a valid BAM record
then
10: continue at line 5 with pos0 and next cpos
11: end if
12: cpos cpos+ length(r)
13: if cpos   block size then
14: pos position of next block after the one at pos
15: cpos 0
16: if the data at pos does not form a valid BGZF block then
17: if pos   216 then
18: input file is invalid or data corruption occurred
19: end if
20: continue at line 3 with next pos
21: end if
22: b b+ 1
23: end if
24: end while
25: pos pos0
26: cpos cpos0
27: goto 31
28: end for
29: end for
30: end if
31: while pos < end of this split do
32: r  BAM record at (pos, cpos)
33: handle r
34: advance (pos, cpos) by length(r)
35: end while
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The number two on line 8 is the number of BGZF blocks that should be fully
deciphered before accepting that the appropriate location to start reading
from has indeed been found. When that occurs, the while loop ends and the
code proceeds to read records as usual, now that the position to start from
is known.
On line 17, the 216 is one past the maximum allowed compressed size of
a BGZF block. This limitation can be clearly seen in Table 5.1: it arises
due to the fact that the BSIZE field is a 16-bit unsigned integer. Since the
input is fully composed only of such blocks, if the algorithm travels past that
much space without finding a satisfactory block, something has clearly gone
wrong.
BCF Splitting Implementation
The BCF format is highly similar to the BAM format, in that it consists of a
binary encoding that is not trivially splittable with a layer of compression on
top. One di↵erence is that compression is not mandatory in BCF, but this
does not have a significant e↵ect on splitting: it only makes finding the start
of the compressed block an optional instead of a mandatory step. Since the
compression used in BCF is the same BGZF format as used in BAM files,
that step will not be discussed in this Section. Only the features unique to
BCF are discussed.
The binary layout of BCF records is shown in Table 5.3. The constraints
and redundancies exploited in Hadoop-BAM are listed below. nc and ns
refer to information found in the BCF header: the length of the chromosome
dictionary and the number of samples, respectively.
1. The record length is sensible: l shared+ l indiv > 32
2. The chromosome dictionary index is valid: CHROM   0 ^ CHROM < nc
3. The positions and the two signed counts are nonnegative: POS   0 ^
n info   0 ^ n allele   0
4. The sample count matches to the value in the header: n sample = ns
5. The ID field should have a sensible type encoding and a reasonable
length. Here i0 and i1 refer to the first two bytes of ID; l refers to the
decoded length of the string, whose encoded size depends on i0 and i1;
and & is a bitwise AND. The two constraints are as follows:
(a) i0 & 0x0f = 0x07
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Table 5.3: The format of the fields of one record in BCF. All integers are
little-endian and floating point values are in the IEEE 754 [62] format. int
(when not followed by a bit width), str, and vec refer to the custom typed
encodings used in BCF and not detailed here. Fields which are not used by
the algorithms presented here are marked as ignored. Note that the “BCF2
site information encoding” table in the specification [21] has QUAL in an
incorrect position.
Field name Description Type
l shared Length from CHROM to end of INFO uint32
l indiv Total length of genotype fields uint32
CHROM Chromosome dictionary index int32
POS 0-based co-ordinate int32
rlen Projected record length (ignored) int32
QUAL Quality (ignored) float32
n info Number of INFO pairs int16
n allele Number of REF+ALT records int16
n sample Number of values in each genotype field uint24
n fmt Number of genotype fields (ignored) uint8
ID Identifier(s) str
REF+ALT Sequence strings (ignored) str[n allele]
FILTER Filter dictionary indices (ignored) vec
INFO Additional information (ignored) vec[n info]
n fmt genotype fields (all ignored)
fmt key Identifier (ignored) int
fmt type Type specifier (ignored) uint8, optional
int
fmt values n sample values (ignored) depends on
fmt type
(b) If i0 & 0xf0 = 0xf0, then:
(i1 & 0x0f) 2 [1, 3]
^ l   15 ^ l  l shared  (32 + n allele+ 2 · n info)
Based on the above it is possible to find candidate locations: positions where
a BCF record is likely to begin. A decoding test is then performed starting at
each such location; once a certain number of records have been successfully
read, it is assumed that the location was valid and should be used for the
actual computation. An error at any point during decoding means that
the next position should be tried. Thus the algorithm for BCF is essentially
equivalent to Algorithm 5.3, with the two di↵erences being that finding BGZF
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blocks is optional and, of course, BCF records are detected and validated
instead of BAM records.
5.4.2 SeqPig
While Hadoop-BAM gives developers the opportunity to create custom
Hadoop MapReduce applications for sequencing data with control over every
aspect of processing, SeqPig [108, 109, 110] is a high-level interface based on
Pig. With SeqPig, as long as the application can be adequately described
in Pig Latin, development is simpler and does not require familiarity with
MapReduce or Java.
SeqPig provides almost the same file format functionality as current
Hadoop-BAM, lacking only VCF and BCF: all of SAM and BAM, FASTA
(read-only), FASTQ, and QSEQ are supported. All data and metadata in
these formats can be loaded for manipulation in Pig Latin. In addition, Se-
qPig includes user-defined functions for several useful operations specific to
sequencing data. Thanks to Pig, all processing can take place scalably using
Hadoop MapReduce.
The unrelated BioPig project naturally shares the advantages of Pig with
SeqPig. The di↵erences between the two lie in their provided bioinformatics-
specific functionality. In terms of file formats, BioPig supports only FASTA
and FASTQ—although, unlike SeqPig, it has output support for FASTA.
Otherwise, the sets of user-defined functions provided by SeqPig and BioPig
are intended for very di↵erent concerns in sequencing data analysis. For this
reason, one may wish to use SeqPig and BioPig together, and due to Pig’s
simple data model, this is highly straightforward.
As a publication that describes SeqPig more fully is currently in submis-
sion [109], we regretfully cannot provide further details of SeqPig here.
5.5 Closing Remarks
Traditional approaches to data analytics are insu cient when dealing with
Big Data. Methods that are not specifically designed with Big Data in mind
do not scale in any of a number of ways. Most approaches simply do not
function on warehouse-scale computers, being designed only for desktop-like
systems. Some approaches become prohibitively slow when the data volumes
involved grow too large, while others cannot operate e↵ectively at the ware-
house scale e.g. due to not being able to work around the highly probable
hardware failures. Solving a Big Data problem requires awareness of many
such issues.
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Part of the problem is the need for a warehouse-scale computer, which are
expensive both to construct and to keep running. Existing traditional clus-
ters likely do not consist of nodes that have enough local hard disk drives for
Hadoop to work e ciently. For example, Cloudera recommends from 0.5 to
1.5 drives per CPU core [73]. They also tend to have computers containing
relatively expensive “server-grade” hardware such as hardware RAID con-
trollers [20]. Therefore the price/performance advantage of Hadoop storage
over traditional NAS/SAN storage, made possible by HDFS’s software-level
handling of fault tolerance, is not realized. Furthermore, bioinformaticians
often have mostly idle clusters due to fluctuating usage patterns [115]. Nowa-
days, it is fortunately possible to provision computational resources on de-
mand via services such as Amazon Elastic Compute Cloud [3], Windows
Azure [131], Google App Engine [53]. This form of so-called “cloud comput-
ing” may be the best option when a complete warehouse-scale computer is
not a↵ordable or when its resources would momentarily not be fully utilized.
However, transferring data sets to remote clusters can impose additional
costs.
Once one has the hardware, one requires the appropriate software to make
it useful and turn it into an actual solution to a Big Data problem. Hadoop
provides a framework on which such solutions can be easily constructed.
While originally intended for Web search data processing at Nutch and later
Yahoo!, it has been shown to be an appropriate “hammer” for many other
Big Data “nails”. Bioinformatics, thanks to high-throughput sequencing in
particular, has many Big Data problems for which Hadoop is a good fit,
leading to the development of several applications capable of dealing with
them. We contributed with Hadoop-BAM, originally primarily to enable
scalable processing of the complicated BAM format, and later to consolidate
bioinformatics-related file format support in one library.
Of course, not everyone is a programmer capable of using Hadoop to solve
Big Data problems: analysts should not be expected to write a new Hadoop-
using program every time they wish to query their data sets in a new way.
Thus, more accessible approaches are needed. For Hadoop, they are provided
by systems such as Pig and Hive, but the domain-specific part must still be
created by software developers. SeqPig is our o↵ering to those who wish to
analyse Big Data sets of sequencing data in a relatively high-level language.
Further challenges remain in the Big Data world, however. Major ones
are interactivity and real-time analysis, as Hadoop’s primarily computational
platform, MapReduce, is not well suited to latency-sensitive work such as
interactive exploratory querying of data sets. Impala and Spark (and its
high-level Hive-compatible companion, Shark) are two solutions, neither of
which has yet been applied to bioinformatics. Interactivity is becoming more
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and more desirable in sequencing data analysis [33], so the lack of appropriate
Big Data tooling is a glaring omission. Plenty of research remains to be done
in this field: Big Data is here to stay and data sets are only growing larger.
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Abstract–We present a model-based performance testing approach using
the MBPeT tool. We use of probabilistic timed automata to model the user
profiles and to generate synthetic workload. The MBPeT generates the load
in a distributed fashion and applies it in real-time to the system under test,
while measuring several key performance indicators, such as response time,
throughput, error rate, etc. At the end of the test session, a detailed test
report is provided. MBPeT has a distributed architecture and supports load
generation distributed over multiple machines. New generation nodes are
allocated dynamically during load generation. In this book chapter, we will
present the MBPeT tool, its architecture, and demonstrate its applicability
with a set of experiments on a case study. We also show that using abstract
models for describing the user profiles allows us quickly experiment di↵erent
load mixes and detect worst case scenarios.
Keywords-Performance testing, model-based testing, MBPeT, cloud.
6.1 Introduction
Software testing is the process of identifying incorrect behavior of a system,
also known as revealing defects. Uncovering these defects, typically, consists
of running a batch of software tests (test suite) against the software itself.
In some sense, a second software artefact is built to test the primary one.
This is normally referred to as functional testing. A software test compares
the actual output of the system with the expected output for a particular
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known input. If the actual output is the same as the expected output the
test passes, otherwise a test fails and a defect is found. Software testing
is also the means to assess the quality of a software product. The fewer
the defects found during testing, the higher the quality is of that software
product. However, not all software defects are related to functionality. Some
systems may stop functioning or may prevent other users to access the system
simple because the system is under a heavy workload with which it cannot
cope. Performance testing is the means of detecting such errors.
Performance testing is the process of determining how a software system
performs in terms of responsiveness and stability under a particular workload.
The purpose of the workload is that it should match the expected workload
(the load that normal users put on the system when using it) as closely as
possible. This can be achieved by running a series of tests in parallel, but
instead of focusing on the right output the focus is shifted towards measuring
non-functional aspects, i.e. the time between input and output (response
time) or number of requests processed in a second (throughput).
Traditionally, performance testing has been conducted by running a num-
ber of predefined scenarios (or scripts) in parallel. One drawback to this
approach is that real users do not behave as static scripts. This can also lead
to certain paths in the system being left untested or that certain caching
mechanisms in the system kick in due the repetitiveness of the test scripts.
Software testing can be extremely time consuming and costly. In 2005,
Caper Jones - chief scientist of Software Productivity Research in Mas-
sachusetts - estimated that as much as 60 percent of the software work in
the United States was related to detecting and fixing defects [1]. Another
drawback is that software testing, as well as performance testing, involves
tedious manual work when creating test cases. A software system typically
undergoes a lot of changes during its lifetime. Whenever a piece of code is
changed, a test has to be updated or created to show that the change did
not break any existing functionality or introduce any new defects. This adds
more time and cost to testing. In the case of performance testing this implies
that one has to be able to benchmark quickly and e↵ectively to check if the
performance of the system is a↵ected by the change of the code.
Research e↵ort have be put into solving this dilemma. One of the most
promising techniques is Model-Based Testing (MBT). In MBT, the central
artefact is a system model. The idea is that the model represents the behav-
ior or the use of the system. Tests are then automatically generated form
the model. In MBT the focus has shifted from manually creating tests to
maintaining a model that represents the behavior of the system. Due to the
fact that tests are automatically generated from a model, MBT copes better
with changing requirements and code than traditional testing. Research has
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shown that MBT could reduce the total testing costs with 15 percent [8].
MBT has mostly been targeted towards functional testing, however, there
exist a few tools that utilizes the power of MBT in the domain of perfor-
mance testing. In our research we make use of the advantages of MBT in
our performance testing approach.
MBPeT is a Python-based tool for performance testing. Load is generated
from probabilistic timed automata (PTA) models describing the behavior of
groups of virtual users. The models are then executed in parallel to get a
semi-random workload mix. The abstract PTA models are easy to create and
update, facilitating quick iteration cycles. During the load generation phase,
the tool also monitors di↵erent key performance indicators (KPIs) such as
response times, throughput, memory, CPU, disk, etc. The MBPeT tool has a
distributed architecture where one master node controls several slave node or
load generator. This facilitates deployment to a cloud environment. Besides
monitoring, the tool also produces a performance test report at the end of
the test. The report contains information about the monitored KPIs, such as
response times, throughput etc, but also graphs showing how CPU, memory,
disk, network utilization varied during a performance test session.
The rest of the report is structured as follows: we briefly enumerate
several related works in the following section. Then, is Section 6.3, we briefly
describe the load generation process. In Section 6.4, we give an overview of
the architecture of the tool. In Section 6.5, we describe how the workload
models are created and discuss the probabilistic timed automata formalism.
In Section 6.6, we discuss the performance testing process in more detail.
In Section 6.7, we present a auction web service case study and a series of
experiments using our tool. Finally, in Section 6.8 we present our conclusions
and discuss future work.
6.2 Related Work
There exist a plethora of commercial performance testing tools. In the fol-
lowing, we briefly enumerate couple of popular performance testing tools.
FABAN is an open source framework for developing and running multi-tier
server benchmarks [18]. FABAN has a distributed architecture meaning load
can be generated from multiple machines. The tool has three main com-
ponents: A harness - for automating the process of a benchmark run and
providing a container for the benchmark driver code, a Driver framework -
provides an API for people to develop load drivers, and an Analysis tool - to
provide comprehensive analysis of the data gathers for a test. Load is gen-
erated by running multiple scripts in parallel. JMeter [19] is an open source
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Java tool for load testing and measuring performance, with the focus on web
applications. Jmeter can be set up in a distributed fashion and load is gener-
ated from manually created scenarios that are run in parallel. Httperf [6] is
a tool for measuring the performance of web servers. Its aim is to facilitate
the construction of both micro and macro-level benchmarks. Httperf can be
set up to run on multiple machines and load is generated from pre-defined
scripts. LoadRunner [7] is a performance testing tool from Hewlett-Packard
for examining system behavior and performance. The tool can be run in a
distributed fashion and load is generated from pre-recorded scenarios.
Recently several authors have focused on using models for performance
analysis and estimation, as well as for load generation. Barna et al., [2]
present a model-based testing approach to test the performance of a trans-
actional system. The authors make use of an iterative approach to find
the workload stress vectors of a system. An adaptive framework will then
drive the system along these stress vectors until a performance stress goal
is reached. They use a system model, represented as a two-layered queuing
network, and they use analytical techniques to find a workload mix that will
saturate a specific system resource. Their approach di↵ers from ours in the
sense that they use a model of the system instead of testing against a real
implementation of a system.
Other related approaches can be found in [16] and [15]. In the former, the
authors have focused on generating valid traces or a synthetic workload for
inter-dependent requests typically found in sessions when using web appli-
cations. They describe an application model that captures the dependencies
for such systems by using Extended Finite State Machines (EFSMs). Com-
bined with a workload model that describes session inter-arrival rates and
parameter distributions, their tool SWAT outputs valid session traces that
are executed using a modified version of httperf [12]. The main use of the
tool is to perform a sensitivity analysis on the system when di↵erent param-
eters in the workload are changed, e.g., session length, distribution, think
time, etc. In the latter, the authors suggest a tool that generates represen-
tative user behavior traces from a set of Customer Behavior Model Graphs
(CBMG). The CBMG are obtained from execution logs of the system and
they use a modified version of the httperf utility to generate the tra c from
their traces. The methods di↵er from our approach in the sense they both
focus on the trace generation and let other tools take care of generating the
load/tra c for the system, while we do on-the-fly load generation from our
models.
Denaro [4] proposes an approach for early performance testing of dis-
tributed software when the software is built using middleware components
technologies, such as J2EE or CORBA. Most of the overall performance of
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such a system is determined by the use and configuration of the middleware
(e.g. databases). They also note that the coupling between the middleware
and the application architecture determines the actual performance. Based
on architectural designs of an application the authors can derive application-
specific performance tests that can be executed on the early available mid-
dleware platform that is used to build the application with. This approach
di↵ers from ours in that the authors mainly target distributed systems and
testing of the performance of middleware components.
6.3 The Performance Testing Process
In this section we are briefly going to describe the steps of the performance
testing process. A more detailed description is given in Section 6.6.
6.3.1 Model Creation
Before we start generation load for the system we first have to create a
load profile or a load model that describe the behavior of the users. Since
we can not have a model for each individual user we have to create one or
several models that represent the behavior for a larger group of users. These
models describe how a groups of virtual users (VUs) behave and they are
simplified models of how a real users would behave. Section 6.5 gives more
details of how the models are constructed. Essentially, we use probabilistic
timed automata (PTA) to specify user behavior which describe in an abstract
way the sequence of actions a VU can execute against the system and their
probabilistic distribution.
6.3.2 Model Validation
Once the models have been created they are checked for consistency and cor-
rectness. For instance, we check that the models have a start and end point,
that there are no syntactical errors in the models, and that the probabilities
and actions have been defined correctly. Once the models have been checked
by the MBPeT tool we start generating load for the system under test (SUT).
6.3.3 Test Setup
Before we can actually start generating load we need to set up everything
correctly so that the MBPeT can connect to the SUT and generate the ap-
propriate amount of load. To do that one have to fill in a settings file. This
file contains e.g., the IP-address of the SUT, what load models to use, how
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many parallel virtual users to simulate, ramp up period, and the duration of
the performance test. The MBPeT tool needs this information in order to
be able to generate the right amount of load.
The tester also needs to implement an adapter for the tool. Every SUT
will have its own adapter implementation. The purpose of the adapter is
to translate the abstract actions found in the model into concrete actions
understandable by the SUT. In case of a web page, a browse action would
need to be translated into a HTTP GET request.
6.3.4 Load Generation
Once everything is set up, load generation begins. The MBPeT tool generates
load from the models by starting a new process for every simulated user.
Inside that process load is generated by executing the PTA model. For more
details please see Section 6.6.2. Please see Section 6.5.2 for more information
on PTAs.
6.3.5 Monitoring
During the load testing phase the MBPeT tool monitors the tra c sent on
the network to the SUT. The tool monitors the throughput and response
time for every action sent to the system. If there is a possibility to connect
to the SUT remotely, the MBPeT tool can also monitor the utilization of the
CPU, memory, network, disk, etc. This information can be very useful when
trying to identify potential bottlenecks in the system. Once the test run is
complete and all information is gathered, the tool will create a test report.
6.3.6 Test Reporting
The test report contains information about the parameters monitored during
the performance test. It gives statistical values of the mean and max response
time for individual actions and displays graphs that show how the repones
time varied over time when the load increases. If the tool can be connected
remotely to the SUT, the test report will also show how the CPU, memory,
and disk was utilized over time when the load was applied to the SUT. Both of
these sources of information can be helpful when trying to pin the a potential
bottleneck in the system.
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6.4 MBPeT Tool Architecture
MBPeT has a distributed architecture. It consists of two types of nodes: a
master node and slave nodes. A single master node is responsible of initiating
and controlling multiple remote slave nodes, as shown in Figure 6.1. Slave
nodes are designed to be identical and generic, in a sense that they do not
have prior knowledge of the SUT, its interfaces, or the workload models. That
is why for each test session, the master gathers and parses all the required
information regarding the SUT and the configuration for each test session
and sends that information to all the slave nodes. Once all slaves have been
initialized, the master begins the load generation process by starting a single
slave while rest of the slaves are idling.
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Figure 6.1: Distributed architecture of MBPeT tool
6.4.1 The Master Node
The internal architecture of the master node is shown in Figure 6.2. It
contains the following components:
Core Module
The core module of the master node controls the activities of other modules
as well as the flow of information among them. It initiates the di↵erent
modules when their services are required. The core module takes as input
the following information and distributes it among all the slave nodes:
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Figure 6.2: Master Node
1. User Models: PTA models are employed to mimic the dynamic behav-
ior of the users. Each case-study can have multiple models to represent
di↵erent types of users. User models are expressed in DOT language
[5].
2. Test Configuration: It is a collection of di↵erent parameters, that are
defined in a Settings file, which is a case-study specific. A Settings
file specifies the necessary information about the case-study and this
information is later used by the tool to run the experiment. There
are some mandatory parameters in the Settings file, which have been
listed below with the brief description. These parameters can also be
provided as command-line arguments to the master node.
(a) Test duration: It defines the duration of a test session in seconds.
(b) Number of users : It specifies the maximum number of concurrent
users for a test session.
(c) Ramp: The ramp period is specified for all types of users. It can
be defined in two ways. One way is to specify it as a percentage
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Figure 6.3: Example ramp function
of the total test duration. For example, if the objective of the
experiment is to achieve the given number of concurrent users
within the 80% of total test duration, then the ramp value would
be equal to 0.8. Then, the tool would increase the number of
users at a constant rate, in order to achieve the given number of
concurrent users within the ramp period.
The ramp period can also be defined as an array of tuples. For
instance the ramp function depicted in Figure 6.3, as illustrated in
the Listing 6.1. A pair value is referred to as a milestone. The first
integer in a milestone describes the time duration in seconds since
the experiment started and the second integer states the target
number of concurrent users at that moment. For example, the
fourth milestone in the Listing 6.1, that is (400, 30), indicates that
at 400 seconds the number of concurrent users should be 400, and
thus starting from the previous milestone (100, 30) the number
of concurrent users should drop linearly in the interval 250-400
seconds. Further, a ramp period may consist of several milestones
depending upon the experiment design. The benefit of defining
the ramp period in this way is that the number of concurrent
users could increase and decrease during the test session.
Listing 6.1: Ramp section of Settings file
#=============== Ramp Period =================
r amp l i s t = [ ( 0 , 0 ) , (100 , 100) , (250 , 100) ,
(400 , 30 ) , (480 , 30) , (580 , 150) , . . . ]
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(d) Monitoring interval : It specifies how often a slave node should
check and report its own local resource utilization level for satu-
ration.
(e) Resource utilization threshold : It is a percentage value which de-
fines the upper limit of local resource load at the slave node. A
slave node is considered to be saturated if the limit is exceeded.
(f) Models folder : A path to a folder which contains all the user
models.
(g) Test report folder : The tool will save the test report at this given
path.
In addition to mandatory parameters, the Settings file can contain
other parameters, which are related to a particular case-study only.
For example, if a SUT is a web server then the IP address of the web
server would be an additional parameter in the Settings file.
3. Adapter: This is a case-study specific module which is used to commu-
nicate with SUT. This module translates each action interpreted from
the PTA model into a form that is understandable by the SUT, for
instance a HTTP request. It also parses the response from the SUT
and measures the response time.
4. Number of Slaves: This number tells the master node how many slave
nodes that are participating in the test session.
Two test databases are used by MBPeT: a user database and a user
resource database. The user database contains all the information regarding
users such as usernames, passwords or name spaces. In certain cases, the
current state of the SUT must be captured, in order to be able to address
at load generation time data dependencies between successive requests. As
such, the user resource database is used to store references to the resources
(e.g. files) available on the SUT for di↵erent users. The core module of the
master node uses an instance of the test adapter to query the SUT and save
that data in the user resource database.
Further, the core module remotely controls the Dstat1 tool on SUT via
SSH protocol. Dstat is a tool that provides detailed information about the
system resource utilization in real-time. It logs the system resources utiliza-
tion information after every specific time interval, one second by default. The
delay between each update is specified in the command along with the names
of resources to be monitored. This tool creates a log file in which it appends
1http://dag.wieers.com/home-made/dstat/
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a row of information for each resource column after every update. The log
file generated by the Dstat tool is used as basis for generating the test report,
including graphs on how SUT’s KPIs vary during the test session.
Model Validation Module
The Model Validator module validates the load models. It performs di↵erent
numbers of syntactic checks on all models and generates a report.This report
gives error descriptions and the location in model where the error occurred.
A model with syntax anomalies could lead to inconclusive results. Therefore
it is important to ensure that the all given models are well-formed and no
syntax mistakes have been made in implementing the models. Examples of
couple of validation rules are:
• Each model should have an initial and a final state
• All transitions have either probabilities or actions
• The sum of probabilities of transitions originating from a location is 1.
• All locations are statically reachable
Slave Controller Module
For each slave node there is an instance of SlaveController module in the
master node. The purpose of the SlaveController module is to act as a bridge
between slave nodes and the core master process and to control the slave
nodes until the end of the test. The benefit of this architecture is to keep the
master core process light and active, and more scalable. The SlaveController
communicates with master core process only in few special cases, so that the
core process could perform other tasks instead of communicating with slave
nodes. Moreover, it also increases the parallelism in our architecture, all the
SlaveControllers and the master’s core processes could execute in parallel on
di↵erent processor cores. Owning to the e cient usage of available resources,
the master can perform more tasks in less period of time. A similar approach
has been employed at the slave node, where each user is simulated as an
independent process for the performance gain.
Test Report Creation Module
This module performs two tasks: Data Aggregation and Report Creation. In
the first task, it combines the test results data from all slaves into an internal
representation. Further, it retrieves the log file generated by the Dstat tool
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from the SUT via Secure File Transfer Protocol (SFTP). The second task of
this module is to calculate di↵erent statistical indicators and render a test
report based on the aggregated data.
6.4.2 The Slave Node
Slave nodes are started with one argument, the IP-address of the master
node. The Core module opens the socket and connects to the master node
at the given IP-address with the default port number. After connecting with
the master node successfully, it invokes the Load Initiator module.
Slave Node 
Load Initiator 
Adapter 
Resource 
Monitor 
Reporter 
Input from 
Master node 
Output to 
Master 
Node 
Core 
Load Generator UserSimulator 
Model Parser  
Figure 6.4: Slave Node
Load Initiation Module
The Load Initiator module is responsible for initializing the test setup at
the slave node as well as storing the case-study and model files in a proper
directory structure. It receives all the information from the master node at
initialization time.
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Model Parser Module
The Model Parser module reads the PTA model into an internal structure.
It is a helper module that facilitates the UserSimulator module to perform
di↵erent operations on the PTA model.
Load Generation Module
The purpose of this module is to generate load for the SUT at the desired
rate, by creating and maintaining the desired number of concurrent virtual
users. It uses the UserSimulator module to simulate virtual users where each
instance of UserSimulator presents a separate user with unique user ID and
session. The UserSimultor utilizes the Model Parser module to get the user’s
action from the user model and uses the Adapter module to perform the
action. Then it waits for a specified period of time (i.e. the user think time)
before performing the next action, which is chosen based on the probabilistic
distribution.
Resource Monitoring Module
The Resource Monitor module runs as a separate thread and wakes up regu-
larly after a specified time period. It performs two tasks every time it wakes
up: 1) checks the local resource utilization level and saves the readings, 2) cal-
culates the average of resource utilizations over a certain number of previous
consecutive readings. The value obtained from the second task is compared
with resource utilization threshold value, defined in the test configuration.
If the calculated average is above a set threshold value of 80 percent, then
it means that the slave node is about to saturate and the master will be
notified. When a slave is getting saturated, its current number of generated
users is kept constant, and additional slaves will be delegated to generate the
more load.
Reporter Module
All the data that has been gathered during the load generation is dumped
into files. The Load Generator creates a separate data file for each user;
it means that the total number of simulation data files would be equal to
the total number of concurrent users. In order to reduce the communication
delay, all these data files are packed into a zip file, and sent to the master at
the end of the test session.
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Figure 6.5: Main window of the GUI
6.4.3 Graphical User Interface
The MBPeT tool can be run both in command line and via a graphical user
interface (GUI) as shown in Figure 6.5. Feature-wise the GUI is almost
identical to the command-line version except for two features:
• The GUI implements the number of users as a slider function. This
implies that the number of parallel user can be increased and decreased
in real time using the slider, as an alternative to predefining a ramp
function at beginning of the test session;
• The average response observed by all slave nodes is plotted in real-
time. The response time graphs can be configured to display either
one average response time plot for all actions (as currently depicted in
Figure 6.5) or one average response time plot for each individual action
type.
Additionally, from the GUI, one can specify basically all the test session
settings previously described in Section 6.4.1
6.5 Model Creation
In this section we will introduce the load models used for generating load
and describe how they are constructed. We will also in theory describe how
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load is generated from these models.
6.5.1 Workload Characterization
Traditionally, performance analysis starts first with identifying key perfor-
mance scenarios, based on the idea that certain scenarios are more frequent
than others or certain scenarios impact more on the performance of the sys-
tem than other scenarios. A performance scenario is a sequence of actions
performed by an identified group of users [13]. In some cases, key perfor-
mance scenarios can consist of only one action, for example ”browse”, in the
case of a web-based system. In the case of Amazon online store, examples
of key performance scenarios could be: searching for a product, then adding
one or more products into the shopping cart and finally pay for them. In the
first example, only one action is sent to the system, namely ”browse”. In
the second example, several actions would have to be sent to the server, e.g.
”login”, ”search”,”add-to-cart”,”checkout”, etc.
In order to build the workload model, we start by looking and analyzing
the requirements and the system specifications, respectively. During this
phase we try to get an understanding of how the system is used, what are
the di↵erent types of users, and what are the key performance scenarios
that will impact most on the performance of the system. A user type is
characterized by the distribution and the types of actions if performs.
The main sources of information for workload characterization are: Ser-
vice Level Agreements (SLAs), system specifications and standards, and
server execution logs [11]. By studying these sources we identify the inputs of
the system with respect to types of transactions (actions), transferred files,
file sizes, arrival rates, etc. following the generic guidelines discussed in [3]. In
addition, we extract information regarding the KPIs, such as the number of
concurrent users the system should support, expected throughput, response
times, expected resource utilization demands etc. for di↵erent actions under
a given load.
We use the following steps in analyzing the workload:
1. Identify the actions that can be executed against the system.
(a) Analyze what are the required input data and output data for each
action. For instance, what is the request type, its parameters, etc.
(b) Identify dependencies between actions. For example, a user can
not execute a logout action before a login action.
2. Identify what classes (types) of users execute each action
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3. Identify the most relevant user types.
4. Define the distribution of actions that is performed by each user type.
5. Define an average think time per action for each user type.
Table 6.1 shows an example of a user type specification, its actions, action
dependencies, and think time ordered in a tabular format. Based on this
information we build a workload model described as a probabilistic timed
automata or PTA.
Action Dependency User Type 1 User Type 2
Think time Frequency Think Time Frequency
a1 t1 f1 t2 f2
a2 a1 t3 f3
a3 a1 t4 f4
a4 a2 t5 f5
a5 a4 t6 f6 t7 f7
a6 a3 t8 f8
Table 6.1: Example of user types and their actions
6.5.2 Workload Modeling Using PTA
The results of the workload characterization are aggregated in a workload
model similar to the one in Figure 6.6, which mimics the real workload un-
der study. One such workload model is created for each identified user type.
Basically, the model will depict the sequence of actions a user type can per-
form and their arrival rate, as a combination of the probability that an action
is executed and the think time of the user for that action. In addition, we
also identify the user types and their probabilistic distribution. A concrete
example will be given in Section 6.7.
All the information that is extracted from the previous phase is aggre-
gated in a workload model which is describes as a probabilistic timed au-
tomaton (PTA). A PTA is similar to a state machine in the sense that a
PTA consists of a set of locations connected with each other via a set of
transitions. However, a PTA also include the notion of time and probabil-
ities. Time is modeled as an invariant clock constraint on transitions and
increase at the same rate as real time.
A probabilistic timed automaton (PTA) is defined [9] as T = (L,C,inv,
Act, E,  ) where:
• a set of locations L;
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• a finite set of clocks C;
• an invariant condition inv : L ! Z;
• a finite set of actions Act;
• an action enabledness function E : L ⇥ Act ! Z;
• a transition probability function   : (L ⇥ Act) ! D(2C ⇥ L).
In the above definitions, Z is a set of clock zones. A clock zone is a set
of clock values, which is a union of a set of clock regions.   is a proba-
bilistic transition function. Informally, the behavior of a probabilistic timed
automaton is as follows: In a certain location l, an action a can be chosen
when a clock variable reaches its value with a certain probability if the action
is enabled in that location l. If the action a is chosen, then the probability of
moving to a new location l’ is given by  [l,a](C’,l’), where C’ is a particular
set of clocks to be reset upon firing of the transitions. Figure 6.6 gives an
example of a probabilistic timed automata.
The syntax of the automata is as follows: Every transition has an initial
location and an end location. Each location is transitively connected from the
initial location. The transitions can be labeled with three di↵erent values: a
probability value, an action, and a clock. The probability indicates the chance
of that transition being taken. The action describes what action to take when
the transition is used, and the clock indicates how long to wait before firing
the transition. Every automaton has an end location, depicted with a double
circle, that will eventually be reached. It is possible to specify loops in the
automaton. It is important to notice that the sum of the probabilities on all
outgoing transitions from a given location must be equal to 1. For example,
consider location 2 in Figure 6.6: for the PTA to be complete the following
must apply: p1 + p2 + p3 = p4 + p5 = 1.
6.6 Performance Testing Process
In this section we describe the performance testing process. Figure 6.7 shows
the three steps involved in the process. In the following, we will discuss the
three steps in more detail.
6.6.1 Test Setup
Every test run starts with a test setup. In each test setup, there is one master
node that carries out the entire test session and generates a report. The
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Figure 6.6: Example of a probabilistic timed automaton.
user only interacts with the master node by initializing it with the required
parameters (mentioned in the Section 6.4.1) and getting the test report at
the end of the test run. The parameter given to the master is the project
folder. This folder contains all the files needed for load generation, such as
the adapter code, the settings file (if command line mode is used) and other
user specific files.
The adapter file and the settings file are the most important. The adapter
files explains how the abstract actions found in the load models are translated
to concrete actions. The settings file contain information about the test
session, such as the location of the load models, IP-address to the SUT, the
ramp function, test duration, etc. The same information can also be set from
the GUI via the Settings button, see Figure 6.8. In here, the user is required
to enter the same information as given in the settings file. Additionally, the
path to the adapter file and the load models have to be given.
As one may notice in Figure 6.8, the user has the option of defining an
average think time for the models and its standard deviation. If these options
are used, the individual think time specified in the models for each action
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Figure 6.7: MBPeT tool activity diagram
will be ignored and the one specified in the GUI will be used.
Once the required information has been given, the master node sets up the
test environment. After that, it invokes the Model Validator. This module
validates the syntax of user models. If the validation fails, it gives the user
a choice whether the user wants to continue or not to load generation. If
the user decides to continue or the validation was successful, then the master
enters into the next phase.
6.6.2 Load Generation
Load is generated for the models based on the same principles as described in
section 6.5.2. The load generation is based on a deterministic choice with a
probabilistic policy. This introduces certain randomness into the test process
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Figure 6.8: Settings window of the GUI
and that can be useful for uncovering certain sequences of actions which may
have a negative impact of the performance. Such sequences would be di cult
or maybe impossible to discover if static test scripts are used, where a fixed
order of the actions is specified, and repeated over and over again. Every
PTA has an exit location which will eventually be reached. By modifying
the probability for the exit action, it is possible to adjust the length of the
test.
The attributes of PTA models make them a good candidate for modeling
the behavior of VUs, which imitate the dynamic behavior of real users. Ac-
tions in the PTA model corresponds to an action which a user can send to
the SUT and the clocks present the user think time. In our case, the PTA
formalism is implemented using the DOT notation.
Load is generated from these models by executing an instance of the model
for every simulated VU. Whenever a transition with an action is fired, that
action is translated by the MBPeT tool and sent to the SUT. This process is
repeated and run in parallel for every simulated user throughout the whole
test session. During load generation, the MBPeT tool monitors the SUT the
whole time.
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6.6.3 Test Reporting
After each test run the MBPeT tool generates a test report based on the
monitored data. It is the slave nodes that are responsible for the monitoring
and they report the values back to the master node which later creates the
report.
Every slave node will monitor the communication with the SUT and
collecting the data needed for test report. The slave node will start a timer
every time and action is sent to the system. When a response is received,
the timer is stopped and the response code together with the action name
and response time is stored. This data is later sent to the master node which
will aggregate the data and produce a report.
The slave node will also monitor its own resources so it does not get
saturated and becomes the bottleneck during load generation. The slave
node monitors is own CPU, memory, and disk utilization and sends the
information to the master node. The master node the data is plotted in
graphs and included in the test report.
It is the test report creation module of the master node that is responsible
for creating test report. This module performs two tasks: aggregating data
received from the slave nodes and creating a test report. Data aggregation
consists of combining data received from the slave nodes together into and
internal representation. Based on the received data, di↵erent kinds of statis-
tical values are computer, e.g. mean and max response times, throughput,
etc. Values such as response time and throughput plotted as graphs so the
tester can see how the di↵erent values varies over time. Figures of the test
report will later be shown throughout Section 6.7.
The final task of the test report creation module is to render all the values
and graphs into a report. The final report is rendered as a HTML document.
6.7 Experiments
In this section we will describe a set of experiments carried out with the
MBPeT tool on a case study. The system tested in the case study is an
HTTP based auction web service.
6.7.1 YAAS
YAAS is a web application and a web service for creating and participating
in auctions. An auction site is a good example of a service o↵ered as a web
application. It facilitates a community of users interested in buying or selling
diverse items, where any user including guest user can view all the auctions
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and all authenticated users, except seller of an item, can bid on the auction
against other users.
The web application is implemented in Python language using the
Django2 web-framework. In addition to HTML pages, YAAS also has a
RESTful [10] web service interface. The web service interface has various
APIs to support di↵erent operations, including:
Browse API It returns the list of all active auctions.
Search API It allows to search auctions by title.
Get Auction This API returns an auction against the given Auction-ID.
Bids It is used to the get the list of all the bids have been made to a
particular auction.
Make Bid Allows and authenticated user to place a bid on a particular
auction.
6.7.2 Test Architecture
A setup of the test architecture can be seen in Figure 6.9. The server runs an
instance of the YAAS application on top of an Apache web server. All nodes
(master, slaves, and the server) feature an 8-core CPU, 16GB of memory,
1Gb Ethernet, 7200 rpm hard drive, and Fedora 16 operating system. The
nodes were connected via a 1Gb ethernet over which the data were sent.
A populator script is used to generate input data (i.e., populate the test
databases) on both the client and server side, before each test session. This
ensures that the test data on either sides is consistent and easy to rebuild
after each test session.
6.7.3 Load Models
The test database of the application is configured with a script to have 1000
users. Each user has exactly one auction and each auction has one starting
bid.
In order to identify the di↵erent type of users for the YAAS application,
we have used the AWStats3 tool. This tool analyzes the Apache server access
logs to generate a report on the YAAS application usage. Based on that
report, we discovered three types of users; aggressive, passive and non-bidder.
2https://www.djangoproject.com/
3http://awstats.sourceforge.net
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Figure 6.9: A caption of the test architecture
Figure 6.10: Aggressive User type model
Figure 6.11: Passive User type model
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Action Dependency Aggressive User Passive User Non-Bidder User
Think time Frequency Think Time Frequency Think Time Frequency
search() 4 0,40 4 0,40 4 0,40
browse() 3 0,60 3 0,60 3 0,60
browse() browse(),search() 5 0,10 3 0,10 3 0,10
get auction() browse(),search() 5 0,87 5 0,87 5 0,87
exit() browse(),search() 3 0,03 3 0,03 3 0,03
browse() get auction() 5 0,05 5 0,05 5 0,05
get bids() get auction() 3 0,75 3 0,75 3 0,75
exit() get auction() 3 0,20 3 0,20 3 0,20
browse() get bids() 5 0,20 5 0,20 5 0,60
bid() get bids() 3 0,50 3 0,30
exit() get bids() 3 0,30 3 0,50 3 0,40
get bids() bid() 3 0,30 3 0,45
browse() bid() 4 0,20 4 0,25
exit() bid() 3 0,50 3 0,30
Table 6.2: Think time and distribution values extracted from the AWStats
report
Figure 6.12: Non-bidder User type model
Table 6.2 shows the think time and distribution of actions for the three
di↵erent types of users.
For each user type, a load model was created as describe in section 6.5.
The aggressive type (Figure 6.10) of users describes those users, who make
bids more frequently as compared to other types of users. The passive users
(Figure 6.11) are less frequent in making bids, see for instance the locations
14 or 18 in the referred figures. The third type of users are only interested
in browsing and searching for auctions instead of making any bids and are
known as non-bidders (Figure 6.12). The root model of the YAAS applica-
tion, shown in Figure 6.13, describes the distribution of di↵erent user types.
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Based on the AWStats analysis, we determined that the almost 30% of total
users who visited the YAAS, were very frequently in making bids, whereas
rest of 50% users made bids occasionally. The rest of the users were not
interested in making bids at all. This distribution is depicted by the model
in Figure 6.13.


  
Figure 6.13: YAAS Root model
The models of all these user types were provided to the MBPeT tool to
simulate them as virtual users. For example, the model of an aggressive user
type, shown in Figure 6.10, shows that the user will start from the location
1, and from this location the user will select either browse or search action
based on a probabilistic choice. Before performing the action, the slave will
wait for the think time corresponding to the selected action. Eventually, the
user will reach the final location (i.e. location 20 ) by performing the exit
action and terminate the current user session. Similarly, the other models of
passive and non-bidder user type have the same structure but with di↵erent
probabilities and distribution of actions.
6.7.4 Experiment 1
The goal of this experiment was to set the target response time for each
action and observe at what point the average response time of the action
exceed the target value. The experiment ran for 20 minutes. The maximum
number of concurrent users was set to 300 and the ramp up value was 0.9
that the tool would increase the number of concurrent users with the passage
of time to achieve the value of 300 concurrent users when the 90% of test
duration time has been passed.
The resulting test report has various sections, where each section presents
the di↵erent perspective of the results. The first section, shown in Figure
6.14, contains the information about the test session including, test started
time, test duration, target number of concurrent of users, etc. The Total
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####################  Master  Stats  #######################
This  test  was  executed  at:  2013-­07-­01  16:54:47
Duration  of  the  test:  20  min  
Target  number  of  concurrent  users:  300
Total  number  of  generated  users:  27536
Measured  Request  rate  (MRR):  27.68  req/s  
Number  of  NON-­BIDDER_USER:  6296  (23.0)%  
Number  of  AGGRESSIVE_USER:  9087  (33.0)%  
Number  of  PASSIVE_USER:  12153  (44.0)%  
Average  number  of  action  per  user:  91  actions  
Figure 6.14: Test Report 1 - Section 1: General information
########  AVERAGE/MAX  RESPONSE  TIME  per  METHOD  CALL  ##########
NON-­BIDDER_USER  (23.0  %) PASSIVE_USER  (44.0  %) AGGRESSIVE_USER  (33.0  %)
Method  Call Average  (sec) Max  (sec) Average  (sec) Max  (sec) Average  (sec) Max  (sec)
GET_AUCTION(ID) 3.04 23.95 2.85 23.67 2.93 24.71
BROWSE() 5.44 21.25 5.66 21.7 5.68 21.29
GET_BIDS(ID) 3.59 27.37 3.63 25.8 3.65 24.87
BID(ID,PRICE,USERNAME,PASSWORD) 0.0 0.0 8.26 33.44 8.11 36.84
SEARCH(STRING) 3.36 12.86 3.26 15.84 3.47 15.79
Figure 6.15: Test Report 1 - Section 2: Average and Maximum response time
of SUT per action or method call
number of generated users in the report describes that the tool had simulated
27536 numbers of virtual users. The Measured Request Rate (MRR) depicts
the average number of requests per second which were made to the SUT
during the load generation process. Moreover, it also shows the distribution
of total number of user generated which is very close to what we have defined
in the root model (Figure 6.13). This section is useful to see the summarized
view of the entire test session.
In the second section of the test report, we could observe the SUT perfor-
mance for each action separately, and identify which actions have responded
with more delay than the others, and which actions should be optimized to
increase the performance of the SUT. As from the table in Figure 6.15, it
appears that the action BID(ID, PRICE, USERNAME, PASSWORD) has
larger average and maximum response time than the other actions. The non-
bidder users do not perform the BID action that is why we have zero response
time in the column of NON-BIDDER USER against the BID action.
Section three (shown in Figure 6.16) of the test report presents a com-
parison of the SUTs desired performance against the measured performance.
As we had defined the target response time for each action in the test config-
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#####  AVERAGE/MAX  RESPONSE  TIME  THRESHOLD  BREACH  per  METHOD  CALL  #####
Action Target  Response  Time NON-­BIDDER_USER PASSIVE_USER AGGRESSIVE_USER Verdict
Average  
(secs)
Max  
(secs)
Average  
users  (secs)
Max  
users  (secs)
Average  
users  (secs)
Max  
users  (secs)
Average  
users  (secs)
Max  
users  (secs)
Pass/Fail
GET_AUCTION(ID) 2.0 4.0 70  (251) 84  (299.0) 70  (251) 95  (341.0) 70  (250) 95  (341.0) Failed
BROWSE() 4.0 8.0 84  (299) 97  (345.0) 84  (299) 113  (403.0) 84  (299) 113  (403.0) Failed
GET_BIDS(ID) 3.0 6.0 84  (298) 112  (402.0) 83  (296) 112  (402.0) 96  (344) 112  (401.0) Failed
BID(ID,PRICE,USERNAME,PASSWORD) 5.0 10 Passed Passed 97  (346) 113  (405.0) 112  (402) 135  (483.0) Failed
SEARCH(STRING) 3.0 6 95  (341) 134  (479.0) 96  (342) 112  (402.0) 83  (296) 133  (476.0) Failed
Figure 6.16: Test Report 1 - Section 3: Average and Maximum response time
of SUT per action or method call
uration, in this section we could actually observe how many concurrent users
were active when the target response time was breached. The table in this
section allows us to estimate the performance of current system’s implementa-
tion. For instance, the target average response time for the GET AUCTION
action was breached at 250 seconds for the aggressive type of users, when
the number of concurrent users was 70. Further, this section demonstrates
that the SUT can only support up to 84 concurrent users before it breaches
the threshold value of 3 seconds for GET BIDS action for the passive type
of users. In summary, all the actions in Figure 6.16 have breached the tar-
get response time except the BID action in NON-BIDDER USER column
because non-bidder users do not bid.
Figures 6.17 and 6.18 display the resource load at the SUT during load
generation. These graphs are very useful to identify which resources are
being utilized more than the others and limiting the performance of SUT.
For instance, it can be seen from Figure 6.17 that after 400 seconds the CPU
utilization was almost equal to 100% for the rest of the test session, it means
that the target web application is CPU-intensive, and it might be the reason
of large response time.
Figure 6.19 illustrate that the response time of each action for the aggres-
sive user type increases proportionally to the number of concurrent users.
The figure also points out which actions response time is increasing much
faster than the other actions and require optimization. Similar patterns was
observed for the two other user types: passive users and non-bidder, respec-
tively.
For example the response time of action BID(ID, PRICE, USERNAME,
PASSWORD) for aggressive and passive user types increases more rapidly
than the other actions. It might be because the BID action involves a write
operation and in order to perform a write operation on the database file, the
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Figure 6.17: Test Report 1 - SUT CPU and memory utilization
Figure 6.18: Test Report 1 - SUT network and disk utilization
SQLite4 database has to deny the all new access requests to the database
and wait until all previous operations (including read and write operations)
have been completed.
Section four of the test report provides miscellaneous information about
4http://www.sqlite.org/
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Figure 6.19: Test Report 1 - Response time of aggressive user type per action
the test session. For example, the first erroneous response was recorded
at 520 seconds (according to Figure 6.20) and at that time the tool was
generating load at the maximum rate, that is 1600 actions/seconds, shown
in Figure 6.21. Similarly, Figure 6.20 displays that there was no error until
the number of consecutive users exceeded 150, after this point errors began
to appear and increased steeply proportional to the number of consecutive
users.
A further deep analysis of the test report showed that the database could
be the bottleneck. Owning to the fact a sqlite database has been used for
this experiment, the application has to block the entire database before some-
thing can be written to it. It could explain the larger response time of BID
actions compared to other actions. This is because the web application had
to perform a write operation to the database in order to execute the BID
action. Further, before each write operation, sqlite creates a rollback jour-
nal file, an exact copy of original database file, to preserve the integrity of
database [17]. This could also delay the processing of a write operation and
thus cause a larger response time.
6.7.5 Experiment 2
In the second experiment, we wanted to verify the hypothesis, which we
proposed in the previous experiment: database could be the performance bot-
tleneck. We ran the second experiment for 20 minutes with the same test
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Figure 6.20: Test Report 1 - Error rate
Figure 6.21: Test Report 1 - Average number of actions
configuration of the previous experiment. However, we did make one mod-
ification in the architecture. In the previous experiment, the SQLite 3.7
was used as database server, but in this experiment, it was replaced by the
PostgreSQL 9.1 5. The main motivating factor of using the PostgreSQL
5http://www.postgresql.org
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####################  Master  Stats  #######################
This  test  was  executed  at:  2013-­07-­01  17:37:38
Duration  of  the  test:  20  min  
Target  number  of  concurrent  users:  300
Total  number  of  generated  users:  35851
Measured  Request  rate  (MRR):  39.21  req/s  
Number  of  AGGRESSIVE_USER:  11950  (33.0)%  
Number  of  NON-­BIDDER_USER:  7697  (21.0)%  
Number  of  PASSIVE_USER:  16204  (45.0)%  
Average  number  of  action  per  user:  119  actions  
Figure 6.22: Test Report 2 - Section 1: global information
Figure 6.23: Test Report 2 - Error rate
database is that it supports the better concurrent access to the data than
the SQLite. The PostgreSQL database uses the Multiversion Concurrency
Control (MVCC) model instead of simple locking. In MVCC, di↵erent locks
are acquired for the read and write operations, it means that the both oper-
ations can be performed simultaneously without blocking each other [14].
In the section 1 of Test report 2 (Figure 6.22) shows that the Measured
Request Rate (MRR) increased by 42%. Additionally, each user performed
averagely 30% more actions in this experiment.
Similarly in the second section (Figure 6.24), the average and maximum
response time of all action decreased by almost 47%. Moreover, the error
rate section (Figure 6.23) depicts that there was no error until the number
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########  AVERAGE/MAX  RESPONSE  TIME  per  METHOD  CALL  ##########
AGGRESSIVE_USER  (33.0  %) PASSIVE_USER  (45.0  %) NON-­BIDDER_USER  (21.0  %)
Method  Call Average  (sec) Max  (sec) Average  (sec) Max  (sec) Average  (sec) Max  (sec)
GET_AUCTION(ID) 1.18 15.58 1.1 15.95 1.25 15.8
BROWSE() 4.99 23.61 5.13 23.47 5.23 23.6
GET_BIDS(ID) 1.51 15.25 1.54 15.56 1.63 15.02
BID(ID,PRICE,USERNAME,PASSWORD) 3.25 18.65 3.25 18.37 0.0 0.0
SEARCH(STRING) 1.48 14.66 1.54 14.83 1.43 15.43
Figure 6.24: Test Report 2 - Section 2: Average and Maximum response time
of SUT per action or method call
Figure 6.25: Test Report 2 - Response time of aggressive user type per action
of concurrent users was below 182, that is 21% more users than the last
experiment.
Figure 6.25 shows that the response time of aggressive type of users is
decreased by 50% approximately in comparison with the previous experi-
ment in Figure 6.19. In summary, all of these indicators suggest significant
improvement in the performance of SUT.
6.8 Conclusions
In this chapter, we have presented a tool-supported approach for model-based
performance testing. Our approach uses PTA models to specify the prob-
abilistic distribution of user types and of actions that are executed against
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the system.
The approach is supported by the MBPeT tool, which has a distributed
scalable architecture, targeted to cloud-based environments allowing it to
generate load at high rates. The tool generates load in online mode and
monitors di↵erent KPIs including the resource utilization of the SUT. It can
be run both in command line and in GUI mode, respectively. The former
facilitates the integration of the tool in automated test frameworks, whereas
the latter allows the user to interact with the SUT and visualize in real-time
its performance depending on the number of concurrent users.
Using our modeling approach, the e↵ort necessary to create and update
the user profiles is reduced. The adapter required to interface with the SUT
has to be implemented only once and then it can be reused. As shown in the
experiments, the tool allows quick exploration of the performance space by
trying out di↵erent load mixes. In addition, preliminary experiments have
shown that the synthetic load generated from probabilistic models has in
general a stronger impact on the SUT compared to static scripts.
We have also showed that the tool us su cient enough in finding per-
formance bottlenecks and that the tool can handle large amounts of parallel
virtual users. The tool benefits from its distributed architecture in the sense
that it can easily be integrated in a cloud environment where thousands of
concurrent virtual users need to be simulated.
Future work will be targeted towards improving the methods for creating
the user profiles from historic data and providing more detailed analysis of
the test results. So far, the MBPeT tool has been used for testing web
services however, we plan also to address also web applications, as well as
other types of communicating systems.
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Abstract–Cloud computing has opened the path to more on-line service
oriented business models. Customers are interacting with enterprises’ digital
systems trough a multitude of interfaces. We regard each of these possible
interfaces as a communication channel. When an organization owns multi-
ple systems with each its own communication channels, a user might get a
fragmented experience and use of the channels is likely sub-optimal. From
our past research we will summarize a basis for a communication framework
and how measuring quality of the semantic models in that framework can
be achieved. Then we give a compact overview of techniques we proposed to
process the knowledge extracted from high velocity communication streams,
i.e. Big Knowledge, using a system which borrows concepts from biologi-
cal evolution. From our current research focus, we present techniques which
should help to reach a good user experience. We mainly look at how we could
filter out unwanted messages and how we could make recommendations to
users who might be interested in certain types of messages. Finally, we will
suggest user interfaces for the proposed solutions.
Keywords-Cloud computing, communication, semantic web, big knowledge.
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7.1 Introduction
In this chapter we present the current state of the achievements in the Cloud
Communication Service business case which is part of the Cloud Software
Program [12]. The results presented here summarize prior published work
and extend it with our current e↵orts.
The idea behind the Cloud Communication Service (CSS) is to solve prob-
lems which arise when communication oriented cloud services interact with
customers and other systems. The components needed for this communica-
tion are typically replicated amongst the di↵erent systems which are in use
by an organization. These components often work strictly in parallel, not
allowing for any flow of information from the one to the other. The overall
result is that the systems will not make e cient use of the available com-
munication channels and the customer will realize this fragmentation when
interacting with the company. One example could be a customer who has
bought a new smart phone. When this person contacts the help desk with
a certain problem at a later point, it would be helpful if the person who
answers this request can help with knowledge about previous interactions.
It would also be beneficial to know, or not have to care about, the way this
customer prefers to be contacted. A broader analysis of the problem and
potential benefits of solving it was given by Nagy [14], we will summarize its
main points below. During previous research we have also devised a basic
multi-channel communication framework for solving part of above mentioned
challenges. [13] In parallel, we have started to build a model for evaluation
of the quality of the ontologies used in this system. [6] We also worked on
a way to extract the core information from the stream of data, which the
system has to process at high velocity. [10] In this chapter we will give an
integrated view on these parts and extend with our current work on human
interaction.
The chapter is structured as follows: first, we introduce a business sce-
nario in which the Cloud Communication Service would function. Then we
give an overview of the past work followed by our current e↵orts. Finally,
we present some of the user interfaces which were developed for the Cloud
Communication Service.
7.2 Business Scenarios
In modern society, on-line shopping and cooperating are major trends in busi-
ness. To buyers, it brings plenty of benefits, such as convenience and lower
prices due to increased global competition. To companies, on-line shopping
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stimulates the activities of business, which can now sell on the global market
to customers who were unreachable before. The on-line trade has however
introduced a new challenge, namely the lack of communication and compre-
hension towards customers. For example, certain buyers do not plan to buy
more as a single item from your web shop. In a face-to-face situation, the
shopkeeper could advise the customers other related products or guide them
to relevant services. This is more di cult in an on-line sale and many com-
panies have spent great e↵ort towards the delivery of targeted advertisement,
often based on customer preferences and shopping history.
Further, customer buying processes have evolved to utilize the modern
variety of channels available. This has made understanding customers and
providing consistent customer service and communication more challenging.
When thinking about the interaction with customers, they must be put at
the core. Then, the channel and content selection has to be based on the
individuals’ profile which includes their settings and history of previous inter-
actions. One of the goals is to reduce negative emotional e↵ects to customers,
such as these caused by trash mail.
An example scenario of a dynamic and customer focused communication
would be a shopper wanting to buy a new TV. He is a member of an electronic
retail chain’s customer program. He then seeks information on the store
website and downloads a brochure. Then he goes on and asks for referrals
from social media websites. During the purchase process he starts receiving
more TV focused ads in the newsletter and promotional discounts. The
on-line website gets personalized for a more convenient shopping experience
around topics of interest. And if he finally decides to go to store to make the
actual purchase, he also receives suggestions relevant to his needs. After the
purchase process he receives a simple feedback query from the company by
SMS asking the customer about his experience with service and whether he
would promote the shop to his friends.
In this example case, the complete buying process was made relevant with
coordinated utilization of several channels:
1. Social Communication website followers
2. Surfing on-line on the web shop
3. An SMS notification
4. A newsletters via electronic or postal mail
We suggest that to achieve consistent multichannel customer dialog the
company should:
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• manage content for multiple channels; ranging from encountering the
customer in person to digital channels with varying capabilities,
• split the content to atomic pieces for it to be possible to dynamically
draw the finally delivered content based on the customer needs and
channel choice,
• understand customer behavior and interaction in di↵erent channels to
coordinate customer contacts and generate customer insights,
• instead of providing a set of static messages draw relevant content
blocks to match customer interaction points, and
• measure how well di↵erent operations help to reach the goals set by the
company.
These topics map to research questions related to:
• automated understanding of messages to increase the throughput in
the system without losing quality,
• Big data related issues when trying to understand and measure behav-
ior,
• the definition of a communication framework including messaging, pro-
file management, and content and channel selection,
• Recommender Systems to handle dynamic content creation which ben-
efits from similar tasks in the history of the system.
The research and development e↵ort in cloud communication service tries to
address these challenges. Some research results regarding these topics can
be found in the next sections.
7.3 Past work
Up till now three main facets have been investigated. First, we created a
framework to handle the complexity of the communication system. This
framework is summarized in subsection 7.3.1. Then, we looked at how we
can define quality of an ontology which is one of the building blocks for the
framework. This e↵ort is described in subsection 7.3.2. Finally, a book chap-
ter [10] about evolving knowledge ecosystems for big data understanding was
published. That chapter encompasses several facets related to this research
topic. An overview of these topics can be found in subsection 7.3.3.
Cloud Communication Service 231
7.3.1 Framework
The results of the main e↵ort towards solving some of the issues of the multi-
channel communication problem can be found in the framework paper by
Nagy [13]. At the current moment there is no complete implementation of
the framework. Rather, the theoretical framework is used as a guideline for
further extension of the current implementation described in section 7.5.
An overview of the framework can be seen in Figure 7.1. The structure
consists of two main building blocks. The first one, the knowledge base,
is depicted in the grayed box and is divided in several ontology fragments
and sub-knowledge bases. The second one, the message conversion engine, is
responsible for handling incoming and outgoing messages.
The ontology in the knowledge base is subdivided in 5 parts: the customer
ontology to model users and the way they can be contacted, the action on-
tology used for the description of high level goals, the message ontology used
for the classification of messages, the commodity ontology used to described
goods and services, and finally the channel ontology used for classifying chan-
nels and their properties. These ontologies are defined as part of the frame-
work. The article identifies that the ontology can be expanded depending on
specific business needs. Further arguments for the use of ontologies from the
original framework proposal [13] include:
Expressiveness: When using ontologies it is possible to represent the con-
cepts of the framework and the ones from the business domain using
the modeling language. Ontologies also allow for later extension when
the business needs change.
Soundness and completeness: Several languages for ontologies have been
formalized. These formalizations include ways to deduce new infor-
mation from existing facts. This deduction, also called reasoning, is
sound, i.e., correct and also complete, i.e., all facts which can be found
will be found.
Computational complexity: The sound and complete reasoning happens
with a reasonable computation complexity.
Tool support: There are several mature tools available for ontology design,
management and reasoning.
The message conversion engine first converts messages templates into
abstract messages. A message template is like a blueprint for a message and
contains placeholders for information which the engine will fill. The engine
then chooses a destination channel and the abstract message is converted to
a concrete message with a structure depending on the destination channel.
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Figure 7.1: Multi-channel communication framework overview (Picture
credit: Michal Nagy)
7.3.2 Quality of an Ontology
When creating an ontology, there are numerous ways of defining its quality.
The main contribution of the work performed in the frame of the Cloud Com-
munication Service is that it states the finding of an ontology with the highest
quality possible as a Context-dependent dynamic multi-objective optimiza-
tion problem. [6] A minor contribution is the recognition of fuzzy ontologies
as a way to state inexact knowledge.
First, we discussed di↵erent features of an ontology as can be found in
the literature. These features include coverage, cohesion, and coupling which
are metrics representing how well concepts and relations between them are
covered, how well concepts in the ontology belong together, and how strong
the linking between this and external ontologies is, respectively.
These features can be measured from a given, possibly fuzzy, ontology.
When the features are combined with the context in which the ontology is
used, it is possible to state a quality of the ontology. The context comprises
many factors. Examples include the performance when used in a system,
the memory needed, how easy it is to scale the ontology, and how well it
integrates into frameworks and interfaces.[1]
Next, the article shows that the quality of an ontology can not always
be considered to have a single dimension only. This because of the fact that
there is no total order on the quality of an ontology in a context. Therefore,
it is necessary to consider the search for an optimal ontology for a given
context as a multi-objective optimization problem.
The article then defines the optimization problem as follows:
First, opt0(F (t)) was denoted to be the optimization problem with func-
tion F (t)1 and constraints F (t)2. Let C be the set of contexts, O be the set of
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ontologies and Q be the set of qualities. Now we can define the optimisation
as:
Definition The function sol is the solution of the context-dependent dy-
namic multi-objective problem of finding an optimal ontology for a given
context , sol : C ! O and sol(c) = opt0(F (c))
Where F (C)! (O ! Q) a function which maps the context c to a function
which incorporates the context when evaluating the quality of an ontology
and its associated domain.
7.3.3 Cloud Communication System as a Big Data
Problem
When the Cloud Communication System is used to handle the complete flow
of information in an organization, the amount of data handled becomes such
that it will he hard to process with current technology. However, we would
like our system to even make sense of all the data it processes. Hence, we
arrive in the field of Big Data analytics. According to Fisher et al. [11]
“Fundamentally, big data analytics is a workflow that distills terabytes of
low-value data (e.g., every tweet) down to, in some cases, a single bit of
high-value data (Should Company X acquire Company Y? Can we reject the
null hypothesis?). The goal is to see the big picture from the minutia of our
digital lives.”
Our previous work [10] looked at how to solve the problem of handling
streams of tokens arriving at high rate and altogether representing a huge
amount of data. The system described in this chapter is a concrete example
of such a system. In the following subsections we will, based on the previous
work, describe the balance between volume and velocity, how big data can
lead to big knowledge, and how a system inspired by the mechanisms of
natural evolution could provide a solution.
Volume vs. Velocity
Volume, the size of the data, and velocity, the amount of time allowed for its
processing are clearly the main factors when talking about Big Data. Both of
them manifest themselves when a high number of messages has to be handled
within a reasonable time. When the system tries to extract information or
knowledge from the data it does this e↵ectively if no important facts are
overlooked, i.e the analysis is complete, and the facts found are useful further
inference, i.e they are expressive and granular. The ratio of the e↵ort the
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system spends on finding a given result to its utility can be interpreted as the
e ciency of the system. Note that when one tries to improve the e↵ectiveness
of the system, the computational complexity will be increased and hence the
e ciency of the system might drop. Hence, if we would like to make a deeper
analysis of the message stream, we would have a less e cient system.
Big Knowledge
When we have a vast amount of data and try to extract all knowledge from
it, we might end up with an unmanageable amount. From that observation
we identified some aspects which should be taken into account while working
with Big Data. We called this approach 3F+3Co which stands for Focusing,
Filtering, and Forgetting + Contextualizing, Compressing and Connecting.
It should be noted here that these terms are not novel in the sense that they
have been used in di↵erent domains and interpretations, see for example [8].
We gave an occasionally overlapping meaning to each of these terms in the
context of Big Data analysis as follows.
Focusing is mainly concerned with the order in which the data is processed.
An optimal focus will only scan the data which is absolutely needed to
come to an answer for the question which is at hand and will hence lead
to a higher e ciency. This facet will most likely play a less significant
role in the messaging system since the data is arriving continuously and
hence the focus will most likely be on the information which freshly
arrives to the system.
Filtering is ignoring anything which is, hopefully, not of importance for
future analysis. We use hopefully since deciding whether information is
relevant or not can in most cases not be done with a hundred percent
certainty. One way to filter is to only focus on specific features of the
data, which also reduces the variety and complexity of the data. Similar
to the focusing perspective, it is not possible to make the filter upfront
since it is not feasible to accurately guess the future data.
Forgetting is a further step from filtering where data or knowledge derived
from it is completely removed from the system. This trashing can
remove potentially valuable information. It is very di cult to decide
which part of the data can be removed. In the work which we did
around Evolutionary Knowledge Systems (see section 7.3.3), we use
the technique of “forgetting before storing ”. This means that there
has to be reason before anything is stored at all in the knowledge base.
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Contextualizing comprises not only the change of sense of statements in
di↵erent contexts, but also judgments, assessments, attitudes, and sen-
timents. There are various facets which contribute to the context of
data. Examples include the origin of the data, the tools used, and the
place in which the result will be used.
Compressing stands for both lossy and lossless compression. Where lossy
compression is similar to Forgetting which was discussed above. The
lossless compression might be very e↵ective because the high amount
of data leads to a high probability that repetitive or periodical patterns
are present.
Connecting can be done if information is added to an already existing body
of data. The whole body is build incrementally. The benefit of linking
the data before processing it further is that data and knowledge mining,
knowledge discovery, pattern recognition, etc can be performed more
e↵ectively and e ciently. A good example of this connecting used for
building an index of the world wide web can be found in [16].
Evolving Knowledge Ecosystems
When messages arrive to the CCS, the system tries to forward messages,
which is still in abstract form, to the correct receivers over the preferred
channel. These includes both inbound and outbound messages. The ac-
tual content is, however, likely to evolve over time due to many external
factors. Examples include the variation in activity of customers or the com-
pany using the system, the economical situation, the season, and so on. To
anticipate these changes the CSS should be able to change its inner work-
ing, if possible automatically. In the chapter [10] we proposed an Evolving
Knowledge Ecosystem which is able to adapt to changes in the environment.
This Ecosystem would, when implemented, assist in the understanding of
the external world. It should, again, be noted that the proposed system is
more general as the parts which could be used in the CCS. In this section,
however, the focus will be on the relevant parts.
The core idea behind the Ecosystem is that
The mechanisms of knowledge evolution are very similar to
the mechanisms of biological evolution. Hence, the methods and
mechanisms for the evolution of knowledge could be spotted from
the ones enabling the evolution of living beings.
Starting from this idea, we derived that we could model the knowledge evo-
lution inside the system using ideas from natural evolution. One of the core
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ideas is that, similar to the idea of natural selection proposed by Darwin [7],
knowledge which is more fit for its environment, has a higher chance to sur-
vive as less fit knowledge. The environment here is formed by the incoming
information to the system. The following concepts, borrowed from mod-
ern evolutionary biology, were further elaborated in relation to the system
which processes a stream fo incoming messages. They are also illustrated in
Figure 7.2.
Knowledge organism (KO) are the components which carry all knowledge
in the system. They are an analog to living beings in nature.
Environment is the place where the KO reside. The environment is limited
in resources and hence only KO which can consume the resources avail-
able can survive in the given place of the environment. These places
are called environmental contexts.
Knowledge genome is the part of the KO which represents its termino-
logical component, also called Terminological Box or TBox [15].
Knowledge body is the assertional component of the KO. It is similar to
a ABox [15] with an ontology from the knowledge genome.
Knowledge tokens are influences from the environment, comparable to
mutagens in evolutionary biology. These mutagens come either from
analysis of the message streams or are excreted by a KO. They can
then subsequently be consumed by a KO if that KO has capability to
consume it, i.e. has a knowledge body which has enough similarity to
the token.
Morphogenesis is a change in the knowledge body of a KO caused by the
consumption of knowledge tokens.
Mutation is a change in the knowledge genome of a KO, which in most
cases, leads to a change in the knowledge body.
Recombination is a process in which two or more KOs are combined into
a new KO. This entity has a knowledge genome composed of parts of
the parents. The newly created KO might be, but is not necessarily,
more fit to the environment than any of its parents.
Excretion is a process by which a KO can expose of parts of its knowledge
body or genome. These unused parts will be placed in back in the
environment.
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Figure 7.2: A Knowledge Organism: functionality and environment. Small
triangles of di↵erent transparency represent knowledge tokens in the environ-
ment consumed and produced by KOs. These knowledge tokens may also
referred to as mutagens as they may trigger mutations. (Picture credit: [10])
7.4 Human Interaction
As we mentioned above, the 3F, focusing, filtering, and forgetting, was used
earlier in di↵erent contexts. One of them is the context of management [8]
where the terms are used as techniques to cope with the information overload
which many people experience in our modern society. We did not investigate
how much information the Cloud Communication System can send to its
users before they would get a negative feeling about the system or perhaps
about the company using it, which more of a social science topic. (See for
instance [2]) We however want to look at how we can reduce the amount of
times the user is contacted by the system, leading to a reduction of the load
on humans interacting with it.
We looked into several techniques which have been used in other fields
before. In the following subsections, these are described in the context of the
system we are designing. First, we look from the perspective of Information
Filtering and Recommender systems. Then we discuss filtering techniques
which can be applied. The overall idea is that the CCS filters content out
when it is irrelevant and merges what is related.
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7.4.1 Information Filtering and Recommender Sys-
tems
Generally speaking, Information Filtering (IF) is a technique which could be
used to automatically remove or add information according to preferences or
behaviors. An IF system could be used to perform tasks like the creation
of abstracts, the classification of information, and summarization. Also, IF
primarily deals with unstructured or semistructured data, its most common
use case is the classification of e-mail. [3] An Information Filtering system
has a mediator role between the resources and its users.
There are several issues which could be solved using Information Filtering,
like for instance finding a good route for messages which pass trough the
system, removal of unwanted messages like spam, and the classification of
messages based on their meta-data.
Recommender systems are a specific type of Information Filtering systems
which can, given a set of items, propose other related items. This type of IF
has been proposed in the mid-’90s [18] and is commonly used to o↵er on-line
shoppers suggestions based on their shopping history and what other similar
customers bought. Another example is the articles proposed to readers in
accordance with the interests set on their profile page. In our system we
could use this type of system finding related messages which could be merged
together, finding users with similar interest to target messages correctly, and
finding users with similar requests or history in order to correctly route a
new incoming request in an optimal way. The framework which we proposed
in section 7.3.1 uses semantic storages for all data in the system. Using
recommender systems in combination with this kind of data stores has been
studies in [19].
Information Filtering and specifically Recommender Systems can use sev-
eral filtering techniques. They can be roughly divided into Content-based
Information Filtering, which takes mainly the content of an individual item
into account while filtering, and Collaborative Information Filtering, which
looks at similar context for the query, like for instance users with similar
interests as the current user. There are also approaches which combine both
techniques. A good introduction to the topic can be found in [17]. These two
classes of filtering techniques are further elaborated in the next subsections.
7.4.2 Content-based Information Filtering
Content-based Information Filtering uses mainly attribute of items while
searching for recommendations. For example, if a visitor of the NBA.com
website has read a number of articles related to the Lakers basketball team,
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then the system could suggest articles from the database which are tagged
with the ‘Lakers’ tag.
A content-based filtering system often uses a search profile which contains
characteristics of the interests, in other words, it tries to relate properties of
items with factors found in the search context. In our message merging case,
we could use this technology to filter incoming and outgoing message. The
incoming messages could be filtered based on similarity with customer profiles
in the database and when an outgoing message is sent to a more abstract
receiver, we could limit the actual reception to the interested parties only.
Most likely, these use cases would also benefit from collaborative filtering
described in the next section.
7.4.3 Collaborative Filtering
Collaborative information filtering o↵ers suggestions according to similarity
between users and items. Software like email, calendar and social bookmark-
ing often make use of this type of techniques. [4]
Traditionally, collaborative filtering is used to gather and analyze infor-
mation from users’ behaviors instead of using properties from items, in other
words, it is utilized to measure similarity between items by taking other users’
preferences and actions in relation to the items into account. [17] For exam-
ple, collaborative filtering could be explained as follows. If the preferences
or characteristics of a single user X are similar to the ones of the members of
a user group A, then the system will to recommend items to user X if they
have been appreciated, i.e. bought, used, read, and so on, by the members
of the group A. In our Cloud Communication Service, the message merging
will probably benefit from the use of this technique. We could, for instance,
add or propose users to groups and decide what the content of a message is
about based on similarity between its sender and other users of the system.
7.4.4 Knowledge Based Recommendation
Recommender systems are usually classified into categories based on the
technique used. Besides the content based and collaborative type introduced
above, there is another type, namely, the knowledge based recommender sys-
tem. This type of recommender system firstly sets up a knowledge foundation
which consists of a model of the processed items.
This model can, for instance, consist of users, business items, etc. The
system then makes recommendations through reasoning with the data com-
bined with the model. If, for instance, users and items are matched or certain
requirements are fulfilled then matching items are proposed.[5] According
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to [9] Knowledge based recommendation should be preferred in marketing
over other recommender systems. Some features of this type of recommender
system include
1. Simplicity: a large amount of data is not necessarily required in the
knowledge based type.
2. Quickness: new users with a detailed personal profile could receive
recommendations at once.
3. Humanity: the system knows what the user needs and why the user
needs this item.
A concrete example would be a system which matches users with products
which are for sale in a web shop. A new customer fills a short questionnaire
during his registration on the website. From these data preferences are ex-
tracted and stored in a profile in the database. This step is called data
collection. Next, there is the knowledge foundation. This knowledge founda-
tion will contain the products and their associated tags. The tags are given
in accordance with the products’ attributes and popularity.
With the Knowledge Foundation and the profile information in place it
is possible to generate recommendations for the customer. This recommen-
dation process is often augmented with the visiting record of the customer.
7.5 Implementation and User Interfaces of the Cloud
Communication System
As mentioned in the introduction, the primary goal of the cloud software
program is to improve the performance of the Finnish industry. Therefore,
in parallel with the e↵orts to create scientific artifacts related to the business
case, we also worked on a concrete implementation of at least part of the
ideas. The scientific parts, including the theoretical framework, described
above are used as guideline for further extension.
In this section we show some of the user interfaces for channel preference
management and multichannel communication coordination which are in use
in the application which is under development at Steeri Oy.
An abstract overview of the components of the service are depicted in
Figure 7.3. The framework described in section 7.3.1 overlaps greatly with
the service presented here. A short description of its key elements follows.
The Outbound communication service enables dynamic content creation.
It is also used to set channel specific tracking mechanisms. In section 7.4.1
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Figure 7.3: Overall architecture
information filtering and recommender systems were discussed. These tech-
nologies aim at improving the experience the customer gets from the Out-
bound communication service.
The Inbound communication service maps the incoming communication
to the right customers and communication rules. It is in this component
where the techniques described in sections 7.3.3 can be used in the future.
The automatic recognition of the meaning of the messages could improve the
handling e ciency and its correctness.
The Mule Enterprise Service Bus (ESB) 1 and Channel implementations
are technical tools for implementing the set of interaction channels. Thus,
they play a key role in the service, but contain only little or no logic at
all from the communication perspective. The logic resides at the level that
understands the customer behavior, communication rules and is able to relate
the dialog conducted to a specific set of company goals and plans.
To be able to orchestrate the communication with the customer a set of
dialog planning and coordination tools has been devised. The key part of
1http://www.mulesoft.org/
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Figure 7.4: Defining web content from content blocks
these tools is the Content service, which enables writing channel independent
and specific content blocks. The Content blocks relate to specific objectives
the company has for its communication. They can, for example, provide
o↵ers for customers, inform about new services, or suggest ways of utilizing
purchased products. The actual implementation could range from a short
text message delivered to the mobile phone to a full story on how to present
the information in a phone call. A user interface for the definition of web
content for a Content Block is shown in Figure 7.4.
Using the Business rule service the company can define communication
plans, i.e. it can create rules about situations in which it wants to take
actions and define which customers should be involved. An example of how
a business rule could be created can be found from Figure 7.5. These rules
can be applied upon actions and communication from the customer or they
can be instigated by goals the company wants to proceed in general.
The dialog planning service provides means for defining the multichannel
communication process. It connects business rules and content together, and
also enables the definition of the steps in the communication process. Each
step may have its own rules. An interface for editing the communication
steps can be seen in figure 7.6. Di↵erent actions can be performed depending
on the communication channel as shown in the screenshot in Figure 7.7.
The dialog planning service also provides tools for customer preference
management and managing communication rules from a specific customers
point of view. Managing customer preferences may take place on channel
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Figure 7.5: Interface for the query phase of a business rule. This query
consists currently of two phases: In the first phase all persons which have
been created 6 months ago (@ThisMonth-6) are added to the result set. In
the second phase all persons who have a transaction amount greater as 0 are
removed.
level and based on the type of communication topics one is interested in.
The customer is responsible for prioritizing topics of interest and opting in
to optional customer care processes. Customers also have the possibility to
cancel their subscription to mailings they do no longer which to receive.
Communication plans are run at a scheduled interval. As a result, it is
possible to show which customers will receive which information based on
their current profile and behavior, as well as the communication rules. As
in shown in Figure 7.8, it is possible to see which planned actions would
be targeted to which customers in the future. Furthermore, it is possible
to define rules for managing future conflicts like for instance overwhelming
the customer with too many messages, possibly handling conflicting o↵ers in
di↵erent channels, etc. . . This is illustrated in Figure 7.9. The techniques used
here are concrete examples of the methods for filtering and recommendation
described in section 7.4.
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Figure 7.6: An interaction template for di↵erent communication steps and
conditions
Figure 7.7: Defining actions to di↵erent channels
Figure 7.8: Future communication view from one customer’s perspective
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Figure 7.9: Conflict manager UI for managing communication hygiene rules
7.6 Conclusion
Enterprises have often a multitude of systems in place to communicate with
internal and external partners, like customers, students, and employees. The
communication is usually fragmented over these systems and it is hard to
obtain an integrated communication experience. In order to get closer to this
target, we proposed the Cloud Communication System (CCS). This system,
which is delivered as a SAAS, uses cloud computing technologies and has
been elaborated in the frame of the Cloud Software Program.
In this chapter we presented some of our previous research topics. First
we showed a general framework for the communication system which uses a
semantic data storage to integrate the data which flows trough the system.
Then, we discussed how the finding of an ontology with an optimal quality
can be defined. This ontology would be stored in the semantic data storage
as defined in the framework. Finally we discussed the CCS as a Big Data
problem which works on streams of data with a high velocity and propose an
Evolving Knowledge Ecosystem to manage the data stream. The knowledge
which the system collects from this stream should be kept within feasible
limits. We proposed several approaches to limit the amount of stored knowl-
edge which we refer to as 3F+3Co. This abbreviation stands for by focusing,
filtering, and forgetting + Contextualizing, Compressing and Connecting.
The core idea behind the Evolving Knowledge Ecosystem is that we can
use methods similar to the mechanics of biological evolution for managing
knowledge which dynamically changes over time, i.e. which evolves.
From our current research focus we showed our work on human interac-
tion with the system by showing how research in Information Filtering and
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Recommender Systems can help us to solve specific problems in the CCS. In
the last section we showed a selection of user interfaces for the management
of communication.
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Abstract–Application stores have played a crucial role in the proliferation of
applications for smartphones and other mobile devices. However, web-based
mobile applications are challenging the application store model by allowing
developers to directly reach the end users. These web-based applications are
enhanced by the HTML5 standard, which provides additional capabilities for
the use of developers and brings the performance of mobile web applications
closer to that of native applications. In this chapter, we analyze the potential
of HTML5 and identify drivers and restraints that a↵ect the future of the
technology.
Keywords-HTML5, application store, web application.
8.1 Introduction
Today’s mobile phone landscape is increasingly dominated by smartphones
with advanced computing capabilities and features. Smartphone sales sur-
passed feature phone (normal phone) sales for the first time in the second
quarter of 2013, with smartphone sales accounting for almost 52% of all mo-
bile phone sales worldwide [24]. In the United States, the number of smart-
phone users already exceeded the number of feature phone users in May 2012,
with two thirds of new users choosing smartphones [35]. Currently, the ma-
jority of smartphones are sold in emerging markets, with Asia/Pacific which
are forecasted account for 65% of all smartphone sales in 2013 [29]. This
increase in the technical capabilities of mobile phones has coincided with a
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proliferation of applications available on these devices. In fact, the main sell-
ing point of mobile phones has changed from the hardware capabilities of the
devices to the applications they can run. A significant reason for the abun-
dance of mobile applications has been the emergence of application stores.
Application stores have simplified the process of finding and installing the
applications for the end users, increasing the demand for mobile applications.
In addition, a more open policy by device manufacturers has allowed small
developers and hobbyists to develop and publish their applications for mobile
devices, thus increasing the supply of mobile applications.
The application store model works with native mobile applications, which
are downloaded into the user’s mobile phone and stored and executed locally.
Native applications can fully use the capabilities of the mobile devices, re-
quire no Internet connectivity, and can be distributed through the application
store, leading to increased visibility among the end users. However, there are
certain problems with the native application model. First, the mobile space
is fragmented and native applications are tied to a specific platform (such as
Apple’s iOS or Google’s Android). As a result, a mobile developer targeting
a larger user base has to create applications for many di↵erent operating
systems (OS), significantly increasing the time and resources required in ap-
plication development. Moreover, fragmentation is an issue even within a
single OS, as new versions of an OS may not support old applications. Sec-
ond, application developers are tied to the revenue sharing terms set by the
application store provider. These terms (typically a 70/30 % split for the
developer) may not be suitable for all developers and all applications. Third,
while the performance of mobile devices has increased, native applications
are still limited by the constraints of the devices such as limited computing
resources and battery power.
These issues can be partially addressed by using web-based mobile appli-
cations instead of native applications. OS fragmentation can be addressed
if the user can access the web-based application through a standard mobile
browser, forgoing the need for the developer to tailor the application to each
platform. Web-based applications can also bypass the revenue sharing con-
straints of application stores, with the developer establishing a direct billing
relationship with the end user. In addition, the Mobile Cloud Computing
(MCC) model can help address the hardware limitations of mobile devices by
running a part of the computation in the cloud. MCC can be used with pure
web applications [31] or with native applications, the processing of which is
partly o✏oaded into the cloud [30]. MCC is also sometimes used to describe
a mobile device cloud [39], in which mobile devices form a cloud by pooling
their resources.
Web-based mobile applications are enhanced by the HTML5 standard,
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which provides some of the features from traditional desktop-style software
to the browser. HTML5 is currently being developed by two standards bod-
ies, the Worldwide Web Consortium (W3C) [49] and the Web Hypertext
Application Technology Working Group (WHATWG) [27]. Both standards
are still in a draft stage, with the WHATWG standard being the more fast-
changing or fluid of the two. Support for HTML5 is predicted to grow from
336 million mobile phones with HTML5 browsers sold in 2011 to one billion
sold devices in 2013 [42], while further estimates put the number of mobile
phones with HTML5 browsers in 2016 to 2.1 billion devices [1]. Among
notable recent developments for the HTML5 technology is Mozilla’s new op-
erating system for mobile devices called Firefox OS [33], which has HTML5
and web technologies at its core. There are no native applications in Firefox
OS, because all applications in the operating system are web applications.
In this chapter, we used exploratory research to examine the HTML5
technology and evaluate its potential. Our research goal was to identify
drivers and restraints that a↵ect the technology evolution of HTML5.
We based our work on general literature of HTML5, which was chosen
by identifying academic articles focusing on HTML5 and mobile applications
from databases ScienceDirect, ACM Digital Library, ProQuest ABI/Inform
Complete, IEEE Xplore Digital Library, JSTOR, EBSCO Business Source
Complete, and Google Scholar. Due to the scarcity of academic articles ad-
dressing HTML5 and mobile applications, we supplemented this material
with an expert interview with a representative of a large European mobile
network operator and with a more general web search. In order to avoid
becoming overwhelmed with the available data, we used our own research
framework as a research focus [16], basing the research framework on rele-
vant existing business literature. We analyzed the literature using the re-
search framework, which allowed us to classify the data within the di↵erent
dimensions of the framework. These dimensions were then compared with
the research target, which produced the drivers and restraints of HTML5
under each dimension.
The remainder of the chapter is structured as follows: Section 8.2 de-
scribes the framework and its theoretical background and Section 8.3 provides
an overview of the HTML5 technology and Firefox OS. We analyze HTML5
using the framework in Section 8.4, summarize and discuss the results in
Section 8.5, and give our conclusions in Section 8.6.
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8.2 Theoretical Background
8.2.1 Technology Evolution
Industries evolve through a sequential development of technology cycles.
These cycles are initiated by technological discontinuities [4] that emerge
through scientific advance or through a unique convergence of existing com-
plementary technologies, which eventually substitutes existing products [3].
At some point, diminishing returns begin to surface as the technologies start
to reach their limits and new, substitute technologies emerge [4]. The threat
of substitute products depends on several factors including relative price,
new features and added value, performance, and switching costs [38].
The success of many new entrants has lead to coining a phenomenon
called the ”attackers’ advantage”. This term refers to those new entrants who
are better than the incumbents in developing and commercializing emerging
technologies because the new entrants are smaller in size, have limited path-
dependent history, and are not commitment to the value networks of the
previous technology [10, 23]. New entrants can be successful despite the
incumbents’ greater resources and experience with the existing technology.
However, industries have barriers to entry, which protect the profit levels
of the incumbents and hinder the market entry of new entrants. Barriers
to entry are unique to each industry and include factors such as cost advan-
tage, economies of scale, brand identity, switching costs, capital requirements,
learning curve, regulation, access to inputs or distribution, and proprietary
products [38].
Christensen [9] states that the incumbents improve their technological
performance on an existing trajectory and finally exceed even the most de-
manding customers’ needs. Simultaneously, new, more cost-e↵ective tech-
nologies are developed by new entrants, first for the needs of the customers
of other industries. These new technologies start to increase their market
share among less-demanding customer segments and will later enter the ex-
isting mainstream market. Christensen refers to these technologies and the
related innovations as ’disruptive’, which can be seen as an extension to the
concept of technological discontinuity. Similar to technological discontinu-
ities, disruptive innovations significantly change the current market struc-
tures, customer usage patterns, and value propositions. If the markets of
disruptive technologies develop fast, new entrants gain advantages due to
economies of scale. If the development is slower, the incumbents will have
more time to react on the new entrants.
Rogers [40] considers the most important factor a↵ecting innovation dif-
fusion to be the relative advantage (price and performance) over competing
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technology substitutes. Among other factors highlighted by Rogers, triala-
bility relates to how easily the product can be experimented with. Easy tri-
alability for the early adopters enhances the di↵usion of an innovation. This
is also supported by Gaynor [26], who emphasizes the importance of experi-
mentation, especially in times of great market uncertainty and Thomke [48],
who stresses the role of experimentation with new technologies.
The product platform is a concept that allows a company to build a
series of related products around a set of common components [32]. An in-
dustry platform di↵ers from a product platform in that these components
are likely to come from di↵erent companies called complementors and that
the industry platform has relatively little value to users without these com-
plements [25]. Eisenmann, Parker, and Van Alstyne [17] define platforms
as products or services that bring together two distinct groups of users in
two-sided markets. They consider four di↵erent roles in platform-mediated
networks: demand-side platform users (end users), supply-side platform users
(complementors), platform providers (users’ primary point of contact with
the platform), and platform sponsors (who determine access to platform) [18].
Platform openness can di↵er for each role, leading to varying strategies for
managing openness.
8.2.2 Research Framework
Based on the above literature review on technology evolution, we created the
following framework for the empirical part of this study. The most impor-
tant factors a↵ecting the technology evolution of HTML5 are summarized in
Table 8.1. The ’Added value’ category emphasizes the value of the HTML5
technology over existing solutions and focuses on the viewpoints of the main
actors end users and application developers. Relevant theoretical concepts
in this dimension are added value [38] and relative advantage [40]. ’Ease of
experimentation’ concentrates on the ability of developers to adopt HTML5
and to use the technology to create new applications and services. Relevant
theoretical concepts include trialability [40] and experimentation [26, 48].
The category ’Complementary technologies’ examines supporting tech-
nologies, which can be especially important in the emergence of technologi-
cal discontinuities [3] and in the case of platforms [18, 25]. ’Incumbent role’
focuses on the roles of major incumbent actors, including device manufactur-
ers, mobile OS providers and mobile network operators. This dimension can
be especially relevant when considering the e↵ect of new entrants [23] on the
market, particularly in the case of disruptive innovations [9]. ’Technological
performance’ compares the performance of HTML5 to substitutes, which re-
lates to the concept of a su cient level of performance [38, 40]. The chosen
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Table 8.1: Research Framework
Dimension Meaning
Added value The relative advantage over existing technolo-
gies
Ease of experimentation The threshold of end users or third parties (de-
velopers) to experiment with new services
Complementary technologies The interdependence between complementary
technologies
Incumbent role The product strategy of existing players
Technological performance The performance or capability of the technol-
ogy
categories were considered especially useful for a developing technology and
the categories arose from both the literature on technology evolution and
HTML5.
8.3 Technology Overview
8.3.1 HTML5
HTML5 is both an evolution of the previous HTML version, but also a re-
sponse to the change in the way that content is used and viewed on the
web. Application developers providing multimedia-rich and interactive ser-
vices have previously relied on solutions provided by third parties, primarily
Adobe Flash, and to a lesser extent, Microsoft Silverlight. HTML5 stan-
dardizes some of the core aspects of the previously mentioned technologies,
allowing the browser to directly provide those features without the need for
additional drivers or plug-ins. These new capabilities also bring HTML5-
based solutions closer to the traditional realm of desktop or native appli-
cations, thus lowering the barrier between the traditional and web-based
solutions [44].
Although HTML5 is a standard itself, it is also used as a blanket term for
other related technologies such as Cascading Style Sheets version 3 (CSS3)
and JavaScript (JS). Roughly speaking, HTML5 is used for content, CSS3
for presentation and JS for defining the behavior of the other two.
Table 8.2 contains a selection of the most relevant features when consid-
ering using HTML5 on mobile devices.
Mobile applications built on HTML5 usually rely on di↵erent frameworks
for cutting down development time and cost. In general, these frameworks
can roughly be divided by the input they take and the end product they pro-
HTML5 in Mobile Devices – Drivers and Restraints 255
Table 8.2: HTML5 Features [50]
Feature Comment
Multimedia <video> and <audio> tags, support for both
media formats without 3rd party plug-ins.
Hardware integration Access to mobile device features such as GPS,
accelerometer, microphone, camera, etc.
Device adaptation Modifying the page based on the device’s
screen size, keyboard type, etc.
User interactions Support for touch and speech interaction, also
haptic feedback (vibration).
Data storage Data can be stored o✏ine within the browser
or on the underlying filesystem, though there
is also a simple key-value based database.
Network Cross-domain requests with XMLHttpRequest.
Server-Sent Events or Push Events for send-
ing data to HTML5 applications even when
the page is not active on the browser. Web-
Socket [21] allows for more e cient data trans-
fer, based on a TCP stream (two-way).
Widgets HTML5 applications can be run o↵-line with
the ApplicationCache feature, but also shared
as archive files that can be unpacked and de-
ployed in the same way as more traditional
applications as per the W3C Widgets family
of specifications.
duce. Basic mobile HTML5 frameworks such as LungoJS, jqMobi, Sencha,
Jo and others use HTML5, CSS3, and JavaScript, but also o↵er added library
functions that help in the development of the application. The end product
is a page, site, application, or any other target the developers were aiming
for that is then usually run inside a web browser on the targeted platforms.
PhoneGap is similar to the previously mentioned frameworks, but instead
of running applications within the browser of the device, PhoneGap [37] out-
puts a stand-alone application for the selected and supported mobile plat-
forms. The source is HTML5 and it can include parts of other HTML5
frameworks, JavaScript libraries, or even native code. The end result is an
application that runs inside browser view that in turn runs inside the afore-
mentioned PhoneGap stand-alone application or container.
Titanium SDK [5] is another step towards native applications from Phone-
Gap, as its only input is JavaScript that is then cross-compiled to the selected
mobile platforms. The output is platform-specific code and the end result is
in a sense a true native application. The limitation of this approach is that
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Figure 8.1: HTML5 Frameworks Input/Output and Application Scale.
the framework is restricted to the libraries provided by Appcelerator.
Figure 8.1 displays the inputs and outputs of the di↵erent frameworks,
and shows how these frameworks fit into the scale between HTML5 applica-
tions and native applications.
8.3.2 Firefox OS
Firefox OS is a mobile device operating system built on the Linux kernel
and it uses a Gecko-based runtime engine to run Open Web Applications
built purely on HTML, CSS and Javascript [33]. By leveraging the web
as an application platform, the hope is that developers would not have to
write the same application several times for multiple platforms, but only
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once for the web with the possibility to install that application for o✏ine
use on an end user device. All applications on the Firefox OS platform are
web applications, which means the term native application on this platform
becomes moot.
Firefox OS interfaces with device hardware and external services through
Web APIs. These APIs are the same ones used by the system applications,
so in theory every aspect of the operating system is available to external
applications as well, though device vendor or other restrictions may apply.
Overall, Firefox OS is highly modifiable and as a platform it is convergent to
its cousin, the Firefox browser. Applications written for the Firefox browser
should run with little or no modifications on Firefox OS as well.
8.4 Analysis
In this section, we apply the research framework of Table 8.1 to HTML5.
Section 8.4.1 examines the added value provided by HTML5 to both devel-
opers and end users, while Section 8.4.2 evaluates the ease of experimentation
with HTML5 from the point of view of third-party application developers. In
Section 8.4.3, we analyze the role of complementary technologies, and Sec-
tion 8.4.4 examines the role of incumbent actors such as application store
providers. Finally, Section 8.4.5 examines the technological performance of
HTML5-enabled applications.
8.4.1 Added Value
End users can benefit from web-based applications and HTML5 in several
ways. First, the users do not need to manually install or update their ap-
plications, as is the case with native applications. Because web applications
use the mobile browser as the run-time environment, the user always has ac-
cess to the newest version of the application without explicit installation or
update [45]. Second, users who have multiple devices such as mobile phones,
tablets, and laptops on several platforms may have to use di↵erent applica-
tions on di↵erent devices. Web-based applications can o↵er a unified user
experience regardless of the device or platform used.
Third, HTML5 provides both platform-specific and custom user inter-
faces depending on the device in question or the needs of the application.
Applications developed directly for a certain phone model by leveraging its
native programming interfaces and programming model can have a better
usability than traditional web applications. Native applications can take a
stronger advantage of the user interface controls such as certain gestures on
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touch screen devices and the placement of control buttons around a display
in keypad-operated mobile phones. In addition, users may not be comfort-
able in using and installing applications the user interface of which greatly
di↵ers from the rest of the mobile device, thus creating confusion. However,
HTML5-enabled applications can o↵er better interactivity for the user and
more closely mimic the behavior of native applications. In addition, many
JavaScript frameworks provide UI elements designed to imitate the look and
feel of native applications of a particular platform. For example, HTML5-
enabled applications can be designed not to look like web pages by disabling
the traditional web page elements such as tabs, URLs, and back/forward
buttons [46].
Fourth, web applications normally require a network connection to func-
tion properly, but HTML5 provides o✏ine data caching, which enables appli-
cations to be developed to function at least partially even when the connec-
tion is unavailable. In addition, the application can also function completely
o✏ine and to only exchange data with the host server when required.
In addition to end users, developers can benefit from HTML5-enabled
and web-based applications in multiple ways. First, web applications can
help overcome the fragmentation of the mobile space. Application devel-
opers only need to develop one web application that will be used through
the browser rather than provide applications for each platform they want
to target. This cross-platform development not only significantly reduces
application development costs, but precludes the need to have the program-
ming expertise necessary to develop an application for each platform. One
major driver for the development of web technologies has always been the
interoperability of di↵erent operating systems and computer architectures,
thus making it a natural choice for developing applications for the heteroge-
neous mobile environment. Increasing diversification and uncertainty about
the future direction of the mobile operating system market may drive more
developers to adapt web technologies in developing their applications.
Second, developers may find it financially lucrative to challenge the rev-
enue sharing terms of the applications store monopolies. With the application
store providers typically retaining 30% of the application revenues, develop-
ers may wish to bypass the application store and sell the application directly
to the end users. This approach has been used by content providers such
as Financial Times, who withdrew their application from Apple’s AppStore
and launched an HTML5-enabled application [14], eventually resulting in
increased revenue and more subscribers [41].
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8.4.2 Ease of Experimentation
The trialability or ease of experimentation of HTML5 depends on how easy it
is for application developers to start using the technology and how HTML5
a↵ects the software development process. First, use of HTML5 builds on
existing knowledge with web technologies such as JavaScript, meaning that
web developers should be comfortable moving to HTML5. In general, web
development is considered more economical and faster than traditional soft-
ware development as the technologies and tools are usually easier to start
with than their native counterparts. With web development, the results of
your work are almost immediately visible, unlike native development where
more additional code and e↵ort is needed to produce notable results. This
all leads to a lower threshold for HTML5-based software development and
increases the ease of experimentation of the technologies in question.
Second, some of the intrinsic advantages of running applications on the
web include the ease of deployment as well as the speed and ease of up-
dating the applications. Application stores are typically vendor-locked to
their respective operating systems, which means that developers have to first
develop, compile, and submit the application to the store before it can be
downloaded by the users. On the other hand, a web application is usually
distributed as source code that the browser interprets, resulting in a more dy-
namic process. Code can be updated on the fly, with users downloading the
changes while they are using the application. Thus, the process of software
deployment is greatly hastened. For more popular applications, this means
having the necessary server hardware and bandwidth to host your applica-
tion, instead of relying on an application store’s hosting service, a trade-o↵
between the ease of deployment and the ease of upkeep [11].
Most of the intrinsic advantages of web development should apply to
Firefox OS as well, but as the operating system is relatively new there are
unfortunately some platform-specific concerns to address. These are mainly
related to the fact that the roots of Firefox OS are in the Firefox browsers
for desktop computers, but Firefox OS is intended to run on more restricted
devices. This had lead to some changes, for example in the way files are
handled. On the other hand, due to the way Firefox OS applications are built,
the development tools for it and general web development are practically
identical. As an innate benefit, the Firefox OS application should translate
to a generic web application for other mobile devices with little extra work.
Naturally the reverse, transforming an existing application to a Firefox OS
one, is also possible.
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8.4.3 Complementary Technologies
As was already mentioned in section 3, HTML5 is a blanket term for several
related web standards and technologies, and HTML5 together with CSS3 and
JavaScript represent the complete package or idea that is HTML5. Under-
neath the surface there are several related APIs to provide the multitude of
functionalities that are currently available on mobile devices, but ultimately
it is up to the browser to implement these standards. A listing of how mobile
browsers support di↵erent HTML5 features is available on the web [22] and
no mobile browser o↵ers complete as of September 2013. Adequate browser
support is a prerequisite for HTML5 adoption and the dichotomy with the
platform vendors is that of native applications versus web applications. The
platform vendors are striving for a strong ecosystem around their respec-
tive platforms, but the ultimately correct path is still unclear. The level of
support they want to provide for the two options, native applications and
browsers/HTML5, is a balancing act.
8.4.4 Incumbent Role
The current native application market is mainly controlled by the platform
vendors and their ecosystems, the largest two being Google (Android) and
Apple (iOS) [28]. Their respective native application stores are the primary
way in which users on these platforms find, download, and update their appli-
cations. As native applications already have access to the hardware features
of the devices through a multitude of APIs, platform vendors also provide
help and documentation on using these features as well as the necessary soft-
ware tools to develop the applications. The only limiting factor for developers
with this model is the vendor lock-in caused by the vendors themselves.
The problem of how to cross-develop applications for multiple platforms
and ecosystems has been left unanswered and this opening is something
HTML5-based solutions are able to exploit. The wide variety of HTML5-
based frameworks allow for solutions based on it to adapt to a fairly large
number of situations. Even if a particular method of application deploy-
ment might prove in the long run to be unsuccessful, it is more likely that a
large quantity of the development already done can be transferred to another
application, minimizing the amount of waste in development.
One of the main benefits of the application store model comes from the
simplicity of monetizing applications, but at the same time it ties down the
application developer, both technically and legally. To be able to publish in
an application store, the application developer has to follow the guidelines
set by the store and also accept the 70/30 % revenue split. With HTML5,
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the application itself can be hosted as a traditional website, but it can also
be deployed as a more traditional application, via a mobile platform vendor’s
application store, or in some cases even by simply downloading it from a web-
site. This wider set of options for deployment for the applications publisher
might be a key factor in switching over to HTML5.
The areas where HTML5 is lagging behind its native competitors are per-
formance, ease of use, and added value. The performance aspect is viewed
in detail in Section 8.4.5 , but the ease of use and added value factors have
to also be addressed. If the benefit proposal is clearly biased in the favor
of the application developer, that is, the user experience of an HTML5 ap-
plication compared to a native application would only be marginally better,
the same or even worse, then the user has very little incentive to switch over
from an existing native application unless forced. For new services with no
existing native applications the situation might be simpler, but overall, if the
HTML5 user experience cannot reach the level of native applications, it can
be considered a serious hindrance for its wider adoption on mobile devices.
Although many Mobile Network Operators (MNOs) have launched their
own application stores, these initiatives have gained little success compared
with those of handset manufacturers or operating system providers. More-
over, because MNOs normally provide subsidized handsets for numerous plat-
forms, creating and maintaining an application store for each platform can
be costly. With web-based applications opening up the application store
model, MNOs may be able to reach new relevance by mediating between
content providers, advertisers, and end users. MNOs could bring value to
these actors by helping users find relevant applications, and by providing
application developers with more flexible billing models and revenue sharing
than current application store providers. In addition, MNOs could utilize
their access to anonymous user data like device type, location, and behav-
ioral data to better target applications for users. Similarly, because HTML5
uses the client-server paradigm, such applications are well suited for utilizing
open APIs o↵ered by MNOs [12]. These APIs can provide developers with
additional capabilities such as user location, billing, and SMS messaging [31]
while fitting seamlessly to the client-server paradigm of HTML5.
Mozilla’s Firefox OS has the potential to drive the proliferation of
HTML5-enabled applications if it becomes a viable alternative platform to
Android, iOS, Windows Phone, and other platforms. Several MNOs have
taken an active role in developing the operating system and they see poten-
tial benefits in the Firefox OS platform. These benefits include the openness
of the platform, the ability to substantially contribute to its development,
and the customizability of the operating system. Among other actors, MNOs
can also develop their own applications for Firefox OS, including NFC appli-
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cations, which unlike in iOS or Android, can access the secure element from
the browser. Another key actor related to Mozilla is Google, which provides
the majority of Mozilla’s funding in exchange for Mozilla setting Google as
the default search engine in Firefox browsers [43]. This currently mutually
beneficial relationship could change in the future, if Firefox OS were to have
an e↵ect on Android’s market share. It is possible that even if Firefox OS
cannot attain a substantial market share, it could have a significant positive
impact on the development of mobile browsers and the proliferation of mobile
web applications. This could ultimately lead to the mobile web application
model overtaking the application store model in popularity.
8.4.5 Technological Performance
As previously mentioned, HTML5 is still a work in progress, even though
some of the new features it defines have already been implemented in cer-
tain browsers. Problems with mobile use include the adaptation of the web
applications view to the quirks of the particular platforms conventions, con-
sidering for example the extra buttons on an Android device compared to
an iOS device. Browser compatibility is another issue, as not all browsers
treat the same piece of code in the same way. Browser performance must
also be taken into account, as the browser itself adds another layer of com-
plexity between the application and the hardware. Even though there has
been progress in the last few years on the execution speeds of JavaScript on
browsers compared to native code, JavaScript still has to be downloaded,
parsed, and only then can it be executed, adding a time penalty.
There are a few frameworks available to address some of the issues, such
as the previously mentioned PhoneGap and Titanum SDK. Both frameworks
allow access to most of the internal APIs of their supported mobile platforms,
but provide them in a platform-independent way for cross-platform develop-
ment and deployment. As Firefox OS is essentially a web browser, it also
su↵ers from the same issues as all other browsers when running HTML5 ap-
plications. Fortunately, performace improvements to the Javascript runtime
engine for the Firefox browser should also translate downstream into Fire-
fox OS (cross-platform improvement). These frameworks, HTML5, Firefox
OS, and web-based applications in general exchange application execution
smoothness and responsiveness for flexibility and a more universal deploy-
ment scheme when compared to native applications.
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Table 8.3: Drivers and restraints of HTML5
Dimension Driver Restraint
Added value Cross-platform com-
patibility (D1)
User experience com-
pared to native apps
(R1)
Ease of experimen-
tation
Cheaper, more flexible
development and de-
ployment (D2)
Complementary
technologies
Browser support (R2)
Incumbent role No reliance on re-
strictive policies (D3),
Flexible revenue mod-
els (D4)
Infrastructure and
marketing expenses
(R3)
Technological per-
formance
Performance compared
to native apps (R4)
8.5 Summary of Results and Discussion
8.5.1 General Results
In our analysis, we identified several factors that act as both drivers and
restraints to the di↵usion of HTML5. Table 8.3 displays these drivers and
restraints and how they relate to the theoretical framework dimensions pre-
sented in Table 8.1.
The added value [38] or relative advantage of HTML5 over substitutes [40]
is crucial for the success of the technology. In the case of HTML5, the
most important driver in this dimension is cross-platform compatibility (D1),
which allows developers of mobile web applications to more easily target
various mobile platforms, thus minimizing the negative e↵ects of mobile OS
fragmentation. On the other hand, the end user benefits of HTML5 and
web applications are somewhat limited and the user experience (R1) of these
applications can, in fact, be inferior compared to native applications.
Ease of experimentation [26, 48] or trialability [40] in this context refers to
the ability of mobile developers to adopt HTML5 and to develop applications
using HTML5. An important driver is the cheaper and more convenient
development of HTML5 applications (D2) compared to native applications.
In addition, the deployment of these applications is much more flexible, and
the developers can choose to use di↵erent HTML5 frameworks (see Figure
8.1), allowing them to tailor the application deployment to their needs (D2).
Complementary technologies can play an important role in the emergence
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of technological discontinuities [3] and in the case of platforms [18, 25]. In
the context of HTML5, the most important complementary technology is
mobile browsers, and their support for HTML5, which is still incomplete
(R2). The crucial issue is the incentives that mobile browser providers have
in developing the browsers and the e↵ectiveness of browser standardization.
The role and actions of incumbents is important in determining what
e↵ect new entrants can have on the market [23], especially in the case of
disruptive innovations [9]. In the case of HTML5 and web applications,
the most important incumbents are the current application store providers
or platform vendors, such as Google and Apple. Their current restrictive
policies on application approval (D3) and revenue sharing (D4) can function
as an incentive for developers to move to HTML5 and web applications.
On the other hand, the platform vendors provide an infrastructure for the
deployment of applications and a marketing venue for application developers,
which would not be available for pure web applications (R3).
A su cient level of performance [38, 40] of HTML5 is a precondition for
the success of the technology. Mobile web technologies, such as the execution
of Javascript in browsers, have seen considerable progress, but mobile web
applications still su↵er from a performance gap compared to native applica-
tions (R4), which can in part lead to a worse user experience. However, these
performance issues can partly be reduced by opting for a hybrid solution be-
tween native and web applications, using frameworks such as PhoneGap.
Not all the drivers and restraints presented in Table 8.3 are necessarily
relevant to all kinds of actors in the value network of HTML5 applications.
Table 8.4 evaluates the importance of the drivers and restraints of HTML5 for
three di↵erent actors: large ”enterprise” developers, small developers which
can mean small companies or individual developers, and end users. Cross-
platform compatibility (D1) is especially important for small developers, who
may not have the resources or skill sets necessary to develop their application
for multiple platforms. Enterprise developers typically have the capability to
target multiple platforms, but they can still receive substantial savings from
the cross-platform support of HTML5 applications. In addition, end users
can benefit from a more unified user experience by having access to the same
application on multiple platforms.
Cheaper and more flexible development and deployment of applications
(D2) is relevant to all developers, but especially to smaller developers who
can easily start to utilize web development tools and practices. Being able
to bypass the rigid policies and revenue models of applications stores (D3,
D4) can be particularly important for enterprise developers, allowing them
more freedom to experiment with di↵erent pricing models and giving them
the opportunity to retain more of their revenues. Smaller developers may
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Table 8.4: Drivers and restraints of HTML5 for di↵erent actors
Drivers / Restraints Enterprise
Develop-
ers
Small De-
velopers
End users
D1: Cross-platform compatibil-
ity
Medium High Medium
D2: Cheaper, more flexible de-
velopment and deployment
Medium High N/A
D3: No reliance on restrictive
policies
High Medium N/A
D4: Flexible revenue models High Low N/A
R1: User experience compared to
native apps
High High High
R2: Browser support Medium High Medium
R3: Infrastructure and market-
ing expenses
Low High N/A
R4: Performance compared to
native apps
High High High
find it more beneficial to utilize the application store model, which limits
the infrastructure and marketing expenses they have to face (R3). Thus, the
application store model o↵ers an easier way to monetize applications, espe-
cially for smaller developers. The importance of browser support (R2) highly
depends on the application in question and whether it uses browser capabil-
ities that are not equally well supported among all mobile browsers. Small
developers may be quicker to seek a competitive advantage by utilizing new
browser features, which may be supported di↵erently in di↵erent browsers.
The user experience (R1) and performance (R4) of HTML5 applications can
be considered very important to end users and, by extension, to all develop-
ers who consider these factors as key elements in the value o↵erings of their
applications.
8.5.2 Practical Examples
The adoption of new technologies can be accelerated by the example of suc-
cessful products or services using these technologies. For technologies aimed
at end users, so-called ”killer applications” can be instrumental in driving
end-user adoption. However, because HTML5 benefits mostly developers
and not end users, examples of successful HTML5-enabled applications are
more likely to be relevant in demonstrating the benefits of the technology for
developers.
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The following real-life examples highlight some of the drivers mentioned
in Table 8.3 and provide a quick overview of how HTML5 has and currently
is impacting the mobile application market.
• (D3) Grooveshark o↵ers a HTML5 client [19], as the native mobile ap-
plication was pulled from both Google’s and Apple’s application stores
due to ongoing legal issues [8] between Grooveshark and the music
labels EMI, Sony, Universal, and Warner.
• (D1, D2) OpenAppMkt [36] is a marketplace for mobile HTML5 appli-
cations, with a client available for iOS and Android.
• Mozilla’s Firefox Marketplace is the de facto web application store for
the whole Firefox platform [34]. It also has installable applications
for desktop operating systems, although these applications are running
inside a separate Gecko runtime engine process.
• (D3, D4) Financial Times completely switched from the AppStore to
an HTML5-based application [14].
• (D1, D2) According to PhoneGap [37] and Titanium SDK [5], several
companies and other groups, such as the Wikimedia Foundation, eBay,
and NBC, have released applications built on their frameworks.
• (D1) Facebook [20], Amazon (Kindle Cloud Reader) [2], and Drop-
box [15] all o↵er HTML5-based applications for services for which they
also provide native mobile applications.
• Firefox OS is a practical example of two distinct factors. First, it shows
the extent to which HTML5 and web technologies can be utilized, i.e.
they can be used as a mobile operating system. Second, the cross-
platform web-application support between the Firefox Browser, Firefox
Browser for Android and Firefox OS demonstrates the viability of the
web as an application platform.
The examples presented in the list above do not all rely on a particular
benefit that HTML5 provides, but accentuate the multitude of new oppor-
tunities the technology brings. Financial Times, for example, has taken the
route of removing its application completely from Apple’s AppStore, while
Facebook has done the opposite and deepened its relation with Apple’s mo-
bile operating system, iOS [6]. Facebook’s iOS application used to be a
HTML5 solution wrapped as a native application, but the company released
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a completely new native iOS application [13] written in Objective-C in Au-
gust 2012, citing ”when it comes to platforms like iOS, people expect a
fast, reliable experience and our iOS app was falling short.” Although a sin-
gle application moving away from HTML5 might not be that significant, it
highlights the fact that HTML5 still has issues to solve, mainly related to
performance. In December 2012, Sencha released their own HTML5 mobile
Facebook client, Fastbook. Sencha claims that their HTML5 client compares
favorably in regards to performance and usability with Facebook’s own native
client [7].
What Facebook and Financial Times have in common is that they both
provide a viable HTML5-based application for their service. In the case of
Facebook, the HTML5-based mobile version of Facebook [20] is used as a
tool to reach a wider audience, that is, users that are not using native mobile
applications for one reason or another. From the perspective of Financial
Times, HTML5 is used as a replacement for a native application because of
the restrictive policies of a single platform provider [41], as Financial Times
does provide an Android application [47].
The HTML5 mobile application stores by Mozilla and OpenAppMkt
present an attempt to create a cross-compatible application store for all com-
patible mobile platforms (Open Web Applications). The number of potential
customers is naturally higher than in any platform-specific store, but at the
same time they su↵er from a much larger pool of di↵ering hardware and
software combinations. Ensuring an adequate user experience for so many
di↵erent devices will undoubtedly require more resources, negating a part of
the easier development aspect of HTML5 but fully taking advantage of the
technology’s cross-platform capabilities.
PhoneGap and Titanium SDK both o↵er an enticing solution to the native
versus web-application question. Developers can, to a varying degree, use the
same codebase for both versions and leave out native development altogether.
In addition, the switching cost on the developers’ side to either version in the
future is minimal compared to fully porting a native application to HTML5
or vice versa.
8.6 Conclusions
Although HTML5 applications are not equal in performance levels of native
applications, the lower cost and cross-platform availability of a web applica-
tion might prove crucial for vendors or organizations looking to support the
largest number of customers possible, without writing platform-specific im-
plementations of their application. Political or financial decisions to opt out
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of the mobile platform vendors’ ecosystems can also motivate companies and
individuals to directly adopt HTML5 and web-based applications. Which
actor or actors would provide the largest push away from native applications
and towards HTML5 remains to be seen.
Mobile browser support for HTML5 features is a key factor in the di↵usion
of the technology, and e↵orts to adopt and integrate HTML5 standards into
a growing number of browsers are ongoing. For certain types of applications,
HTML5 will surely be a viable option, but at the same time it is unknown
if platform vendors would simply halt the development of their own mobile
application platforms and let web applications take over.
Firefox OS is an operating system that has no comparable ”native ap-
plications” when compared to Android, iOS, or Windows Phone. It relies
entirely on web applications, thereby elevating the web browser to an oper-
ating system. However, there are still open questions regarding the overall
viability of a browser as an operating system as well as application perfor-
mance and end-user acceptance of such a platform. Hopefully, in the near
future, Firefox OS will provide a real-world case study into the extent to
which web technologies can be extended on mobile devices, and whether it is
a viable alternative for most users when compared to more traditional mobile
operating systems and their ecosystems.
The final issue is that of end user preference, in which the largest obstacle
comes from the fact that if HTML5 cannot o↵er a level of usability and added
value that users currently receive from native applications, then there is no
pull from their part to adopt the technology. A level of parity is needed,
which requires support from the platform and hardware vendors to open
up their systems for the browsers to utilize with HTML5. Taking all this
into consideration, performance still remains a key issue, with the native
applications having the advantage. However, the performance gap between
native and HTML5 applications is shrinking, and the performance of HTML5
applications is already suitable for many end user needs.
To summarize, if the application vendor’s main requirements currently
are either performance or easy monetization, native applications might be
more enticing. If low initial capital expenditure and a wide cross-platform
market share are key issues, HTML5 applications are the more attractive
choice.
In this chapter, we provided an initial analysis on how HTML5 a↵ects
di↵erent actors in the mobile phone ecosystem. In the future, more research
is needed to clarify the e↵ect of HTML5 especially on the role of mobile
network operators and on the potential impact of Firefox OS in the mobile
market.
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Abstract–Today, techniques made popular by Web 2.0 enable massive co-
operation of online users. In the spirit of Google Docs, where multiple editors
can cooperate in real time to craft a single document, we believe that it is
only a matter of time before software development takes the step towards
real-time collaborative online editing and development instead of artificially
forced interleaving implemented in version control. First, to study the dif-
ferent aspects of this approach, we have implemented a web-based collabora-
tive programming environment that extends the capabilities of a code editor
with numerous features commonplace in social media. Second, to gain the
developers perspective to real-time collaborative development, we arranged a
week-long experiment where participants composed a web application using
our environment and report the results here. Towards the end of the chapter,
we discuss the lessons we have learned about real-time collaborative software
development. Furthermore, we list the features that developers find essential
in such a system as well as compare our results with other reported research.
Keywords–Software development, online collaboration, user study.
9.1 Introduction
Today, software is being developed by teams of programmers who may be
globally distributed, work in dissimilar environments and come from various
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backgrounds. Contemporary development approaches such as pair program-
ming along with other extreme programming practices [2], global software
engineering [13] and collaborative software development [14] illustrate this
trend. However, while the main designs and principal guidelines are often
crafted in a collaborative fashion in meetings of di↵erent kinds, the final
design of software artifacts that will later be compiled and run are usually
designed and written by individual developers, working in relative isolation
from one another and with limited face-to-face or any types of contact. With
such an approach, it is not surprising that communication among the devel-
opers has been considered a problem for over two decades [23].
Recently, various fields of industry as well as consumer applications are
experiencing a paradigm shift towards web-based systems. Web 2.0 allows
online collaboration beyond any previous expectations, making the web the
first truly global platform for cooperation and collaboration. Fundamentally,
Web 2.0 technologies combine two important characteristics, collaboration
and interaction. The former refers to the “social” aspects that allow a vast
number of people to collaborate and share the same data, applications, and
services over the Web. The second, equally important aspect of such tech-
nologies is that they enable building web services that behave much like
desktop applications with the added benefit that the user does not have to
install any software on their computer; any device with a web browser can
be used to access the applications. We believe that these two properties
are paving the way towards shifting software development to the web. Ex-
amples of such systems include Cloud9 IDE1, Eclipse Orion2, GitHub3 and
Codeanywhere4. From these premises, we have implemented a web-based
real-time collaborative software development environment, CoRED, that has
been introduced from the technical perspective in [17, 19].
In this chapter, we evaluate collaborative software development with a
number of developers who jointly compose a web application using CoRED.
With CoRED, several developers can access and modify the same code base
in parallel, with no need to use separate version control, following the spirit
of real-time collaborative software such as Google Docs. The contribution of
this chapter is the introduction of the developers’ view to the collaborative
browser based integrated development environments (IDE), including both
the experiment setup as well as the most important lessons we have learned
during the experiment.
The rest of this chapter is structured as follows. In Section 9.2, we in-
1https://c9.io/
2http://www.eclipse.org/orion/
3https://github.com
4https://codeanywhere.net/
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troduce our collaborative web-based development environment. In Section
9.3, we define the research approach and the experiment setup. Section 9.4
presents the data collected and introduces the main results we have learned
from the experiment. Section 9.5 further discusses the research questions
with discussion and lessons learned. Future work is presented in Section
9.6. Section 9.7 covers work related to our research, and finally, Section 9.8
concludes the chapter.
9.2 Collaborative Development: The CoRED App-
roach
Moving a software development environment to the web has at least two ma-
jor benefits. First, developers get rid of the process of installing, configuring
and updating the environment for developing, testing, running, and debug-
ging the applications; everything is readily available on the web. Second,
the web can enhance collaboration and communication. Most developers are
already familiar with using various co-operation tools on the web. Integrat-
ing such tools into the development environment can make the collaboration
more tightly combined with the process of writing code.
Previously, we have introduced our proof-of-concept system CoRED [17,
19]. In addition to editing the code in real-time collaboration, developers are
able to communicate with each other using means familiar from social media.
The architecture of our system is typical for a web application. While the
client side running inside the browser enables interactions with the system,
most of the business logic of the system runs on the server back-end. Our
system is implemented with the Vaadin [10] framework. Vaadin provides user
interface components, implemented as Google Web Toolkit [22] widgets, that
are integrated with the server-side Java5 code. With this approach, Vaadin
applications can be written entirely in Java. The Vaadin framework takes
care of connecting the server-side Java code to the user interface components
loaded into the browser.
The architecture of CoRED is illustrated in Figure 9.1. The client side
contains an open source Ace code editor6. Ace is implemented in JavaScript,
wrapped in our system inside a GWT component which in turn communicates
with the server using HTTP communication channels provided by Vaadin.
Other IDE components are implemented in a similar way, some of which are
provided by the standard Vaadin package while others are developed by us or
other 3rd party developers. Furthermore, the server-side code utilizes Java
5http://www.java.com
6http://ace.ajax.org
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Editor component
Editor client-side
Engine
Ace
code editor
Editor server-side
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Other IDE
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Other IDE
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Other IDE
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Client-side
Engine
Server-side
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Client
Server
JDK 3rd party Java libraries
Figure 9.1: The architecture of CoRED
Development Kit for parsing and compiling Java code, and other 3rd party
libraries for various tasks. For a more detailed description of the system, the
reader is referred to [17, 19].
Figure 9.2 shows a screenshot of a CoRED project that is currently edited
by two developers. On the left sidebar there is a list of files in the project
(marker with number 1), a deploy button (2), and an avatar of each collabo-
rator currently viewing the project (3). In the bottom left corner, there is a
chat box for communication (4). Most of the screen space is reserved for the
source file under edit. On the right, the users that view the file are shown (5).
Additionally, the cursor positions as well a possible text selection of other
users is shown within the opened file. The more rarely used features are ac-
cessible via the menubar on the top of the screen. A video clip demonstrating
the main capabilities is available at http://cored.cs.tut.fi.
CoRED o↵ers various features to support software development, most of
which are familiar from traditional desktop IDEs. In addition, some features
geared towards collaboration exist. Next, we briefly list the most relevant
facilities.
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Figure 9.2: Screenshot of CoRED
Project support. In CoRED, projects are used to constitute compilable
and runnable systems, similarly to many IDEs. Upon entering the CoRED
web page, the user can select to join any of the projects that are currently
under development.
Error checking, suggestions and code completions. Another feature seen
also in many installable IDEs is the ability of CoRED to pinpoint Java errors
in the code. In addition, the editor suggests possible code completions. The
suggestions can be invoked in two ways, by using a special key combination
or by typing a dot after, e.g., an interface or an object name.
Single click deployment. The developer can compile and deploy the
project with a single click. The deployed system will be available online
as a service, and a related URL (uniform resource locator) is provided to the
user to test the system.
User identity. In order to have meaningful identities for users, it is possi-
ble to log in using a Facebook7 account or a Gravatar8 avatar. In addition,
a guest login with a simple nickname is available.
Collaborative editing. To enable users to edit the code in real-time col-
7http://facebook.com
8http://gravatar.com
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laboration, we have used the Di↵erential Synchronization algorithm by Neil
Fraser[7]. It is a robust collaborative editing algorithm with open source im-
plementations available on several languages, including Java and JavaScript.
Pop up notes and chat. Besides editing the text itself, the users have the
option to augment the code with pop up notes in a fashion normally associ-
ated with text rather than code. The goal of these facilities is to allow the
separation of comments that are related to the actual code, and discussions
that developers have over a particular solution. Users can place notes into
the code (number 6 in Figure 9.1), and view the related discussion (number
7 in Figure 9.1) by moving the cursor on top of the note. In addition to the
inline notes, CoRED also o↵ers a project-wide chat.
Code locking. In CoRED, a single editor can lock a portion of the code
for exclusive editing. For example, if a user wanted to make changes to a
specific function without anybody interfering, he/she could lock a function
by selecting the function and clicking a “Lock for me” button. After locking,
the locked area cannot be modified by other users until it is released by the
developer who originally locked the area.
9.3 Experiment
We set out to study how developers approached CoRED and real-time col-
laborative software development through an empirical experiment [1, 15]. In
addition to the experiment that ran as a week long code camp, personal
opinion surveys [16] on the participants’ background and experiences were
conducted. During the experiment we also conducted interviews and recorded
development data into log files. Also, to get preliminary feedback on CoRED,
two short proof-of-concept sessions were held before the actual code camp as
precaution for latent problems in the setup.
9.3.1 Research Questions
The main motivation for the experiment was to get a developer’s view to
real-time collaborative coding and to evaluate how well CoRED would work
when developing a web application in small developer teams. Additionally,
there was a need to identify the features developers find necessary in real-time
collaborative development environment.
The research questions of the study were:
Q1 How do developer teams use a collaborative IDE such as CoRED?
Q2 What features do developers expect from a real-time collaborative IDE?
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To find answers to Q1, an experiment where teams of computer science
students used CoRED to develop web applications was set up. Section 9.3.3
discusses the experiment setup in more detail. Additional data was gathered
through personal opinion surveys (pre- and post-camp surveys and individual
interviews) discussed further in Section 3.4. Section 9.4 answers to Q1 by
presenting data from surveys, log files and interviews. Combined with the
participants exposure to real-time collaborative programming, the interviews
and surveys also provided answers for Q2, presented in Section 9.5.
9.3.2 Proof-of-concept Session
In order to manage risks, two short proof-of-concept sessions were conducted
before the actual experiment. The purpose of the sessions was to validate
the ability of our installation to support the planned number of developers
and to find possible fatal bugs or deficiencies in CoRED in order to get
any such issues fixed before the code camp. The proof-of-concept session
was held twice, on consecutive days, as a part of a Web Services course
at Tampere University of Technology. The participants, 11 on each session,
were undergraduate software engineering students, allowed to split freely into
groups of 1-3 people. The students familiarized themselves beforehand with
the very basics of the underlying application platform Vaadin. The session
consisted of a brief introduction, an hour of programming, and a small survey.
The assigned task was to insert deleting functionality to an existing REST-
based image search client.
After the session, many participants were happy about the easy access to
IDE without installation, simplicity of deployment of applications, and the
work being immediately available for other group members to see. Some con-
sidered CoRED to be a good tool for pair programming while some thought
that it is probably only suitable for developing small applications.
No critical flaws that would prevent the conduction of the experiment
came up during the proof-of-concept session. Anyhow, the participants re-
ported deficiencies such as the lack of multiple editor views open at the same
time, no indication that another person is editing the same file, and Java
error checking not working in all cases. Fixing all these problems required
no changes for the architecture and therefore we were able to fix them before
the code camp, although the last one only partly: the user still may need to
manually press a ”compile all” button in some rare cases. Other comments
about CoRED addressed the general immaturity of the tool, lack of IDE
features such as ”go to method definition” option and lack of proper debug
support. These problems were not addressed for the code camp version of
CoRED. For the sake of answering the research questions and not wanting
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Day Activity
1 Camp starts. Lectures on the tools and the REST architecture. The teams
form and start designing their project.
2 Development starts. Teams use CoRED and are encouraged to work in the
same classroom.
3 Development continues. As a short experiment, each team chooses a suitable,
socially adept person to act as the project leader. The rest of the team is
randomly assigned onto a di↵erent project for two hours. The project leaders
are located into a separate room from which they communicate with their
newly formed team by using CoRED.
4 Distributed development. The developers can choose their working environ-
ment freely and are encouraged to leave the classroom.
5 The teams finalize their projects. Presentations of the finished applications
are given.
Table 9.1: Daily activities during the code camp
to let our own assumptions on developer needs to influence the study too
much, we found it best to leave these points open for the code camp and let
the experiment to bring light to where CoRED needs to be matured.
9.3.3 Experiment Setup
In order to extend the amount of data to analyze, we organized a one-week
(December 17th to 21st 2012) code camp for implementing a web application
using CoRED. The task for students was to design and implement a Vaadin
application that utilizes one or more external RESTful [6] APIs of their
choice. Table 9.1 presents the flow of the entire camp and the daily alterations
that were made to keep the participants’ motivation up and to make sure
they put the collaborative features of CoRED to full use.
A total of 23 students participated on the first day of the code camp.
Out of these, 19 students completed their group project and wrote the re-
quired assignment for passing the course. The size of the groups varied from
two to four. As the code camp ran during an exam week and right before
the Holidays four students dropped out during the first days of the camp.
We were able enquire a couple of them for reasons for dropping out, and
they mentioned lack of time and personal issues as the main reasons for not
finishing the camp.
All the groups were able to produce a working web application, although
some of the groups had to leave out certain features they had originally
planned. Among the projects produced during the code camp was a system
that generates funny meme pictures based on keywords or phrases, utilizing
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Day Survey or interview
1 Survey for investigating background knowledge, preconceptions and expecta-
tions
4-5 Six volunteers were picked and interviewed about their experiences in collab-
orative coding and CoRED
5 A survey for examined the gained knowledge, experiences from CoRED and
the di↵erent collaborative programming experiences
Table 9.2: Surveys and interviews made during the code camp
APIs of Twitter9 and Meme Generator10. Some of the other projects gener-
ated personal pony themed home pages, allowed users to share and browse
old exam questions, or view venue information and other data provided by
Foursquare11.
9.3.4 Surveys
During the camp, the participants filled several surveys listed in Table 9.2.
Furthermore, the participants got a delegated anonymization code that they
used throughout the camp when filling surveys or taking part in an interview.
The codes allowed us to track the evolution of the participants’ knowledge.
The objective of the before and end of the camp surveys was to moni-
tor if the participants felt that they have learned something or gained new
knowledge during the code camp, as well as to get feedback from the system
and collaborative way of working. Interviews were used to get more informal
feedback and for probing issues the participants wanted to emphasize.
9.4 Results
Next, we present the data gathered during our experiment. The data comes
from three main sources: surveys, data logs, and interviews. The surveys
provide basic data on the participants as well as their views on CoRED and
the whole code camp. The data logs are used to find out how the participants
actually worked during the camp. Deeper understanding of the participants
views on real-time collaborative development was gathered during interviews.
9www.twitter.com
10http://memegenerator.net
11www.foursquare.com
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Skill Initial Std. dev. of
Initial
“Learning” Std. dev. of
“learning”
Programming 4.4 0.6 -0,1 0.4
Java 3.1 0.8 0.4 0.6
Vaadin 1.6 0.7 1.5 1.1
REST 2.1 1.1 0.9 0.9
Table 9.3: How much the participants felt they learned during the code camp
9.4.1 Survey
Out of the participants, 21 – 16 master’s degree and 5 postgraduate stu-
dents – answered the pre-camp survey. Both the pre-camp and post-camp
survey was answered by 14 of them. Table 9.3 presents the quantitative
data collected from the questionnaires. In both questionnaires we asked the
participants to give themselves a value from 1-5 to describe their knowledge
of programming, Java, Vaadin and REST, respectively. The number one
stands for no experience and five means that the developer is very experi-
enced. Table 9.3 shows the average initial skill levels of the participants as
well as the learning outcome during the course. As expected, the skills with
the lowest start values improved the most. The overall result indicates that
the participants feel they have learned during the code camp. During group
work, people were able to compare their own and other students skills and
we speculate that to be an explanatory factor behind the small drop in basic
programming skill during the course. Based on observations made on raw
data, it seems that the course was most rewarding for the people with basic
knowledge of Java and no skills in Vaadin or REST.
In freeform feedback, the following themes repeated several times:
Deployment. “Deployment is hard while people editing.” To be able
to deploy and test an application, the code had to be compilable. In a
group with several people, this requires some coordination and was therefore
considered di cult.
Testing tools. “No test tools. Testing was sometimes hard because many
people were editing the code at the same time”, “No access to server logs”
and “Desktop IDE is much better. Real time debugging and much more
(shortcuts, smooth, dynamic); only downside maybe not seeing others code”.
Version control. “No version control or timeline.” Developers often have
a need to be able to restore or study older versions of code. However, in
CoRED this was not supported except by exporting project versions as zip
files.
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Group
Id
#
mem-
bers
Avg.
level
Score
(smaller
is bet-
ter)
LOC Collab.
files
Collab.
edits
(%)
Most
active
devel-
oper
(%)
A 3 3.3 3 691 3/11 11 67
B 3 2.7 5 747 5/13 8 63
C 4 2.9 5 1482 3/11 7 31
D 4 3.0 7 800 1/2 13 67
E 3 2.0 10 240 0/1 1 88
F 2 2.4 12 874 3/7 9 93
Table 9.4: Some metrics on the groups and collaboration
9.4.2 Log Data
CoRED recorded data on each groups work to a log file. By analyzing the
logs we could get some insight on how the groups collaborated during the
code camp. The most important item type recorded was edits by the group
members. An edit is a small change to the project: addition, removal or a
combination of both. The system sent an edit to be synchronized with the
shared document after the user had paused typing for 500 milliseconds, in
which point it was also recorded to the log. Thus, a typical edit is a line of
code or less.
As confirmed by the logs, the participants developed their application
mostly during “o ce hours” when the whole group was present in the same
classroom. However, there were some instances when a group member con-
tributed to the project in the evening on their home computer, or even in a
bar at night (as one of the participants described in an interview). The chat
of the development environment, which was also logged, was not used that
much, mostly because all the group members were sitting next to each other
most of the time. The only time when the chat was in heavy use was dur-
ing the two-hour experiment when project leaders were physically separated
from their teams.
Some group statistics as well as collaboration metrics are shown in Ta-
ble 9.4. The first two columns are the group id and the number of group
members. The next column is the average skill level of the group as reported
by the group members themselves in the initial questionnaire. The projects
were evaluated independently by two members of the course sta↵ based on
the originality of the idea and the quality of the implementation. The score
column shows the group score, smaller number being better. The table is
sorted by the score, the best group being at the top. The next column shows
the total project size, measured as lines of code (LOC).
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The remaining columns of Table 9.4 are intended for describing the col-
laboration aspects of the groups. We considered a file to be collaboratively
edited if no one developer is responsible for over 80% of the files content. The
Collab. files column shows the number of collaboratively edited files com-
pared to the total number of files in the project. If another team member
has edited the same file less than 30 seconds before the latter, the edit is
considered collaborative. The Collab. edits column describes the percentage
of the edits that were collaborative. The Most active developer (%) column
describes the percentage of the characters of the total project produced by
the most active member of the group.
As can be seen in the Table 9.4, in all the groups except one, there was one
member who wrote over 50% of the total code. As an exception, the work
in the group C was notably evenly distributed: each of the four members
contributed approximately a quarter of the content. In two of the groups
with the worst score, a single person wrote 90% of the code. This could be
an indication of either poor collaboration within the group or lack of relevant
skills of other project members. The latter conclusion is somewhat supported
by the lower self-reported skill levels by the two groups compared to other
groups. In both of these groups, the person with most Java experience did
most of the coding.
The collaboration level, expressed in Table 9.4 by the Collab. edits metric
does not seem to have a large correlation to the group performance. In most
of the groups, 7-13% of the edits were “collaborative” as defined earlier. The
only exception is group E, where there were almost no collaborative edits
at all. The group did not produce that much code in terms of LOC, and
the majority of the work was done by a single member. In other, somewhat
larger projects, even though the group assumably try to structure their work
in such a way as to avoid working on the same parts of the project, around
10% of the edits are collaborative. Some of them may be purposeful collab-
oration between project members while others are accidental. It is not easy
to di↵erentiate between the two cases based on the logs.
The column Avg. level in Table 9.4 shows the number that is the average
of all the skills (Programming, Java, Vaadin, REST) of all the project mem-
bers. We could make a hypothesis that instead of average, the maximum
value for each skill level would better predict the performance of a closely
working group such as the ones in our experiment. That is, a group with
one member with a lot of experience on Vaadin, another with a lot of REST
experience, etc. would outperform a group with each member having average
skill in each of the categories. In this study, though, we did not find evidence
in either direction; the averages of the maximum skill levels (not shown in
the table) were quite close to the average level.
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To get an overview of the typical collaborative work during the code camp,
Figure 9.3 shows a four-hour long period of one of the projects. The edits
are shown as data points, di↵erent symbols for di↵erent project members.
The y-axis is the total number of characters in the project and the lines
mark the file boundaries. That is, the edits between two lines are in the
same file. There is nothing very surprising in how the groups worked on
the projects. Most of the time a single person edits a part of the project
alone with occasional closer collaboration here and there in some parts of
the project. In the logs it was quite rare to see two or more people working
on the same piece of the project for very long at a time.
At the end of the log analysis, it should be noted that the logs we analyzed
may not contain all the coding work for all the members. We analyzed the
logs of only the main project of each group. In addition to the main project,
some groups may have used other test projects to try out new features that
may be later included into the main project. The possible additional projects
are not considered in this log analysis. However, in each of the groups, most
of the work seemed to happen in the main project and in any case all the
features had to eventually be integrated into it.
9.4.3 Interviews
During the code camp, a total of six semi-structured interviews were held.
Interviews were conducted between Wednesday afternoon and Friday midday,
taking a half an hour each. In principle, all the interviews followed the same
structured pattern with 11 themes. However, the aim of the interviews was
to get some free form feedback and therefore we did not try to get answers to
all the questions if there was a good flow of conversation. Interviews mostly
strengthen the findings of the survey, but also some new themes appeared
during conversations. During the interviews it was also possible to get more
detailed feedback.
Collaborative editing. Students liked to try out something new and mostly
positive feedback was given concerning real-time collaborating. It was re-
ported that with the collaborative IDE working felt more like group work
compared to a traditional environment with asynchronous version control-
ling such as SVN or Git. It was reported that feeling of group work came
from the ability to see in real-time what others are doing. Furthermore, they
also considered it as a motivational aspect to know that others are able to
see what one is actually implementing.
Concerning team size in real-time collaboration, the interviewees reported
that a group of four people is too large for working on an ad-hoc basis.
Therefore some structure for working was needed. In one group of four
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people, the problem was solved by splitting into two minigroups with tasks
of their own. One example was that the less experienced half implemented
user interface while the other half was doing business logic. Furthermore,
in the minigroups the pairs often adopted two separate roles: a coder and a
“googler” who was searching for solutions to problems.
Students seemed to quickly realize that one big strength of a browser
based IDE is the ability to use any device in a location independent way.
While most of the work was done during the o ce hours, the students liked
that they had an option to continue work when and where ever they felt like.
Deployment. Deployment was generally considered the most severe prob-
lem in CoRED. Most of the interviewees mentioned that a lot of time was
wasted while waiting other group members to finalize their tasks. In some
groups this lead to situations that lots of code was commented away from
compilation. As no connectivity to version controlling existed, the comment
blocks were also used for storing obsolete code and later it was di cult to
know that which parts of the code should be restored from the comment
blocks and which can be removed. Some solutions for solving the problem
were suggested, such as storing an error-free versions of each file and using
them instead. However, the deployment problem also had some positive out-
comes. It was reported that because of the problem, the developers mostly
concentrated on one problem at a time and tried to finalize their code as
quickly as possible.
Project management tools. To make work more e↵ective, some project
management tools were suggested to be integrated as a part of the system.
For example, it was suggested that a project backlog for future tasks would
be a good addition to CoRED. In addition, in the current implementation of
CoRED, all the users logged into the system are able to read and write all the
projects and files. During the camp, the problem was solved by allocating
a private virtual machine to each of the groups and no problems concerning
access policies were reported. However, it was suggested that each file and
project should have an owner that would be able to share read and write
permissions. Some refactoring tools were also asked to be added to CoRED.
Version control. A graphical tool for browsing old versions of a project
was considered to be mandatory. One of the interviewees stated that cur-
rently most of the old code can not be deleted, but is moved inside a comment
block and therefore it is later di cult to know which of the code blocks are
still needed. Interviewees stated that certain problems concerning undo and
redo functionalities exist in CoRED. A version control system would also
ease these problems, as code from older states could be easily restored using
version control if undo fails.
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As miscellaneous feedback, it was suggested that two weeks would be a
more suitable length for a code camp instead of one week. Furthermore, the
possibility to include resource files like images and css style sheets to the
project was requested. Some of the interviewees exposed that a collaborative
IDE can also cause feelings of confusion: it is sometimes impossible to un-
derstand the state the project and what are the responsibilities of each group
member as the target is constantly changing. In addition, it was stated that
collaboration would be easier in a group with no high skill level di↵erences.
9.5 Developer Expectations for Real-time Collabora-
tive IDEs
Based on the surveys, interviews and observing the teams working during
the code camp, valuable information concerning real-time collaboration was
collected. Above we described how the teams approached real-time collab-
orative programming, thus answering to the research question Q1. In this
section, we answer the second question Q2 by presenting the features impor-
tant for a real-time collaborative IDE.
The second research question was:
Q2 What features do developers expect from a real-time collaborative IDE?
Being able to test a web-based real-time collaborative integrated devel-
opment environment, even with certain deficiencies, gives more perspective
for analyzing and reasoning on what features developers expect from such a
system. Based on the experience from the code camp we have collected a list
(see Table 9.5) of the main features that should be included in a real-time
collaborative IDE. In addition to these findings, we speculate that by fixing
all the features and organizing a new code camp it is probably possible to
find new demands for the system.
The real-time collaboration aspect brings additional twist to deploying
and running the application under development. In the basic case, if files
contain errors or unfinished code blocks, the compilation fails and the ap-
plication can not be deployed or tested. During our experiment, it turned
out that in collaborative work, most of the time projects contain unfinished
features and therefore deploying the application requires some coordination.
This issue did not come up in the two-hour proof-of-concept sessions as the
task at hand was much smaller, and the team members could thus more eas-
ily coordinate their actions, but was a major hindrance in larger projects.
An important realization confirmed in our experiment was that even though
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Feature Implemented
in CoRED
Edits should be visible in real-time yes
Possibility to deploy a project containing errors no
Project management tools no
Single click deployment yes
Su cient awareness between the users partly
Support for undo/redo partly
Tools for communicating partly
Tools for debugging and testing no
Version control support no
Table 9.5: Important features for a collaborative web based IDE, in alpha-
betical order
the developers edit the same code concurrently, the running and debugging
of the application should be separate for each developer.
Many developers are used to traditional desktop based IDEs such as
Eclipse12 and Visual Studio13 and have got used to debug tools provided
by these environments. Thus, they have rather high standards for what a
web-based environment should o↵er. Many of the participants considered
features such as debugging tools and an ability to set breakpoints to the
code to be vital.
Functional undo/redo is also a feature that users expect of a code editor.
Collaborative editing makes undo and redo more di cult to understand, as
it needs to be designed what is undoable and redoable. Are the users only
undoing their own edits, or does the system allow to undo edits made by
other users? How should the overlapping edits be undone?
Even in the realm of real-time collaboration, version control is a highly
requested feature. Even though version control system is not needed to share
the code, it is useful because it allows the developers to revert back to earlier
revision as well as start separate development branches. There could be sev-
eral ways to integrate a version control system into a real-time collaborative
environment. It would be simple to just connect the development environ-
ment to one of the available version control systems and add a commit button
to the user interface. However, how should the old versions be restored? In
real-time collaboration, the restoring of old states would a↵ect all the users
and therefore it is probably not a good idea to allow. As an alternate option,
we are considering a timeline approach that allows users to drag a slider, and
have a read-only access to history. That would allow users to copy features
12http://www.eclipse.org
13http://www.microsoft.com/visualstudio
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from the older versions to the current. However, branches, the possibility to
create forks and full restorations would probably not be available in the user
interface in such a case.
A di↵erent approach to version control could be to purposefully keep the
responsibility of version control outside of the web-based collaborative devel-
opment environment. In this approach, the developers could use any editor
they want, but additionally have the possibility to start collaboration sessions
on the web. At the start of a collaboration session, the code is retrieved from
a version control system to be edited in real-time collaboration. At the end
of the session, the code could be committed back to the version control sys-
tem, and, if needed, another session would be started. Thus, the real-time
collaborative environment would just simply be used in between two com-
mits. This approach would have at least two benefits. Firstly, the developers
who do not want to use real-time collaboration could use any environment
they like and just collaborate via the version control system. This would also
allow a development team to be split into smaller collaborating units of, for
example, two people. Secondly, there is no need to implement complicated
version control features into the web-based environment because most of the
responsibility for branching and other version control management would be
elsewhere.
Communication is essential in software development. In our experiment
the role of the communication tools did not play that big a part because the
teams were mostly co-located and could simply talk to each other. During
the two hour experiment the sole communication channel between the project
leader and their team was the chat box in the environment, which, based on
the interviews, succeeded in doing its job. It may not be necessary to try
to include all the communication channels to the development environment.
Teams could, for example, use an external Voice over IP software for com-
munication. In our experiment, one of the groups reported using a separate
chat program for communicating, mostly because they were used to that.
In a collaborative IDE that is open for everybody to use, some project
management tools are needed. In a relatively small scale use, such as our ex-
periment, the system can be based on the trust between the users. However,
in a system with a large user base, tools for sharing and restricting read and
writes to projects and files are necessary.
In real-time collaborative tools, awareness is an important concept. There
has been lot of research done on, as well as multiple definitions of awareness.
Basically awareness means “knowing what is going on” [5]. When people
work face-to-face, they exchange a lot of information with their speech, facial
expressions, gestures, and other actions as well as by manipulating their
shared environment. A large part of that information is lost when using
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software tool for collaboration. That is why the tool must deliberatively add
features to improve the awareness of other collaborators. Information such
as who are currently available for collaboration, what are others looking at,
and what are they doing should be transmitted via the collaboration tool.
9.6 Future Work
As already discussed, CoRED is a research artifact and does not fully meet
developers’ expectations. Via our experiment, we gathered hints on which
additional features would bring the most benefit for our system as well as
directions for future research on real-time collaborative software develop-
ment. Before moving on to the ideas for future work, we briefly evaluate
the current state of CoRED based on the essential features of a collaborative
development environment envisioned above.
The last column of Table 9.5 shows how CoRED currently fulfills the re-
quirements we discussed earlier. When considering the features that are not
available in CoRED, no major technical issues are foreseen in their imple-
mentation, as long as we can rely on already existing concepts and implemen-
tations. We are presently evaluating the relative importance of these from
the developer perspective. So far, the ability to deploy a partially erroneous
project and the support for version control have been considered as the most
important ones.
Deploying and running the collaboratively developed applications turned
out to be one of the most apparent hindrances in CoRED. To be able to run
the application, the whole project has to be compilable, a condition often
not satisfied during real-time collaboration. One way of solving this problem
is given in [9], discussed in more detail in Section 9.7. Another deficiency re-
lated to running the application was the lack of debugging support. Creating
a mechanism that allows the developers to print debug text that would be
shown in the IDE would be useful and relatively simple to implement. Setting
breakpoints in the code to stop the execution of the application at certain
position and inspect the values of variables is a feature seen in many tradi-
tional IDEs. Such feature in CoRED would be possible although laborious
to implement.
Integrating a version control system into real-time collaborative software
development is another subject for future work. As discussed in Section 9.5
and additionally in [19], there could be various ways on how to integrate
version control into a system such as CoRED. We plan to further develop
models for using version control systems in a real-time collaboration, imple-
ment such support in CoRED and try them out in later experiments. As a
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related issue, the undo/redo feature does not work optimally in the current
version of CoRED in the face of collaborative edits. We need to rethink
the undo/redo behavior, and possibly incorporate into some kind of version
control or timeline approach. The role of revision control in the light of col-
laborative software development has also been studied by Magnusson et al.
[18]. We assume that the same mechanisms will be reusable in the context
of our work, where micro-scale revisions that are created in a collaborative
fashion form the technical artifact.
When implementing new features to a real-time collaborative IDE, heavy
emphasis needs to be put on the awareness features of the system. Supporting
awareness of other project members and the state of the project would be
even more important if the developers are physically separated from each
other, as opposed to what was the case most of the time in our experiment.
In the current version of CoRED, some steps for improving awareness have
been taken. CoRED shows who have opened the project, who edits which
files as well as their cursor positions. Still, some of the interviewees said
that they had trouble keeping track of what is going on. Awareness could be
further improved by more clearly indicating where the others are looking at
and when they wrote new code. Introducing a version control system with
the possibility of branching would pose even more challenges to the awareness
aspects of the user interface.
Our goal is to expand the research on real-time collaborative program-
ming in two dimensions. Firstly, we will implement some of the features
discussed above and study how they a↵ect the collaborative software devel-
opment process. Secondly, we seek to broaden the scope of the collaborative
programming experiments to a distributed setting by organizing an intercon-
tinental code camp. A development team where the members do not have
the benefit of physical proximity to each other would pose greater challenges
to the cooperation and collaboration aspects of the tools, as well as possibly
expose aspects of real-time collaborative programming not yet captured in
the mostly co-located setting described in this chapter.
9.7 Related Work
Computer-based tools that support collaboration, often called groupware [4],
have been created, used and studied heavily in the multidisciplinary field
known as computer supported cooperative work [21, 11] for decades. Also in
the domain of software development, collaborative processes and tools have
been a subject of study. Gutwin et. al. [12] have studied distributive col-
laborative software development from the perspective of group awareness.
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DeFranco-Tommarello et. al. [3] also explore collaborative software develop-
ment and analyze a list of tools that allow software developers to communi-
cate, coordinate and design software artifacts collaboratively. Even though
these kinds of collaboration tools for improving the software development
process have been extensively used, the act of writing code in real-time col-
laboration is a more rarely seen phenomenon. Even though implementations
for real-time collaborative code editors have existed much earlier, they have
really gained popularity only along with the web becoming a viable applica-
tion platform.
A number of real-time collaborative software development environments
have appeared on the web in recent years. Cloud914 is one of the most pop-
ular of such environments. It contains a runtime environment for Node.js15
applications as well as an integration with various version control systems.
Another real-time collaborative web-based IDE called DevTable16 supports
creating HTML5 as well as Python applications that can be run in Google
AppEngine17. Codenvy18 have also added some real-time collaborative fea-
tures in their IDE. Many other environments, such as Stypi19 and Collabe-
dit20 o↵er a more limited system without possibility to run the applications
in the environment.
There has also been some environments for research purposes. Collabode
[9] is a collaborative web-based IDE, implemented as an Eclipse plugin. The
most notable feature of Collabode is error-mediated integration. The goal of
error-mediated integration is to prevent other collaborators’ erroneous code
to interfere with other developers. It works by keeping a separate copy of
a file for each developer, and additionally an error-free copy to which edits
are only applied if that can be done to create an error-free file. Thus, even
though everybody sees what the other developers write in real-time, every-
body has their own version of the project that can be run whether the other
developers are in the middle of writing or not. The need for this kind of
technique became apparent also during our experiment. Collabode has also
been used as a platform for user studies on real-time collaborative program-
ming. Compared to our experiment, their study was smaller in scope (30 or
40 minutes, single file, Java console application) and mostly concentrated on
validating their error-mediated integration algorithm.
14https://c9.io/
15http://nodejs.org/
16https://devtable.com
17https://developers.google.com/appengine/
18https://codenvy.com
19https://www.stypi.com
20http://collabedit.com/
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In our experiment, we did not instruct the developers to assume any roles
(apart from the two-hour experiment on the third day); they were freely al-
lowed to find a suitable way of working in a collaborative environment. A
di↵erent approach, envisioned by Goldman [8], is that the real-time collab-
orative environment could o↵er for some novel development models to more
e↵ectively structure work and to advance close collaboration. They suggest
three such models: test-driven pair programming where one person writes
the code while another developer writes the tests, micro-outsourcing where
the main developer could “outsource” small implementation tasks to other
developers, allowing himself to remain on the same level of abstraction, and
mobile instructor where one person takes the role of a teacher. As far as we
know, a proper support for these kind of roles is not yet implemented in any
IDE; they could o↵er additional interesting research directions.
Another development model often associated with real-time collaborative
environments is distributed pair programming. That is, pair programming
where the participants are not required to be co-located. Saros [25] is a real-
time collaborative tool mostly intended for distributed pair programming,
with various features for improving awareness. Unlike CoRED, Saros is not
web-based but is run inside a desktop Eclipse client. As reported in the
case of Saros, companies and open-source projects were reluctant to try out
their tool for distriputed pair programming [24]. That could be taken as an
indication that, more generally, it may not easy to get the software developers
to adopt new development models o↵ered by real-time collaborative tools.
Even if developers are not ready to use real-time collaboration in ordinary
work, it could be utilized in some specific situations where close collaboration
is essential. One such situation is merge conflicts occurring in a version
control system when combining two incompatible branches of development.
To resolve the conflict, all the parties involved in causing the conflict could
participate in a real-time collaborative conflict-resolving session. A more
detailed explanation of such process as well as a web-based tool enabling it
is given in [20].
9.8 Conclusion
The current paradigm shift from desktop applications to the browser based
applications makes it possible that software development can shift from desk-
top based IDEs to the web. Among many other good features, this shift
makes it easier to enable collaboration between the developers as the devel-
opers are connected to the same system.
Earlier, we have implemented a real-time collaborative code editor named
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CoRED. To study the software developers perspective of CoRED and col-
laborative coding in general, we ran a week-long experiment. During the
experiment, six small groups of students used the tool for one week while we
both guided and observed the students. We collected feedback via question-
naires and interviews. Based on the lessons learned during the code camp we
continue to develop CoRED, but what is more important we analyzed what
kind of features the developers assume to see in a collaborative web based
IDE. Naturally the users would like to combine all the features well-known
from desktop based IDEs with the benefits provided by a web based environ-
ment such as a low barrier for starting to use the tool as well as collaboration
features.
Towards the end of the chapter, we pinpoint nine essential features that
should be considered when creating a real-time collaborative development
environment. In addition we speculate that more such features could be
found by implementing these and by doing another round of experimenta-
tion. Based on the results of this study a collaborative tools such as CoRED
can o↵er developers more powerful environments than the current norm to
develop software in teams.
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