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THE FREE BOUNDARY OF VARIATIONAL INEQUALITIES WITH GRADIENT
CONSTRAINTS
MOHAMMAD SAFDARI
Abstract. In this paper we prove that the free boundary of the minimizer of
I(v) :=
ˆ
U
1
2
|Dv|2 − ηv dx,
subject to the pointwise gradient constraint
|Dv|p ≤ 1,
is as regular as the tangent bundle of the boundary of the domain. To this end, we study a generalized
notion of ridge of a domain in the plane, which is the set of singularity of the distance function in
the p -norm to the boundary of the domain.
1. Introduction
Let U be a bounded, open set in R2 whose boundary is at least C2.1 Suppose K ⊂ R2 is a balanced
(symmetric with respect to the origin) closed convex set whose interior contains the origin. Let
γK(x) := inf{λ > 0 | x ∈ λK}
be the gauge function of K. Also let
K◦ := {x | x · k ≤ 1 for all k ∈ K}
be the polar of K. By our assumptions, γK and γK◦ are norms on R2 (see Rockafellar [11]). Let dK◦
be the metric associated to the norm γK◦ .
We assume that γK◦ is strictly convex. This is equivalent to requiring K◦ to be strictly convex, i.e.
its boundary does not contain any line segment. The latter happens, for example, when K is strictly
convex and its boundary is C1 (see Crasta and Malusa [6]). As an example, let K = {x | γq(x) ≤ 1}
for q > 1, where γq(x) = |x|q := (|x1|q + |x2|q)1/q is the q -norm of x = (x1, x2). Then γK◦ = γp is
strictly convex, where p = qq−1 is the dual exponent to q.
Let
I(v) :=
ˆ
U
1
2
|Dv|2 − ηv dx,
where η > 0. Let u be the minimizer of I over
WK := {v ∈ H
1
0 (U) | γK(Dv) ≤ 1 a.e. }.
It can be shown that u is also the minimizer of I over
{v ∈ H10 (U) | v(x) ≤ dK◦(x, ∂U) a.e. }.
For the proof see Brezis and Sibony [1], Treu and Vornicescu [13] and Safdari [12].
1This implies that U is the union of finitely many components, and each component is the interior of a simple closed
Jordan curve with finitely many holes. Each hole is itslef, the interior of a simple closed Jordan curve.
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When K is the unit disk, and therefore γK , γK◦ are both the Euclidean norm, the above problem
is the famous elastic-plastic torsion problem. The regularity of the free boundary of elastic-plastic
torsion problem is studied by Caffarelli and Rivière [3, 4], Caffarelli and Friedman [2], Friedman and
Pozzi [9], and Caffarelli, Friedman, and Pozzi [5]. Their work is explained by Friedman [8].
In this paper, we extend their results to the more general problem explained above. A motivation
for our study was to fill the gap between the known regularity results mentioned above and the still
open question of regularity of the minimizer of some convex functionals subject to gradient constraints
arising in random surfaces. To learn about the latter see the work of De Silva and Savin [7].
In order to study the free boundary, we generalize the notion of ridge, by replacing the Euclidean
norm by other norms. We also consider the singularities of the distance function (in the new norm) to
the boundary of a domain. These notions have been considered and applied before by Li and Nirenberg
[10], and Crasta and Malusa [6]. In particular the work of Crasta and Malusa [6] has considerable
intersection with ours. The difference between our work and theirs lies in that we allow less regular
domains, and consider norms that are less restricted in some aspects than what they consider.
2. The Ridge2
First, we start by generalizing the notion of ridge.
Definition 1. The K-ridge of U is the set of all points x ∈ U where
dK(x) := dK(x, ∂U)
is not C1,1 in any neighborhood V of x. We denote it by
RK .
Lemma 1. Suppose γK is strictly convex. If dK(x) = γK(x− y) = γK(x− z) for two different points
y, z on ∂U , then dK is not differentiable at x.
Proof. Along the segment xy (and similarly xz) we have
dK
(
x+
t
γK(x − y)
(y − x)
)
= γK
(
x+
t
γK(x− y)
(y − x)− y
)
= γK(x − y)− t.(2.1)
Now suppose to the contrary that dK is differentiable at x, then we have
(2.2) DdK(x) ·
y − x
γK(x− y)
= −1 = DdK(x) ·
z − x
γK(x− z)
.
We know that γK◦(DdK(x)) = 1. Thus, by strict convexity of γK , there is at most one direction e
with γK(e) = 1 along which
DedK(x) = DdK(x) · e = −1.
Therefore dK can not be differentiable at x. 
Definition 2. The subset of the K-ridge consisting of the points with more than one dK-closest point
on ∂U , is denoted by RK,0.
Now we return to our minimization problem. We assume that the minimizer, u, is in C1(U). See
Safdari [12] for the proof of a stronger regularity assuming some extra restrictions on γK◦ .
2In this section we do not need any assumptions about ∂U .
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Lemma 2. We have
{x ∈ U | u(x) = dK◦(x)} = {x ∈ U | γK(Du(x)) = 1},
and
{x ∈ U | u(x) < dK◦(x)} = {x ∈ U | γK(Du(x)) < 1}.
Proof. First suppose u(x) = dK◦(x) = γK◦(x − y) for some y ∈ ∂U . Then by Lemma 3 we have
Dlu(x) = −1, where l is the direction of xy segment (with γK◦(l) = 1). Therefore γK(Du(x)) can not
be less than 1.
Next suppose Dlu(x) = 1 for some l with γK◦(l) = 1, and u(x) < dK◦(x). We know that Du is
harmonic in the component of the open set u < dK◦ containing x. As |Dlu| ≤ 1 on this open set,
the strong maximum principle implies that Dlu is constant 1 there. Now consider the line containing
x in the l direction and suppose it intersects the boundary of the open set in y. If y ∈ ∂U , then
moving along the line we see that u = dK◦ ,3 contradicting the choice of x. If y ∈ U , then we must
have u(y) = dK◦(y). Also since Dlu(y) = 1, l must be the direction that connects y to (one of)
its dK◦ -closest point on ∂U . Again we can see that along the line we have u = dK◦ , which is a
contradiction. 
Definition 3. The set
{x ∈ U | u(x) = dK◦(x)} = {x ∈ U | γK(Du(x)) = 1}
is called the plastic region and is denoted by P . The set
{x ∈ U | u(x) < dK◦(x)} = {x ∈ U | γK(Du(x)) < 1}
is called the elastic region and is denoted by E.
Lemma 3. Suppose x ∈ P , and y ∈ ∂U satisfies u(x) = γK◦(x− y). Then the segment xy is entirely
plastic.4
Proof. Consider v = u − dK◦ . Then along the segment xy we have DldK◦ = −1, where l is the
direction of the segment with γK◦(l) = 1. Thus Dlv ≥ 0 along the segment, as |Dlu| ≤ 1. Now since
v(x) = v(y) = 0, we have v ≡ 0. Therefore u = dK◦ along the segment as desired. 
Theorem 1. We have
RK◦,0 ⊂ E.
Proof. Suppose to the contrary that x ∈ RK◦,0 ∩P . Then there are at least two points y, z ∈ ∂U such
that
dK◦(x) = γK◦(x− y) = γK◦(x− z).
Now by the above lemma we must have xy, xz ⊂ P . In other words u = dK◦ on both xy and xz. This
implies that
Du(x) ·
y − x
γK◦(y − x)
= −1 = Du(x) ·
z − x
γK◦(z − x)
,
which is a contradiction. 
3Actually, along this segment we have u(·) = dK◦ (·, y) ≥ dK◦ (·).
4This segment is obviously inside U .
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3. The Case of p -norms
From now on we consider γK◦ to be the p-norm, γp, with p ≥ 2, where
γp((x1, x2)) := (|x1|
p + |x2|
p)
1
p .
We denote the corresponding ridge by Rp and call it the p-ridge. In this case, the minimizer is in
C1,1
loc
(U) (see Safdari [12]).
Lemma 4. The Rp,0 of a disk, i.e. the set of points inside the disk which have more than one p-closest
point on its boundary, consists of the union of its diagonals parallel to the coordinate axes.
Proof. It is easy to see that we can inscribe a p-circle inside the disk centered on the prescribed
diagonals and touching the boundary of the disk in at least two points, so the Rp,0 contains them.
Using Lagrange multipliers we can see that centered at any other point in the disk, we can inscribe a
p-circle touching its boundary in exactly one point. 
Next let us take the circle (x− a)2 + (y − b)2 = r2 and assume that at the point (x0, y0) on it, the
inscribed p-circle |x − c|p + |y − d|p = sp is tangent to the circle. We are interested in the direction
(c − x0, d − y0). This is the direction of the segment starting at (x0, y0) along which, (x0, y0) is the
p-closest point on the circle to its points (for nearby points).
At (x0, y0) the tangents, hence the normals, of the circle and the p-circle are parallel. Therefore we
have
2(a− x0, b− y0) = λp((c− x0)|c− x0|
p−2, (d− y0)|d− y0|
p−2).
Thus the direction of (c− x0, d− y0) is (parallel to)
(3.1) (fp(a− x0), fp(b − y0)),
where fp is the inverse of the one to one map t 7→ t|t|p−2 = sgn(t)|t|p−1. It is easy to see that fp is odd,
and |fp(t)| = |t|
1
p−1 . Also for nonzero t we have fp(t) = t|t|
2−p
p−1 , and f ′p(t) =
1
p−1 |t|
2−p
p−1 . The following
lemma is easy to prove.
Lemma 5. If x0 6= a , y0 6= b, then there is an inscribed p-circle inside the circle which is touching
the circle only at (x0, y0).
Next, we introduce a notion of curvature for curves in the plane.
Definition 4. The p-curvature of a curve (x(t), y(t)) in the plane is
(3.2) κp :=
x′y′′ − y′x′′
(p− 1)|x′|
p−2
p−1 |y′|
p−2
p−1 (|x′|
p
p−1 + |y′|
p
p−1 )
p+1
p
.
It is easy to see that κp does not change under the reparametrization of the curve, hence it is an
intrinsic quantity.
Note that the p-curvature is not defined at the points where the tangent (hence the normal) to the
curve is parallel to the coordinate axes. It also has the same sign as the ordinary curvature. It is
also easy to see that the p-curvature of a p-circle is the inverse of its p-radius at all points where it is
defined.
One notable difference between the usual curvature and the p-curvature for p > 2 is that κp does
not appear in the first variation of the p-length.
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Lemma 6. Suppose xi ∈ U converge to x ∈ U , and y ∈ ∂U is the unique p-closest point to x. If
yi ∈ ∂U is a (not necessarily unique) p-closest point to xi, then yi converges to y.
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Proof. Suppose that this does not happen. Then a subsequence of yi, which we denote it again by yi,
will remain outside an open ball around y. Take this ball to be small enough so that x lies outside of it.
Now consider a p-circle around x that touches ∂U only at y (The p-radius of the p-circle is obviously
dp(x)). Consider the subsets of this p-circle and ∂U that lie outside the above ball. These subsets are
compact sets that do not intersect. Therefore they have a positive p-distance, δ, of each other. Let
ǫ < δ/2 be small enough so that the p-circle of p-radius ǫ around x is inside the above p-circle, and
does not touch the ball around y. As xi approach x, they will be inside the p-circle with p-radius ǫ.
Thus
dp(x) + δ ≤ γp(x − yi) ≤ γp(x− xi) + γp(xi − yi) < ǫ+ γp(xi − yi).
Hence
dp(x) + δ − ǫ < dp(xi).
But, as dp is continuous, for small enough ǫ we must have
dp(xi) < dp(x) + δ/2,
which is a contradiction. 
We now impose some extra restrictions on ∂U , in order to study the regularity of dp. We denote
the inward normal to ∂U by ν.
Assumption 1. We assume that at the points where the normal to ∂U is parallel to one of the
coordinate axes, the curvature of ∂U is small. In the sense that, if we have (t, b(t)) as a nondegenerate
Cm,α (m ≥ 2 , 0 ≤ α < 1) parametrization of ∂U around y0 := (0, b(0)), and b
′(0) = 0; then we
assume b′ goes fast enough to 0 so that b′(t) = c(t)|c(t)|p−2, where c(0) = 0, and c is Cm−1,α.
Also we require c′(0) to be less than 1, and small enough so that 1 − c′(0)dp(·) does not vanish at
the points inside U that have y0 as the only p-closest point on ∂U .
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We will call these points the degenerate points of Assumption 1.
Remark 1. These assumptions will imply that there is a p-circle inside U touching ∂U only at y0.
Theorem 2. Suppose ∂U is Cm,α (m ≥ 2 , 0 ≤ α < 1) or analytic, and satisfies Assumption 1. Then
outside Rp,0, dp = dp(·, ∂U) is C
m,α or analytic, except at the points with
(3.3) κp(y(x))dp(x) = 1.
Where y(x) is the p-closest point on ∂U to x.
Proof. Suppose y ∈ ∂U and ν(y) = (a(y), b(y)) is not parallel to the coordinate axes. Then as ν is
smooth, it is not parallel to the coordinate axes in a neighborhood of y. Also as ∂U is smooth, there
is a circle inside U that is tangent to ∂U only at y. Then ν(y) is also normal to the circle at y. By
Lemma 5 there is a p-circle inside the circle and tangent to it (only) at y. Then we know that the
points on the segment joining y to the center of the p-circle have y as the p-closest point to them on
∂U . Also
(3.4) µ(y) =
1
(|a|
p
p−1 + |b|
p
p−1 )
1
p
(fp(a), fp(b))
5This lemma does not need any assumptions about ∂U .
6The requirement that c′(0) < 1 is only used to show that there is a p-circle in U that touches ∂U only at y0, but
after examining this more carefully, it became apparent that this restriction is superfluous.
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is the direction along which y is the p-closest point. Note that by the above assumption on the ∂U ,
this formula also gives the correct direction at points where one of a or b is zero. Also note that as
fp(t) has the same sign as t, µ is pointing inward U .
Definition 5. We call µ the inward p-normal to ∂U at y.
If two points have the same point on ∂U as their p-closest point, then a p-circle centered at them
will be tangent to ∂U at that point. As the inward normal to a point on a p-circle uniquely determines
the point, the two points must be collinear with the point on the boundary. Hence the above normal
bundle µ to ∂U gives at each point the only direction along which the point is the p-closest one.
Let x0 be a point in U −Rp,0 and y0 = y(x0). Let y(t) = (a(t), b(t)) for |t| < L, be a nondegenerate
Cm,α or analytic parametrization of a segment of ∂U with y(0) = y0. Also suppose that (a+ ǫ, b) is in
U for small positive ǫ. Now consider the map
F : (t, d) 7→ y(t) + µ(y(t))d
from the open set (−L,L) × (0,∞) into R2. We have F (0, dp(x0)) = x0. We wish to compute DF
around this point. First we deal with case that none of the a′, b′ vanish at 0 (and hence around 0).
We have ν(t) = (−b′(t), a′(t)) and
(3.5) µ(t) =
(−fp(b
′(t)), fp(a
′(t)))
(|a′(t)|
p
p−1 + |b′(t)|
p
p−1 )
1
p
.
So we have
µ′(t) =
(−(a′)2b′′ + a′b′a′′, (b′)2a′′ − a′b′b′′)
(p− 1)|a′|
p−2
p−1 |b′|
p−2
p−1 (|a′|
p
p−1 + |b′|
p
p−1 )
p+1
p
(3.6)
= −κp(a
′, b′).
Hence
(3.7) DF =


a′ − κpa
′d b′ − κpb
′d
−b′|b′|
2−p
p−1
(|a′|
p
p−1 +|b′|
p
p−1 )
1
p
a′|a′|
2−p
p−1
(|a′|
p
p−1 +|b′|
p
p−1 )
1
p

 .
Thus
(3.8) detDF = (|a′|
p
p−1 + |b′|
p
p−1 )
p−1
p (1 − κpd) = γq((a
′, b′))(1 − κpd),
where q is the dual exponent to p. This implies that F is Cm−1,α around (0, dp(x0)) with a Cm−1,α
inverse, since κp(y0)dp(x0) 6= 1.
Next suppose one of the a′, b′ vanishes. Thus the normal to ∂U is parallel to the coordinate axes.
We assume that b′(0) = 0. The other case is similar. Note that by the assumption on ∂U we still have
µ(t) =
(−fp(b
′(t)), fp(a
′(t)))
(|a′(t)|
p
p−1 + |b′(t)|
p
p−1 )
1
p
.
The problem is that fp is not differentiable at 0. To avoid this problem, we use the assumption that
b′ goes fast enough to 0. In other words, b′(t) = c(t)|c(t)|p−2 where c(0) = 0, and c is Cm−1,α. Hence
fp(b
′(t)) = c(t). We can also assume that a(t) = t with no loss of generality, due to the inverse function
theorem. Therefore
(3.9) µ(t) =
(−c, 1)
(1 + |c|p)
1
p
,
6
and
µ′(t) =
(−c′, 0)
(1 + |c|p)
1
p
−
c|c|p−2c′(−c, 1)
(1 + |c|p)
p+1
p
=
−c′
(1 + |c|p)
p+1
p
(a′, b′).(3.10)
(Note that at t 6= 0 we have κp = c
′
(1+|c|p)
p+1
p
,7 and this expression is continuous at 0 with the value
c′(0) there.) Hence
(3.11) DF =


1− c
′
(1+|c|p)
p+1
p
d c|c|p−2 − c
′c|c|p−2
(1+|c|p)
p+1
p
d
−c
(1+|c|p)
1
p
1
(1+|c|p)
1
p

 .
Thus
(3.12) detDF = (1 + |c|p)
p−1
p (1−
c′
(1 + |c|p)
p+1
p
d).
Since we are only interested at t = 0,
(3.13) detDF (0, d) = 1− c′(0)d.
We assumed that c′(0) is small enough so that inside U this determinant does not vanish. Therefore
F is Cm−1,α at these points too, with a Cm−1,α inverse around them.
Since F : (t, d) 7→ x is invertible in a neighborhood of (0, dp(x0)), we have
(3.14) x = F (t(x), d(x)) = y(t(x)) + µ(t(x))d(x).
We also know that in general
x = y(x) + µ(y(x))dp(x).
Note that y(x) need not be unique for this formula to hold. If we take x close enough to x0, then by
continuity y(x), dp(x) will be close to y(x0), dp(x0). And by invertibility of F we get
y(x) = y(t(x)) , dp(x) = d(x).
As we showed that x 7→ (t, d) is locally Cm−1,α, we obtain that dp(x) and y(x) are also locally Cm−1,α.
Note that this also shows that all points around x0 have a unique p-closest point around y0, which by
continuity is the unique p-closest point to them on ∂U .
Next let us compute the first derivative of dp and t. Looking at DF we can compute
(3.15) DF−1 =


a′|a′|
2−p
p−1
(1−κpd)(|a′|
p
p−1 +|b′|
p
p−1 )
−b′
γq(a′,b′)
b′|b′|
2−p
p−1
(1−κpd)(|a′|
p
p−1 +|b′|
p
p−1 )
a′
γq(a′,b′)

 .
Which implies
(3.16) Ddp(x) = (
−b′
γq((a′, b′))
,
a′
γq((a′, b′))
),
7This equality only holds at the points where c 6= 0. But if we define κp to be c′ at the points where c = 0, κp
becomes continuous.
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and
(3.17) Dt(x) =
(a′|a′|
2−p
p−1 , b′|b′|
2−p
p−1 )
(1− κpd)(|a′|
p
p−1 + |b′|
p
p−1 )
.
Specially note that as a′, b′, t are Cm−1,α, dp is Cm,α. A similar conclusion can be made for the
degenerate points noting that
(3.18) DF−1 =


1
(1+|c|p)(1− c
′
(1+|c|p)
p+1
p
d)
−c|c|p−2
(1+|c|p)
p−1
p
c
(1+|c|p)(1− c
′
(1+|c|p)
p+1
p
d)
1
(1+|c|p)
p−1
p

 .

Theorem 3. We have8
(3.19) ∆dp =
−(p− 1)τpκp
1− κpdp
,
where
(3.20) τp =
(|b′|
2
p−1 + |a′|
2
p−1 )|a′b′|
p−2
p−1
(|a′|
p
p−1 + |b′|
p
p−1 )
2p−2
p
is a positive reparametrization invariant quantity along ∂U . At the degenerate points of Assumption 1
we have ∆dp = 0.
Proof. We know that
Ddp(x) = (
−b′
γq(a′, b′)
,
a′
γq(a′, b′)
) =
(−b′(t), a′(t))
(|a′|
p
p−1 + |b′|
p
p−1 )
p−1
p
.
Therefore
D11dp =
= [
−b′′
(|a′|
p
p−1 + |b′|
p
p−1 )
p−1
p
+
b′(a′|a′|
2−p
p−1 a′′ + b′|b′|
2−p
p−1 b′′)
(|a′|
p
p−1 + |b′|
p
p−1 )
2p−1
p
]D1t
=
[−|a′|
p
p−1 b′′ + b′a′|a′|
2−p
p−1 a′′]a′|a′|
2−p
p−1
(1− κpd)(|a′|
p
p−1 + |b′|
p
p−1 )
3p−1
p
.
Similarly
D22dp =
= [
a′′
(|a′|
p
p−1 + |b′|
p
p−1 )
p−1
p
−
a′(a′|a′|
2−p
p−1 a′′ + b′|b′|
2−p
p−1 b′′)
(|a′|
p
p−1 + |b′|
p
p−1 )
2p−1
p
]D2t
=
[|b′|
p
p−1 a′′ − b′a′|b′|
2−p
p−1 b′′]b′|b′|
2−p
p−1
(1− κpd)(|a′|
p
p−1 + |b′|
p
p−1 )
3p−1
p
.
8Outside Rp.
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Hence
∆dp =
=
a′′b′(|b′|
2
p−1 + |a′|
2
p−1 )− b′′a′(|b′|
2
p−1 + |a′|
2
p−1 )
(1− κpd)(|a′|
p
p−1 + |b′|
p
p−1 )
3p−1
p
=
−(p− 1)κp
1− κpd
(|b′|
2
p−1 + |a′|
2
p−1 )|a′b′|
p−2
p−1
(|a′|
p
p−1 + |b′|
p
p−1 )
2p−2
p
=
−(p− 1)τpκp
1− κpdp
.
For the degenerate case, we just need to note that by our assumptions ∆dp is continuous. Thus if
we rewrite the above formula in this case (for t 6= 0) we get
(3.21) ∆dp =
−(p− 1)τpκp
1− κpd
=
−(p− 1)(1 + c2)|c|p−2c′
(1 + |c|p)
3p−1
p
1
1−
c′dp
(1+|c|p)
p+1
p
.
And as t→ 0 this expression goes to 0. Hence ∆dp = 0 in this case. 
Theorem 4. The p-ridge consists of Rp,0 and those points outside of it at which
1− κpdp = 0.
Proof. First note that we assumed as before that 1 − c′(0)dp does not vanish inside U .9 Thus we do
not need to consider the degenerate case.
So far we showed that the p-ridge contains Rp,0, and every other point at which 1 − κpdp 6= 0 is
not in the p-ridge. Now suppose 1− κp(y(x))dp(x) = 0. Then κp(y) = 1dp(x) > 0. We claim that ∆dp
blows up as we approach x from a neighborhood of the line segment xy. The reason is that on this
segment 1−κpdp 6= 0 (hence also in a neighborhood of it by continuity). Thus we can apply the above
theorems to show that dp is at least C2 on a neighborhood of the segment, and its Laplacian is given
by the formula (3.19). Therefore dp blows up, and can not be C1,1 in any neighborhood of x. 
Theorem 5. The p-ridge is elastic.
Proof. We already showed that Rp,0 is elastic. Therefore consider a (nondegenerate) point x not in
Rp,0 at which 1 − κp(y(x))dp(x) = 0, and suppose it is plastic. (Note that κp(y(x)) > 0.) Then we
know that the segment between x and y(x) is also plastic. Hence along the segment u = dp. As u ≤ dp
in general, for a in the segment we have
(3.22) ∆2h,ξu(a) :=
1
h2
(u(a− hξ) + u(a+ hξ)− 2u(a)) ≤ ∆2h,ξdp(a).
Where ξ is the direction orthogonal to the direction of the segment, ζ := x−y|x−y| . Note that dp is linear
along the segment so D2ζζdp vanishes there. Hence ∆dp = D
2
ξξdp on the segment. Therefore
lim
a→x
D2ξξdp(a) = lim
a→x
−(p− 1)τp(y)κp(y)
1− κp(y)dp(a)
= −∞.
Thus for large positive M we can choose a close to x, and h(a) small enough, such that for h ≤ h(a)
∆2h,ξu(a) ≤ ∆
2
h,ξdp(a) < −M.
9If we do not assume this, we cannot carry over the proof of this theorem to the case of degenerate points of
Assumption 1, since ∆dp = 0 there.
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Fixing a and taking the limit as h→ 0 we get
D2ξξu(a) ≤ −M.
(D2u must actually be interpreted as the Lipschitz constant of Du.)10 But this contradicts C1,1
regularity of u around x. 
Lemma 7. 1− κpdp > 0 on the free boundary.
Proof. Suppose x0 is on the free boundary, and y0 is the p-closest point on ∂U to it. As the free
boundary is part of the plastic region, 1 − κp(y0)dp(x0) is nonzero. But if it was negative we would
have
1− κp(y0)dp(x
′) = 0
for some x′ in the segment x0y0. Since dp linearly grows along this segment and it is zero at y0. Thus
x′ must be in the elastic region contradicting the fact that the segment is plastic.
In the degenerate case of Assumption 1 we need to replace 1− κpdp with detDF . The proof is the
same. 
4. Domains with Corners
We now relax some of the constraints on ∂U . We assume that ∂U consists of a finite number of (at
least) C2 (up to the endpoints) disjoint arcs S1, · · · , Sm. We denote by Vi the vertex Si ∩ Si+1, and
by αi the angle formed by Si, Si+1.11
Definition 6. We say the vertex Vi is a reentrant corner if αi ≥ π, a strict reentrant corner if
αi > π, and a nonreentrant corner if αi < π.12
Let us look more closely at the arguments in the proof of regularity of dp. We see that as long as the
point y0 ∈ ∂U is not the p-closest point on ∂U to any point in U\Rp,0, we do not use any regularity
assumption about ∂U at y0. Therefore instead of Assumption 1 we can assume
Assumption 2. If y0 ∈ ∂U is a point where the normal to the boundary at it is parallel to one of the
coordinate axes, then there is no p-circle inside U that touches its boundary only at y0.
In this case the p-ridge can extend to ∂U at y0 in the direction of the normal to it. But it will still
remain inside the elastic region. (Note that by definition, the p-ridge is closed relative to U . Thus it
remains outside a U -neighborhood of the free boundary.)
A sufficient condition for this assumption to hold, is that we can parametrize ∂U around these
points as (t, b(t)) where b′(0) = 0 and b′′(0) > 0. This is true, for example, when U is a disk.
It is also easy to see that as p-circles have tangent lines at every point, nonreentrant corners can
not be the p-closest point on ∂U to any point in U .
We have the following generalization of Theorem 2.
10In fact ∆2
h,ξ
u(a) = 1
h
(Dξu(a + h1ξ) − Dξu(a − h2ξ)) for some 0 ≤ hi ≤ h. Thus we must have |∆
2
h,ξ
u(a)| ≤
2‖Du‖C0,1 .
11We still assume that each component of U is the interior of a simple closed Jordan curve with finitely many holes.
12When one of the normals to ∂U at a nonreentrant corner is parallel to one of the coordinate axes, we do not need
to assume Assumptions 1 or 2 hold there, except in Section 7.
When Vi is a reentrant corner and the normal to Si at it is parallel to coordinate axes, either Assumption 1 must
hold for Si at its endpoint Vi, or the modified version of Assumption 2 must hold, i.e. we assume that there is no p-circle
inside U whose center is on the p-normal to Si at Vi, and touches ∂U only at Vi.
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Theorem 6. Suppose ∂U is piecewise Cm,α for (m ≥ 2 , 0 ≤ α < 1) or piecewise analytic, and
satisfies Assumptions 1 or 2. Then outside Rp,0, dp = dp(·, ∂U) is C
m,α or analytic around the points
with κp(y(x))dp(x) 6= 1, where y(x) is the p-closest point on ∂U to x and is not a reentrant corner.
If y(x) is a reentrant corner and the segment xy is between the inward p-normals to y, then dp is
analytic around x. And if the segment xy coincides with one of the inward p-normals (or both of them
if they coincide) and κp(y(x))dp(x) 6= 1, where κp is the p-curvature of the corresponding boundary
part, then dp is C
1,1 around x. (But not C2 in general.)
Proof. We just need to consider reentrant corners. Suppose y0 = V1 is a strict reentrant corner and
it is the p-closest point to x0. Let µ1, µ2 be the inward p-normals to respectively S1, S2 at y0. We
assumed that if any of the µi’s is parallel to coordinate axes then one of the Assumptions 1 or 2 holds.
Let l be the tangent line at y0 to C0, where C0 is the p-circle around x0 which passes through y0. l
must be between l1, l2, the tangent lines to S1, S2 at y0. Because the p-circle is inside the domain. If
l 6= l1, l2 then we claim that
dp(x) = γp(x− y0)
for x close to x0. Therefore dp is analytic there. To prove the claim consider C, the p-circle around x
that passes through y0. Then C is in a small neighborhood of C0. As C0 is inside U except at y0 and
U is open, we can see that C is inside U except possibly at a neighborhood of y0. But the tangent to
C at y0 is close to l thus it is also strictly between l1, l2. Therefore C is inside U and touches ∂U only
at y0.
Next we consider the case that l = l1. Then x0 is in the direction of µ1. If µ1 is parallel to one of
the coordinate axes, Assumption 1 must hold. We assume that 1 − κp(y0)dp(x0) 6= 0 where κp(y0) is
the p-curvature of S1 at y0. Now let us extend S1 in a smooth way so that C0 still stays inside the
new domain, and the new boundary stays below l outside of a small neighborhood of x0. Then dp
does not change around x0 on the side of µ1 that S1 is. The reason is that the p-circles around those
points which touch S1 are either completely on the mentioned side of µ1, or intersect the interior of
the segment x0y0. The later p-circles intersect C0 close to x0 on the side of S1, since they also touch
S1 outside C0 and close to x0. Now note that two p-circles whose centers and p-radii are close to each
other will intersect at exactly two almost antipodal points. Therefore the mentioned p-circles can not
intersect the new boundary part, which lies outside of C0 on the opposite side of S1. Here we used the
fact that two distinct p-circle can intersect at at most two points. To see this, note that two p-circles
cannot intersect more than once on one side of the line that joins their centers. Otherwise we can
shrink or expand one of them so that they become tangent at one point on that side of the line. But
in this situation the centers and the point of tangency must be collinear, which is impossible.
Hence we can apply the regularity result for dp in the case of smooth boundaries. Now consider
a small disk around x0 and divide it by µ1. Then dp is smooth up to the boundary of the half disk
on the same side as S1. On the other half, dp is the p-distance from y0 hence it is analytic. Let us
compute Ddp(x0) from both sides. On the side of S1 we have
Ddp(x0) = (
−b′
γq((a′, b′))
,
a′
γq((a′, b′))
) =
ν(y0)
γq(ν(y0))
,
where ν(y0) is the inward normal to S1 at y0 (note that this formula is also true in the degenerate case
of Assumption 1). On the other side we have
Didp(x0) = Diγp(x0 − y0) =
((x0)i − (y0)i)|(x0)i − (y0)i|
p−2
γp(x0 − y0)p−1
.
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But we have µ1 =
x0−y0
γp(x0−y0)
, thus
(4.1) Didp(x0) = µ1i|µ1i|p−2.
On the other hand
µ1i =
fp(νi(y0))
γq(v(y0))
1
p−1
,
where fp is the inverse of t 7→ t|t|p−2 as before. Therefore the derivative of dp is the same from both
sides and it is C1 around x0. As dp is smooth on both sides of µ1 up to µ1, we can say that it is in
fact C1,1 around x0. But it is not in general C2 there. To see this we compute ∆dp from both sides.
On the side of S1 we have
∆dp(x0) =
−(p− 1)τp(y0)κp(y0)
1− κp(y0)dp(x0)
.
And on the other side
∆dp(x0) =
∑
D2iiγp(x0 − y0)(4.2)
= (p− 1)
∑ |(x0)i − (y0)i|p−2
γp(x0 − y0)p−1
−
|(x0)i − (y0)i|
2p−2
γp(x0 − y0)2p−1
.
Now if, for example, κp vanishes at y0 and (x0)i 6= (y0)i the two values will be different.
If α1 = π (which means ∂U is C1 at y0), then we can repeat the same arguments. We can show that
if a point x0 has y0 as the only p-closest point on the boundary and satisfies 1− dp(x0)(κp)i(y0) 6= 0,
where (κp)i is the p-curvature of Si (they can be different at y0 as ∂U is not necessarily C2 there),
then dp is C1,1 in a neighborhood of x0. But it is also not in general C2. 
We can also show that if 1 − κp(y0)dp(x0) = 0 then x0 is in the ridge. The proof of this fact goes
exactly as in the case of smooth boundaries. The only modification is that we may need to approach
x0 only from one side of the segment x0y0.
Theorem 7. Suppose ∂U is piecewise Cm,α for (m ≥ 2 , 0 ≤ α < 1) or piecewise analytic, and
satisfies Assumptions 1 or 2. Then the p-ridge consists of Rp,0 and those points outside of it where
1− κpdp = 0. (The necessary adjustment must be made in the case of reentrant corners.)
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Also it should be noted that at points where dp is smooth, we can still compute ∆dp as in Theorem
3 or formula (4.2).
5. Proof of the Regularity
In this section we are going to modify the proof presented in Friedman [8] in order to be applicable
to our situation. The main difficulty for doing so is that we are dealing with the inward p-normal
instead of the inward normal.
First let us assume that ∂U is Cm,α for (m ≥ 3 , 0 < α < 1) or analytic, and satisfies Assumption
1 at degenerate points. We parametrize it by y(t) for 0 ≤ t ≤ L. As before we denote the inward
p-normal by µ = µ(y(t)).
13The p-ridge is also elastic in this case. Although the proof of Theorem 5 must be modified to show that if x0
belongs to one of the p-normals at a reentrant corner y0 and 1 − κp(y0)dp(x0) = 0, then x0 is elastic. In this case we
need to use the fact that Du = Ddp on the interior of the segment x0y0 when x0 is plastic. Then moving in the direction
ξ orthogonal to the segment, we must have Dξu ≤ Dξdp for some points arbitrarily close to the segment. This easily
gives a contradiction with the boundedness of the C0,1 norm of Du around x0.
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Theorem 8. There exists a nonnegative function δ(t), such that the plastic set is
(5.1) P = {x | x = y(t) + sµ(t) , 0 ≤ s ≤ δ(t) , 0 ≤ t ≤ L}.
Moreover we have dp(y(t) + sµ(t)) = s for 0 ≤ s ≤ δ(t).
Proof. Remember that for x ∈ U , y(x) is the p-closest point on ∂U to x.We proved that if x ∈ P then
the segment xy(x) is also in P .
Consider the (connected) segment starting at the boundary point y in the direction of the inward
p-normal at it, that lies completely in U . Along this segment we can look at the supremum of points
that have y as the only p-closest point to them on the boundary. This supremum can not be on ∂U ,
as points close to that boundary point have p-closest point close to it.
Now consider the supremum of points on the segment that have y as the only p-closest point, and are
in P . This supremum also belongs to P as P is closed. Also it has y as the only p-closest point on the
boundary, as P does not intersect the p-ridge (specially Rp,0), and the p-closest point on the boundary
changes continuously. In addition, this supremum belongs to U as it precedes the first supremum. 
Remark 2. Note that
(5.2) y(t) + (δ(t) + ǫ)µ(t) ∈ E,
where 0 < ǫ < ǫ(t). The reason is that x(t) = y(t) + δ(t)µ(t) is inside U by the above proof.14
If we show that δ is continuous, then Γ, the free boundary, is parametrized by δ(t) for 0 ≤ t ≤ L.
Theorem 9. δ is a continuous function of t.
Proof. Suppose we want to show the continuity of δ at t0 from right. Let tn ց t0 and suppose that
δ(tn)→ δ(t0) + ǫ where ǫ > 0. Then look at the points
xn = y(tn) + (δ(t0) + ǫ/k)µ(tn),
where k is a big constant that makes x˜ = y(t0) + (δ(t0) + ǫ/k)µ(t0) remain inside the elastic region
E. Now for large n, xn is in the plastic region and we have u(xn) = dp(xn). But by continuity of
u, dp we must have u(x˜) = dp(x˜), which is a contradiction. Therefore the limit points of the δ values
of any sequence approaching t0 must be in the interval [0, δ(t0)]. In particular if δ(t0) = 0 then δ is
continuous at t0.
Now we need to show that the limit points can not be less than δ(t0) either. First let us show that
there is a sequence tn ց t0 such that δ(tn)→ δ(t0). If this does not happen then δ(t0) is outside the
closed set of all limit points of δ-values of all sequences approaching t0 from right. Therefore an interval
of the form [δ(t0)− ǫ, δ(t0)] is out of this set. This means that for t close to t0 we have δ(t) < δ(t0)− ǫ.
So the open set
{x | x = y(t) + sµ(t) , δ(t0)− ǫ < s < δ(t0) , t0 < t < t+ ǫ
′}
is elastic and over it we have
−∆u = η.
(This set is an open set by invariance of domain, as it is the image of the locally injective continuous
function F (t, s) = y(t) + sµ(t) introduced in the proof of Theorem 2. We just need to take ǫ, ǫ′ small
enough.) Thus u is analytic there. Now on the segment
{y(t0) + sµ(t0) | δ(t0)− ǫ < s < δ(t0)}
14When δ(t) = 0, we use the fact that a one-sided neighborhood of ∂U is inside U .
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we have u = dp and dp is a linear function there. Also as u− dp achieves its maximum there and it is
C1, we have Du = Ddp. But Ddp is constant along the segment and its value depends only on µ(t0)
there. Hence by uniqueness of the solution of the Cauchy problem, locally, u equals the linear function
whose derivative is Ddp plus a quadratic function of the euclidean distance from the line containing
the segment. (Note that −∆ is elliptic so the segment is a noncharacteristic surface for it.) As these
two functions are analytic, they must be equal on the component of the elastic region attached to the
segment. But this component contains the set
{y(t0) + sµ(t0) | δ(t0) < s < δ(t0) + ǫ˜}.
Hence u equals the linear function there, as the quadratic part vanishes on it. However the linear
function equals dp along this segment too. Hence we get a contradiction.
Now suppose sn ց t0 and δ(sn)→ δ(t0)− ǫ. By taking subsequences we can assume tn+1 < sn < tn
where δ(tn) → δ(t0). For n large enough, δ(sn) is less than δ(tn), δ(tn+1). As we showed that δ is
upper semicontinuous, it achieves its maximum over [tn+1, tn]. Let this maximum be Mn. The set
{t ∈ (tn+1, tn) | δ(t) < Mn} must be open for the same reason. Let (t′n+1, t
′
n) be the component of it
that contains sn. Obviously the largest of δ(t′n+1), δ(t
′
n) equals Mn. Now take the set
(5.3) An = {t
′
n+1 < t < t
′
n , mn < s < Mn},
where mn is the infimum of δ over [t′n+1, t
′
n]. We want F (An) to be an open set. Set
x0 = y(t0) + δ(t0)µ(t0).
Lemma 7 implies
1− κp(t0)dp(x0) = 1− κp(t0)δ(t0) > 0.
(In the degenerate case of Assumption 1 we need to replace this expression with detDF at those
points). We know that F is injective on a neighborhood of x0. We choose this neighborhood small
enough so that 1− κpdp > 0 over it too. Let n be large enough so that for tn+1 < t < tn the half-lines
containing inward p-normals intersect this neighborhood. Then as 1− κpdp can change sign only once
along these half-lines, we conclude that it is positive on F (An) (Note that Mn is close to δ(t0)). Hence
F is at least C1 on An, and the determinant of its derivative never vanishes. This implies that F is
injective on An. Otherwise the restriction of F to the segment connecting two points with the same
F -value would have a local extremum, which implies DF has a zero eigenvalue there, contradicting
the assumptions. Therefore by invariance of domain F (An) is open.
Now consider the function v := dp − u over the open set
En := E ∩ F (An).
We have v > 0 and ∆v = ∆dp + η over it. First let us show that ∆v has a positive infimum over En.
Lemma 8 (which does not assume any regularity about the free boundary) shows that ∆dp + η > 0
on the free boundary. Thus if we choose the neighborhood around x0 small enough, then as the tale
of each segment (along the p-normals) in F (An) is in that neighborhood, ∆dp + η will have a positive
infimum there. Also it is positive at the free boundary point on each segment. We also know that
∆dp + η = η −
(p− 1)κpτp
1− κpdp
.
Thus it can not change sign twice along these segments, as dp grows linearly along them. (In the
degenerate case of Assumption 1 we have ∆dp = 0 and this expression is certainly positive.) Hence
∆dp + η > 0 on En. And as it has a positive infimum on the tale of segments, and by compactness
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a positive minimum on their initial points on the free boundary, we can say it has a positive infimum
over En (note that it is monotone along segments). Therefore we have
∆v ≥ λ > 0
on En for some constant λ.15 Now let
(5.4) w(x) := v(x) − v(x¯)−
λ
2
|x− x¯|2,
where
x¯ = y(sn) + (δ(sn) + ǫ
′)µ(sn) ∈ En.
Then we have
∆w = ∆v − λ ≥ 0,
and w(x¯) = 0. So by the maximum principle supw ≥ 0 and is attained on ∂En. But on the free
boundary and on the segments
{y(t) + sµ(t) | t = t′n, t
′
n+1 , mn ≤ s ≤ δ(t)},
we have v = 0 so w < 0. Therefore supw must be attained on
Bn := {y(t) +Mnµ(t) | t
′
n+1 ≤ t ≤ t
′
n} ∪ {y(t) + sµ(t) | t = t
′
n, t
′
n+1 , δ(t) < s ≤Mn}.
Hence for some x′ in this set we have
v(x′)− v(x¯)−
λ
2
|x′ − x¯|2 = w(x′) ≥ 0,
or (noting that Mn ≥ δ(t′n) , δ(t
′
n+1) )
(5.5) v(x′)− v(x¯) ≥
λ
2
|x′ − x¯|2 ≥ C
λ
2
min{|δ(t′n+1)− δ(sn)− ǫ
′|2 , |δ(t′n)− δ(sn)− ǫ
′|2},
where C depends on the maximum and minimum of the C1 norm of F on a set of the form
{t0 ≤ t ≤ t0 + ǫ˜ , 0 ≤ s ≤M},
which can be shown similar to before that F is C1 over it with a C1 inverse. Letting ǫ′ → 0 we get
v(x′) ≥ C
λ
2
min{|δ(t′n+1)− δ(sn)|
2 , |δ(t′n)− δ(sn)|
2}.
However Bn intersects the free boundary at its end points. Let the closest endpoint to x′ be x′′. Then
as u is C1,1 away from ∂U , we have
(5.6) v(x′) ≤ C′|x′′ − x′|+ v(x′′) ≤ C′C[(t′n − t
′
n+1) + (Mn − δ(t
′
n)) + (Mn − δ(t
′
n+1))].
Where C′ bounds C1,1 norm of v = dp − u around x0, and C is as before. Therefore we have
|δ(tn)− δ(sn)|
2 ≤ min{|δ(t′n+1)− δ(sn)|
2 , |δ(t′n)− δ(sn)|
2}(5.7)
≤ C˜[(t′n − t
′
n+1) + (Mn − δ(t
′
n)) + (Mn − δ(t
′
n+1))] →
n→∞
0.
But this contradicts the assumption. Hence δ is continuous at t0. 
15Note that λ is independent of n.
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Remark 3. If we allow ∂U to be piecewise smooth and to satisfy Assumptions 1 or 2 at degenerate
points, then we can still say that the free boundary is locally a continuous arc. To see this take x0 to
be a point on the free boundary (inside U), and let y0 be the p-closest point to it on the boundary (we
know that x0 /∈ Rp,0). If y0 is a regular point or a degenerate point of Assumption 1, then around it
we can still represent the free boundary as the graph of a function δ and the previous arguments apply.
If y0 is a reentrant corner and x0 is between the inward p-normals at y0, then we can define a similar
function δ (of the angle between x0y0 and one of the p-normals) whose graph is the free boundary and
the analysis is similar to before. (Note that in this case ∆dp ≥ 0 and dp is just the p-distance from
the corner, so the analysis is actually simpler.)
And finally if x0y0 is in the direction of one of the p-normals, then we can prove the continuity from
each side separately. Although the above proof needs modifications as we did not show that 1−κpdp is
necessarily nonzero at these points. Therefore the “open” set in the proof is not necessarily the image
of an injective map.16 Nevertheless the analysis below does not apply at these points and we can not
get regularity at them. So we do not go into the details of this case.
Now we can apply the following theorem proved in Friedman [8]. Note that the free boundary is
locally a Jordan arc, since it is parametrized by the continuous injective map
t 7→ y(t) + δ(t)µ(t).
Injectivity follows from the arguments in the beginning of this section resulted in the definition of δ,
and the fact that the free boundary is part of the plastic region. (Thus points of the free boundary
have a unique p-closest point on ∂U to them.) The case of reentrant corners is similar.
Theorem 10. Let V be a simply connected domain in R2 whose boundary ∂V is a Jordan curve,
and let Γ ⊂ ∂V ∩ BR(x0) be a Jordan arc (for some R > 0). Also assume that u ∈ C
1,1(V ∪ Γ),
f ∈ Cm,α(BR(x0)), φ ∈ C
m+2,α(BR(x0)) where m ≥ 0 , 0 < α < 1. And assume that u satisfies
(5.8)
∆u = f in V ∩BR(x0)
u = φ , Du = Dφ on Γ
f −∆φ 6= 0 in BR(x0).
Then Γ has a Cm+1,α nondegenerate parametrization.
Now we can take x0 on the free boundary (inside U) to be a point where dp is at least C3,α for
0 < α < 1 around it. Take V to be the subset of E, the elastic set, consisted of points above the graph
of δ around x0. Note that V is simply connected as we can project any loop in it onto the graph of
δ and then shrink it to a point. We know that u is in C1,1(V¯ ). If we show that −η − ∆dp 6= 0 at
x0, then by continuity we can choose a small ball BR(x0) such that −η −∆dp 6= 0 everywhere on it,
and the theorem applies. We use the following lemma from Friedman [8] to show this. Note that our
16The one-sided continuity from the region between the two p-normals follows as before, if we are not in the degenerate
case of Assumption 2. Continuity from the other side follows similarly in some cases, for example when κp = 0 at the
corner.
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problem is equivalent to
(5.9)
−∆(−u) + η ≥ 0
−u ≥ −dp
(−∆(−u) + η)(−u + dp) = 0.
Lemma 8. Suppose
−∆u+ f ≥ 0
u ≥ φ
(−∆u+ f)(u− φ) = 0
in U , and u ∈ C1,1(U), φ ∈ C3. Then on the free boundary, if f −∆φ and D(f −∆φ) do not vanish
simultaneously, we have f −∆φ > 0. (The free boundary is the boundary of the set {u > φ} inside U .)
Hence we only need to show that ψ := η+∆dp > 0 along the free boundary, by showing that ψ,Dψ
can not vanish simultaneously there. In order to prove the latter fact, suppose at a nondegenerate
point x0 we have
ψ = η +∆dp = η −
(p− 1)κpτp
1− κpdp
= 0.
As η, τp are positive, this implies that κp(y(x0)) 6= 0. (Note that as free boundary is plastic we have
1− κpdp 6= 0 there.) Now we have
(5.10) Dµψ = Dµ∆dp =
−(p− 1)κ2pτp
(1− κpdp)2
Dµdp =
−(p− 1)κ2pτp
(1− κpdp)2
6= 0.
Since κp, τp do not change along µ = µ(y(x0)) and Dµdp = 1. In case of degenerate points of
Assumption 1, we showed that there ∆dp = 0 so ψ > 0. Finally if y(x0) is a reentrant corner and x0
is between the inward p-normals, formula (4.2) shows that ∆dp ≥ 0, hence ψ > 0.
Now if we show that the free boundary has no cusps, we have proved that it is a smooth curve. The
following theorem proved in Friedman [8] for p = 2, but the proof works in this more general setting
with no change.
Theorem 11. The plastic set has positive density at each point of the free boundary where dp is C
3,α
around it, for some 0 < α < 1.
Therefore putting all these together we get
Theorem 12. The free boundary is locally Cm,α (m ≥ 2 , 0 < α < 1) or analytic, if the part of ∂U
that parametrizes it is Cm+1,α or analytic. Any open part of the free boundary that has a reentrant
corner as its p-closest point on the boundary, is analytic.
Proof. Theorems 6 and 7 imply that dp is Cm+1,α around the free boundary. Also by Theorem 9, the
free boundary is locally a Jordan arc. Therefore we can apply Theorem 10 with φ = dp and conclude
that locally, the free boundary has a nondegenerate Cm,α parametrization. This together with the
fact that the free boundary has no cusps (Theorem 11), give the result. The case of reentrant corners
is similar, noting that dp is analytic around them. 
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Note that by this theorem the free boundary is smooth, except at the finite number of points on
it which have a reentrant corner as the p-closest point to them, and lie on the direction of an inward
p-normal at that corner.
6. The p -bisector
Now we focus on understanding the shape of the free boundary. Consider the line ax + by + c = 0
and the point (x0, y0) in the plane. We want to find the p-distance of the point and the line. The
direction of the p-normal to the line is
(a|a|
2−p
p−1 , b|b|
2−p
p−1 ).
The p-closest point on the line to (x0, y0), is the intersection of the line and the line that passes through
(x0, y0) in the direction of the p-normal. Let that point be
(x0, y0) + t(a|a|
2−p
p−1 , b|b|
2−p
p−1 ).
Then
a(x0 + ta|a|
2−p
p−1 ) + b(y0 + tb|b|
2−p
p−1 ) + c = 0.
Hence
(6.1) t = −
ax0 + by0 + c
|a|
p
p−1 + |b|
p
p−1
.
Therefore the p-distance is
dp = |t|(|a|
p
p−1 + |b|
p
p−1 )
1
p
=
|ax0 + by0 + c|
(|a|
p
p−1 + |b|
p
p−1 )
p−1
p
=
|ax0 + by0 + c|
(|a|q + |b|q)
1
q
,(6.2)
where q = pp−1 is the dual exponent to p. This also implies that
(6.3) dp = cd2.
Where c is some positive constant depending only on p and the line, but not on the point (x0, y0).
Definition 7. The p-bisector of an angle is the set of points inside the angle that have equal p-
distance from each side of the angle.
It is easy to see from the above arguments that the p-bisector of an angle is a ray inside the angle
emitting from its vertex.
7. Nonreentrant Corners
Theorem 13. Suppose w ∈ W 1,∞(U), and w ≥ 0 on ∂U .17 Also suppose that −∆w ≥ 0 in the weak
sense, i.e. ˆ
U
Dw ·Dφdx ≥ 0 for all φ ∈ H10 (U) with φ ≥ 0 a.e..
Then w ≥ 0 on U .
17For this theorem, we assume that ∂U is Lipschitz.
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Proof. Let φ = −w− := −min{w, 0}. We have
−
ˆ
{w<0}
|Dw|2 dx =
ˆ
U
Dw ·D(−w−) dx ≥ 0.
As w is Lipschitz continuous, {w < 0} is an open set. But by the above, Dw = 0 a.e. on this open
set. Also w = 0 on ∂{w < 0}. Therefore {w < 0} must be empty, and w ≥ 0 everywhere on U . 
Now suppose
(7.1) G := {(r, θ) | 0 < r < r0 , −α < θ < α},
and α < π/2.
Lemma 9. Suppose u ∈W 1,∞(G) has Laplacian bounded from below in the weak sense, i.e. for some
C1 > 0 we haveˆ
G
Du ·Dφdx ≤ C1
ˆ
G
φdx for all φ ∈ H10 (G) with φ ≥ 0 a.e..
Also suppose that u vanishes on the straight sides of G. Then there are positive constants C, ν, such
that for r small enough we have
(7.2) u(r, θ) ≤ Crνdp(r, θ),
where dp is the p-distance from the straight sides of G.
Proof. First assume that α > π/4 and consider the following function on G
(7.3) v := r
pi
2α cos(
π
2α
θ) +
r2
2
(sin2 θ − cos2 θ tan2 α).
It is easy to see that in G
(7.4) ∆v = 1− tan2 α < 0,
and v = 0 on θ = ±α. If r0 is small enough then v > 0 on r = r0. Also Dθv(r0,−α) > 0 and
D−θv(r0, α) > 0 (because cos( π2αθ) ≥ 0 and
π
2α < 2). Hence for C > 0 large enough
(7.5) ∆(Cv − u) ≤ 0 in the weak sense.
And also Cv − u > 0 on r = r0. Since its inward derivative is positive at (r0,±α), so it is positive
around them. (Actually, we only need to work with the Lipschitz constants.) Also on the remaining
part of r = r0 it is positive, because the coefficient of the dominant term of v there, i.e. cos( π2αθ), has
a positive minimum there. Also Cv − u vanishes on θ = ±α. Therefore by the maximum principle we
have
(7.6) u ≤ Cv
inside G. Hence
u(r, θ) ≤ 2Cr
pi
2α cos(
π
2α
θ) = 2Crν l
cos( π2αθ)
ω(θ)
.
Where ν = π2α − 1 > 0, and
l = rω(θ) =
{
r sin(θ + α) −α < θ < 0
r sin(α− θ) 0 ≤ θ < α
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is the euclidean distance of the point (r, θ) from the straight sides of G. But the function cos(
pi
2α θ)
ω(θ) is
bounded for θ ∈ (−α, α) as it is continuous and has finite limits at ±α. Thus
u(r, θ) ≤ C˜rν l.
But by the formula (6.3) we have
dp(r, θ) ≥ cl.
(Note that there are two sides and we have to take the minimum of both the distance and the p-
distance to them, hence the equality in the formula (6.3) becomes an inequality.) Hence for small r
we get
(7.7) u(r, θ) ≤
C˜
c
rνdp(r, θ).
When α ≤ π/4, we need to find an appropriate replacement for v. Consider w, the minimizer of I
over K(G). As proved in the Remark 4, w satisfies the bound (7.2). It also has negative Laplacian
around the vertex of G. Also, w vanishes on the straight sides of G, and is nonnegative inside it.
Consider G˜ ⊂ G, which consists of all points with r < r1, where r1 is small enough so that ∆w = −η
on G˜. We can also choose r1 such that w is positive on some point of ∂G˜. Since otherwise w = 0 on G˜
and can not satisfy the equation. As ∆w < 0 inside G˜ and w is nonnegative on ∂G˜, strong maximum
principle implies that w > 0 inside G˜.
Now let Gˆ ⊂ G be the set of points with r < r1− ǫ. Then on the circular part of ∂Gˆ we have w > 0.
Also the inward normal derivative of w is positive on the endpoints of this circular part. The reason
is that it is nonnegative and if it was zero we would have Dw = 0 at that point (note that w = 0
on the straight sides of ∂G). But this gives a contradiction because the second derivative of w along
the inward normal must be negative (since ∆w < 0 and the second derivative of w vanishes on the
straight sides of ∂G). Thus if we move along this inward normal w decreases and becomes negative
which is a contradiction. Therefore w has all the necessary properties of v and the previous proof can
be repeated (note that the comparison must be made on Gˆ, not G). 
Theorem 14. If y0 is a nonreentrant corner, then there is R > 0 such that U ∩BR(y0) is elastic.
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Proof. First suppose that y0 is the intersection of two line segments S, S′ of ∂U , making the angle
2α < π. We can choose a polar coordinate centered at y0 such that
(7.8) G := {(r, θ) | 0 < r < r0 , −α < θ < α} ⊂ U.
Note that
(7.9) ∆u =
{
−η in E
∆dp a.e. in P,
and ∆dp is bounded away from the p-ridge especially in P .19 Thus we have that ∆u is bounded in G.
(Note that there is no reentrant corners there, so ∆dp does not blow up as we approach the boundary.)
We assume that r0 is small enough so that the p-closest point on ∂U to any point in G lies on the
18We need to assume that if one of the tangents to ∂U at y0 is parallel to one of the coordinate axes, then Assumption
1 holds at y0, and around it there is no degenerate point of Assumption 2. This is necessary to ensure that κp is bounded
around y0.
19Since κp is bounded around y0, 1− κpdp → 1 uniformly, as we approach ∂U . Also, 1− κpdp > 0 on P around y0,
so it has a positive minimum there. In addition, τpκp is bounded on ∂U as we assumed that Si’s are smooth up to their
endpoints. Hence ∆dp is bounded on P around y0.
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sides of the angle at y0. Then Lemma 9 implies that the region U ∩ {r < R} is elastic for some small
R, because
(7.10) u(r, θ) ≤ Crνdp(r, θ) < CRνdp(r, θ) < dp(r, θ).
Now suppose y0 is a general nonreentrant corner. We reduce this case to the previous case. Let g be
a conformal map from a sector G with straight sides to a neighborhood of y0 (obviously the opening
angle of G is the same as the one at y0). As proved in Friedman [8], g and its inverse have bounded
derivative up to the boundary. Let
(7.11) u˜(z) := u(g(z))
be a function on G. Since g is conformal, we have
(7.12) ∆u˜ = |Dg|2∆u.
And as Dg,∆u are bounded, ∆u˜ is also bounded. Hence by Lemma 9
u˜ ≤ Cd˜pr˜
ν
near the vertex of G. Where d˜p, r˜ are respectively the p-distance from the straight sides of G, and the
distance from its vertex. As Dg−1 is bounded we have d˜p ≤ Cdp and r˜ ≤ Cr. Therefore we get u < dp
in a neighborhood of y0. 
Remark 4. This is another proof of the above theorem, when α ≤ π/4 and ∂U consists of line segments
near y0. Here we only use Lemma 9 for α > π/4.
Divide the angle by its p-bisector. It is enough to show that a sector of each of these smaller angles
(the p-halves) is elastic. Let U ′ be a domain containing U such that ∂U ′ contains S and another line
segment S′′ starting at y0 on the same side of S as S′, making the angle γ ∈ (π/2 , π) with S. Thus y0
is also a nonreentrant corner of ∂U ′. Let w be the minimizer of I over K(U ′). We claim that u ≤ w
on U . To see this consider the test functions
v := u+ (w − u)− =
{
u u ≤ w
w u > w
v˜ := w + (u− w)+ =
{
w u ≤ w
u u > w
= w − (w − u)−.
(We consider u to be zero outside U .) Now u,w are both minimizers of the functional I over some
closed convex sets. Also v, v˜ belong to those sets respectively (note that v = 0 on ∂U as w ≥ 0 = u
there). Hence we have ˆ
U
Du ·D(v − u)− η(v − u) dx
=
ˆ
U
Du ·D(w − u)− − η(w − u)− dx ≥ 0,
and ˆ
U ′
Dw ·D(v˜ − w)− η(v˜ − w) dx
=
ˆ
U
−Dw ·D(w − u)− + η(w − u)− dx ≥ 0.
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Note that (w−u)− is zero outside U as w ≥ 0 and u = 0 there. Thus the domain of the second integral
can be changed to U . Adding these two integrals we get
(7.13)
ˆ
U
D(u − w) ·D(w − u)− dx = −
ˆ
{w<u}
|D(w − u)|2 dx ≥ 0.
Therefore w ≥ u a.e. which by continuity gives the required result. Because otherwise we must have
w−u is a constant on the open set {w < u} (again using continuity) and as it vanishes on the boundary
of this set it must be zero on the set, which is a contradiction.
Hence for small r
u(r, θ) ≤ w(r, θ) < dp((r, θ) , ∂U
′).
But when the point (r, θ) is in the p-half attached to S of the angle at y0 on ∂U (and r is small enough)
we have
dp((r, θ) , ∂U
′) = dp((r, θ) , S) = dp((r, θ) , ∂U).
So u < dp(·, ∂U) as desired.
8. Flat Boundaries
Let y(t) be a parametrization of part of ∂U and as before y(t) + δ(t)µ(t) be the parametrization of
the free boundary attached to this part. If δ(t) > 0 for t ∈ (a, b) and δ(a) = δ(b) = 0 then we call the
set
{y(t) + sµ(t) | t ∈ [a, b] , s ∈ [0, δ(t)]}
a plastic component.
Theorem 15. The number of plastic components attached to a closed line segment20 of ∂U is finite.
Proof. For simplicity let the line segment be {(x1, 0) | a ≤ x1 ≤ b}. Suppose to the contrary that
there are infinitely many plastic components
Pi = {(x1, x2) | x1 ∈ [ai, bi] , x2 ∈ [0, δ(x1)]}
attached to the line segment. Where δ is a continuous nonnegative function on [a, b] and bi ≤ ai+1.
Note that as we proved, δ is analytic on the set {δ > 0}. Let
Hi := max
x∈[ai,bi]
δ(x).
Since bi − ai → 0 as i → ∞, we must have Hi → 0. Otherwise a subsequence, Hni converges to a
positive number and by taking a further subsequence we can assume that this subsequence is δ(xni)
where xni → c. But this contradicts the continuity of δ at c because bni → c too.
Hence any line x2 = ǫ intersects only a finite number n(ǫ) of Pi’s, and n(ǫ)→∞ as ǫ→ 0.
Consider a piecewise analytic curve γ in the elastic region E, such that it starts at (a, 0) and ends
at (b, 0) (if Pi’s accumulate at one of these points, then γ will start or end at a point (a − ǫ, 0) or
(b + ǫ, 0) if these points have an elastic neighborhood and if not, at the free boundary point on the
lines x1 = a− ǫ or x1 = b+ ǫ). We also consider γ to be close enough to the segment so that for points
between them the p-distance to ∂U is the p-distance to the segment, so for those points dp(x, ∂U) is
a function of only x2.
Now consider Eǫ to be the elastic region enclosed by γ and the line x2 = ǫ. The ∂Eǫ consists of γ,
segments on the line x2 = ǫ and parts of ∂Pi’s. On every segment on ∂Eǫ∩{x2 = ǫ} with endpoints on
the free boundary, the function Dx1(u − dp) = Dx1u is analytic and changes sign as u− dp is zero on
20This means that the segment is a closed proper subset of a line segment of ∂U .
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the endpoints and negative between them. Let (c, ǫ) , (d, ǫ) for c < d be points close to those endpoints
such that
Dx1u(c, ǫ) < 0 , Dx1u(d, ǫ) > 0.
Then as proved in Friedman [8] the level curves of the harmonic function Dx1u can be continued until
they exit its domain ∪Eǫ. But Dx1u = Dx1(u − dp) is zero on the free boundary and on the segment
x2 = 0, hence they must exist through γ. This implies that Dx1u changes sign at least 2n(ǫ) − 1
times on γ, since the level curves do not cross each other. But this number grows to infinity as ǫ→ 0
contradicting the fact that γ is piecewise analytic and Dx1u is analytic on a neighborhood of it. 
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