Let A n be the free associative algebra with n generators over C, consider the Lie algebra A 1 of its outer derivations (the derivations modulo the inner derivations). Let A 0 be its quasi-classical limit, that it the Lie algebra of outer derivations of the free Poisson algebra with n generators over C. Boris Feigin conjectured around 1998 that the Lie algebras A 0 and A 1 are isomorphic. It turns out that the Kontsevich's formality theorem for a finite-dimensional vector space V follows from the Feigin's conjecture, but not vise versa. In this paper we prove the Feigin's conjecture. To prove it we construct Kontsevich formality map for any infinite-dimensional nonnegatively graded vector space with finite-dimensional grading components.
The set-up
Let V = ⊕ i≥0 V i be an infinite-dimensional non-negatively graded vector space over C with finite-dimensional components V i . Our goal in this paper is to establish the Kontsevich formality theorem for the Hochschild complex of the algebra S(V * ) = S(⊕ i≥0 V * i ). We start the paper with defining what are the right versions of polyvector fields on V and of the cohomological Hochschild complex of S(V * ) for an infinite-dimensional vector space V with finite-dimensional graded components. Then we prove an analog of the Hochschild-Kostant-Rosenberg theorem in our setting.
The polyvector fields T fin (V )
First of all, let us define an appropriate Lie algebra of polyvector fields T poly (V ). We want to allow some infinite sums. Here is the precise definition. An i-linear polyvector field γ of inner degree k is a (possibly infinite) sum in S(V * )⊗Λ i (V ) such that all summands have degree k (here we set deg V * a = −a). With a fixed element in Λ i (V ), its "coefficient" maybe only a finite sum because the vector space V is non-negatively graded. We denote the space of i-linear polyvector fields of inner degree k on the space V by T 
V ). That is, any polyvector field has a finite number of non-zero inner degrees.
The Schouten-Nijenhuis bracket of two such polyvector fields is well-defined. We denote this graded Lie algebra by T fin (V ).
The Hochschild complex Hoch
Now we define some Hochschild cohomological complex of the algebra S(V * ) = S(⊕ i V * i ) which has as its cohomology the graded Lie algebra T fin (V ).
We define an ℓ-cochain as an element in Hom(S(V * ) ⊗ℓ , S(V * )) having only a finite number of different inner gradings. Here we set, as before, S(V * ) = S(⊕ i V * i ). We denote this Hochschild complex by Hoch q fin (S(V * )). It is a dg Lie algebra with the Gerstenhaber bracket.
The cohomology of this Hochschild complex can be interpreted as a derived functor, as follows.
Denote by A the category whose objects are graded (with respect to the inner grading) S(V * )-bimodules, and whose morphisms are graded maps between them. Then A is an Abelian category. For an object X ∈ Ob(A), denote by X k the object of A whose inner grading defined as usual: (X k ) i = X k+i .
We have the following lemma:
Lemma. The cohomology H ℓ (Hoch Proof. The bar-resolution of S(V * ) is clearly a projective resolution of the tautological bimodule S(V * ) in A. We compute the Exts functors using this resolution. The complex Hom A (Bar q (S(V * )), ⊕ k∈Z S(V * ) k ) is exactly the complex Hoch q fin (S(V * )).
The Hochschild-Kostant-Rosenberg theorem
Define the Hochschild-Kostant-Rosenberg map ϕ HKR : T fin (V ) → Hoch q fin (V ) as
for γ ∈ T k fin (V ). We have the following result:
Theorem. The map ϕ HKR :
Proof. Consider the following Koszul complex K q :
. . .
where
where all infinite tensor products are allowed, and the differential is
where {x i } is a basis in V * compatible with the grading V = ⊕ i V i , {y i } is the same basis in the second copy of V , and {ξ i } is the corresponded basis in V [1]. This Koszul complex is clearly a resolution of the tautological S(V * )-bimodule S(V * ) by free bimodules, it is a resolution in the category A because the differential d preserves the inner grading. When we compute Hom A (K q , ⊕ k∈Z S(V * ) k ), we get exactly T fin (V ) with zero differential.
It remains to note that the image of the Hochschild-Kostant-Rosenberg map coincides with the cohomology classes in Hoch q fin (V ) given by the Koszul resolution.
Formality theorem
One of the main results of this paper is the following
This Theorem will be proven in Section 2. Let us comment here why this Theorem is non-evident. Let us try to prove it using the Kontsevich's graphical technique from [K97] . Then, if a graph Γ contains an oriented cycle between some its vertices of the first type, the corresponding polydifferential operator U Γ may be ill-defined for an infinite-dimensional vector space V .
The reason for this is that an oriented cycle looks like trace which may be ill-defined for an operator on an infinite-dimensional space.
We have, however, the following lemma:
Lemma. Let Γ be a Kontsevich admissible graph in the sense of [K97] with n vertices of the first type and m vertices of the second type. Suppose that the graph Γ has no any oriented cycles between vertices of the first type. Let V be as above, and let γ 1 , . . . , γ n ∈ T fin (V ). Then the Kontsevich's polydifferential operator
The proof is clear. Thus, only the graphs with oriented cycles cause a problem for us. This problem can not be solved without a serious breakdown of the Kontsevich's construction. We should redefine the Kontsevich's propagator such that the graphs with oriented cycles will automatically have weight 0. We achieve it by introducing a height ordering of all points of the first type. Actually, we introduce a new propagator which respects this ordering.
2 A proof of Theorem 1.4
The new propagator
Recall that the main configuration space in [K97] is the following space C n,m . First of all, Conf n,m is the configuration space of pairwise distinct points n of which belong to the upper half-plane, and the remaining m are placed to the real line, which is thought as the boundary of the upper-half plane. Then
where G is the two-dimensional group of symmetries of the upper half-plane of the form {z → az + b|, a ∈ R + , b ∈ R}. Here a point z of the upper half-plane is considered as a complex number with positive imaginary part. Kontsevich introduces in [K97] some compactification C n,m of these spaces and constructs a top degree differential forms on them. We refer the reader to [K97] , Section 5, for a detailed description of the compactification.
The top degree differential form on C n,m is constructed as follows. Firstly one constructs some closed 1-form φ on the space C 2,0 ("the propagator"). Now suppose that exactly 2n + m − 2 oriented edges connect our n + m points (fixation of a Kontsevich graph Γ). For each edge e of these edges we have the forgetful map t e : C n,m → C 2,0 . Now if the 1-form φ is fixed, we define the top degree form on C n,m associated with an admissible graph Γ as
(we should have some ordering of the edges to define this wedge-product of 1-forms; this ordering is a part of the data of an admissible graph). We see that all the game depends only on the propagator 1-form φ. Our construction differs from the one from [K97] only by this 1-form φ, our definition of an admissible graph is the same.
Recall firstly what the space C 2,0 is. It looks like an eye (see the left picture in Figure  1 ). The two boundary lines comes when one of the two points z 1 or z 2 approaches the real line, which is the boundary of the upper half-plane. The circle comes when the two points z 1 and z 2 approach each other and are far from the real line. The role of the two points z 1 and z 2 here is completely symmetric. Now we are going to break this symmetry.
Divide the space C 2,0 into two parts, as follows. Let the point z 1 be fixed. Draw the half-circle orthogonal to the real line (a geodesics in the Poincaré model of hyperbolic geometry) with z 1 as the top point , see Figure 2 . This half-circle is a geodesic, and the group G in (5) is the group of symmetries in hyperbolic geometry. This proves that this half-circle transforms to the analogous half-circle under any g ∈ G. Therefore, the image of this half-circle is well-defined on the eye C 2,0 .
We show this image schematically in Figure 2 as the border between the light and the dark parts. Now we want to vanish the 1-form φ when the oriented pair (z 1 , z 2 ) is in the light area in Figure 2 (z 2 is outside the half-circle). We contract all light area in the left picture in Figure 1 to a point, and we get the right picture in Figure 1 . Here the both vertices from the left picture, and the upper boundary are contracted to a one point, as well as the upper half of the circle. The entire external boundary in the right picture is formed from the low boundary component on the left picture.
Here we give the following definition:
Definition. A modified angle function is any map from the modified (contracted) C 2,0 to the circle unit S 1 such that the internal circle (in the right picture in Figure 1 ) maps isomorphically to S 1 as the 2 × angle, and the external boundary component maps also to S 1 (in the homotopically unique way, with the period 2π).
Here the angle in the internal circle is the Euclidian angle when z 2 approaches z 1 . The period of this angle inside the half-circle is π, not 2π.
See example of such a map in (10) below. Let us recall that the angle function in [K97] , Section 6.2, is a map of the eye from the left picture in Figure 1 such that the inner circle maps isomorphically as angle, the upper boundary is contracted to a point, and the lower boundary is mapped with period 2π.
Let us emphasize a difference between the two definitions: in our case, any angle function θ is a function in a proper sense, while in the Kontsevich's definition it is a multi-valued function defined only up to 2π. Therefore, in our case the de Rham derivative φ = dθ is an exact 1-form, while in the Kontsevich's case it is only closed. But a more serious breakdown is that in our case the propagator φ is not a smooth function on the manifold with corners C 2,0 . This will be the main source of problems in the next Subsection, where we prove the L ∞ property using the Stokes' theorem.
We define the weight of an admissible graph Γ as
where the forgetful map f e associated with an edge e ∈ E(Γ) is defined just above (6). This definition has a small defect caused by non-smoothness of the 1-form φ on C 2,0 . We advice to the reader skip it for the moment till Section 2.2.2, where we give a rigorous definition of the weights in (11).
This definition completely coincides with [K97] , Section 6.2, but here we use the different definition of the angle function.
Let us note that, although our 1-form φ is exact, the integrals W Γ are in general nonzero, because the spaces C n,m are manifolds (with corners) with boundary. 
The proof

Formulation of the result
Let V be a Z ≥0 -graded vector space over C with finite-dimensional components V i .
The definition of an admissible graph here is the same that in [K97] . Let G n,m denotes the set of all admissible graphs with n vertices of the first type, m vertices of the second type, and 2n + m − 2 edges. Let U Γ (γ 1 ∧ · · · ∧ γ n ), Γ ∈ G n,m , be the polydifferential operator associated with the graph Γ and polyvector fields γ 1 , . . . , γ n . Define
where the weight W Γ is defined in (7) via the modified angle function. We have the following two cases: either Γ contains an oriented cycle (and in this case clearly our W Γ = 0), or it does not contain (and in this case U Γ is well-defined by Lemma 1.4). Therefore, the cochain F n (γ 1 ∧ · · · ∧ γ n ) is well-defined. Our main result is the following Theorem. Let V be a Z ≥0 -graded vector space over C with finite-dimensional graded components V i . Then the maps F n are well-defined and are the Taylor components of some
This Theorem is clearly a specification of Theorem 1.4, we prove here this Theorem.
Configuration spaces
The main problem in proving Theorem 2.2.1 is that the de Rham derivative of the modified angle function is not a smooth differential form on the compactified space C 2,0 . As a corollary, we can not apply the Stokes' formula in the same way as in [K97] . There are two ways to overcome this problem. The first one is to subdivide the configuration spaces C n,m such that the wedge-product of the angle 1-forms would be a smooth differential form on the subdivision. In particular, it is clear how to subdivide C 2,0 : the subdivision is shown in Figure 3 . This way is, however, not acceptable, because the subdivided spaces are not manifold with corners anymore, and we can not apply the Stokes' formula as well. The second way is to define different configuration spaces, cutting off the area when z 1 ≤ z 2 (see Figure 2) if one have an edge from z 1 to z 2 . The only problem with this solution is that the configuration space will depend on the graph Γ, for each Γ we have its own configuration space. This solution works, as we will see in the rest of Section 2.
Let Γ ∈ G n,m be an admissible graph. Recall that this means, in particular, that all vertices of the first type are ordered and labeled as {1, 2, . . . , n}, and all vertices of the second type are ordered and labeled as {1, 2, . . . , m}. Define the configuration space C n,m,Γ as follows:
Here H = {z ∈ C, Imz > 0} is the upper half-plane, and the relations z j ≤ z i and t j ≤ z i in the r.h.s. are understood in the sense of the ordering with half-circle, shown in Figure  2 . The group G in the r.h.s. consists from the transformations
Let us note that the graph Γ in the definition of C n,m,Γ may have an arbitrary (not necessarily 2n + m − 2) number of edges. If Γ has no edges at all, we recognize the Kontsevich's original space C n,m .
It is easy to construct a Kontsevich-type compactification C n,m,Γ which is a manifold with corners, with projections Here the lower component of the boundary comes when the point z 2 (see Figure 2) approaches the real line, the left and the right upper boundary component comes when the point z 2 approaches the left and the right parts of the geodesic half-circle in Figure  2 , and the third upper boundary component (the half-circle) comes when z 2 approaches z 1 inside the geodesic half-circle.
We repeat the definition of the modified angle function from this new point of view:
Definition. A modified angle function is a map θ of C 2,0,Γ 0 to a unit circle S 1 such that θ is 2π×angle on the upper half-circle, and θ contracts the two other upper boundary components to a point 0 ∈ S 1 .
An example of the modified angle function is the doubled Kontsevich's harmonic angle:
It is clear that the function f (z 1 , z 2 ) defined in this way is well-defined when z 1 ≥ z 2 and is equal to 0 on the "border" circle, see Figure 2 . Now we define for an edge e of an admissible graph Γ the 1-form φ e on C n,m,Γ as p * Γ,Γ 0 (dθ), where Γ 0 is the graph with two vertices and one edge e. Finally, we give a rigorous definition of the weight:
Let us describe the boundary strata of codimension 1 of C n,m,Γ . We will need also a space C n,Γ . Here Γ is an admissible graph without oriented cycles which contains only vertices of the first type, labeled by {1, 2, . . . , n}.
C n,Γ = {z 1 , . . . , z n , z i = z j for i = j,
where G 3 = {z → az + c, a ∈ R >0 , c ∈ C} is a 3-dimensional group of transformations. Now is the list of the boundary strata of codimension 1 in C n,m,Γ : S1) some points p 1 , . . . , p S ∈ H, ♯S ≥ 2, approach each other and remain far from the geodesic half-circles of all points q = p 1 , . . . , p S connected by an edge with any of the approaching S points. In this case we get the boundary stratum of codimension 1 isomorphic to C n−S+1,m,Γ 1 × C S,Γ 2 where Γ 2 is the subgraph of Γ of the edges connecting the point p − 1, . . . , p S with each other, and Γ 1 is obtained from Γ by collapsing the graph Γ 2 into a new vertex; S2) some points p 1 , . . . , p S ∈ H and some points q 1 , . . . , q R ∈ R, 2♯S + ♯R ≥ 2, 2♯S + ♯R ≤ 2m + n − 1, approach each other and a point of the real line, but are far from the geodesic half-circle of any other point connected with these points by an edge. In this case we get a boundary stratum of codimension 1 isomorphic to C S,R,Γ 1 × C n−S,m−R+1,Γ 2 where Γ 1 is the graph formed from the edges between the approaching points, and Γ 2 is obtained from Γ by collapsing the subgraph Γ 1 into a new vertex of the second type; S3) some point p approaches the geodesic half-circle of exactly one point q = p which is far from p, such there is an edge − −− → (q, p). These boundary strata will be irrelevant for us because they do not contribute to the integrals we consider.
Now we pass to a proof of Theorem 2.2.1.
Application of the Stokes' formula and the boundary strata
We need to prove the L ∞ morphism quadratic relations on the maps F n . Recall, that for each k ≥ 1 and for any polyvector fields γ 1 , . . . , γ k ∈ T fin (V ) it is the relation:
The l.h.s. of (13) is a sum over the admissible graphs Γ ′ ∈ G n,m,2n+m−3 with n vertices of the first type, m vertices of the second type, and 2n + m − 3 egdes (that is, for 1 edge less than in the graphs contributing to F n ). This sum is of the form:
where α Γ ′ are some complex numbers, and U Γ ′ are the Kontsevich's polydifferential operators from [K97] . It is clear that all U Γ ′ do not contain any oriented cycle.
Our goal is to prove that all numbers α Γ ′ = 0. Each α Γ ′ is a quadratic-linear combination of our weights W Γ for Γ ∈ G n,m,2n+m−2 . There is a way how one can get some quadratic-linear combinations of W Γ which are equal to 0. This way is the following:
Consider some Γ ′ ∈ G n,m,2n+m−3 . We associated with it a differential form e∈E(Γ ′ ) φ e on C n,m,Γ ′ , as before. Now consider
This expression is 0 because the form e∈E(Γ ′ ) φ e is closed (moreover, it is exact). Next, by the Stokes' theorem, we have
Now only strata of codimension 1 in ∂C n,m,Γ ′ do contribute to the r.h.s. They are given by the list S1)-S3) in Section 2.2.2. The strata S3) clearly do not contribute because of our boundary conditions on the modified angle function.
For strata S1) and S2) we have the following factorization lemma: the integral over the product is equal to the product of integrals.
This allows us to prove the following key-lemma:
which is zero by the Stokes' formula).
Theorem 2.2.1 clearly follows from this Lemma.
To prove the Lemma, we express
(17) the integral over the boundary ∂C n,m,Γ ′ as the sum of the integrals over the three types of boundary strata S1)-S3) of codimension 1.
As we already mentioned, the integral ∂ S3 C n,m,Γ ′ e∈E(Γ ′ ) φ e is 0 by the boundary conditions for the propagator.
The summand ∂ S2 C n,m,Γ ′ e∈E(Γ ′ ) φ e corresponds exactly to the first and to the third summands of the l.h.s. of (13) containing the Hochschild differential and the Gerstenhaber bracket, by the factorization lemma. It remains to associate the boundary strata S1) with the second summand of (13), containing the Schouten-Nijenhuis bracket. It is clear that the second summand of (13) is in 1-1 correspondence with that summands in ∂ S1 C n,m,Γ ′ e∈E(Γ ′ ) φ e where ♯S = 2 points in the upper half-plane approach each other.
Thus, it remains to prove that the integrals in ∂ S1 C n,m,Γ ′ e∈E(Γ ′ ) φ e corresponded to the strata when ♯S ≥ 3 points approach to each other vanish.
It is an analogue of the Kontsevich's lemma in [K97] , Section 6.6, which is a more complicated case in dimension d = 2 of his relatively simple vanishing in the ChernSimons theories for d ≥ 3. The proof in [K97] , Section 6.6 uses "a trick with logarithms". The proof in our case turns out to be completely different.
The case S1) for n ≥ 3
Recall the space C n,Γ defined in (12). For each edge e = − −−− → (z i , z j ), i = j, 1 ≤ i, j ≤ n define the 1-form φ e as
Denote by φ Γ the ♯E(Γ)-form
We prove here the following theorem, which is exactly the vanishing of S1)-boundary summands for n ≥ 3.
Theorem. Suppose n ≥ 3 and ♯E(Γ) = 2n − 3. Then the integral C n,Γ φ Γ absolutely converges and is equal to 0.
Proof. We start with the following Lemma:
Lemma. If the number n of the points is an odd number, the integral C n,Γ = 0. More generally, suppose the number n is odd, number of (solid) edges of Γ is 2n − 3, and also there are some extra ℓ dashed edges of Γ. Associate with each dashed edge e the function f e = 1 2i Arg(z b(e) − z a(e) ) where a(e) and b(e) are the start-point and the end-point of e. Define Γ as the union of the solid and the dashed edges. Then
Proof. Fix any one point by the action of the group G 3 . There remains n − 1 movable points. Draw trough the fixed point the vertical line in the complex plane C and consider the symmetry σ with respect to this line. The integral is clearly preserved under this symmetry. One the other hand, the orientation will be changed by (−1) n−1 (because there are n − 1 movable points, and at each point the change of orientation gives −1), and each form φ e for a solid edge e will change to −φ e . The total change of the sign is therefore (−1) n−1 · (−1) 2n−3 = (−1) n which is −1 if n is odd. Therefore, for an odd n we have I=−I where I is the integral. We are done.
Proof of Theorem:
We use induction: suppose the claim of theorem is true for all 3 ≤ n ≤ N , and we need to prove it for n = N + 1. For n = 3 it follows from the previous Lemma. If N + 1 is odd, it follows from the Lemma above. Suppose N + 1 is even (the minimal case where the statement is non-trivial is N = 3).
All differential 1-forms φ e are exact on C n,Γ , φ e = df e . Fix some edge e 0 of Γ. We can write:
Now we use the Stokes' formula:
Now we should describe the boundary strata of codimension 1 in ∂C n,Γ . They are of two possible types: T1) some ♯S points p i 1 , . . . , p i S among the n points approach each other, such that 2 ≤ ♯S ≤ n − 1; in this case let Γ 1 be the restriction of the graph Γ into these ♯S points, and let Γ 2 be the graph obtained from contracting of the ♯S vertices into a single new vertex. Thus, Γ 1 has ♯S vertices, and Γ 2 has n − ♯S + 1 vertices. In this case the boundary stratum is isomorphic to C ♯S,Γ 1 × C n−♯S+1,Γ 2 ; T2) a point q connected by an edge − → pq approaches the horizontal line passing through the point p.
Now we have:
The summands in ∂ T 2 C n,Γ f e 0 · e =e 0 φ e are clearly equal to zero because the integrand differential form vanishes on these strata. It remains to prove that
For strata of the type T1) we have the factorization principle: the integral over the boundary strata is the product of integrals over the two factors. Here one of the two sets S and {1, . . . , n} \ S will contains the edge e 0 . Suppose that it is S, the situation is clearly symmetric. Then, if {1, . . . , n} \ S has at least 3 edges, we are done by the induction on n. It remains to consider the strata when ♯({1, . . . , n} \ S) = 2. Then the graph Γ 1 has N vertices which is supposed to be an odd number (otherwise, N + 1 is odd and we are done by the Lemma). In this case we apply the lemma again to the graph Γ with one dashed edge e 0 . We are done by Lemma 2.2.4.
Theorem 2.2.4, and as well Theorem 2.2.1, are proven.
3 The Feigin's conjecture
3.1
In this Section we consider an application of the theory developed above to a proof of the conjecture of Boris Feigin. Let us first formulate the conjecture in a bit more detail than in the Abstract. Consider the free Lie algebra Lie n over C with n generators x 1 , . . . , x n . With this Lie algebra we associate two objects. The first is its universal enveloping algebra U(Lie n ) which is isomorphic to the free associative algebra A n with n generators. The second one is the Poisson algebra S(Lie n ) with the Kirillov-Kostant Poisson structure.
A derivation of an associative algebra A is a linear map D : A → A which satisfies the Leibniz rule
A derivation is called inner if it has the form D(a) = [x, a] = x · a − a · x for some element x ∈ A. The derivations of an associative algebra form a Lie algebra with the bracket (D 1 (a) ), and the inner derivations form an ideal in it. Analogously, a derivation of a Poisson algebra P is a linear map D : P → P which satisfies the two conditions:
An inner derivation is a derivation of the form D(a) = {x, a} for some x ∈ P . Again, the derivations of P form a Lie algebra with the bracket (D 1 (a) ), and the inner derivations form an ideal in it. We consider the two Lie algebras: A 0 = Der Pois (S(Lie n ))/Inn(S(Lie n )) and
It is clear that as vector spaces, A 0 and A 1 are isomorphic. Indeed, any derivation of A n is uniquely defined by its values on the generators x 1 , . . . , x n , which may be arbitrary. Analogous is true for S(Lie n ): any Poisson derivation of S(Lie n ) is uniquely defined by its values on the generators x 1 , . . . , x n which may be arbitrary. It follows from the fact that S(Lie n ) is the free Poisson algebra with n generators x 1 , . . . , x n .
Denote by X the vector space over C generated by x 1 , . . . , x n . Then any Poisson derivation of S(Lie n ) is just a map of vector spaces D : X → S(Lie n ), and any derivation of A n is a map D : X → A n . The Poincaré-Birkhoff-Witt map ϕ P BW : S(Lie n ) → A n maps then any Poisson derivation of S(Lie n ) to a derivation of A n , just as the composition
This map is an isomorphism and maps an inner derivation to an inner. Thus we get an isomorphism of A 0 and A 1 as of vector spaces. We refer to it as the Poincaré-BirkhoffWitt map. Some direct check which we omit here shows that the Poincaré-Birkhoff-Witt map is not a map of Lie algebras A 0 → A 1 .
The following claim was conjectured by Boris Feigin around '98 in our discussions of the Kontsevich's approach to the Duflo formula [K97] , Section 8.
Theorem. The Lie algebras A 0 and A 1 are canonically isomorphic.
We prove this Theorem in Section 3.2 below.
3.2
Before proving Theorem 3.1, let us explain the relation of it with the Kontsevich's formality.
We have the following claim: if g is a finite-dimensional Lie algebra over C, the two Lie algebras A 0 (g) = Der Pois (S(g))/InnS(g) and A 1 (g) = Der Assoc U(g)/InnU(g) are canonically isomorphic. Let us explain the proof.
One can localize the Kontsevich formality L ∞ -map U : T poly (g * ) → Hoch q (S(g)) by the solution of the Maurer-Cartan equation in T poly (g * ), given by the Kostant-Kirillov bivector field.
be its Taylor components.
Let α ∈ g 1 1 be a solution of the Maurer-Cartan equation
Then consider the tangent structures on g 
This element α ∈ g 1 2 is defined by the exponential formula:
Now define a dg Lie algebra g 
such that its first Taylor component (U α ) 1 is the tangent map:
It can be checked that (U α ) 1 is a map of complexes (with the twisted differentials), and we want to continue to an L ∞ map. This L ∞ map U α is given by the formulas:
Lemma. The formulas above define an
As an immediate corollary of this Lemma we get the following
, induced by the map (U α ) 1 on the cohomology, is a map of graded Lie algebras.
When we apply this corollary to the first degree cohomology, we get the following Proposition. The two Lie algebras A 0 (g) and A 1 (g) are canonically isomorphic for any finite-dimensional Lie algebra g over C.
Proof. We apply the Corollary above to the case of the Kontsevich formality morphism
where α is the Kirillov-Kostant bivector on g * . The first degree cohomology are Lie subalgebras in the dg Lie algebras H q ( g
. In the case of the morphism U : T poly (g * ) → Hoch q (S(g)) these Lie subalgebras are isomorphic to A 0 (g) and A 1 (g), correspondingly.
Remark. The Proposition is a Lie version of the Duflo isomorphism [Du] . From the point of view of the Kontsevich's formality this Lie version is much simpler than the original isomorphism of commutative algebras, because we did not use the Kontsevich's theorem on cup-products [K97] , Section 8 to establish it. This Lie version is a direct consequence of the existence of L ∞ quasi-isomorphism.
Remark. The tangent map [(U α ) 1 ] for the Kontsevich's formality map with the harmonic propagator and for a linear Poisson structure was computed for all cohomology by Pevzner-Torossian, after the author's "vanishing of the wheels" theorem. See [PT] and [Sh1] for detail. In particular, for a nilpotent finite-dimensional Lie algebra g the tangent map on the cohomology coincides with the Poincaré-Birkhoff-Witt map.
We meet the following phenomenon: for a finite-dimensional nilpotent Lie algebra the Poincaré-Birkhoff-Witt map gives an isomorphism of Lie algebras ϕ P BW : A 0 (g) → A 1 (g). A direct computation shows that it is not the case for g = Lie n which is pro-nilpotent, but infinite-dimensional. The matter is that the Kontsevich's formality in [K97] was proven only for a finite-dimensional vector space. We proved it here in more generality, for a non-negatively graded vector space V with finite-dimensional graded components. When we apply the results of this Subsection to our L ∞ morphism F constructed in Section 2, we get immediately The Lie algebras A 0 and A 1 are canonically isomorphic.
Proof: Consider our L ∞ quasi-isomorphism F : T fin (V * ) → Hoch q fin (S(V )) (see Section 2) where V = Lie n considered just as vector space. The grading is the Lie grading where deg x i = 1 for all i = 1, . . . , n. The Kirillov-Kostant bivector clearly belongs to T fin (V * ) because it only consists from elements of inner degree 0. Now we localize the
) by the Kirillov-Kostant bivector α of the free Lie algebra structure on V , and we get the claim.
Theorem 3.1 (the Feigin's conjecture) is proven.
3.3 The Feigin's conjecture implies the Kontsevich's formality for a finite-dimensional vector space
We prove here the following theorem:
Theorem. Proof. The Lie algebra cohomology H q Lie (Lie n , S(Lie n )) and the Hochschild cohomology HH q (A n ) are non-zero only in the degrees 0 and 1. Degree 0 cohomologies are isomorphic to C in the both cases, and degree 1 cohomologies are the Lie algebras A 0 and A 1 , correspondingly. We start with the following Lemma:
is the universal enveloping algebra, and the differential in R q comes from a differential in Lie(S + (V [1]) ). Now we apply the Feigin's conjecture to Lie(S + (V [1] ) * ). We get that the dg Lie algebra of the outer derivations of R q is isomorphic to its quasi-classical version, namely to Der q Pois (S(Lie(S + (V [1]) * )))/Inn. One only remains to prove that the latter dg Lie algebra (the differential comes from the differential in the resolution) is quasi-isomorphic to the polyvector fields T poly (V ) as a Lie algebra.
This follows from the fact that the dg Lie algebra (Lie(S + (V [1]) * ), d) is quasiisomorphic to the Abelian Lie algebra V * , and therefore the Poisson cohomology of the Poisson algebra (S(Lie(S + (V [1]) * )), d) is isomorphic as a dg Lie algebra to the Poisson cohomology of the Poisson algebra P = S(V * ) with the zero bracket. The latter is known to be isomorphic to T poly (V ).
We are done.
A conjecture
Inspired by the Tamarkin's approach to Kontsevich formality [T] , we propose the following conjecture:
Conjecture. The Lie algebra A 0 is infinitesimally rigid. It means that H 2 Lie (A 0 , A 0 ) = 0.
This conjecture clearly would imply the Feigin's conjecture over Q, and, by the previous Subsection, the Kontsevich's formality over Q.
Some computation and one more conjecture
Let us firstly analyze which graphs do contribute in our map Φ : A 0 → A 1 in the tangent map defined from the localization of the L ∞ morphism F : T fin (Lie * n ) → Hoch q fin (S(Lie n )) by the Kirillov-Kostant linear Poisson bivector α. The tangent map is given by (34). If we are interesting in the first cohomology, there is only 1 vertex on the real line, and several vertices in the upper half-plane. As we are interesting only in cohomology, we may suppose that there is the only 1 edge ending at the point on the real line (any derivation is uniquely defined by its values on the generators; this trick was used for higher cohomology in [PT] ). As well, we know that our graphs have no loops.
An easy computation shows that the only Kontsevich admissible graph with: 1) only 1 vertex on the real line with only one incoming edge to it, 2) among the N vertices in the upper half-plane one vertex has 1 outgoing edge and arbitrary many incoming edges (at this vertex one places the derivation D), and the remaining N − 1 vertices has two outgoing edges and at most 1 incoming edges (in these vertices one places the Kirillov-Kostant bivector α), and 3) there are no oriented cycles is shown in Figure 5 .
What does this computation mean concerning the map Φ : A 0 → A 1 which is an isomorphism of Lie algebras? 
Therefore, to construct the isomorphism of Lie algebras A 0 → A 1 we should describe the isomorphism Υ : S(Lie n ) * → A n . This map is given by the formula
where the r.h.s. is understood as an element of the universal enveloping algebra U(Lie n ). This map may be rather non-trivial, our last conjecture says that it is defined over Q:
Conjecture. Consider the L ∞ quasi-isomorphism F : T fin (Lie * n ) → Hoch q fin (S(Lie n )) defined from the harmonic angle (see (10)). Then the weights of all graphs which appear in the deformation quantization (of a linear Poisson structure) S(Lie n ) * belong to Q.
We hope to prove (or, less probably, disapprove) this Conjecture soon. See in this relation the beautiful work of V.Kathotia [Ka] . If this Conjecture is true, we would prove the Feigin's conjecture over Q, and, by Theorem 3.3, the Kontsevich's formality over Q.
