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Riesz Transform Characterizations of
Musielak-Orlicz-Hardy Spaces
Jun Cao, Der-Chen Chang, Dachun Yang∗ and Sibei Yang
Abstract. Let ϕ be a Musielak-Orlicz function satisfying that, for any (x, t) ∈
R
n × (0, ∞), ϕ(·, t) belongs to the Muckenhoupt weight class A∞(R
n) with the critical
weight exponent q(ϕ) ∈ [1, ∞) and ϕ(x, ·) is an Orlicz function with 0 < i(ϕ) ≤ I(ϕ) ≤ 1
which are, respectively, its critical lower type and upper type. In this article, the au-
thors establish the Riesz transform characterizations of the Musielak-Orlicz-Hardy spaces
Hϕ(R
n) which are generalizations of weighted Hardy spaces and Orlicz-Hardy spaces.
Precisely, the authors characterize Hϕ(R
n) via all the first order Riesz transforms when
i(ϕ)
q(ϕ) >
n−1
n
, and via all the Riesz transforms with the order not more than m ∈ N when
i(ϕ)
q(ϕ) >
n−1
n+m−1 . Moreover, the authors also establish the Riesz transform characteriza-
tions of Hϕ(R
n), respectively, by means of the higher order Riesz transforms defined
via the homogenous harmonic polynomials or the odd order Riesz transforms. Even if
when ϕ(x, t) := tw(x) for all x ∈ Rn and t ∈ [0,∞), these results also widen the range
of weights in the known Riesz characterization of the classical weighted Hardy space
H1w(R
n) obtained by R. L. Wheeden from w ∈ A1(R
n) into w ∈ A∞(R
n) with the sharp
range q(w) ∈ [1, n
n−1 ), where q(w) denotes the critical index of the weight w.
1 Introduction
Denote by S(Rn) the space of all Schwartz functions on Rn. For j ∈ {1, . . . , n},
f ∈ S(Rn) and x ∈ Rn, the j-th Riesz transform of f is usually defined by
Rj(f)(x) := lim
ǫ→0+
C(n)
ˆ
{y∈Rn: |y|>ǫ}
yj
|y|n+1
f(x− y) dy,(1.1)
here and hereafter, ǫ→ 0+ means that ǫ > 0 and ǫ→ 0, C(n) :=
Γ((n+1)/2)
π(n+1)/2
and Γ denotes
the Gamma function. As a natural generalization of the Hilbert transform to the Euclidean
space of higher dimension, Riesz transforms may be the most typical examples of Caldero´n-
Zygmund operators which have been extensively studied by many mathematicians (see,
for example, [31, 32, 13] and their references).
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While most literatures on Riesz transforms focus on their boundedness on various func-
tion spaces, the main purpose of this article is to establish Riesz transform character-
izations of some Hardy spaces of Musielak-Orlicz type. This research originates from
Fefferman-Stein’s 1972 celebrating seminal paper [9] and was then extended by Wheeden
to the weighted Hardy space H1w(R
n) (see [41]). It is known that, when establishing Riesz
transform characterizations of Hardy spaces Hp(Rn), we need to extend the elements of
Hp(Rn) to the upper half space Rn+1+ := R
n × (0, ∞) via the Poisson integral. This ex-
tension in turn has close relationship with the analytical definition of Hp(Rn) which is
the key starting point of studying the Hardy space, before people paid attention to the
real-variable theory of Hp(Rn) (see [33, 30, 34, 26, 42]). Recall also that the real-variable
theory of Hp(Rn) and their weighted versions plays very important roles in analysis such
as harmonic analysis and partial differential equations; see, for example, [32, 14, 7].
The Riesz transform characterization of Hardy spaces on Rn is one of the most impor-
tant and useful real-variable characterizations (see [9, 26, 42, 32, 38]). Indeed it is well
known that Riesz transforms have many interesting properties. For example, they are
the simplest, non-trivial, “invariant” operators under the acting of the group of rotations
in the Euclidean space Rn, and they also constitute typical and important examples of
Fourier multipliers. Moreover, they can be used to mediate between various combinations
of partial derivatives of functions. All these properties make Riesz transforms ubiquitous
in mathematics (see [31] for more details on their applications). Recall also that Riesz
transforms are not bounded on Lebesgue spaces Lp(Rn) when p ∈ (0, 1]. One of the main
motivations to introduce the Hardy space Hp(Rn) with p ∈ (0, 1] is to find a suitable
substitute of Lp(Rn) when studying the boundedness of some operators.
Denote by S ′(Rn) the dual space of S(Rn) (namely, the space of all tempered distri-
butions). Let f ∈ S ′(Rn). Recall that a distribution f ∈ S ′(Rn) is called a distribution
restricted at infinity, if there exists a positive number r sufficiently large such that, for all
φ ∈ S(Rn), f ∗ φ ∈ Lr(Rn). Fefferman and Stein [9] proved the following important result
(see also [32, p. 123, Proposition 3] for a more detailed description).
Theorem 1.1 ([9]). Let p ∈ (n−1n , ∞), φ ∈ S(R
n) satisfy
´
Rn
φ(x) dx = 1 and f be a
distribution restricted at infinity. Then f ∈ Hp(Rn) if and only if there exists a positive
constant A such that, for all ǫ ∈ (0, ∞) and j ∈ {1, . . . , n}, f ∗ φǫ, Rj(f) ∗ φǫ ∈ L
p(Rn)
and
‖f ∗ φǫ‖Lp(Rn) +
n∑
j=1
‖Rj(f) ∗ φǫ‖Lp(Rn) ≤ A,
where, for all x ∈ Rn, φǫ(x) :=
1
ǫnφ(
x
ǫ ). Moreover, there exists a positive constant C,
independent of f and ǫ, such that
1
C
‖f‖Hp(Rn) ≤ A ≤ C‖f‖Hp(Rn).
It is known that, for p ∈ (0, n−1n ], H
p(Rn) can be characterized no longer by first order
Riesz transforms but by higher order Riesz transforms (see [9, p. 168] or Theorem 1.7
below for more details).
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In this article, we establish the Riesz transform characterization of the Musielak-Orlicz-
Hardy space Hϕ(R
n) which is introduced by Ky [23]. It is known that the space Hϕ(R
n)
is a generalization of the Orlicz-Hardy space introduced by Stro¨mberg [36] and Janson
[19], and the weighted Hardy space Hpw(Rn) for w ∈ A∞(R
n) and p ∈ (0, 1], introduced by
Garc´ıa-Cuerva [11] and Stro¨mberg-Torchinsky [37]. Here, Aq(R
n) with q ∈ [1,∞] denotes
the class of Muckenhoupt weights (see, for example, [11, 12, 13] for their definitions and
properties). Moreover, the space Hϕ(R
n) also has already found many applications in
analysis (see, for example, [3, 4, 17, 22, 23] and their references).
Recall that, in [41], Wheeden characterized the weighted Hardy space H1w(R
n) via first
order Riesz transforms when w ∈ A1(R
n). Our results extend the corresponding results
of [9, 41] essentially; see Remark 1.6 below for more details.
In order to state the main results of this article, let us recall some necessary definitions
and notation.
Let ϕ be a nonnegative function on Rn × [0, ∞). The function ϕ is called a Musielak-
Orlicz function, if, for any x ∈ Rn, ϕ(x, ·) is an Orlicz function on [0, ∞) and, for any t ∈
[0, ∞), ϕ(·, t) is measurable on Rn. Here a function Φ : [0, ∞)→ [0, ∞) is called an Orlicz
function, if it is nondecreasing, Φ(0) = 0, Φ(t) > 0 for t ∈ (0, ∞) and limt→∞Φ(t) = ∞
(see, for example, [27]). Remark that, unlike the usual case, such a Φ may not be convex.
For an Orlicz function Φ, the most useful tool to study its growth property may be the
upper and the lower types of Φ. More precisely, for p ∈ (0, ∞), a function Φ is said to
be of upper (resp. lower) type p, if there exists a positive constant C such that, for all
s ∈ [1,∞) (resp. s ∈ [0, 1]) and t ∈ [0,∞),
(1.2) Φ(st) ≤ CspΦ(t).
Let ϕ be a Musielak-Orlicz function. The Musielak-Orlicz space Lϕ(Rn), which was
first introduced by Musielak [27], is defined to be the set of all measurable functions f
such that
´
Rn
ϕ(x, |f(x)|) dx <∞ with the Luxembourg-Nakano (quasi-)norm:
‖f‖Lϕ(Rn) := inf
{
λ ∈ (0,∞) :
ˆ
Rn
ϕ
(
x,
|f(x)|
λ
)
dx ≤ 1
}
.(1.3)
We also need the following notion of Muckenhoupt weight classes from [25]. For q ∈
(1, ∞), a nonnegative locally integrable function w on Rn is said to belong to Aq(R
n), if,
for all balls B ⊂ Rn,{
1
|B|
ˆ
B
w(x) dx
}{
1
|B|
ˆ
B
[w(x)]1−q
′
dx
}q−1
≤ [w]Aq(Rn) <∞,
here and hereafter, q′ := qq−1 denotes the conjugate exponent of q. Moreover, the nonneg-
ative locally integrable function w is said to belong to A1(R
n), if, for all balls B ⊂ Rn,{
1
|B|
ˆ
B
w(x) dx
}{
ess sup
y∈B
[w(y)]−1
}
≤ [w]A1(Rn) <∞.
Let A∞(R
n) := ∪q∈[1,∞)Aq(R
n). Moreover, throughout the whole article, we always as-
sume that the Musielak-Orlicz functions satisfy the following growth assumptions (see [23,
Definition 2.1]).
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Assumption (ϕ). Let ϕ : Rn× [0,∞)→ [0,∞) be a Musielak-Orlicz function satisfying
the following two conditions:
(i) for any t ∈ (0, ∞), ϕ(·, t) ∈ A∞(R
n);
(ii) there exists p ∈ (0, 1] such that, for every x ∈ Rn, ϕ(x, ·) is of upper type 1 and of
lower type p.
Notice that there exist many examples of functions satisfying Assumption (ϕ). For
example, for all (x, t) ∈ Rn × [0, ∞), ϕ(x, t) := ω(x)Φ(t) satisfies Assumption (ϕ) if
ω ∈ A∞(R
n) and Φ is an Orlicz function of lower type p for some p ∈ (0, 1] and upper
type 1. A typical example of such an Orlicz function Φ is Φ(t) := tp, with p ∈ (0, 1], for
all t ∈ [0, ∞); see, for example, [17, 22, 23] for more examples. Another typical example
of functions satisfying Assumption (ϕ) is ϕ(x, t) := t
α
[ln(e+|x|)]β+[ln(e+t)]γ
for all x ∈ Rn and
t ∈ [0, ∞) with any α ∈ (0, 1] and β, γ ∈ [0, ∞) (see [23] for further details).
For a Musielak-Orlicz function ϕ satisfying Assumption (ϕ), the following critical indices
are useful. Let
I(ϕ) := inf {p ∈ (0, ∞) : for any x ∈ Rn, ϕ(x, ·) is of upper type p(1.4)
with C as in (1.2) independent of x} ,
i(ϕ) := sup{p ∈ (0, ∞) : for any x ∈ Rn, ϕ(x, ·) is of lower type p(1.5)
with C as in (1.2) independent of x}
and
q(ϕ) := inf {q ∈ [1, ∞) : for any t ∈ (0, ∞), ϕ(·, t) ∈ Aq(R
n)(1.6)
with [ϕ(·, t)]Aq(Rn) independent of t
}
.
Let N := {1, 2, . . .} and Z+ := {0} ∪ N. For any θ := (θ1, . . . , θn) ∈ Z
n
+, let |θ| :=
θ1 + · · ·+ θn and ∂
θ
x :=
∂|θ|
∂x
θ1
1 ···∂x
θn
n
. For m ∈ N, define
Sm(R
n) :=
{
φ ∈ S(Rn) : sup
x∈Rn
sup
β∈Zn+, |β|≤m+1
(1 + |x|)(m+2)(n+1) |∂βxφ(x)| ≤ 1
}
.
Then, for all x ∈ Rn and f ∈ S ′(Rn), the non-tangential grand maximal function f∗m of f
is defined by setting,
f∗m(x) := sup
φ∈Sm(Rn)
sup
|y−x|<t, t∈(0,∞)
|f ∗ φt(y)|,
where, for all t ∈ (0, ∞), φt(·) := t
−nφ( ·t). When m(ϕ) := ⌊n[q(ϕ)/i(ϕ) − 1]⌋, where q(ϕ)
and i(ϕ) are, respectively, as in (1.6) and (1.5), and ⌊s⌋ for s ∈ R denotes the maximal
integer not more than s, we denote f∗m(ϕ) simply by f
∗.
Ky [23] introduced the following Musielak-Orlicz-Hardy spaces Hϕ(R
n).
Definition 1.2 ([23]). Let ϕ satisfy Assumption (ϕ). The Musielak-Orlicz-Hardy space
Hϕ(R
n) is defined to be the space of all f ∈ S ′(Rn) such that f∗ ∈ Lϕ(Rn) with the
quasi-norm ‖f‖Hϕ(Rn) := ‖f
∗‖Lϕ(Rn).
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Remark 1.3. (i) We point out that, if ϕ(x, t) := w(x)tp, with p ∈ (0, 1] and w ∈ A∞(R
n),
for all (x, t) ∈ Rn × [0, ∞), the Musielak-Orlicz-Hardy space Hϕ(R
n) coincides with the
weighted Hardy space Hpw(Rn) studied in [11, 37]; if ϕ(x, t) := Φ(t), with Φ an Orlicz
function whose upper type is 1 and lower type p ∈ (0, 1], for all (x, t) ∈ Rn × [0 ,∞),
Hϕ(R
n) coincides with the Orlicz-Hardy space HΦ(R
n) introduced in [19, 36]. Also, the
Musielak-Orlicz-Hardy space Hϕ(R
n) has proved useful in the study of other analysis
problems when we take various different Musielak-Orlicz functions ϕ (see, for example,
[3, 22, 23]).
(ii) For all (x, t) ∈ Rn × [0, ∞), let
ϕ˜(x, t) :=
ˆ t
0
ϕ(x, s)
s
ds.(1.7)
It is easy to see that ϕ˜ is strictly increasing and continuous in t. Similar to [40, Proposition
3.1], we know that ϕ˜ inherits the types of ϕ and is equivalent to ϕ, which implies that
Hϕ(R
n) = Hϕ˜(R
n) with equivalent quasi-norms. Thus, without loss of generality, in the
remainder of this article, we may always assume that ϕ(x, ·) for all x ∈ Rn is strictly
increasing and continuous on [0, ∞).
(iii) Let Hϕ(Rn) ∩ L2(Rn)
‖·‖Hϕ(Rn) be the completion of the set Hϕ(R
n)∩L2(Rn) under
the quasi-norm ‖ · ‖Hϕ(Rn). From the fact that Hϕ(R
n)∩L2(Rn) is dense in Hϕ(R
n) which
is a simple corollary of [23, Theorem 3.1] in the case q =∞, we immediately deduce that
Hϕ(Rn) ∩ L2(Rn)
‖·‖Hϕ(Rn) = Hϕ(R
n).
In order to obtain Riesz transform characterizations of Hϕ(R
n), we have to overcome
some essential difficulties, which have already existed even in the case of weighted Hardy
spaces Hpw(Rn), caused by weights. One of the most typical difficulties relies on the fact
that, for an arbitrary f ∈ Hϕ(R
n), we cannot obtain directly that f is a distribution
restricted at infinity as in the unweighted case. To be more precise, let φ ∈ S(Rn) with´
Rn
φ(x) dx = 1, p ∈ (0, i(ϕ)), t ∈ (0, ∞) and x ∈ Rn, assume that |f ∗ φt(x)| ≥ 1; then,
following Stein’s argument (see [32, pp. 100-101]) and using the lower type p property of
ϕ(·, t), we see that
|f ∗ φt(x)|
p .
´
B(x, 1) |f ∗ φt(x)|
p ϕ(y, 1) dy´
B(x, 1) ϕ(y, 1) dy
. ‖f‖pHϕ(Rn)
1´
B(x, 1) ϕ(y, 1) dy
.(1.8)
From this, it follows that, in order to show that f ∗φt ∈ L
∞(Rn), we need 1´
B(x, 1)
ϕ(y, 1) dy
is
uniformly bounded in x (see [5, Remark 3.3] for a similar condition in the case of weighted
Hardy spaces).
To get rid of this unpleasant and awkward restriction, we aptly adapt a smart and
wise strategy that has recently been used in the case of Hardy spaces associated with
operators (see, for example, [15, Theorem 5.2] for Riesz transform characterizations of
Hardy spaces associated with second order divergence form elliptic operators). Precisely,
we first restrict the working space to Hϕ(R
n) ∩ L2(Rn), in which the Riesz transforms
and Poisson integrals are well defined, then we extend the working space by a process of
completion via the quasi-norm based on Riesz transforms. In particular, we introduce the
following Riesz Musielak-Orlicz-Hardy space.
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Definition 1.4. Let ϕ satisfy Assumption (ϕ). The Riesz Musielak-Orlicz-Hardy space
Hϕ,Riesz(R
n) is defined to be the completion of the set
Hϕ,Riesz(R
n) := {f ∈ L2(Rn) : ‖f‖Hϕ,Riesz(Rn) <∞}
under the quasi-norm ‖ · ‖Hϕ,Riesz(Rn), where, for all f ∈ L
2(Rn),
‖f‖Hϕ,Riesz(Rn) := ‖f‖Lϕ(Rn) +
n∑
j=1
‖Rj(f)‖Lϕ(Rn) .
Now we give out the first main result of this article.
Theorem 1.5. Let ϕ satisfy Assumption (ϕ) and i(ϕ)q(ϕ) ∈ (
n−1
n , ∞) with i(ϕ) and q(ϕ) as in
(1.5) and (1.6), respectively. Then Hϕ(R
n) = Hϕ,Riesz(R
n) with equivalent quasi-norms.
Remark 1.6. (i) We point out that, if ϕ(x, t) := tp, with p ∈ (n−1n , 1], for all (x, t) ∈
R
n × [0, ∞), then the difficulty in (1.8) disappear automatically. Thus, in this case,
there is no need to use the restriction to L2(Rn). Observe that, in this case, the range
p ∈ (n−1n , 1] in Theorem 1.5 coincides with the range of p in Theorem 1.1 obtained by
Fefferman and Stein [9], which is the known best possible. Moreover, compared with
Theorem 1.1, an advantage of Theorem 1.5 is that, in Theorem 1.5, we do not assume the
a priori assumption that f is a distribution restricted at infinity.
(ii) Recall that Wheeden in [41] characterized H1w(R
n), with w ∈ A1(R
n), by the first
order Riesz transforms, which corresponds to the case when ϕ(x, t) := tw(x) for all x ∈ Rn
and t ∈ [0,∞) of Theorem 1.5; even in this special case, Theorem 1.5 also widens the
range of weights from w ∈ A1(R
n) into w ∈ A∞(R
n) with the sharp range q(w) ∈ [1, nn−1),
where q(w) denotes the critical index of the weight w as in (1.6). Moreover, if we let
ϕ(x, t) := w(x)tp, with w ∈ A∞(R
n) and p ∈ ( q(w)(n−1)n , 1], for all (x, t) ∈ R
n × [0,∞),
then ϕ also satisfies the assumptions of Theorem 1.5 and Theorem 1.5 with this ϕ extends
the results obtained by Wheeden in [41] from the case p = 1 into the case p < 1.
(iii) In the sense of (i) and (ii) of this remark, the range of i(ϕ)q(ϕ) ∈ (
n−1
n ,∞) in Theorem
1.5 is the best possible for the first order Riesz transform characterization of Hϕ(R
n).
As in the case of Hp(Rn), the proof of Theorem 1.5 depends on the delicate charac-
terizations of Hϕ(R
n) via some harmonic functions and vectors defined on the upper half
space Rn+1+ . To this end, we first introduce the Musielak-Orlicz-Hardy spaces Hϕ(R
n+1
+ )
of harmonic functions (see Definition 1.2 below) and Hϕ(R
n+1
+ ) of harmonic vectors (see
Definition 2.10 below). However, unlike in the unweighted case, we cannot obtain the
isomorphisms among Hϕ(R
n), Hϕ(R
n+1
+ ) and Hϕ(R
n+1
+ ) without additional assumptions
on ϕ. To remedy this, we introduce two subspace spaces, Hϕ, 2(R
n+1
+ ) and Hϕ, 2(R
n+1
+ ), re-
spectively, of Hϕ(R
n+1
+ ) and Hϕ(R
n+1
+ ) (see Definitions 2.7 and 2.10 for their definitions).
Then we establish the isomorphisms among Hϕ(R
n), Hϕ, 2(R
n+1
+ ) and Hϕ, 2(R
n+1
+ ) (see
Theorem 2.18 below).
With these results as preparation, let us sketch the proof of Theorem 1.5. To prove the
inclusion Hϕ,Riesz(R
n) ⊂ Hϕ(R
n), for any f ∈ Hϕ,Riesz(R
n), we construct a generalized
Cauchy-Riemann system via the (conjugate) Poisson integrals of f and Rj(f), which is
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proved to be in Hϕ, 2(R
n+1
+ ). This, together with the isomorphism between Hϕ(R
n) and
Hϕ, 2(R
n+1
+ ), shows Hϕ,Riesz(R
n) ⊂ Hϕ(R
n).
To prove the inverse inclusion, we only need the radial maximal function characteriza-
tion of Hϕ(R
n) and the boundedness of Riesz transforms on Hϕ(R
n) (see Proposition 2.2
and Corollary 2.22 below). Here, to prove Corollary 2.22, we establish an interpolation of
operators on weighted Hardy spaces (see Proposition 2.21 below), which might be useful
in establishing the boundedness of other important operators on Hϕ(R
n) (see Corollary
2.23 below). We should mention that it is also possible to show Corollary 2.22 directly via
the atomic and the molecular characterizations of Hϕ(R
n), respectively, in [23, Theorem
1.1] and [17, Theorem 4.13]. However, the approach used in this article brings us more
useful byproducts which have wide applications (see Proposition 2.21 and its applications
below).
We now turn to the study of higher order Riesz transform characterizations of Hϕ(R
n).
Recall that there are several different approaches to introduce the higher order Riesz
transforms (see, for example, [20]). In the present article, we focus on two kinds of higher
order Riesz transforms: i) the higher order Riesz transforms which are compositions of
first order Riesz transforms; ii) the higher order Riesz transforms defined via homogenous
harmonic polynomials.
We start with the first one. Here, to simplify the notation, we restrict ourselves to
Hϕ(R
n) ∩ L2(Rn).
Theorem 1.7. Let m ∈ N ∩ [2, ∞) and ϕ satisfy Assumption (ϕ) with i(ϕ)q(ϕ) >
n−1
n+m−1 ,
where i(ϕ) and q(ϕ) are as in (1.5) and (1.6), respectively. Assume further that f ∈
L2(Rn). Then f ∈ Hϕ(R
n) if and only if there exists a positive constant A such that, for
all k ∈ {1, . . . , m} and {j1, . . . , jk} ⊂ {1, . . . , n}, f , Rj1 · · ·Rjk(f) ∈ L
ϕ(Rn) and
‖f‖Lϕ(Rn) +
m∑
k=1
n∑
j1, ..., jk=1
‖Rj1 · · ·Rjk(f)‖Lϕ(Rn) ≤ A.(1.9)
Moreover, there exists a positive constant C, independent of f , such that
1
C
‖f‖Hϕ(Rn) ≤ A ≤ C ‖f‖Hϕ(Rn) .(1.10)
Remark 1.8. (i) Let m, k ∈ N and {j1, . . . , jm} ⊂ {0, . . . , n} satisfy that the number
of the non-zero elements in {j1, . . . , jm} is k. Assume further that R0 := I is the identity
operator. Then, we call Rj1 · · ·Rjm a k-order Riesz transform. Theorem 1.7 implies that,
to obtain the Riesz transform characterization ofHϕ(R
n) for all ϕ satisfying i(ϕ)q(ϕ) >
n−1
n+m−1 ,
we need all the k-order Riesz transforms for all k ∈ {0, . . . , m}.
(ii) Compared with the first order Riesz transform characterization in Theorem 1.5,
the higher order Riesz transform characterization in Theorem 1.7 does have some advan-
tages. For example, we can relax the restrictions of ϕ on both the type and the weight
assumptions. To be more precise, by letting m sufficiently large, one can obtain the Riesz
transform characterization of Hϕ(R
n) for any given ϕ satisfying Assumption (ϕ).
The scheme of the proof of Theorem 1.7 is similar to that of Theorem 1.5. The main dif-
ference is to replace the space Hϕ(R
n+1
+ ) by the Musielak-Orlicz-Hardy space Hϕ,m(R
n+1
+ )
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of tensor-valued functions (see Definition 3.1 below), since, in this case, we have to make
use of all Riesz transforms up to order m.
Now, we consider the second kind of higher Riesz transforms from Stein [31]. Let
f ∈ S(Rn), k ∈ N and Pk be a homogenous harmonic polynomial of degree k. The Riesz
transform of f of degree k associated with Pk is defined by setting, for all x ∈ R
n,
RPk(f)(x) := lim
ǫ→0+
ˆ
|y|≥ǫ
Pk(y)
|y|n+k
f(x− y) dy.(1.11)
For more details on homogenous harmonic polynomials, we refer the reader to [31, Section 3
of Chapter 3].
Furthermore, Kurokawa [20] obtained the following relationships between two kinds of
higher Riesz transforms as above.
Proposition 1.9 ([20]). Let m, k ∈ N and {j1, . . . , jm} ⊂ {0, . . . , n} satisfy that the
number of the non-zero elements in {j1, . . . , jm} is k. Let f ∈ L
2(Rn). Then, for each
k-order Riesz transform Rj1 · · ·Rjm as in Remark 1.8, there exist ℓ ∈ N and a positive
constant C such that
Rj1 · · ·Rjm(f) = Cf + (−1)
k
ℓ∑
j=0
RPj (f),
where Pj ranges over all the homogenous harmonic polynomials of degree k− 2j and R
Pj
is the higher order Riesz transform of degree k−2j associated with Pj defined as in (1.11).
Combining Proposition 1.9 and Theorem 1.7, we conclude the following corollary, which
establishes the Riesz transform characterization of Hϕ(R
n) in terms of higher Riesz trans-
forms defined via homogenous harmonic polynomials.
Corollary 1.10. Let m ∈ N∩ [2, ∞), k ∈ {0, . . . , m} and ϕ satisfy Assumption (ϕ) with
i(ϕ)
q(ϕ) >
n−1
n+m−1 , where i(ϕ) and q(ϕ) are as in (1.5) and (1.6), respectively. Suppose that
f ∈ L2(Rn). Then f ∈ Hϕ(R
n) if and only if there exists a positive constant A such that,
for all homogenous harmonic polynomials Pj of degree k, f , R
Pj (f) ∈ Lϕ(Rn) and
‖f‖Lϕ(Rn) +
∑
j
∥∥RPj (f)∥∥
Lϕ(Rn)
≤ A.
Moreover, there exists a positive constant C, independent of f , such that
1
C
‖f‖Hϕ(Rn) ≤ A ≤ C ‖f‖Hϕ(Rn) ,
where Pj ranges over all the homogenous harmonic polynomials of degree k with k ∈
{0, . . . , m}.
Observe that, in Corollary 1.10, we use less Riesz transforms than Theorem 1.7 to
characterize Hϕ(R
n), since not every polynomial of order k is homogeneous harmonic.
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Moreover, there arises a natural question for Riesz transform characterizations of Hϕ(R
n):
in these characterizations, can we use Riesz transforms as less as possible? This question
can not be solved directly by the methods used to prove Theorems 1.5 and 1.7, because
the heart of these methods relies on the subharmonic property of the absolute value of a
harmonic vector (resp. tensor-valued function) satisfying the generalized Cauchy-Riemann
equation. Moreover, to construct such a harmonic vector (resp. tensor-valued function),
we always need all the Riesz transforms up to a fixed order.
Corollary 1.10 provides a method to solve the above problem via replacing all Riesz
transforms up to order m by Riesz transforms defined via homogenous harmonic polyno-
mials. Another method is from Uchiyama [38, 39], which avoids the use of the subharmonic
property by using the Fourier multiplier and has a close relationship with the constructive
proof of the Fefferman-Stein decomposition of BMO(Rn).
The following theorem establishes the odd order Riesz transform characterization of
Hϕ(R
n) based on the method of Uchiyama.
Theorem 1.11. Let k ∈ N be odd, ϕ satisfy Assumption (ϕ) and i(ϕ)q(ϕ) > max{p0,
1
2},
where i(ϕ), q(ϕ) and p0 are, respectively, as in (1.5), (1.6) and Proposition 3.7 below. Let
f ∈ L2(Rn). Then f ∈ Hϕ(R
n) if and only if, for all {j1, . . . , jk} ⊂ {1, . . . , n}, f and
Rj1 · · ·Rjk(f) ∈ L
ϕ(Rn). Moreover, there exists a positive constant C, independent of f ,
such that
1
C
‖f‖Hϕ(Rn) ≤ ‖f‖Lϕ(Rn) +
n∑
j1, ..., jk=1
‖Rj1 · · ·Rjk(f)‖Lϕ(Rn)(1.12)
≤ C ‖f‖Hϕ(Rn) .
Remark 1.12. (i) We point out that, in [8], Fefferman conjectured that “nice” conjugate
systems, such as the second order Riesz transforms, would also give a characterization
of H1(R2). However, Gandulfo, Garc´ıa-Cuerva and Taibleson [10] have constructed a
counterexample to show that even order Riesz transforms fail to characterize H1(R2).
This justifies the characterization of Hϕ(R
n) via odd order Riesz transforms.
(ii) Compared with Corollary 1.10, in Theorem 1.11, we use much less Riesz transforms.
However, a shortcoming is that we can only deal with the case i(ϕ)q(ϕ) > max{p0,
1
2}, where
p0 ∈ (0, 1) is described in Proposition 3.7 below.
(iii) We point out that Theorem 1.7, Corollary 1.10 and Theorem 1.11 have variants as
in Theorem 1.5, the details being omitted.
The organization of this article is as follows.
In Section 2, we give out the proof of Theorem 1.5. To this end, we establish some
necessary and auxiliary results. More precisely, in Subsection 2.1, we establish the radial
maximal function and the Poisson integral characterizations of Hϕ(R
n) (see Propositions
2.2 and 2.4 below).
In Subsection 2.2, we introduce a Musielak-Orlicz-Hardy space Hϕ(R
n+1
+ ) of harmonic
functions (see Definition 1.2 below) and show that the subspace Hϕ, 2(R
n+1
+ ) of Hϕ(R
n+1
+ )
is isomorphic to Hϕ(R
n) (see Proposition 2.9 below).
In Subsection 2.3, we introduce a Musielak-Orlicz-Hardy space Hϕ(R
n+1
+ ) of harmonic
vectors which satisfy the generalized Cauchy-Riemann equation (2.16) (see Definition 2.10
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below), then we show that the elements in Hϕ(R
n+1
+ ) have harmonic majorant and bound-
ary value on Rn (see Lemmas 2.12 and 2.13 below). Moreover, by establishing relations
among Hϕ(R
n+1
+ ), Hϕ(R
n+1
+ ) and Hϕ(R
n) (see Propositions 2.15 and 2.17 below), we
obtain the isomorphisms among the spaces Hϕ(R
n), Hϕ, 2(R
n+1
+ ) and Hϕ, 2(R
n+1
+ ) (see
Theorem 2.18 below).
In Subsection 2.4, we prove Theorem 1.5 via Theorem 2.18. Furthermore, we also
need the boundedness of Riesz transforms on Hϕ(R
n) (see Corollary 2.22 below), which
is proved by establishing an interpolation of operators on weighted Hardy spaces (see
Proposition 2.21 below). We point out that this interpolation result may be of independent
interest, since, by which, we can obtain the boundedness of many important operators from
harmonic analysis and partial differential equations on Hϕ(R
n); see Corollary 2.23 for the
case of Caldero´n-Zygmund operators.
In Section 3, we first introduce a Musielak-Orlicz-Hardy space Hϕ,m(R
n+1
+ ) of tensor-
valued functions (see Definition 3.1 below), which plays the same role as Hϕ(R
n+1
+ ) in the
first order Riesz transform characterizations (see Remark 1.8(ii) below). Then we prove
Theorem 1.7 by a way similar to that used in the proof of Theorem 1.5. Finally, by using
an estimate of Uchiyama [38], we prove Theorem 1.11.
We end this section by making some conventions on notation. Throughout the whole
article, we always set N := {1, 2, . . .} and Z+ := N ∪ {0}. The differential operator
∂|α|
∂x
α1
1 ···∂x
αn
n
is denoted simply by ∂α, where α := (α1, . . . , αn) ∈ Z
n
+ and |α| := α1+ · · ·+αn.
Let C∞c (R
n) be the set of smooth functions with compact support. We use C to denote
a positive constant that is independent of the main parameters involved but whose value
may differ from line to line. We use C(α, β, ...) to denote a positive constant depending on
the parameters α, β.... If f ≤ Cg, we then write f . g and, if f . g . f , we then write
f ∼ g. For all x ∈ Rn and r ∈ (0,∞), let B(x, r) := {y ∈ Rn : |x− y| < r}. Also, for any
set E ⊂ Rn, we use E∁ to denote Rn \ E and χE its characteristic function, respectively.
For any s ∈ R, we let ⌊s⌋ to denote the maximal integer not more than s. Finally, for
q ∈ [1,∞], q′ := qq−1 denotes the conjugate exponent of q.
2 First order Riesz transform characterizations
In this section, we give a complete proof of Theorem 1.5. In order to achieve this goal,
we need to introduce Musielak-Orlicz-Hardy type spaces Hϕ(R
n+1
+ ) of harmonic functions
and Hϕ(R
n+1
+ ) of harmonic vectors on the upper half space R
n+1
+ , and establish their
relations with Hϕ(R
n). The first three subsections of this section are devoted to the study
of these relations. After this, we prove Theorem 1.5 in Subsection 2.4.
2.1 Radial maximal function and Poisson integral characterizations of
Hϕ(R
n)
Let p ∈ [1, ∞) and w ∈ Ap(R
n). It is well known that there exist positive constants
δ ∈ (0, 1) and C such that, for all balls B1, B2 ⊂ R
n with B1 ⊂ B2,
w(B2)
w(B1)
≤ C
(
|B2|
|B1|
)p
(2.1)
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and
w(B1)
w(B2)
≤ C
(
|B1|
|B2|
)δ
(2.2)
(see, for example, [12] for more details on the above two inequalities and other properties
of Muckenhoupt weights).
Now, let φ ∈ S(Rn) satisfy
ˆ
Rn
φ(x) dx = 1.(2.3)
For any distribution f ∈ S ′(Rn), its radial and non-tangential maximal functions Mφ(f)
and M∗φ(f) are, respectively, defined by setting, for all x ∈ R
n,
Mφ(f)(x) := sup
t∈(0,∞)
|(f ∗ φt) (x)|(2.4)
and
M∗φ(f)(x) := sup
|y−x|<t, t∈(0,∞)
|(f ∗ φt) (y)| .(2.5)
Liang, Huang and Yang [24, Theorem 3.7] established the following non-tangential
maximal function characterization of Hϕ(R
n).
Proposition 2.1 ([24]). Let ϕ and φ ∈ S(Rn) satisfy, respectively, Assumption (ϕ) and
(2.3). Then f ∈ Hϕ(R
n) if and only if f ∈ S ′(Rn) and M∗φ(f) ∈ L
ϕ(Rn). Moreover, there
exists a positive constant C such that, for all f ∈ Hϕ(R
n),
1
C
‖f‖Hϕ(Rn) ≤
∥∥M∗φ(f)∥∥Lϕ(Rn) ≤ C ‖f‖Hϕ(Rn) .
The following result provides the radial maximal function characterization of Hϕ(R
n).
Proposition 2.2. Let ϕ and φ ∈ S(Rn) satisfy, respectively, Assumption (ϕ) and (2.3).
Then f ∈ Hϕ(R
n) if and only if f ∈ S ′(Rn) and Mφ(f) ∈ L
ϕ(Rn). Moreover, there exists
a positive constant C such that, for all f ∈ Hϕ(R
n),
1
C
‖f‖Hϕ(Rn) ≤ ‖Mφ(f)‖Lϕ(Rn) ≤ C ‖f‖Hϕ(Rn) .
To prove Proposition 2.2, we need the following boundedness of the Hardy-Littlewood
maximal function on Lϕ(Rn) from [24, Corollary 2.8]. Recall that, for all x ∈ Rn, the
Hardy-Littlewood maximal functionM(f) of a locally integrable function f on Rn is defined
by setting,
M(f)(x) := sup
B∋x
1
|B|
ˆ
B
|f(y)| dy,(2.6)
where the supremum is taken over all balls B in Rn containing x.
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Lemma 2.3 ([24]). Let ϕ satisfy Assumption (ϕ) with the lower type exponent p ∈ (1, ∞)
and q(ϕ) < i(ϕ), where q(ϕ) and i(ϕ) are as in (1.6) and (1.5), respectively. Then M
is bounded on Lϕ(Rn). Moreover, there exists a positive constant C such that, for all
f ∈ Lϕ(Rn),
ˆ
Rn
ϕ (x, M(f)(x)) dx ≤ C
ˆ
Rn
ϕ (x, |f(x)|) dx.
We now turn to the proof of Proposition 2.2.
Proof of Proposition 2.2. The direction that f ∈ Hϕ(R
n) implies Mφ(f) ∈ L
ϕ(Rn) is
an easy consequence of Proposition 2.1 and the fact that, for all x ∈ Rn, Mφ(f)(x) ≤
M∗φ(f)(x), the details being omitted.
Now, let f ∈ S ′(Rn) satisfy Mφ(f) ∈ L
ϕ(Rn). Based on Proposition 2.1, we prove
another direction of Proposition 2.2 by showing that∥∥M∗φ(f)∥∥Lϕ(Rn) . ‖Mφ(f)‖Lϕ(Rn) .(2.7)
Indeed, for any ǫ ∈ (0, 1), N ∈ N sufficiently large and x ∈ Rn, let
M∗φ, ǫ,N (f)(x) := sup
|x−y|<t< 1
ǫ
|(f ∗ φt) (y)|
(
t
t+ ǫ
)N
(1 + ǫ|y|)−N .
It is easy to see that, for all x ∈ Rn, limǫ→0+, N→∞M
∗
φ, ǫ,N (f)(x) =M
∗
φ(f)(x).
We first claim that, for all λ ∈ (0, ∞), there exists a positive constant C(N, n, ϕ, φ),
depending only on N , n, ϕ and φ, such that
ˆ
Rn
ϕ
(
x,
M∗φ, ǫ,N (f)(x)
λ
)
dx ≤ C(N, n, ϕ, φ)
ˆ
Rn
ϕ
(
x,
Mφ(f)(x)
λ
)
dx.(2.8)
To prove this claim, for all x ∈ Rn, let
M˜∗φ, ǫ,N (f)(x) := sup
|x−y|<t< 1
ǫ
t |∇y (f ∗ φt) (y)|
(
t
t+ ǫ
)N
(1 + ǫ|y|)−N .
From the proof of [14, (6.4.22)], we deduce that, for any p ∈ (0, ∞), ǫ ∈ (0, 1) and N ∈ N,
there exists a positive constant C(N, n, ϕ, φ) such that, for all x ∈ R
n,
M˜∗φ, ǫ,N (f)(x) ≤ C(N, n, ϕ, φ)
{
M
([
M∗φ, ǫ,N (f)
]p)
(x)
}1/p
,(2.9)
where M denotes the Hardy-Littlewood maximal function as in (2.6).
Now, let
Eǫ,N :=
{
x ∈ Rn : M˜∗φ, ǫ,N (f)(x) ≤ C0M
∗
φ, ǫ,N (f)(x)
}
,
where C0 is a sufficiently large constant whose size will be determined later. For all
(x, t) ∈ Rn+1+ , let ϕp(x, t) := ϕ(x, t
1/p). By the definition of i(ϕ), we know that there
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exists p0 ∈ (0, i(ϕ)) such that, for any x ∈ R
n, ϕ(x, ·) is of lower type p0. It is easy to
see that i(ϕp) =
i(ϕ)
p and, for any x ∈ R
n, ϕp(x, ·) is of lower type
p0
p . Thus, by taking
p sufficiently small, we obtain q(ϕp) < i(ϕp), which, together with (2.9), Lemma 2.3 and
the lower type p0 property of ϕ(x, ·), implies that there exists a positive constant C(ϕ)
satisfying that, for any λ ∈ (0, ∞),
ˆ
(Eǫ, N )∁
ϕ
(
x,
M∗φ, ǫ,N (f)(x)
λ
)
dx(2.10)
≤ C(ϕ)
(
1
C0
)p0 ˆ
(Eǫ, N )∁
ϕ
(
x,
M˜∗φ, ǫ,N (f)(x)
λ
)
dx
≤ C(N, n, ϕ, φ)
(
1
C0
)p0 ˆ
(Eǫ, N )∁
ϕp
(
x,
M([M∗φ, ǫ,N (f)]
p)(x)
λp
)
dx
≤ C(N, n, ϕ, φ)
(
1
C0
)p0 ˆ
Rn
ϕ
(
x,
M∗φ, ǫ,N (f)(x)
λ
)
dx.
By taking C0 in (2.10) sufficiently large so that C(N, n, ϕ, φ)(
1
C0
)p0 < 12 , we see that
ˆ
Rn
ϕ
(
x,
M∗φ, ǫ,N (f)(x)
λ
)
dx ≤ 2
ˆ
Eǫ,N
ϕ
(
x,
M∗φ, ǫ,N (f)(x)
λ
)
dx.(2.11)
Moreover, from [14, (6.4.27)], it follows that, for all r < i(ϕ) and x ∈ Eǫ,N ,
M∗φ, ǫ,N (f)(x) ≤ C(N, n, ϕ, φ) {M ([Mφ(f)]
r) (x)}1/r ,
which, together with (2.11) and an argument similar to that used in the estimate (2.10),
implies that (2.8) holds true.
Now, we finish the proof of Proposition 2.2 by using the above claim. Observe that, for
x ∈ Rn,
M∗φ, ǫ,N (f)(x) ≥
2−N
(1 + ǫ|x|)N
sup
|x−y|<t< 1
ǫ
|(f ∗ φt) (y)|
(
t
t+ ǫ
)N
=: Fǫ,N (x).
It is easy to see, for each N and x, Fǫ, N (x) is increasing to 2
−NM∗φ(f)(x) as ǫ → 0
+,
which, combined with (2.8) and Lebesgue’s monotone convergence theorem, implies that
ˆ
Rn
ϕ
(
x,
M∗φ(f)(x)
λ
)
dx ≤ C(N, n, ϕ, φ)
ˆ
Rn
ϕ
(
x,
Mφ(f)(x)
λ
)
dx.
In particular, Mφ(f) ∈ L
ϕ(Rn) implies that M∗φ(f) ∈ L
ϕ(Rn). This, together with a
repetition of the above argument used in the proof of the estimate (2.8) with ǫ := 0 and
N :=∞ in M∗φ, ǫ,N (f) and M˜
∗
φ, ǫ,N (f), implies that
ˆ
Rn
ϕ
(
x,
M∗φ(f)(x)
λ
)
dx ≤ C(n, ϕ, φ)
ˆ
Rn
ϕ
(
x,
Mφ(f)(x)
λ
)
dx.
This finishes the proof of Proposition 2.2.
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We also need the following Poisson integral characterization of Hϕ(R
n). Recall that a
distribution f ∈ S ′(Rn) is called a bounded distribution, if, for any φ ∈ S(Rn), f ∗ φ ∈
L∞(Rn). For all (x, t) ∈ Rn+1+ , let
Pt(x) := C(n)
t
(t2 + |x|2)(n+1)/2
(2.12)
be the Poisson kernel, where C(n) is the same as in (1.1). It is well known that, if f
is a bounded distribution, then f ∗ Pt is a well-defined, bounded and smooth function.
Moreover, f ∗ Pt is harmonic on R
n+1
+ (see [32, p. 90]).
Recall that, in [32, p. 91, Theorem 1], Stein established the Poisson integral charac-
terization of the classical Hardy space Hp(Rn) by using some pointwise estimates. These
estimates can directly be used in our setting to obtain the following proposition, the details
being omitted.
Proposition 2.4. Let ϕ satisfy Assumption (ϕ) and f ∈ S ′(Rn) be a bounded distribution.
Then f ∈ Hϕ(R
n) if and only if f∗P ∈ L
ϕ(Rn), where, for all x ∈ Rn,
f∗P (x) := sup
|y−x|<t, t∈(0,∞)
|(f ∗ Pt)(y)| .
Moreover, there exists a positive constant C such that, for all f ∈ Hϕ(R
n),
1
C
‖f‖Hϕ(Rn) ≤ ‖f
∗
P‖Lϕ(Rn) ≤ C ‖f‖Hϕ(Rn) .
Remark 2.5. We point out that the statement of Proposition 2.4 is a little bit different
from that of [32, p. 91, Theorem 1] in that here we assume, a priori, that f ∈ S ′(Rn) is
a bounded distribution. This is because that, for an arbitrary f ∈ Hϕ(R
n), we cannot
show that f is a bounded distribution without any additional assumptions on f or ϕ.
However, by the facts that the set Hϕ(R
n) ∩ L2(Rn) is dense in Hϕ(R
n) and there exist
ψ1, ψ2 ∈ S(R
n) and h ∈ L1(Rn) such that, for all t ∈ (0, ∞),
Pt = (ψ1)t ∗ ht + (ψ2)t(2.13)
(see [32, p. 90]), we know that, for every f ∈ Hϕ(R
n), we can define f ∗ Pt by setting,
for all x ∈ Rn and t ∈ (0, ∞), (f ∗ Pt)(x) := limk→∞(fk ∗ Pt)(x), where {fk}k∈N ⊂
(Hϕ(R
n) ∩ L2(Rn)) satisfies limk→∞ fk = f in Hϕ(R
n) and hence in S ′(Rn).
2.2 Musielak-Orlicz-Hardy spaces Hϕ(R
n+1
+ ) of harmonic functions
In this subsection, we introduce the Musielak-Orlicz-Hardy spaceHϕ(R
n+1
+ ) of harmonic
functions and establish its relation with Hϕ(R
n).
To this end, let u be a function on Rn+1+ . Its non-tangential maximal function u
∗ is
defined by setting, for all x ∈ Rn,
u∗(x) := sup
|y−x|<t, t∈(0,∞)
|u(y, t)|.
Recall that a function u on Rn+1+ is said to be harmonic if (∆x + ∂
2
t )u(x, t) = 0 for all
(x, t) ∈ Rn+1+ .
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Definition 2.6. Let ϕ satisfy Assumption (ϕ). The Musielak-Orlicz-Hardy space of har-
monic functions, Hϕ(R
n+1
+ ), is defined to be the space of all harmonic functions u on
R
n+1
+ such that u
∗ ∈ Lϕ(Rn). Moreover, for all u ∈ Hϕ(R
n+1
+ ), its quasi-norm is defined
by ‖u‖Hϕ(Rn+1+ )
:= ‖u∗‖Lϕ(Rn).
Recall also the following notion of the Hardy space Hp(Rn+1+ ) of harmonic functions
with p ∈ (1, ∞) from [35] (see also [2]).
Definition 2.7 ([35]). Let p ∈ (1, ∞). The Hardy space Hp(Rn+1+ ) of harmonic functions
is defined to be the space of all harmonic functions u on Rn+1+ such that, for all t ∈ (0, ∞),
u(·, t) ∈ Lp(Rn). Moreover, for all u ∈ Hp(Rn+1+ ), its norm is defined by
‖u‖Hp(Rn+1+ )
:= sup
t∈(0,∞)
‖u(·, t)‖Lp(Rn).
For ϕ as in Definition 2.6, let
Hϕ, 2(R
n+1
+ ) := Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ )
‖·‖
Hϕ(R
n+1
+ )
be the completion of the set Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ ) under the quasi-norm ‖ · ‖Hϕ(Rn+1+ )
.
Remark 2.8. For any u ∈ Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ ), from the Poisson integral characteri-
zation of H2(Rn+1+ ) (see, for example, [2, Theorem 7.17]), we deduce that u satisfies the
following semigroup formula that, for all x ∈ Rn and s, t ∈ (0, ∞),
u(x, s+ t) = (u(·, s) ∗ Pt)(x),(2.14)
where Pt denotes the Poisson kernel as in (2.12). This formula was first introduced by Bui
in [5]. Moreover, let p ∈ (0, 1], w ∈ A∞(R
n) and Hpw(R
n+1
+ ) be the weighted Hardy space
of harmonic functions defined as in Definition 2.6 via the radial maximal functions. Let
H
p
w(R
n+1
+ ) be the closure in H
p
w(R
n+1
+ ) of the subspace of those functions in H
p
w(R
n+1
+ ) for
which the semigroup formula (2.14) holds. Bui proposed the question that, under what
condition, H
p
w(R
n+1
+ ) is equivalent to H
p
w(R
n+1
+ ). It is known that if, for some d ∈ (0, ∞),
w satisfies the following extra condition that, for all x ∈ Rn and ρ ∈ (0, 1),ˆ
B(x, ρ)
w(y) dy & ρd,
then H
p
w(R
n+1
+ ) = H
p
w(R
n+1
+ ) (see [5, Remark 3.3]). In particular, if w ≡ 1, the above two
spaces coincide. We refer the reader to [5, Remark 3.3] for more details.
The following proposition shows that the spaces, Hϕ, 2(R
n+1
+ ) and Hϕ(R
n), are isomor-
phic to each other via the Poisson integral.
Proposition 2.9. Let ϕ satisfy Assumption (ϕ) and u be a harmonic function on Rn+1+ .
Then u ∈ Hϕ, 2(R
n+1
+ ) if and only if there exists f ∈ Hϕ(R
n) such that, for all (x, t) ∈
R
n+1
+ , u(x, t) = (f ∗ Pt) (x), where (f ∗ Pt)(x) is defined as in Remark 2.5. Moreover,
there exists a positive constant C, independent of f and u, such that
1
C
‖f‖Hϕ(Rn) ≤ ‖u‖Hϕ(Rn+1+ )
≤ C‖f‖Hϕ(Rn).
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Proof. By Definition 2.7 and Remark 1.3(iii), to prove Proposition 2.9, it suffices to show
that the Poisson integral Pt is an isomorphism from (Hϕ(R
n) ∩ L2(Rn), ‖ · ‖Hϕ(Rn)) to
(Hϕ(R
n+1
+ )∩H
2(Rn+1+ ), ‖ · ‖Hϕ(Rn+1+ )
). Recall that the Poisson integral is an isomorphism
from L2(Rn) to H2(Rn+1+ ) (see, for example, [2, Theorem 7.17]).
The inclusion that
Pt
(
Hϕ(R
n) ∩ L2(Rn), ‖ · ‖Hϕ(Rn)
)
⊂
(
Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ ), ‖ · ‖Hϕ(Rn+1+ )
)
is an easy consequence of Proposition 2.4, the details being omitted.
We now turn to the inverse inclusion. Let u ∈ Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ ). For any x ∈ R
n
and ǫ ∈ (0, ∞), let uǫ(x, t) := u(x, t + ǫ). Since u ∈ H
2(Rn+1+ ), we know that uǫ can
be represented as a Poisson integral: uǫ(x, t) = (fǫ ∗ Pt) (x) for all (x, t) ∈ R
n+1
+ , where
fǫ(x) := u(x, ǫ). Moreover, from Proposition 2.4 and the definition of the non-tangential
maximal function, it follows that
sup
ǫ∈(0,∞)
‖fǫ‖Hϕ(Rn) ∼ sup
ǫ∈(0,∞)
‖(fǫ ∗ Pt)
∗‖Lϕ(Rn) ∼ sup
ǫ∈(0,∞)
‖u∗ǫ‖Lϕ(Rn) . ‖u
∗‖Lϕ(Rn) .(2.15)
Thus, {fǫ}ǫ∈(0,∞) is a bounded set in Hϕ(R
n) and hence in S ′(Rn) (see [21, Proposition
5.1]). By the weak compactness of S ′(Rn) (see, for example, [32, p. 119]), we conclude
that there exist an f ∈ S ′(Rn) and a subsequence {fk}k∈N such that {fk}k∈N converges
weakly to f in S ′(Rn). This, together with (2.13), implies that, for all (x, t) ∈ Rn+1+ ,
lim
k→∞
(fk ∗ Pt)(x) = (f ∗ Pt)(x) = u(x, t).
Thus, by Proposition 2.4, Fatou’s lemma and (2.15), we conclude that
‖f‖Hϕ(Rn) ∼
∥∥∥∥ limk→∞(fk)∗P
∥∥∥∥
Lϕ(Rn)
. lim
k→∞
‖(fk)
∗
P ‖Lϕ(Rn)
∼ lim
k→∞
‖fk‖Hϕ(Rn) . ‖u
∗‖Lϕ(Rn) ∼ ‖u‖Hϕ(Rn+1+ )
,
which immediately implies that f ∈ Hϕ(R
n), u(x, t) = f ∗ Pt(x) and hence completes the
proof of Proposition 2.9.
2.3 Musielak-Orlicz-Hardy spaces Hϕ(R
n+1
+ ) of harmonic vectors
In this subsection, we study the Musielak-Orlicz-Hardy space Hϕ(R
n+1
+ ) consisting of
vectors of harmonic functions which satisfy the so-called generalized Cauchy-Riemann
equation. To be precise, let F := {u0, u1, . . . , un} be a harmonic vector on R
n+1
+ . Then
F is said to satisfy the generalized Cauchy-Riemann equation, if, for all j, k ∈ {0, . . . , n},
n∑
j=0
∂uj
∂xj
= 0,
∂uj
∂xk
=
∂uk
∂xj
,
(2.16)
where, for (x, t) ∈ Rn+1+ , we let x := (x1, . . . , xn) and x0 := t.
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Definition 2.10. Let ϕ be a Musielak-Orlicz function satisfying Assumption (ϕ). The
Musielak-Orlicz-Hardy space Hϕ(R
n+1
+ ) of harmonic vectors is defined to be the space of
all harmonic vectors F := {u0, u1, . . . , un} on R
n+1
+ satisfying (2.16) such that, for all
t ∈ (0, ∞),
|F (·, t)| :=

n∑
j=0
|uj(·, t)|
2

1/2
∈ Lϕ(Rn).
Moreover, for any F ∈ Hϕ(R
n+1
+ ), its quasi-norm is defined by setting,
‖F‖Hϕ(Rn+1+ )
:= sup
t∈(0,∞)
‖|F (·, t)|‖Lϕ(Rn) .
For p ∈ (1, ∞), the Musielak-Orlicz-Hardy space Hp(Rn+1+ ) of harmonic vectors is de-
fined as Hϕ(R
n+1
+ ) with L
ϕ(Rn) replaced by Lp(Rn). In particular, for any F ∈ Hp(Rn+1+ ),
its norm is defined by setting,
‖F‖Hp(Rn+1+ )
:= sup
t∈(0,∞)
‖|F (·, t)|‖Lp(Rn) .
Moreover, let
Hϕ, 2(R
n+1
+ ) := Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ )
‖·‖
Hϕ(R
n+1
+
)
be the completion of the set Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ ) under the quasi-norm ‖ · ‖Hϕ(Rn+1+ )
.
Remark 2.11. The space Hp(Rn+1+ ) was first introduced by Stein and Weiss to give a
higher dimensional generalization of the Hardy space on the upper plane (see [33, 34, 35]
for more details).
For any F ∈ Hϕ(R
n+1
+ ), we have the following technical lemmas, respectively, on the
harmonic majorant and the boundary value of F .
Lemma 2.12. Assume that the function ϕ satisfies Assumption (ϕ) with i(ϕ)q(ϕ) >
n−1
n
and F := {u0, u1, . . . , un} ∈ Hϕ(R
n+1
+ ), where i(ϕ) and q(ϕ) are as in (1.5) and (1.6),
respectively. Then, for all q ∈ [n−1n ,
i(ϕ)
q(ϕ)), a ∈ (0, ∞) and (x, t) ∈ R
n+1
+ ,
|F (x, t+ a)|q ≤ (|F (x, a)|q ∗ Pt) (x),(2.17)
where Pt is the Poisson kernel as in (2.12).
Proof. For all t ∈ [0,∞), let
K(|F |q, t) :=
ˆ
Rn
|F (x, t)|q
(|x|+ 1 + t)n+1
dx.
Since |F |q is subharmonic on Rn+1+ (see [31, p. 234, Theorem 4.14]), by [28, p. 245, Theorem
2], in order to prove (2.17), it suffices to show that
lim
t→∞
K(|F |q, t) = 0.(2.18)
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We now prove (2.18). Write
K(|F |q, t) =
ˆ
{x∈Rn: |F (x, t)|≥1}
|F (x, t)|q
(|x|+ 1 + t)n+1
dx+
ˆ
{x∈Rn: |F (x, t)|<1}
· · ·(2.19)
=: I + II.
We first estimate I. By choosing r ∈ (q(ϕ), ∞) satisfying r < i(ϕ)nn−1 and
n−1
n ≤ q <
i(ϕ)
r ,
we know that, for all (x, t) ∈ Rn+1+ , ϕ(·, t) ∈ Ar(R
n) and ϕ(x, ·) is of lower type qr, which,
together with Ho¨lder’s inequality, further implies that
I .
{ˆ
{x∈Rn: |F (x, t)|≥1}
|F (x, t)|qrϕ(x, 1) dx
} 1
r
(2.20)
×
{ˆ
{x∈Rn: |F (x, t)|≥1}
1
(|x|+ 1 + t)(n+1)r′
[ϕ(x, 1)]−r
′/r dx
} 1
r′
.
{ˆ
{x∈Rn: |F (x, t)|≥1}
ϕ(x, |F (x, t)|) dx
}1/r
×
{ˆ
{x∈Rn: |F (x, t)|≥1}
1
(|x|+ 1 + t)(n+1)r′
[ϕ(x, 1)]−r
′/r dx
}1/r′
.
Since ϕ(·, 1) ∈ Ar(R
n), we see w(·) := [ϕ(·, 1)]−r
′/r ∈ Ar′(R
n) (see, for example, [12,
p. 394, Theorem 1.14(c)]), which, together with [18, Lemma 1], implies that w satisfies the
so-called Br′(R
n)-condition, namely, for all x ∈ Rn,
ˆ
Rn
w(y)
(t+ |x− y|)nr′
dy . t−nr
′
ˆ
B(x, t)
w(y) dy.(2.21)
By this, together with (2.20), we further see that
I .
1
1 + t
{ˆ
Rn
ϕ(x, |F (x, t)|) dx
}1/r {ˆ
Rn
[ϕ(x, 1)]−r
′/r
(|x|+ 1 + t)nr′
dx
}1/r′
(2.22)
≤ C(ϕ), 1
1
1 + t
,
where C(ϕ), 1 is a positive constant, depending on ϕ, but independent of t.
To estimate the term II, let r˜ := 1q . It is easy to see that r <
i(ϕ)
q ≤
1
q = r˜. Thus,
ϕ(·, 1) ∈ Ar˜(R
n), which, together with Ho¨lder’s inequality, the upper type 1 property of
ϕ(x, ·) and (2.21), implies that
II .
{ˆ
Rn
|F (x, t)|qr˜ϕ(x, 1) dx
}1/r˜
(2.23)
×
{ˆ
B(0, 1)
1
(|x|+ 1 + t)(n+1)r˜′
[ϕ(x, 1)]−r˜
′/r˜ dx
}1/r˜′
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.
1
1 + t
{ˆ
Rn
ϕ(x, |F (x, t)|) dx
}1/r˜{ˆ
B(0, 1)
[ϕ(x, 1)]−r˜
′/r˜ dx
}1/r˜′
≤ C(ϕ), 2
1
1 + t
,
where C(ϕ), 2 is a positive constant, depending on ϕ, but independent of t. Combining
(2.19), (2.22) and (2.23), we see that (2.18) holds true. This finishes the proof of Lemma
2.12.
Lemma 2.13. Assume that the function ϕ satisfies Assumption (ϕ) with i(ϕ)q(ϕ) >
n−1
n
and F := {u0, u1, . . . , un} ∈ Hϕ(R
n+1
+ ), where i(ϕ) and q(ϕ) are as in (1.5) and (1.6),
respectively. Then there exists h ∈ Lϕ(Rn) such that limt→0 |F (·, t)| = h(·) in L
ϕ(Rn) and
h is the non-tangential limit of F as t → 0 almost everywhere, namely, for almost every
x0 ∈ R
n, lim(x, t)→(x0, 0+) |F (x, t)| = h(x0) for all (x, t) in the cone Γ(x0) := {(x, t) ∈
R
n+1
+ : |x− x0| < t}. Moreover, for all q ∈ [
n−1
n ,
i(ϕ)
q(ϕ)) and (x, t) ∈ R
n+1
+ ,
|F (x, t)| ≤ [(hq ∗ Pt) (x)]
1/q ,(2.24)
where Pt is the Poisson kernel as in (2.12).
Proof. For F ∈ Hϕ(R
n+1
+ ) and all (x, t) ∈ R
n+1
+ , let
F1(x, t) := χ{(x, t)∈Rn+1+ : |F (x, t)|≥1}
F (x, t)
and
F2(x, t) := χ{(x, t)∈Rn+1+ : |F (x, t)|<1}
F (x, t).
Let r ∈ (q(ϕ), ∞) satisfy q < i(ϕ)r . Then, by the lower type qr property of ϕ(x, ·), we
know that
sup
t∈(0,∞)
‖|F1(·, t)|
q‖rLr
ϕ(·, 1)
(Rn) = sup
t∈(0,∞)
{ˆ
Rn
|F1(x, t)|
qr ϕ(x, 1) dx
}
≤ sup
t∈(0,∞)
{ˆ
Rn
ϕ(x, |F1(x, t)|) dx
}
≤ sup
t∈(0,∞)
{ˆ
Rn
ϕ(x, |F (x, t)|) dx
}
<∞.
Thus, {|F1(·, t)|
q}t>0 is uniformly bounded in L
r
ϕ(·, 1)(R
n), which, together with the weak
compactness of Lrϕ(·, 1)(R
n), implies that there exist h˜1 ∈ L
r
ϕ(·, 1)(R
n) and a subsequence
{|F1(·, tk)|
q}k∈N such that tk → 0
+ and {|F1(·, tk)|
q}k∈N converges weakly to h˜1 in
Lrϕ(·, 1)(R
n) as k →∞, namely, for any g ∈ Lr
′
ϕ(·, 1)(R
n),
lim
k→∞
ˆ
Rn
|F1(y, tk)|
q g(y)ϕ(y, 1) dy =
ˆ
Rn
h˜1(y)g(y)ϕ(y, 1) dy.(2.25)
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Now, for all y ∈ Rn, let
g(y) :=
Pt(x− y)
ϕ(y, 1)
,(2.26)
where Pt is the Poisson kernel as in (2.12). By using the Br′(R
n)-condition as in (2.21)
and ϕ(·, 1) ∈ Ar(R
n), we conclude that
ˆ
Rn
|g(y)|r
′
ϕ(y, 1) dy =
ˆ
Rn
[
Pt(x− y)
ϕ(y, 1)
]r′
ϕ(y, 1) dy
.
ˆ
Rn
1
(t+ |x− y|)nr′
[ϕ(y, 1)]−r
′/r dy
.
ˆ
B(x, t)
[ϕ(y, 1)]−r
′/r dy <∞,
which implies that g ∈ Lr
′
ϕ(·, 1)(R
n). Thus, from (2.25), we deduce that, for all (x, t) ∈
R
n+1
+ ,
lim
k→∞
(|F1(·, tk)|
q ∗ Pt) (x) =
(
h˜1 ∗ Pt
)
(x).(2.27)
On the other hand, since sup(x, t)∈Rn+1+
|F2(x, t)|
q ≤ 1, we know that {|F2(·, t)|
q}t>0 is
uniformly bounded in L∞ϕ(·, 1)(R
n). Thus, there exist h˜2 ∈ L
∞
ϕ(·, 1)(R
n) with ‖h˜2‖L∞
ϕ(·, 1)
(Rn) ≤
1 and a subsequence {|F2(·, tk)|
q}k∈N such that tk → 0
+ and {|F2(·, tk)|
q}k∈N converges
∗-weakly to h˜2 in L
∞
ϕ(·, 1)(R
n) as k →∞, namely, for any g ∈ L1ϕ(·, 1)(R
n),
lim
k→∞
ˆ
Rn
|F2(y, tk)|
q g(y)ϕ(y, 1) dy =
ˆ
Rn
h˜2(y)g(y)ϕ(y, 1) dy.(2.28)
Here, by abuse of notation, we use the same subscripts for the above two different subse-
quences in our arguments.
Let g be as in (2.26). It is easy to see that
´
Rn
g(y)ϕ(y, 1) dy = 1. Thus, by (2.28), we
find that, for all x ∈ Rn,
lim
k→∞
(|F2(·, tk)|
q ∗ Pt) (x) =
(
h˜2 ∗ Pt
)
(x).(2.29)
Now, let h˜ := h˜1+ h˜2. Observe that, for all k ∈ N, | supp (F1(·, tk))∩ supp (F2(·, tk))| =
0, which further implies that | supp (h˜1)∩ supp (h˜2)| = 0. Moreover, from (2.27) and (2.29),
it follows that, for all x ∈ Rn,
lim
k→∞
(|F (·, tk)|
q ∗ Pt) (x) =
(
h˜ ∗ Pt
)
(x).(2.30)
This, together with tk → 0
+ as k →∞ and Lemma 2.12, shows that, for all (x, t) ∈ Rn+1+ ,
|F (x, t)|q = lim
k→∞
|F (x, t+ tk)|
q ≤ lim
k→∞
(|F (·, tk)|
q ∗ Pt) (x) =
(
h˜ ∗ Pt
)
(x),
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which proves (2.24) by taking h := h˜1/q.
Now, we prove that h˜ is the non-tangential limit of |F (·, tk)|
q. Using (2.27) and (2.29),
we conclude that, for all x ∈ Rn,
|F |∗(x) .
[
sup
|y−x|<t, t∈(0,∞)
(
h˜1 ∗ Pt
)
(y)
]1/q
+
[
sup
|y−x|<t, t∈(0,∞)
(
h˜2 ∗ Pt
)
(y)
]1/q
(2.31)
=: I + II.
To estimate II, from the fact that ‖h˜2‖L∞
ϕ(·, 1)
(Rn) ≤ 1 and (2.1), we deduce that
‖h˜2‖L∞(Rn) ≤ 1. This implies that
II .
[
sup
|y−x|<t, t∈(0,∞)
ˆ
Rn
Pt(y) dy
]1/q
. 1.(2.32)
For I, it is easy to see that
I ∼
[(
h˜1
)∗
P
(x)
]1/q
.(2.33)
Moreover, by the fact that ϕ(·, 1) ∈ Ar(R
n), r ∈ (q(ϕ), ∞) and the boundedness of the
Hardy-Littlewood maximal function M on Lrϕ(·, 1)(R
n) (see, for example, [14, Theorem
9.1.9]), we conclude thatˆ
Rn
[(
h˜1
)∗
P
(x)
]r
ϕ(x, 1) dx .
ˆ
Rn
[
M
(
h˜1
)
(x)
]r
ϕ(x, 1) dx
.
ˆ
Rn
[
h˜1(x)
]r
ϕ(x, 1) dx <∞,
which, together with (2.31), (2.32) and (2.33), implies that, for almost every x ∈ Rn,
|F |∗(x) < ∞. From the fact that each coordinate function of F is harmonic on Rn+1+
and Fatou’s theorem (see [31, p. 47]), we deduce that F (x, t) has a non-tangential limit
as t → 0+, which, combined with the uniqueness of the limit, implies that h˜ is the non-
tangential limit of |F (·, t)|q as t→ 0+.
Now, we show that h ∈ Lϕ(Rn) by using some properties of convex Musielak-Orlicz
spaces from [7]. For all (x, t) ∈ Rn+1+ , let
ϕq(x, t) := ϕ(x, t
1/q).(2.34)
By an elementary calculation, we see that
‖|F (·, t)|‖Lϕ(Rn) = ‖|F (·, t)|
q‖
1/q
Lϕq (Rn) ,(2.35)
which, together with the fact that F ∈ Hϕ(R
n+1
+ ), implies that {|F (·, t)|
q}t∈(0,∞) is uni-
formly bounded in Lϕq(Rn).
Moreover, using the fact that i(ϕq) =
i(ϕ)
q > q(ϕ) ≥ 1 and
ϕq(x, t) ∼
ˆ t
0
ϕq(x, s)
s
ds,
we conclude that ϕ˜q(x, s) := ϕq(x, s)/s satisfies the following properties:
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(i) lims→0+ ϕ˜q(x, s) = 0, limt→∞ ϕ˜q(x, s) =∞ and, when s ∈ (0, ∞), ϕ˜q(x, s) > 0;
(ii) for all x ∈ Rn, ϕ˜q(x, ·) is decreasing;
(iii) for all x ∈ Rn, ϕ˜q(x, ·) is right continuous.
Thus, from [1, p. 262], we deduce that, for all x ∈ Rn, ϕq(x, ·) is equivalent to an N -
function (see [1] for the definition of N -functions). Hence, by [7, p. 38, Theorem 2.3.13],
we know that Lϕq(Rn) is a Banach space.
For all (x, t) ∈ Rn+1+ , let
ϕ∗q(x, t) := sup
s∈(0,∞)
{st− ϕq(x, s)} .
It follows, from [7, p. 59], that Lϕq(Rn) ⊂
(
Lϕ
∗
q (Rn)
)∗
. Thus, by Alaoglu’s theorem, we
obtain the ∗-weak compactness of Lϕq (Rn), which, together with the fact {|F (·, t)|q}t∈(0,∞)
is uniformly bounded in Lϕq(Rn), implies that there exist g ∈ Lϕq (Rn) and a subsequence
{|F (·, tk)|
q}k∈N such that tk → 0
+ and {|F (·, tk)|
q}k∈N converges ∗-weakly to g in L
ϕq (Rn)
as k →∞. Moreover, from the uniqueness of the limit, we deduce that, for almost every
x ∈ Rn, h(x) = [g(x)]1/q . Thus, h ∈ Lϕ(Rn).
The formula, limt→0+ |F (·, t)| = h(·) in L
ϕ(Rn), follows immediately from the facts
that h is the non-tangential limit of F as t → 0+ almost everywhere, F ∈ Hϕ(R
n+1
+ ),
h ∈ Lϕ(Rn) and the dominated convergence theorem. This finishes the proof of Lemma
2.13.
Remark 2.14. We point out that, in the proofs of Lemmas 2.12 and 2.13, we used the
condition i(ϕ)q(ϕ) >
n−1
n merely because we need the fact that |F |
q is subharmonic on Rn+1+
for q ∈ [n−1n , ∞). Thus, if there exists q, whose size is strictly less than
n−1
n , such that
|F |q is subharmonic on Rn+1+ , then, for all
i(ϕ)
q(ϕ) > q, the conclusions of Lemmas 2.12 and
2.13 still hold true. Moreover, if, for all q ∈ (0, ∞), |F |q is subharmonic on Rn+1+ , then,
for every Musielak-Orlicz function ϕ satisfying Assumption (ϕ), by taking q sufficiently
small, we see that i(ϕ)q(ϕ) > q always holds true. Thus, in this case, Lemmas 2.12 and 2.13
hold true for every Musielak-Orlicz function satisfying Assumption (ϕ).
With these preparations, we now turn to the study of the relation between Hϕ(R
n+1
+ )
and Hϕ(R
n+1
+ ).
Proposition 2.15. Let ϕ satisfy Assumption (ϕ) with i(ϕ)q(ϕ) >
n−1
n and
F := {u0, u1, . . . , un} ∈ Hϕ(R
n+1
+ ),
where i(ϕ) and q(ϕ) are as in (1.5) and (1.6), respectively. Then there exists a harmonic
function u := u0 ∈ Hϕ(R
n+1
+ ) such that
‖u‖Hϕ(Rn+1+ )
≤ C ‖F‖Hϕ(Rn+1+ )
,(2.36)
where C is a positive constant independent of u and F .
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Proof. Let F ∈ Hϕ(R
n+1
+ ). By Lemmas 2.12 and 2.13, we see that |F | has the non-
tangential limit F (·, 0). Moreover, for all (x, t) ∈ Rn+1+ ,
|F (x, t)|q ≤ (|F (·, 0)|q ∗ Pt) (x) .M (|F (·, 0)|
q) (x),(2.37)
where q ∈ [n−1n ,
i(ϕ)
q(ϕ)) is as in Lemma 2.13 andM denotes the Hardy-Littlewood maximal
function. Let u := u0 and ϕq be as in (2.34). For all λ ∈ (0, ∞), from (2.37), the fact that
q(ϕ) < i(ϕ)q and Lemma 2.3, it follows that
ˆ
Rn
ϕ
(
x,
u∗(x)
λ
)
dx ≤
ˆ
Rn
ϕq
(
x,
(|F |q)∗(x)
λq
)
dx
.
ˆ
Rn
ϕq
(
x,
(M(|F (·, 0)|q))∗(x)
λq
)
dx
.
ˆ
Rn
ϕq
(
x,
|F (x, 0)|q
λq
)
dx
∼
ˆ
Rn
ϕ
(
x,
|F (x, 0)|
λ
)
dx . sup
t∈(0,∞)
ˆ
Rn
ϕ
(
x,
|F (x, t)|
λ
)
dx,
which immediately implies (2.36) and hence completes the proof of Proposition 2.15.
Proposition 2.15 immediately implies the following conclusion, the details being omit-
ted.
Corollary 2.16. Let ϕ satisfy Assumption (ϕ) with i(ϕ)q(ϕ) >
n−1
n and
F := {u0, u1, . . . , un} ∈ Hϕ, 2(R
n+1
+ ),
where i(ϕ) and q(ϕ) are as in (1.5) and (1.6), respectively. Then there exists a harmonic
function u := u0 ∈ Hϕ,2(R
n+1
+ ) such that
‖u‖Hϕ(Rn+1+ )
≤ C ‖F‖Hϕ(Rn+1+ )
,
where C is a positive constant independent of u and F .
Furthermore, we have the following relation between Hϕ(R
n) and Hϕ, 2(R
n+1
+ ), which
also implies that Hϕ(R
n) consists of the boundary values of real parts of Hϕ, 2(R
n+1
+ ).
Proposition 2.17. Let ϕ satisfy Assumption (ϕ) and f ∈ Hϕ(R
n). Then there exists F :=
{u0, u1, . . . , un} ∈ Hϕ, 2(R
n+1
+ ) such that F satisfies the generalized Cauchy-Riemann
equation (2.16) and that, for all (x, t) ∈ Rn+1+ , u0(x, t) := (f ∗ Pt)(x), where Pt is the
Poisson kernel as in (2.12). Moreover,
‖F‖Hϕ(Rn+1+ )
≤ C‖f‖Hϕ(Rn),(2.38)
where C is a positive constant independent of f and F .
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Proof. Let f ∈ Hϕ(R
n). By Remark 1.3(iii), we see that L2(Rn) ∩ Hϕ(R
n) is dense
in Hϕ(R
n). Thus, there exists a sequence {fk}k∈N ⊂ (L
2(Rn) ∩ Hϕ(R
n)) such that
limk→∞ fk = f in Hϕ(R
n) and hence in S ′(Rn).
For any k ∈ N, j ∈ {1, . . . , n} and (x, t) ∈ Rn+1+ , let u
k
0(x, t) := (fk ∗ Pt)(x) and
ukj (x, t) := (fk ∗ Q
(j)
t )(x), where Pt is the Poisson kernel as in (2.12) and Q
(j)
t the j-th
conjugate Poisson kernel defined by setting, for all x ∈ Rn,
Q
(j)
t (x) := C(n)
xj
(t2 + |x|2)
n+1
2
,(2.39)
where C(n) is as in (1.1).
Since fk ∈ L
2(Rn), we deduce, from [35, p. 236, Theorem 4.17], that the harmonic vector
Fk := {u
k
0 , u
k
1, . . . , u
k
n} ∈ H
2(Rn+1+ ) and satisfies the generalized Cauchy-Riemann equa-
tion (2.16). Moreover, by using the Fourier transform, we see that, for all j ∈ {0, 1, . . . , n}
and (x, t) ∈ Rn+1+ , (Q
(j)
t ∗fk)(x) = (Rj(fk)∗Pt)(x) (see also [31, p. 65, Theorem 3]), which,
together with Proposition 2.4 and the boundedness of Rj on Hϕ(R
n) (see Corollary 2.22
below), implies that, for all j ∈ {0, 1, . . . , n},
sup
t∈(0,∞)
∥∥∥∣∣∣ukj (·, t)∣∣∣∥∥∥
Lϕ(Rn)
. ‖Rj(fk)‖Hϕ(Rn) . ‖fk‖Hϕ(Rn) . ‖f‖Hϕ(Rn).
Thus,
sup
t∈(0,∞)
‖Fk(·, t)‖Lϕ(Rn) . ‖f‖Hϕ(Rn) <∞,(2.40)
which implies that Fk ∈ Hϕ(R
n+1
+ ) and hence Fk ∈ Hϕ(R
n+1
+ ) ∩H
2(Rn+1+ ).
We point out that, in the above argument, we used the boundedness of the Riesz
transform Rj on Hϕ(R
n), which will be proved in Corollary 2.22 below, whose proof does
not use the conclusion of Proposition 2.17. So, there exists no risk of circular reasoning.
On the other hand, from limk→∞ fk = f in Hϕ(R
n) and hence in S ′(Rn),
lim
k→∞
Rj(fk) = Rj(f)
in Hϕ(R
n) and hence in S ′(Rn), and (2.13), we deduce that, for all (x, t) ∈ Rn+1+ ,
limk→∞ fk ∗ Pt(x) = f ∗ Pt(x) and limk→∞Rj(fk) ∗ Pt(x) = Rj(f) ∗ Pt(x).
Now, we claim that the above two limits are uniform on compact sets. Indeed, for all
(x, t) ∈ Rn+1+ , y, z ∈ B(x,
t
4 ), t˜ ∈ (
3t
4 ,
5t
4 ) and φ ∈ S(R
n) satisfies
´
Rn
φ(x) dx = 1, by the
definition of the non-tangential maximal function, we know that∣∣([fk − f ] ∗ φt˜) (z)∣∣ ≤M∗φ (fk − f) (y).(2.41)
Moreover, for any ǫ ∈ (0, 1] and q ∈ (I(ϕ), ∞), from the upper type q property of
ϕ(x, ·), it follows that
ǫq
ˆ
{x∈Rn: M∗φ(fk−f)(x)>ǫ}
ϕ (x, 1) dx .
ˆ
{x∈Rn: M∗φ(fk−f)(x)>ǫ}
ϕ (x, ǫ) dx
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.
ˆ
Rn
ϕ
(
x, M∗φ (fk − f) (x)
)
dx,
which tends to 0 as k →∞. Thus, M∗φ (fk − f) converges to 0 in the measure ϕ(·, 1) dx.
This shows that there exists k0 ∈ N such that, for all k ∈ N with k ≥ k0,ˆ
B(x, t
4
)
ϕ(y, 1) dy ≥ 2
ˆ
E∁k
ϕ (y, 1) dy,(2.42)
where Ek := {y ∈ B(x,
t
4 ) : M
∗
φ (fk − f) (y) < 1}.
Combined (2.41) with (2.42) and the upper type 1 property of ϕ(x, ·), we conclude that,
for all z ∈ B(x, t4) and t˜ ∈ (
3t
4 ,
5t
4 ),∣∣([fk − f ] ∗ φt˜) (z)∣∣ ≤ 1´
Ek
ϕ(y, 1) dy
ˆ
Ek
M∗φ (fk − f) (y)ϕ(y, 1) dy
.
1´
B(x, t
4
) ϕ(y, 1) dy
ˆ
Ek
ϕ(y, M∗φ (fk − f) (y)) dy,
which tends to 0 as k → ∞. This implies that fk ∗ φt converges uniformly to f ∗ φt on
B(x, t4)× (
3t
4 ,
5t
4 ).
Moreover, using (2.13), we know limk→∞ fk∗Pt(x) = f ∗Pt(x) uniform on compact sets.
Similarly, we also conclude limk→∞Rj(fk) ∗ Pt(x) = Rj(f) ∗ Pt(x) uniform on compact
sets. This shows the above claim.
By the above claim and the fact that Fk satisfies the generalized Cauchy-Riemann
equation (2.16), we know that F := {f ∗ Pt, R1(f) ∗ Pt, . . . , Rn(f) ∗ Pt} also satisfies the
generalized Cauchy-Riemann equation (2.16), which, together with Fatou’s lemma and
(2.40), implies that
sup
t∈(0,∞)
‖|F (·, t)|‖Lϕ(Rn) = sup
t∈(0,∞)
∥∥∥∥ limk→∞ |Fk(·, t)|
∥∥∥∥
Lϕ(Rn)
≤ sup
t∈(0,∞)
lim
k→∞
‖|Fk(·, t)|‖Lϕ(Rn) . ‖f‖Hϕ(Rn) <∞.
Thus, F ∈ Hϕ, 2(R
n+1
+ ) and (2.38) holds true, which completes the proof of Proposition
2.17.
Combined Propositions 2.9, 2.15 with 2.17, we immediately obtain the following con-
clusion.
Theorem 2.18. Let ϕ satisfy Assumption (ϕ) with i(ϕ)q(ϕ) >
n−1
n , where i(ϕ) and q(ϕ) are
as in (1.5) and (1.6), respectively. Then the spaces Hϕ(R
n), Hϕ, 2(R
n+1
+ ) and Hϕ, 2(R
n+1
+ ),
defined, respectively, in Definitions 1.2, 2.7 and 2.10, are isomorphic to each other.
More precisely, the following statements hold true:
(i) u ∈ Hϕ, 2(R
n+1
+ ) if and only if there exists f ∈ Hϕ(R
n) such that, for all (x, t) ∈
R
n+1
+ , u(x, t) = (f ∗ Pt)(x), where Pt is the Poisson kernel as in (2.12).
(ii) If F := (u0, u1, . . . , un) ∈ Hϕ, 2(R
n+1
+ ), then u0 ∈ Hϕ, 2(R
n+1
+ ).
(iii) If f ∈ Hϕ(R
n), then there exists F := {u0, u1, . . . , un} ∈ Hϕ, 2(R
n+1
+ ) such that, for
all (x, t) ∈ Rn+1+ , u0(x, t) := f ∗ Pt(x).
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2.4 First order Riesz transform characterizations
In this subsection, we give out the proof of Theorem 1.5. To this end, we first give a
sufficient condition on operators to be bounded on Hϕ(R
n). We now recall the notion of
Hϕ(R
n)-atoms introduced in [23, Definition 2.4] as follows.
Definition 2.19 ([23]). Let ϕ satisfy Assumption (ϕ), q ∈ (q(ϕ),∞] and s ∈ Z+ satisfy
s ≥ ⌊n[ q(ϕ)i(ϕ) −1]⌋, where q(ϕ) and i(ϕ) are as in (1.6) and (1.5), respectively. A measurable
function a on Rn is called a (ϕ, q, s)-atom, if there exists a ball B ⊂ Rn such that
(i) supp a ⊂ B;
(ii) ‖a‖Lqϕ(B) ≤ ‖χB‖
−1
Lϕ(Rn), where
‖a‖Lqϕ(B) :=
 supt∈(0,∞)
[
1
ϕ(B, t)
ˆ
Rn
|a(x)|qϕ(x, t) dx
]1/q
, q ∈ [1,∞),
‖a‖L∞(B), q =∞,
and ϕ(B, t) :=
´
B ϕ(x, t) dx;
(iii)
´
Rn
a(x)xα dx = 0 for all α := (α1, . . . , αn) ∈ Z
n
+ with |α| := α1 + · · ·+ αn ≤ s.
Let T be a sublinear operator. Recall that T is said to be nonnegative if, for all f in
the domain of T , Tf ≥ 0 .
Lemma 2.20. Let ϕ satisfy Assumption (ϕ) and s ∈ Z+ satisfy s ≥ m(ϕ) := ⌊n(
q(ϕ)
i(ϕ)−1)⌋,
where i(ϕ) and q(ϕ) are as in (1.5) and (1.6), respectively. Suppose that T is a linear
(resp. nonnegative sublinear) operator, which is of weak type (L2(Rn), L2(Rn)). If there
exists a positive constant C such that, for every λ ∈ C and (ϕ, q, s)-atom a associated
with the ball B,
ˆ
Rn
ϕ (x, T (λa) (x)) dx ≤ C
ˆ
B
ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)
dx,(2.43)
then T can be extended to a bounded linear (resp. nonnegative sublinear) operator from
Hϕ(R
n) to Lϕ(Rn).
Proof. Lemma 2.20 is a special case of [44, Lemma 5.6] when the operator L considered
therein is the Laplace operator −∆. The only difference is that here we use the (ϕ, q, s)-
atoms to replace the operator-adapted atoms therein, the details being omitted. This
finishes the proof of Lemma 2.20.
Using Lemma 2.20, we establish the following proposition of the interpolation of oper-
ators.
Proposition 2.21. Let ϕ satisfy Assumption (ϕ), I(ϕ) and i(ϕ) be as in (1.4) and (1.5),
respectively. Assume that T is a linear (resp. nonnegative sublinear) operator and either
of the following two conditions holds true:
(i) if 0 < p1 < i(ϕ) ≤ I(ϕ) ≤ 1 < p2 < ∞ and, for all t ∈ (0, ∞), T is of weak type
(Hp1ϕ(·, t)(R
n), Lp1ϕ(·, t)(R
n)) and of weak type (Lp2ϕ(·, t)(R
n), Lp2ϕ(·, t)(R
n));
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(ii) if 0 < p1 < i(ϕ) ≤ I(ϕ) < p2 ≤ 1 and, for all t ∈ (0, ∞), T is of weak type
(Hp1ϕ(·, t)(R
n), Lp1ϕ(·, t)(R
n)) and of weak type (Hp2ϕ(·, t)(R
n), Lp2ϕ(·, t)(R
n)).
Then T is bounded from Hϕ(R
n) to Lϕ(Rn).
Proof. Assume first that (i) holds true. Let q ∈ (max{q(ϕ), p2},∞), s ∈ Z+ satisfy
s ≥ ⌊n( q(ϕ)p1 − 1)⌋ with q(ϕ) as in (1.6), λ ∈ (0, ∞) and a be a (ϕ, q, s)-atom associated
with the ball B. From the fact that T is of weak type (Lp2ϕ(·, t)(R
n), Lp2ϕ(·, t)(R
n)), Definition
2.19(ii) and Ho¨lder’s inequality, it follows that, for all α ∈ (0, ∞),ˆ
{x∈Rn: |T (λa)(x)|>α}
ϕ (x, t) dx .
1
αp2
ˆ
Rn
|λa(x)|p2 ϕ(x, t) dx(2.44)
∼
λp2
αp2
[
1
ϕ(B, t)
ˆ
Rn
|a(x)|p2 ϕ(x, t) dx
]
ϕ(B, t)
.
λp2
αp2
‖χB‖
−p2
Lϕ(Rn) ϕ(B, t).
On the other hand, by Definition 2.19 again, we conclude that∥∥∥‖χB‖Lϕ(Rn) [ϕ(B, t)]− 1p1 a∥∥∥
Lq
ϕ(·, t)
(Rn)
= ‖χB‖Lϕ(Rn) [ϕ(B, t)]
1
q
− 1
p1
‖a‖Lq
ϕ(·, t)
(Rn)
[ϕ(B, t)]1/q
≤ [ϕ(B, t)]
1
q
− 1
p1 ,
which immediately implies that ‖χB‖Lϕ(Rn)[ϕ(B, t)]
− 1
p1 a is a weighted (p1, q, s)-atom
associated with B (see [11, 37] for its definition). This, together with the fact that T is of
weak type (Hp1ϕ(·, t)(R
n), Lp1ϕ(·, t)(R
n)), implies that
ˆ
{x∈Rn: |T (λa)(x)|>α}
ϕ(x, t) dx(2.45)
=
ˆ
{x∈Rn: |T (λ‖χB‖Lϕ(Rn)[ϕ(B, t)]
−1/p1a)(x)|>α‖χB‖Lϕ(Rn)[ϕ(B, t)]
−1/p1}
ϕ(x, t) dx
.
λp1
αp1
‖χB‖
−p1
Lϕ(Rn) ϕ(B, t).
Now, let R := λ‖χB‖Lϕ(Rn)
. From the fact that, for all (x, t) ∈ Rn × (0,∞), ϕ(x, t) ∼´ t
0
ϕ(x,s)
s ds and Fubini’s theorem, we deduce thatˆ
Rn
ϕ (x, T (λa)(x)) dx ∼
ˆ ∞
0
1
t
ˆ
{x∈Rn: |T (λa)(x)|>t}
ϕ(x, t) dx dt(2.46)
∼
ˆ R
0
1
t
ˆ
{x∈Rn: |T (λa)(x)|>t}
ϕ(x, t) dx dt+
ˆ ∞
R
· · ·
=: I + II.
For I, taking ǫ ∈ (0, ∞) sufficiently small so that ϕ(x, t)
tp1+ǫ
is increasing in t, by using
(2.45) and the fact R = λ‖χB‖Lϕ(Rn)
, we see that
I .
ˆ R
0
λp1
t1+p1
‖χB‖
−p1
Lϕ(Rn)
ˆ
B
ϕ(x, t) dx dt(2.47)
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.
ˆ R
0
λp1
t1−ǫ
dt ‖χB‖
−p1
Lϕ(Rn)
1
Rp1+ǫ
ˆ
B
ϕ(x, R) dx .
ˆ
B
ϕ
(
x,
λ
‖χB‖Lϕ(Rn)
)
dx.
Similarly, choosing ǫ ∈ (0, 1) sufficiently small such that ϕ(x, t)
tp2−ǫ
is decreasing in t, it
follows, from (2.44), that
II .
ˆ ∞
R
λp2
t1+p2
‖χB‖
−p2
Lϕ(Rn)
ˆ
B
ϕ(x, t) dx dt .
ˆ
B
ϕ
(
x,
λ
‖χB‖Lϕ(Rn)
)
dx,
which, together with (2.46) and (2.47), implies that (2.43) of Lemma 2.20 holds true. This,
combined with Lemma 2.20, finishes the proof of Proposition 2.21 when (i) holds true.
The proof of the case when (ii) holds true is similar, the details being omitted here.
This finishes the proof of Proposition 2.21.
Corollary 2.22. Let ϕ satisfy Assumption (ϕ). Then, for all j ∈ {1, . . . , n}, the Riesz
transform Rj is bounded on Hϕ(R
n).
Proof. Let φ ∈ S(Rn) satisfy
´
Rn
φ(x) dx = 1. For all j ∈ {1, . . . , n}, let Tj :=Mφ ◦Rj ,
where Mφ is as in (2.4). Using Proposition 2.2 and the fact that, for all p ∈ (0, 1] and
w ∈ A∞(R
n), Rj is bounded on the weighted Hardy space H
p
w(Rn) (see [21, Theorem 1.1]),
we conclude that Tj is bounded from H
p
w(Rn) to L
p
w(Rn). In particular, let p1 ∈ (0, i(ϕ)),
since, for all t ∈ (0, ∞), ϕ(·, t) ∈ A∞(R
n), we know that Tj is bounded from H
p1
ϕ(·, t)(R
n)
to Lp1ϕ(·, t)(R
n).
On the other hand, let q(ϕ) be as in (1.6) and p2 ∈ (q(ϕ), ∞). From [12, p. 411, Theorem
3.1], we deduce that, for all w ∈ Ap2(R
n), Rj is bounded on the weighted Lebesgue space
Lp2w (Rn). Since ϕ(·, t) ∈ Ap2(R
n), we know Rj is bounded on L
p2
ϕ(·, t)(R
n), which, together
with the boundedness of Mφ on L
p2
ϕ(·, t)(R
n), implies that Tj is bounded on L
p2
ϕ(·, t)(R
n).
Hence, using Propositions 2.2 and 2.21(i), we conclude
‖Rj(f)‖Hϕ(Rn) ∼ ‖Tj(f)‖Lϕ(Rn) . ‖f‖Hϕ(Rn),
which completes the proof of Corollary 2.22.
We point out that Proposition 2.21 can also be applied to the boundedness of Caldero´n-
Zygmund operators on Hϕ(R
n). Recall the following notion of θ-Caldero´n-Zygmund oper-
ators from Yabuta [43]. Let θ be a nonnegative nondecreasing function on (0, ∞) satisfying´ 1
0
θ(t)
t dt <∞. A continuous function K : (R
n×Rn) \ {(x, x) : x ∈ Rn} → C is called a θ-
Caldero´n-Zygmund kernel, if there exists a positive constant C such that, for all x, y ∈ Rn
with x 6= y,
|K(x, y)| ≤
C
|x− y|n
and, for all x, x′, y ∈ Rn with 2|x− x′| < |x− y|,
|K(x, y) −K(x′, y)|+ |K(y, x)−K(y, x′)| ≤
C
|x− y|n
θ
(
|x− x′|
|x− y|
)
.
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A linear operator T : S(Rn)→ S ′(Rn) is called a θ-Caldero´n-Zygmund operator, if T can be
extended to a bounded linear operator on L2(Rn) and there exists a θ-Caldero´n-Zygmund
kernel K such that, for all f ∈ C∞c (R
n) and x /∈ supp f ,
Tf(x) =
ˆ
Rn
K(x, y)f(y) dy.
Recall also that a nonnegative locally integrable function w on Rn is said to satisfy the
reverse Ho¨lder condition for some q ∈ (1,∞), denoted by w ∈ RHq(R
n), if there exists a
positive constant C such that, for all balls B ⊂ Rn,{
1
|B|
ˆ
B
[w(x)]q dx
}1/q
≤
C
|B|
ˆ
B
w(x) dx.
Corollary 2.23. Let δ ∈ (0, 1], the function ϕ satisfy Assumption (ϕ), q ∈ [1, i(ϕ)(n+δ)n ),
r ∈ ( n+δn+δ−nq , ∞) and, for all t ∈ (0, ∞), ϕ(·, t) ∈ Aq(R
n)∩RHr(R
n), where i(ϕ) and q(ϕ)
are as in (1.5) and (1.6), respectively. Assume also that θ is a nondecreasing function
on [0, ∞) satisfying
´∞
0
θ(t)
t1+δ
dt < ∞. If T is a θ-Caldro´n-Zygmund operator satisfying
T ∗1 = 0, namely, for all f ∈ L∞(Rn) with compact support and
´
Rn
f(x) dx = 0,
ˆ
Rn
Tf(x) dx = 0,
then T is bounded on Hϕ(R
n).
Proof. To prove Corollary 2.23, recall, in [21, Theorem 1.2], that Ky proved that, for all
δ ∈ (0, 1], p1 ∈ (
n
n+δ , 1], q ∈ [1,
p1(n+δ)
n ), r ∈ (
n+δ
n+δ−nq , ∞) and w ∈ Aq(R
n) ∩ RHr(R
n),
the θ-Caldero´n-Zygmund operator T , with θ satisfying the same assumptions as in this
corollary, is bounded on the weighted Hardy space Hp1w (Rn), if T ∗1 = 0. In particular, let
p1 ∈ (
n
n+δ , i(ϕ)), we know q ∈ [1,
i(ϕ)(n+δ)
n ) and r ∈ (
n+δ
n+δ−nq , ∞). Thus, for all t ∈ (0, ∞),
ϕ(·, t) ∈ Aq(R
n) ∩ RHr(R
n) and hence T is bounded on Hp1ϕ(·, t)(R
n), if T ∗1 = 0.
On the other hand, let q(ϕ) be as in (1.6). From [43, Theorem 2.4], we deduce that, for
all p2 ∈ (q(ϕ), ∞) and w ∈ Ap2(R
n), T is bounded on Lp2w (Rn). Since, p2 > q(ϕ), we know
that, for all t ∈ (0, ∞), ϕ(·, t) ∈ Ap2(R
n). Thus, T is bounded on Lp2ϕ(·, t)(R
n). Moreover,
let Mφ be as in (2.4) and S := Mφ ◦ T . Using Proposition 2.2 and the boundedness of
Mφ on L
p2
ϕ(·, t)(R
n), we conclude that, for all t ∈ (0, ∞), S is bounded from Hp1ϕ(·, t)(R
n)
to Lp1ϕ(·, t)(R
n) and bounded on Lp2ϕ(·, t)(R
n). By Proposition 2.21(i), we know that S is
bounded from Hϕ(R
n) to Lϕ(Rn). This, together with Proposition 2.2, implies that T is
bounded on Hϕ(R
n), which completes the proof of Corollary 2.23.
Remark 2.24. We point out that it is well known that many important operators are
bounded on weighted Hardy spaces. Thus, by using Proposition 2.21, we can obtain their
corresponding boundedness on Hϕ(R
n).
We now turn to the proof of Theorem 1.5.
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Proof of Theorem 1.5. We prove Theorem 1.5 by showing that(
Hϕ(R
n) ∩ L2(Rn)
)
= Hϕ,Riesz(R
n)(2.48)
with equivalent quasi-norms.
We first show the inclusion that (Hϕ(R
n)∩L2(Rn)) ⊂ Hϕ,Riesz(R
n). Let f ∈ Hϕ(R
n)∩
L2(Rn) and φ ∈ S(Rn) satisfy (2.3). By Proposition 2.2 and Corollary 2.22, we see that
‖f‖Hϕ,Riesz(Rn) = ‖f‖Lϕ(Rn) +
n∑
j=1
‖Rj(f)‖Lϕ(Rn)(2.49)
≤ ‖Mφ(f)‖Lϕ(Rn) +
n∑
j=1
‖Mφ(Rj(f))‖Lϕ(Rn)
∼ ‖f‖Hϕ(Rn) +
n∑
j=1
‖Rj(f)‖Hϕ(Rn) . ‖f‖Hϕ(Rn) ,
where Mφ denotes the radial maximal function as in (2.4). This implies that f ∈
Hϕ,Riesz(R
n) and hence the inclusion (Hϕ(R
n) ∩ L2(Rn)) ⊂ Hϕ,Riesz(R
n) holds true.
We now turn to the proof of the inclusion Hϕ,Riesz(R
n) ⊂ (Hϕ(R
n) ∩ L2(Rn)). Let
f ∈ Hϕ,Riesz(R
n). For all (x, t) ∈ Rn+1+ , let
F (x, t) := (u0(x, t), u1(x, t), . . . , un(x, t))
:=
(
(f ∗ Pt)(x), (f ∗Q
1
t )(x), . . . , (f ∗Q
n
t )(x)
)
,
where Pt is the Poisson kernel as in (2.12) and, for all j ∈ {1, . . . , n}, Q
(j)
t is the conjugant
Poisson kernel as in (2.39). From f ∈ L2(Rn) and [16] (see also [31, p. 78, 4.4]), we deduce
that F satisfies the generalized Cauchy-Riemann equation (2.16). Thus, we know that,
for q ∈ [n−1n ,
i(ϕ)
q(ϕ)), |F |
q is subharmonic (see, for example, [35, p. 234, Theorem 4.14]).
Moreover, by [35, p. 80, Theorem 4.6], we obtain the following harmonic majorant that,
for all (x, t) ∈ Rn+1+ ,
|F (x, t)|q ≤ (|F (·, 0)|q ∗ Pt) (x),
where F (·, 0) = {f, R1(f), . . . , Rn(f)} via the Fourier transform. Thus, it follows, from
(2.35) and Lemma 2.3, that
sup
t∈(0,∞)
‖|F (·, t)|‖Lϕ(Rn) = sup
t∈(0,∞)
‖|F (·, t)|q‖
1/q
Lϕq (Rn) ≤ sup
t∈(0,∞)
‖M (|F (·, 0)|q)‖
1/q
Lϕq (Rn)
. sup
t∈(0,∞)
‖|F (·, 0)|‖Lϕ(Rn) . ‖f‖Lϕ(Rn) +
n∑
j=1
‖Rj(f)‖Lϕ(Rn)
∼ ‖f‖HHϕ,Riesz(Rn)
,
where ϕq is as in (2.34) andM the Hardy-Littlewood maximal function as in (2.6). Thus,
F ∈ Hϕ(R
n+1
+ ) and
‖F‖Hϕ(Rn+1+ )
. ‖f‖HHϕ,Riesz(Rn) .
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Moreover, from f ∈ L2(Rn) and [35, Theorem 4.17(i)], we further deduce F ∈ H2(Rn+1+ ),
which, together with F ∈ Hϕ(R
n+1
+ ) and Theorem 2.18, further implies that f ∈ Hϕ(R
n)
and ‖f‖Hϕ(Rn) . ‖f‖HHϕ,Riesz(Rn) . Thus, f ∈ Hϕ(R
n)∩L2(Rn), which completes the proof
of Theorem 1.5.
3 Higher order Riesz transform characterizations
In this section, we give out the proofs of Theorems 1.7 and 1.11. First, we introduce
the Musielak-Orlicz-Hardy spaces Hϕ,m(R
n+1
+ ) of tensor-valued functions of rank m with
m ∈ N.
Let n, m ∈ N and {e0, e1, . . . , en} be an orthonormal basis of R
n+1. The tensor product
of m copies of Rn+1 is defined to be the set
m⊗
R
n+1 :=
F :=
n∑
j1, ..., jm=0
Fj1, ..., jm ej1 ⊗ · · · ⊗ ejm : Fj1, ..., jm ∈ C
 ,
where ej1 ⊗ · · · ⊗ ejm denotes the tensor product of ej1 , . . . , ejm and each F ∈
m⊗
R
n+1 is
called a tensor of rank m.
Let F : Rn+1+ →
m⊗
R
n+1 be a tensor-valued function of rank m of the form that, for
all (x, t) ∈ Rn+1+ ,
F (x, t) =
n∑
j1, ..., jm=0
Fj1, ..., jm(x, t) ej1 ⊗ · · · ⊗ ejm(3.1)
with Fj1, ..., jm(x, t) ∈ C. Then the tensor-valued function F of rank m is said to be
symmetric, if, for any permutation σ on {1, . . . , m}, j1, . . . , jm ∈ {0, . . . , n} and (x, t) ∈
R
n+1
+ ,
Fj1, ..., jm(x, t) = Fjσ(1), ..., jσ(m)(x, t).
For F being symmetric, F is said to be of trace zero if, for all j3, . . . , jm ∈ {0, . . . , n}
and (x, t) ∈ Rn+1+ ,
n∑
j=0
Fj, j, j3, ..., jm(x, t) ≡ 0.
Let F be as in (3.1). Its gradient ∇F : Rn+1+ →
m+1⊗
R
n+1 is a tensor-valued function
of rank m+ 1 of the form that, for all (x, t) ∈ Rn+1+ ,
∇F (x, t) =
n∑
j=0
∂F
∂xj
(x, t)⊗ ej
=
n∑
j=0
n∑
j1, ..., jm=0
∂Fj1, ..., jm
∂xj
(x, t) ej1 ⊗ · · · ⊗ ejm ⊗ ej ,
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here and hereafter, we always let x0 := t. A tensor-valued function F is said to satisfy the
generalized Cauchy-Riemann equation, if both F and ∇F are symmetric and of trace zero.
We point out that, if m = 1, this definition of generalized Cauchy-Riemann equations is
equivalent to the generalized Cauchy-Riemann equation as in (2.16). For more details on
the generalized Cauchy-Riemann equation on tensor-valued functions, we refer the reader
to [34, 29].
The following is a generalization of Musielak-Orlicz-Hardy spacesHϕ(R
n+1
+ ) of harmonic
vectors defined in Definition 2.10.
Definition 3.1. Let m ∈ N and ϕ satisfy Assumption (ϕ). The Musielak-Orlicz-Hardy
space Hϕ,m(R
n+1
+ ) of tensor-valued functions of rank m is defined to be the set of all tensor-
valued functions F , of rank m, satisfying the generalized Cauchy-Riemann equation. For
any F ∈ Hϕ,m(R
n+1
+ ), its quasi-norm is defined by
‖F‖Hϕ,m(Rn+1+ )
:= sup
t>0
‖|F (·, t)|‖Lϕ(Rn) ,
where, for all (x, t) ∈ Rn+1+ ,
|F (x, t)| :=

n∑
j1, ..., jm=0
|Fj1, ..., jm(x, t)|
2

1/2
.
Moreover, Stein and Weiss [34] proved the following result.
Proposition 3.2 ([34]). Let m ∈ N and F be a tensor-valued functions of rank m sat-
isfying the generalized Cauchy-Riemann equation. Then, for all p ∈ [ n−1n+m−1 , ∞), |F |
p is
subharmonic on Rn+1+ .
Recall also the following result from Caldero´n and Zygmund [6, Theorem 1].
Proposition 3.3 ([6]). Let m ∈ N and u be a harmonic function on Rn+1+ . For all
p ∈ [ n−1n+m−1 , ∞), |∇
mu|p is subharmonic. Here, for all (x, t) ∈ Rn+1+ ,
∇mu(x, t) := {∂αu(x, t)}|α|=m
with α := {α0, . . . , αn} ∈ Z
n+1
+ , |α| :=
∑n
j=0 |αj |, x0 := t and ∂
α := ( ∂∂x0 )
α0 · · · ( ∂∂xn )
αn .
It is known that every harmonic vector satisfying the generalized Cauchy-Riemann
equation (2.16) is a gradient of a harmonic function on Rn+1+ . A similar result still holds
true for tensor-valued functions, which is the following proposition.
Proposition 3.4 ([35, 39]). Let m ∈ N with m ≥ 2, F be a tensor-valued function of
rank m satisfying that both F and ∇F are symmetric, and F is of trace zero. Then there
exists a harmonic function u on Rn+1+ such that ∇
mu = F , namely, for all {j1, . . . , jm} ⊂
{0, 1, . . . , n} and (x, t) ∈ Rn+1+ ,
∂
∂xj1
· · ·
∂
∂xjm
u(x, t) = Fj1, ··· , jm(x, t).
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Remark 3.5. (i) Propositions 3.3 and 3.4 imply that, if m ≥ 2, then the condition that
∇F has trace zero, in the generalized Cauchy-Riemann equation, can be removed to ensure
that Proposition 3.2 still holds true.
(ii) We also point out that, in Proposition 2.15, Lemmas 2.12 and 2.13, and Corollary
2.18, we used the restriction that i(ϕ)q(ϕ) >
n−1
n , only because, for all p ∈ [
n−1
n , ∞), the
p-power of the absolute value of the first-order gradient |∇u|p of a harmonic function on
R
n+1
+ is subharmonic. Since, for all m ∈ N and p ∈ [
n−1
n+m−1 , ∞), |∇
mu|p is subharmonic
on Rn+1+ , the restriction
i(ϕ)
q(ϕ) >
n−1
n can be relaxed to
i(ϕ)
q(ϕ) >
n−1
n+m−1 , with the Musielak-
Orlicz-Hardy space Hϕ(R
n+1
+ ) of harmonic vectors replaced by the Musielak-Orlicz-Hardy
spaceHϕ,m(R
n+1
+ ) of tensor-valued functions of rankm. Moreover, for any given Musielak-
Orlicz function ϕ satisfying Assumption (ϕ), by letting m be sufficiently large, we know
that Proposition 2.15, Lemmas 2.12 and 2.13, and Theorem 2.18 always hold true for
i(ϕ)
q(ϕ) >
n−1
n+m−1 .
Now we give out the proof of Theorem 1.7.
Proof of Theorem 1.7. The proof of Theorem 1.7 is similar to that of Theorem 1.5. In
particular, the second inequality of (1.10) is an easy consequence of Proposition 2.2 and
Corollary 2.22. Indeed, let f ∈ Hϕ(R
n) ∩ L2(Rn). By Proposition 2.2, Corollary 2.22 and
an argument similar to that used in (2.49), we see that
‖f‖Lϕ(Rn) +
m∑
k=1
n∑
j1, ..., jk=1
‖Rj1 · · ·Rjk(f)‖Lϕ(Rn) . ‖f‖Hϕ(Rn),
which implies the second inequality of (1.10).
To prove the first inequality of (1.10), let f ∈ L2(Rn) satisfy (1.9). We construct the
tensor-valued function F of rank m by setting, for all {j1, . . . , jm} ⊂ {0, . . . , n} and
(x, t) ∈ Rn+1+ ,
Fj1, ..., jm(x, t) := ((Rj1 · · ·Rjm(f)) ∗ Pt) (x),
where Pt is the Poisson kernel as in (2.12) and R0 := I denotes the identity operator.
We know F :=
∑n
j1, ..., jm=0
Fj1, j2, ..., jm ej1 ⊗ · · · ⊗ ejm satisfies the generalized Cauchy-
Riemann equation via the Fourier transform (see also the proof of [39, Lemma 17.1]).
Also, a corresponding harmonic majorant holds true (see also [39, Lemma 17.2]), namely,
for all q ∈ [ n−1n+m−1 ,
i(ϕ)
q(ϕ)) and (x, t) ∈ R
n+1
+ ,
|F (x, t)|q ≤ (|F (x, 0)|q ∗ Pt) (x),
where F (x, 0) := {Rj1 · · ·Rjm(f)(x)}{j1,..., jm}⊂{0, ..., n}, which, combined with (2.35), (1.9)
and Lemma 2.3, implies that F ∈ Hϕ,m(R
n+1
+ ) and
‖F‖Hϕ,m(Rn+1+ )
= sup
t∈(0,∞)
‖|F (·, t)|‖Lϕ(Rn) . ‖M (|F (·, 0)|
q)‖
1/q
Lϕq (Rn)(3.2)
.
n∑
j1, ..., jm=0
‖Rj1 · · ·Rjm(f)‖Lϕ(Rn)
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. ‖f‖Lϕ(Rn) +
m∑
k=1
n∑
j1, ..., jk=1
‖Rj1 · · ·Rjk(f)‖Lϕ(Rn) . A,
whereM denotes the Hardy-Littlewood maximal function as in (2.6). This, together with
Remark 3.5(ii) (a counterpart to Theorem 2.18), implies that f ∈ Hϕ(R
n) and the first
inequality of (1.10) holds true, which completes the proof of Theorem 1.7.
We now turn to the proof of Theorem 1.11. To this end, we recall some facts on Fourier
multipliers.
Let f ∈ S(Rn), Sn−1 be the unit sphere in Rn and θ ∈ L∞(Sn−1). The Fourier multiplier
K of f with the multiplier function θ is defined by setting, for all ξ ∈ Rn,
K(f)(ξ) := F−1
(
θ
(
·
| · |
)
F(f)(·)
)
(ξ),
where F and F−1 denote, respectively, the Fourier transform and its inverse.
It is easy to see that, for all j ∈ {1, . . . , n}, the Riesz transform Rj is a Fourier
multiplier with the multiplier function θj(ξ) := −iξj for all ξ ∈ S
n−1. Also, for all k ∈ N
and {j1, . . . , jk} ⊂ {1, . . . , n}, the higher Riesz transform Rj1 · · ·Rjk is also a Fourier
multiplier with the multiplier function that, for all ξ ∈ Sn−1,
θj1, ..., jk(ξ) := (−iξj1) · · · (−iξjk) .(3.3)
Proposition 3.6. Let ϕ satisfy Assumption (ϕ) and θ ∈ C∞(Sn−1). Then the Fourier
multiplier K with the multiplier function θ is bounded on Hϕ(R
n).
Proof. By θ ∈ C∞(Sn−1), we deduce, from [37, p. 176, Theorem 14], that, for all p1 ∈ (0, 1]
and w ∈ A∞(R
n), K is bounded on the weighted Hardy space Hp1w (Rn) and that, for all
s ∈ (1, ∞), w ∈ As(R
n) and p2 ∈ (2s, ∞), K is bounded on L
p2
w (Rn), which, together
with Propositions 2.2 and 2.21, and an argument similar to that used in the proofs of
Corollaries 2.22 and 2.23, implies that K is bounded on Hϕ(R
n). This finishes the proof
of Proposition 3.6.
Now, let m ∈ N and K := {K1, . . . , Km}, where, for each j ∈ {1, . . . , m}, Kj is a
Fourier multiplier with the multiplier function θj ∈ C
∞(Sn−1). For any f ∈ L2(Rn), let
K(f) := (K1(f), . . . , Km(f)).(3.4)
For any q ∈ (0, ∞), the q-order maximal function Mq(f) of f is defined by setting, for all
x ∈ Rn,
Mq(f)(x) := sup
B∋x
{
1
|B|
ˆ
B
|f(y)|q dy
}1/q
,(3.5)
where the supremum is taking over all balls B of Rn containing x. Using Lemma 2.3, we
see that, if i(ϕ) > qq(ϕ), Mq is bounded on L
ϕ(Rn).
Now we recall the following result from Uchiyama [38, Theorem 2].
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Proposition 3.7 ([38]). Let m ∈ N, j ∈ {1, . . . , m}, θj ∈ C
∞(Sn−1) and K, having the
form {K1, . . . , Km}, be a vector of Fourier multipliers with the multiplier functions of the
form {θ1, . . . , θm}. If
Rank
(
θ1(ξ), . . . , θm(ξ)
θ1(−ξ), . . . , θm(−ξ)
)
≡ 2(3.6)
on Sn−1, where Rank (·) denotes of the rank of a matrix, then there exist p0 ∈ (0, 1) and
a positive constant C, depending only on θ1, . . . , θm, such that, for all f ∈ L
2(Rn) and
x ∈ Rn,
Mφ (K(f)) (x) ≤ CMp0
(
M1/2 (|K(f)|)
)
(x),(3.7)
where φ ∈ S(Rn) satisfies (2.3),
Mφ (K(f)) := sup
t∈(0,∞)
|(K1(f) ∗ φt, . . . , Km(f) ∗ φt)| ,
|K(f)| := (
∑m
j=1 |Kj(f)|
2)1/2, Mp0 and M1/2 are as in (3.5).
Remark 3.8. (i) Inequality (3.7) provides a good substitute for the subharmonic property
of |F |p for the harmonic vector (resp. tensor-valued function) F , which enables us to use
less Riesz transforms than Theorem 1.7 to characterize Hϕ(R
n), but at the expense that
we do not know the exact value of the exponent p0 in (3.7).
(ii) Let k ∈ N and K := {I} ∪ {Rj1 · · ·Rjk}
n
j1, ..., jk=1
consist of the identity operator I
and all k-order Riesz transforms Rj1 · · ·Rjk defined as in Remark 1.8(i). Then we know
that
Rank
(
1, (−iξ1)
k, . . . , (−iξn)
k
1, (−1)k(−iξ1)
k, . . . , (−1)k(−iξn)
k
)
≡ 2(3.8)
on Sn−1 if and only if k is odd. Recall that Gandulfo, Garc´ıa-Cuerva and Taibleson [10]
have constructed a counterexample to show that the even order Riesz transforms fail to
characterize H1(R2). This implies the possibility of using the odd order Riesz transforms
to characterize the Hardy type spaces.
Now, we show Theorem 1.11.
Proof of Theorem 1.11. The proof of the second inequality of (1.12) is an easy consequence
of Proposition 2.2 and Corollary 2.22 (see also the proof of the second inequality of (1.10)
of Theorem 1.7), the details being omitted.
We now turn to the proof of the first inequality of (1.12). Recall that θj1, ..., jk , defined
as in (3.3), is the multiplier function of Rj1 · · ·Rjk . From [38, p. 224] (or the proof of [39,
p. 170, Theorem 10.2]), we deduce that there exists {ψ}∪{ψj1, ..., jk}
n
j1, ..., jk=1
⊂ C∞(Sn−1)
such that, for all ξ ∈ Sn−1,
ψ(ξ) +
n∑
j1, ..., jk=1
θj1, ..., jk(ξ)ψj1, ..., jk(ξ) = 1,
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which, together with Proposition 3.6, (3.7), i(ϕ)q(ϕ) > max{p0,
1
2} and the fact that Mq0 ◦
M1/2 is bounded on L
ϕ(Rn), implies that
‖f‖Hϕ(Rn) ≤
∥∥∥( ψf̂ )∨∥∥∥
Hϕ(Rn)
+
n∑
j1, ..., jk=1
∥∥∥( θj1, ..., jkψj1, ..., jk f̂ )∨∥∥∥
Hϕ(Rn)
. ‖f‖Hϕ(Rn) +
n∑
j1, ..., jk=1
‖Rj1 · · ·Rjk(f)‖Hϕ(Rn)
. ‖Mφ(K(f))‖Lϕ(Rn) .
∥∥Mp0 (M1/2 (|K(f)|))∥∥Lϕ(Rn)
. ‖|K(f)|‖Lϕ(Rn) . ‖f‖Lϕ(Rn) +
n∑
j1, ..., jk=1
‖Rj1 · · ·Rjk(f)‖Lϕ(Rn) ,
where K := {I}∪{Rj1 · · ·Rjk}
n
j1, ..., jk=1
, I is the identity operator,̂ and ∨ denote, respec-
tively, the Fourier transform and its inverse. This proves the first inequality of (1.12) and
hence finishes the proof of Theorem 1.11.
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