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Abstract
In this paper, we develop efficient decoders for non-binary low-density parity-check (LDPC)
codes using the alternating direction method of multipliers (ADMM). We apply ADMM to
two decoding problems. The first problem is linear programming (LP) decoding. In order to
develop an efficient algorithm, we focus on non-binary codes in fields of characteristic two. This
allows us to transform each constraint in F2m to a set of constraints in F2 that has a factor graph
representation. Applying ADMM to the LP decoding problem results in two types of non-trivial
sub-routines. The first type requires us to solve an unconstrained quadratic program. We solve
this problem efficiently by leveraging new results obtained from studying the above factor graphs.
The second type requires Euclidean projection onto polytopes that are studied in the literature,
a projection that can be solved efficiently using off-the-shelf techniques, which scale linearly in
the dimension of the vector to project. ADMM LP decoding scales linearly with block length,
linearly with check degree, and quadratically with field size. The second problem we consider is a
penalized LP decoding problem. This problem is obtained by incorporating a penalty term into
the LP decoding objective. The purpose of the penalty term is to make non-integer solutions
(pseudocodewords) more expensive and hence to improve decoding performance. The ADMM
algorithm for the penalized LP problem requires Euclidean projection onto a polytope formed
by embedding the constraints specified by the non-binary single parity-check code, which can
be solved by applying the ADMM technique to the resulting quadratic program. Empirically,
this decoder achieves a much reduced error rate than LP decoding at low signal-to-noise ratios.
1 Introduction
Using optimization theory to solve channel decoding problems dates back at least to [1], where
Breitbach et al. form an integer programming problem and solve it using a branch-and-bound
approach. Linear programming (LP) decoding of binary low-density parity-check (LDPC) codes is
introduced by Feldman et al. in [2]. Feldman’s LP decoding problem is defined by a linear objective
function and a set of linear constraints. The linear objective function is constructed using the log-
likelihood ratios and is the same objective as in maximum likelihood (ML) decoding. The set of
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constraints is obtained by first relaxing each parity-check constraint to a convex polytope called
the “parity polytope” and then intersecting all constraints. Compared to classic belief propagation
(BP) decoding, LP decoding is far more amenable to analysis. Many decoding guarantees (e.g., [3–
7]) have been developed for LP decoding in the literature. However, LP decoding suffers from
high computational complexity when approached using generic solvers. Since [2], many works
have sought to reduce the computational complexity of LP decoding of binary LDPC codes [8–
14]. Of particular relevance is [12] where the authors use the alternating direction method of
multipliers (ADMM) to decompose the LP decoding problem into simpler sub-problems and develop
an efficient decoder that has complexity comparable to the sum-product BP decoder. In a more
recent work [15], Liu et al. use ADMM to try to solve a penalized LP decoding objective and term
the problem ADMM penalized decoding.1 The penalized LP objective is constructed by adding a
non-convex term to the LP decoding objective to penalize pseudocodewords, to which LP decoding
can fail. Empirically, ADMM penalized decoding outperforms ADMM LP decoding in terms of both
word-error-rate (WER) and computational complexity. There are two important lessons from [12]
and [15]. First, ADMM based decoding algorithms can be efficient algorithms that are promising
for practical implementation. Second, these algorithms can achieve lower WERs than BP does at
both low and high signal-to-noise ratios (SNRs). In particular, simulation results in [15] show that
ADMM penalized decoding can outperform BP decoding at low SNRs and does not suffer from an
error-floor at WERs above 10−10 for the [2640, 1320] “Margulis” LDPC code.
LP decoding of non-binary LDPC codes is introduced by Flanagan et al. in [16]. Results in [12]
and [15] motivate us to extend ADMM decoding to non-binary codes. However, this extension
is non-trivial. One key component of the ADMM decoder in [12] is a sub-routine that projects
a length-d vector onto the parity polytope – the convex hull of all length-d binary vectors of
even parity. The projection algorithm developed in [12] has a complexity of O(d log d). More
recently, [13] and [14] propose more efficient projection algorithms, e.g., the algorithm proposed
in [14] has linear complexity in dimension d. Unfortunately, these techniques cannot be directly
applied to LP decoding of non-binary codes as the polytope induced has two major differences.
First, unlike the binary case where 0, 1 can be directly embedded into the real space, elements of
Fq need to be mapped to binary vectors of dimension at least q − 1 [16]. Second, permutations of
a codeword of non-binary single parity-check (SPC) codes are not necessarily codewords whereas
for binary SPC codes all permutations of a codeword are codewords.2
We briefly describe our approach to developing an efficient LP decoder using ADMM. We focus
on non-binary codes in fields of characteristic two and represent each element in F2m by a binary
vector of dimension m, where each entry corresponds to a coefficient of the polynomial representing
that element. This allows us to build a connection between an element’s embedding (i.e., those
defined in [16]) and its binary vector representation. We then obtain a factor graph characterization
of valid embeddings. With this characterization, the polytopes considered in [16] can be further
relaxed to intersections of simplexes and parity polytopes. We develop two sets of important results
pertinent to this relaxation. First, we show several properties of the aforementioned factor graph of
embeddings. As we will see in the main text, these properties are crucial for developing an efficient
ADMM update algorithm. Further, these properties are useful in determining the computational
complexity of the decoder. Second, we regain the permutation properties by introducing a rotation
1We write “try to” because there is no guarantee that ADMM solves the non-convex program, in contrast to LP
decoding, for which ADMM is guaranteed to produce the global optimum of the LP.
2Permutation symmetry is key to the algorithms in [12] and [15].
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step similar to the one used in the study of BP decoding of non-binary codes in [17]. This rotation
step is generic and can be applied to any finite field. It rotates the polytope so that it has a “block
permutation” property. This result is not only an interesting theoretical characterization of the
polytope but also plays an important role in the algorithm.
Several other works also address the complexity of LP decoding of non-binary LDPC codes. For
example, in [18] and [19], algorithms are presented that perform coordinate-ascent on an approxi-
mation of the dual of the original LP decoding problem. Using binary vectors to represent elements
of F2m for LP decoding is considered in [20] and [21]. In particular in [20], Honda and Yamamoto
introduced a subtle connection between a constant weight embedding of fields of characteristic two
and the binary vector representation of fields of characteristic two in [20]. Although the authors
of [20] did not provide an efficient algorithm to leverage this connection, we think that this work is
important and inspiring, and build off it herein.
We list below our contributions in this paper.
• We extend the ideas of [20] and establish connections between Flanagan’s embedding of finite
fields [16] and the binary vector representation of finite fields. We introduce a new factor
graph representation of non-binary constraints based on embeddings (Section 3.2).
• We study the geometry of the LP decoding constraints. We show that the polytope formed
from embeddings of the non-binary single parity-check code can be rotated so that the vertices
have a “block permutation” property. In addition, we compare two relaxations in terms of
their tightness (Section 4). A conjecture that characterizes the polytope for F22 is discussed
in Appendix 12.
• In the context of LP decoding, we conduct an extensive study of both Flanagan’s embedding
method and the constant-weight embedding from [20]. The main result is that LP decoding
using either embedding method achieves the same WER performance (Section 5.2).
• We formulate two ADMM decoding algorithms. The formulation in Section 5.3 applies to LP
decoding and to penalized decoding (cf. Section 6) of non-binary codes in arbitrary fields.
However, in arbitrary fields we have not been successful in developing a computationally
simple projection sub-routine. In Section 5.4 we limit our focus to LP decoding of codes in
F2m and develop an efficient algorithm.
• We show through numerical results that the penalized decoder improves the WER perfor-
mance significantly at low SNRs (Section 7).
2 Notation and definitions
In this section, we fix some notation and definitions that will be used through out the paper.
2.1 General font conventions
We use R to denote the set of real numbers and Fq to denote finite fields of size q. We denote
by F2m fields of characteristic two. We use bold capital letters to denote matrices and bold small
letters to denote vectors. We use non-bold small letters to denote entries of matrices and vectors.
For example, X is a matrix and xij is the entry at the i-th row and the j-th column. x is a
vector and its i-th entry is xi. We use script capital letters to denote discrete sets and use | · |
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to denote the cardinality of a set. Further, we denote by [n] the set {1 . . . , n}. We use sans-serif
font to represent mappings and functions, e.g. f(·) and F(·). We also explicitly define the following
operations: conv(·) is the operation of taking the convex hull of a set in Rn. It is defined as
conv(S) :=


|S|∑
i=1
αisi
∣∣∣∣∣∣
|S|∑
i=1
αi = 1 and αi ≥ 0 for all i

 .
The operation vec(·) vectorizes a matrix, i.e., it stacks all columns of a matrix to form a column vec-
tor. For example, letX be am×nmatrix; then vec(X) = (x11, x21, . . . , x1m, x21, x22 . . . , xm(n−1), x1n, . . . , xmn)
T .
2.2 Notation and definitions of convex geometries
Throughout this paper we use roman blackboard bold symbols to denote convex sets, e.g., P.3 In
particular, we define the following polytopes that will be used extensively throughout this paper:
Definition 1 Let Pd denote the parity polytope of dimension d,
Pd := conv({e ∈ {0, 1}
d|‖e‖1 is even}). (2.1)
Let Sd−1 denote the positive orthant of a unit ℓ1 ball of dimension d− 1,
Sd−1 :=
{
(x1, . . . , xd−1) ∈ R
d−1
∣∣∣∣∣
d−1∑
i=1
xi ≤ 1, and xi ≥ 0 for all i
}
. (2.2)
Let S′d denote the standard d-simplex,
S
′
d :=
{
(x0, . . . , xd−1) ∈ R
d
∣∣ d−1∑
i=0
xi = 1, and xi ≥ 0 for all i
}
. (2.3)
It is easy to verify that (x1, . . . , xd−1) ∈ Sd−1 implies (x0, . . . , xd−1) ∈ S
′
d where x0 = 1− (
∑d−1
i=1 xi).
Because of this relationship, we use Sd−1 with one dimension less than S
′
d. Further, we let the
vector index start from 0 for vectors in S′d and 1 for vectors in Sd−1.
2.3 Notation of non-binary linear codes
We consider non-binary linear codes of length N with M checks, and use H to denote the parity-
check matrix of a code where each entry hji ∈ Fq. We use j to represent a check node index and i to
represent a variable node index. Then the set of codewords is {c|Hc = 0 in Fq}. When represented
by a factor graph, the set of variable and check nodes are denoted by I and J respectively. Let
Nv(i) and Nc(j) be the respective set of neighboring nodes of variable node i and of check node j.
2.4 Integer representation of finite fields
In this paper we often consider finite fields of characteristic two. Since we will have more occasion
to add in finite fields than to multiply, we represent each element of F2m using an integer in
{0, . . . , 2m−1}. Without loss of generality, an element α ∈ F2m can be represented by a polynomial
p(x) =
∑m
i=1 bix
i−1. In this paper we often use the integer representation of α which is given by
p(2) =
∑m
i=1 bi2
i−1.
3Note that R (for real numbers) and F (for finite fields) are two special cases where we use roman blackboard bold
symbols.
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polynomial bits (b3b2b1) integer
ξ0 1 001 1
ξ1 ξ 010 2
ξ2 ξ2 100 4
ξ3 ξ + 1 011 3
ξ4 ξ2 + ξ 110 6
ξ5 ξ2 + ξ + 1 111 7
ξ6 ξ2 + 1 101 5
Table 1: Different representations of elements in F23 .
polynomial bits (b2b1) integer
ξ0 1 01 1
ξ1 ξ 10 2
ξ2 ξ + 1 11 3
Table 2: Different representations of elements in F22 .
Example 2 We consider F23 and let the primitive polynomial be x
3+x+1. Let ξ be the primitive
element of the field. We list different representations of elements in F23 in Table 1. Note that
although we use the integer representations, multiplications are still performed using field operations.
For example, using Table 1, 4 · 6 = 5 in F23.
In F22 we let the primitive polynomial be x
2+ x+1. Let ξ be the primitive element of the field.
We then obtain different representations of elements in F22 in Table 2.
3 Embedding methods and representations of non-binary single
parity-check codes
Embedding finite fields into reals is a crucial step in the LP decoding of non-binary codes. In this
section, we first review two somewhat similar embedding methods. We refer these embeddings
as “Flanagan’s embedding” and “the constant-weight embedding”. In Section 3.2, we express
the constraints of non-binary SPC codes using these embeddings and then show properties of the
constraints. In Section 4, we characterize the properties of the relaxed constraints. In particular,
we introduce a rotations step that normalizes the geometry under consideration such that we only
need to study the geometry induced by the SPC code defined by the all-ones check.
3.1 Embedding finite fields
One key component of LP decoding is in building a connection between the finite fields, in which
the codes are defined, and the Euclidean space, in which optimization algorithms operates. In [2],
the mapping F2 7→ R is defined by 0→ 0 and 1→ 1. This straightforward transformation cannot be
applied to the ML decoding problem of non-binary linear codes, where codes live in FNq . We focus
on embedding methods in this section and defer our discussions of the LP decoding formulation to
Section 5.
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In [16], Flanagan et al. introduce a mapping that embeds elements in Fq into the Euclidean
space of dimension q − 1.
Definition 3 (Flanagan’s embedding [16]) Let f : Fq 7→ {0, 1}
q−1 be a mapping such that for
α ∈ Fq,
f(α) := x = (x1, x2, . . . , xq−1)
where
xδ =
{
1, if δ = α,
0, if δ 6= α.
We note that f(α) is a vector of length q − 1 with at most one 1. Using this mapping, 0 ∈ Fq is
mapped to the all-zeros vector of length q − 1, which has Hamming weight 0. On the other hand,
all other elements of Fq are mapped to binary vectors of Hamming weight 1.
In a more recent work [20], the authors use a slightly different embedding:
Definition 4 (constant-weight embedding [20]) Let f ′ : Fq 7→ {0, 1}
q be a mapping such that for
α ∈ Fq,
f
′(α) := x = (x0, x1, . . . , xq−1)
where
xδ =
{
1, if δ = α,
0, if δ 6= α.
Now f ′(α) is a vector of length q. In addition, the Hamming weight of f ′(α) is 1 for all values of
α ∈ Fq. For this reason, we name this embedding method constant-weight embedding.
Using Flanagan’s embedding in Definition 3, a vector c ∈ Fdq can be mapped to a length (q−1)d
vector Fv(c) = (f(c1)|f(c2)| · · · |f(cn))
T . We can also write the above vector in an equivalent matrix
of dimension (q − 1)× d as: F(c) = (f(c1)
T |f(c2)
T | · · · |f(cn)
T ). In this representation, each column
represents a coordinate of vector c. We use the term embedded matrix to refer to the matrix-form
embedding of a codeword. Further, let F(C) and Fv(C) be images of set C under the two mappings
respectively. That is, F(C) = {y |y = F(c) for c ∈ C } and Fv(C) = {y |y = Fv(c) for c ∈ C }. Simi-
lar definitions also apply to the constant-weight embedding in Definition 4. Further, we use F′(·)
and F′v(·) to denote the respective operations of embedding a vector using matrices and vectors
following the constant-weight embedding method. Following the convention of Definition 4, we
index rows of the matrix obtained by F′(·) from zero.
The two embedding methods have many aspects in common. In particular, many definitions and
lemmas for one embedding method can easily be extended to the other embedding. We show in Sec-
tion 5.2 that both embeddings achieve the same WER for LP decoding. On the other hand, there
are two important differences between the two embeddings that make each useful for particular
purposes. First, Flanagan’s embedding saves exactly 1 coordinate for each embedded vector which
typically translates into lower complexity. In particular, we show in Section 7 that ADMM LP
decoding using the constant-weight embedding is slower than when Flanagan’s embedding is used.
Second, the constant-weight embedding is symmetric to all elements in the field while Flanagan’s
embedding treats 0 differently from other elements. This symmetry makes the constant-weight em-
bedding useful when trying to solve non-convex programs, such as the penalized decoder described
in Section 6.
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3.2 Embedding of single parity-check codes in F2m
We now restrict our discussion to fields of characteristic two. We further focus on Flanagan’s
embedding for conciseness. It is easy to extend all the definitions and lemmas to the constant-
weight embedding. These extensions are presented in Appendix 9.
A dc-dimensional
4 SPC code in F2m is defined as
C =

c ∈ Fdc2m
∣∣∣∣∣∣
dc∑
j=1
cjhj = 0

 , (3.1)
where the addition is in F2m and where h = (h1, h2, . . . , hdc) ∈ F
dc
2m is the check vector. We are
interested in characterizing F(C) because it arises in the relaxation of LP decoding. In [20] Honda
and Yamamoto use a set of constraints derived from (3.1) that tests whether an embedding is in F(C)
to introduce their relaxation. However, the authors did not formally study these constraints (on
SPC code embeddings). In this paper, we make the following contributions: First, we characterize
F(C) and F′(C), i.e., SPC code embeddings for both embedding methods. Second, we explicitly
state a factor graph representation of the embedding of the SPC code and derive properties of the
factor graph. Third, we discuss the redundancy of these constraints. Finally, we characterize F(C)
for F22 in Appendix 12.
To begin with, we first formally define the binary vector representation of F2m that appeared
in Example 2:
Definition 5 For an element α ∈ F2m , let
b(α) = (b1, b2, . . . , bm)
be the binary vector representation of α. In other words, the polynomial representation for α is
p(x) = bmx
m−1 + bm−1x
m−2 + · · ·+ b1.
Then, for any vector c ∈ Fdc2m , the “bit matrix” representation of c is a binary matrix of dimension
m× dc. Denote this representation as
B(c) = (b(c1)
T |b(c2)
T | . . . |b(cdc)
T ).
Example 6 In F322 , B((1, 2, 3)) =
(
1 0 1
0 1 1
)
.
Consider the set of embeddings defined in Definition 7 when Flanagan’s embedding is used. We
show in Lemma 8 that Definition 7 characterizes F(C).
Definition 7 Under Flanagan’s embedding let q = 2m and denote by E the set of valid embedded
matrices defined by a length-dc check h where any (q − 1)× dc binary matrix F ∈ E if and only if
it satisfies the following conditions:
(a) fij ∈ {0, 1}, where fij denotes the entry in the i-th row and j-th column of matrix F .
4We use dc to denote the length of the code because it is related to the check degree of an LDPC code.
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(b)
∑q−1
i=1 fij ≤ 1 where q = 2
m.
(c) For any non-zero h ∈ F2m and k ∈ [m], let
B(k, h) := {α|b(hα)k = 1, α ∈ F2m}, (3.2)
where ·k denotes the k-th entry of the vector. Let g
k
j =
∑
i∈B(k,hj)
fij,
5 then
dc∑
j=1
gkj = 0 for all k ∈ [m] (3.3)
where the addition is in F2.
Lemma 8 In F2m, let C be the set of codewords that correspond to check h = (h1, h2, . . . , hdc).
Then
F(C) = E , (3.4)
where E is defined by Definition 7.
Proof See Appendix 10.2.
Proposition 9 In F2m, for all k ∈ [m] and h 6= 0,
|B(k, h)| = 2m−1. (3.5)
Proof See Appendix 10.1.
We can obtain a similar definition for the constant-weight embedding by changing two state-
ments in Definition 7. First, the dimension of valid embedded matrices become q × dc. Second,
condition (b) from Definition 7 becomes
∑q−1
i=0 fij = 1. Note that here the vector index starts from 0.
Using this definition, a similar statement holds for the constant-weight embedding (cf. Lemma 35).
In Appendix 9 we show the equivalent definition and lemma for the the constant-weight embedding.
Definition 10 The conditions in Definition 7 can be represented using a factor graph. In this
graph, there are three types of nodes: (i) variable nodes, (ii) parity-check nodes and (iii) at-
most-one-on-check node. Each variable node corresponds to an entry fij for 1 ≤ i ≤ 2
m − 1 and
1 ≤ j ≤ dc. Each parity-check node corresponds to a parity-check of the k-th bit where k ∈ [m]; it
connects all variable nodes in B(k, hj) for all j ∈ [dc]. Each at-most-one-on-check node corresponds
to a constraint
∑q−1
i=1 fij ≤ 1. We use circles to represent variables nodes and squares to represent
parity-check nodes. In addition, we use triangles to represent at-most-one-on-check nodes because
the polytope we get by relaxing this constraint is Sq−1.
Example 11 Consider F22 and let h = (1, 2, 3). Let C be the SPC code defined by h. For a word
c ∈ F322, denote by
F := F(c) =

f11 f12 f13f21 f22 f23
f31 f32 f33

 ,
5Note that the sum is in the real space but can only be 1 or 0. Thus gkj is still in F2.
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f11 f21 f31 f12 f22 f32 f13 f23 f33
∑
j g
2
j = 0
∑
j g
1
j = 0
Figure 1: The factor graph for valid embeddings defined by check (1, 2, 3) ∈ F322 . Each square
represents a parity-check node; each triangle represents an at-most-one-on-check node.
and denote by
B := B(c) =
(
b11 b12 b13
b21 b22 b23
)
.
By Lemma 8, c ∈ C if and only if F satisfies the following conditions:
(a) fij ∈ {0, 1}.
(b)
∑3
i=1 fij ≤ 1, where addition is in R.
(c) We can calculate from Table 2 that B(1, 1) = {1, 3}, B(2, 1) = {2, 3}, B(1, 2) = {2, 3},
B(2, 2) = {1, 2}, B(1, 2) = {1, 3}, and B(2, 3) = {1, 3}. (Cf. (3.2) for the definition of
B(k, h)). Therefore by Definition 7, g2 = (f21 + f31, f12 + f22, f13 + f33) and
∑
j g
2
j = 0 (in
F2). Similarly, g
1 = (f11 + f31, f22 + f32, f13 + f23) and
∑
j g
1
j = 0 (in F2).
Using Definition 10, we draw the factor graph in Figure 1. Each square represents a parity-check
and each triangle represents an at-most-one-on-check.
One important remark regarding Definition 7 is that it is not the unique way of defining valid em-
beddings. In fact in [20], the authors’ relaxation is implicitly based on the conditions in Lemma 12
below.
Lemma 12 Consider Flanagan’s embedding and let F be the set of (q − 1) × dc binary matrices
defined by the first two conditions of Definition 7 but with the third condition replaced by the
condition (c∗) defined below, then F = E. The complete set of conditions are
(a) fij ∈ {0, 1}, where fij denotes the entry in the i-th row and j-th column of matrix F .
(b)
∑q−1
i=1 fij ≤ 1 where q = 2
m.
(c∗) Let K be any nonempty subset of [m]. For any non-zero h ∈ F2m , let B˜(K, h) :=
{
α|
∑
k∈K b(hα)k = 1
}
,
where b(hα)k denotes the k-th entry of the vector b(hα). Let g
K
j =
∑
i∈B˜(K,hj)
fij, then∑dc
j=1 g
K
j = 0 for all K ⊂ [m], K 6= ∅, where the addition is in F2.
Proof See Appendix 10.3
9
Lemma 13 In F2m , for all K ⊂ [m] and h 6= 0,
|B˜(K, h)| = 2m−1.
Proof See Appendix 10.4.
Remarks
Note that many redundant constraints are used to define F in Lemma 12. Similar to redundant
parity-checks for binary linear codes (see e.g., [22]), these redundant constraints can be used to
tighten the polytope to be discussed in Section 4. On the other hand, adding such extra constraints
generally increases computational complexity. Especially, note that there are m parity-checks in
Definition 7 whereas the number of parity-checks in Lemma 12 is 2m−1.
4 Geometry of the relaxation of embeddings
In this section, we consider embeddings of non-binary SPC codes and study the polytopes obtained
from these embeddings. There are two ways of obtaining polytopes relevant to LP decoding. In [16],
the authors study the convex hull of F(C). However, this polytope is not easy to characterize. On
the other hand, using the factor graph representation of SPC code embeddings from the previous
section we can get a relaxation of conv(F(C)) following the methodology of LP decoding of binary
LDPC codes in [2]. In other words, the factor graph representation of embeddings resembles a mini
binary (“generalized”) LDPC code. Instead of taking the convex hull of all codewords, we can take
the intersection of many local polytopes for simplicity. This idea is first seen in [20] for the constant-
weight embedding. We first restate the relaxation method in [20] for Flanagan’s embedding; readers
are referred to Appendix 9 for the corresponding definitions when the constant-weight embedding
is used. We note that this restatement is important because it allows us to leverage off-the-shelf
techniques to develop an efficient algorithm. We then show a tightness result of the parity polytope,
which can imply a tightness result on the polytope of SPC code embeddings. Finally, we introduce
several rotation properties of the polytope of SPC code embeddings that are useful for developing
an efficient decoding algorithm.
4.1 Relaxation of single parity-check code embeddings
We first describe the relaxation considered in [16].
Definition 14 Let C be a non-binary SPC code defined by check vector h. Denote by V the “tight
code polytope” for Flanagan’s embedding where
V = conv(F(C)).
The following definition extends the relaxation in [20] to Flanagan’s embedding.
Definition 15 Let C be a non-binary SPC code defined by check vector h. In F2m denote by U the
“relaxed code polytope”6 for Flanagan’s embedding where a (q − 1) × dc matrix F ∈ U if and only
if the following constraints hold:
6From the visual appearances of the letters, one can think of U as a relaxation of V.
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(a) fij ∈ [0, 1].
(b)
∑q−1
i=1 fij ≤ 1.
(c) Let B˜(K, h) be the same set defined in Lemma 12. Let gK be a vector of length dc such that
gKj =
∑
i∈B˜(K,hj)
fij, then
gK ∈ Pdc for all K ⊂ [m] and K 6= ∅ (4.1)
We note that in Definition 15 conditions (a) and (b) define the simplex Sq−1. In addition, condition
(c) leverages parity polytope Pdc . Both polytopes are studied extensively in the literature (e.g. [12]
and [23]). We show how to leverage this definition in developing efficient decoding algorithms in
Section 5.
4.2 A tightness result for the relaxed code polytope
We note that Definition 15 is not the only way to relax the constraints in Lemma 12. In this
subsection we study another possible relaxation and show that the relaxation in Definition 15 is
tighter.
Consider h = (1, 2, 3) ∈ F322 as a motivating example. Lemma 12 requires that g
{2} has even
parity (K = {1} in this case). This means (f21 + f31) + (f12 + f22) + (f13 + f33) = 0 in F2
(cf. Example 11). Now consider the following two possible relaxations. We let 0 ≤ fij ≤ 1 and∑
i fij ≤ 1 for both cases.
(i) Vector (f21, f31, f22, f32, f23, f33) ∈ P6.
(ii) Vector (f21 + f31, f22 + f32, f23 + f33) ∈ P3 (the same relaxation used in Definition 15).
One would argue that both relaxations are applicable to LP decoding because the integral
points of both relaxations are embeddings that satisfy Lemma 12. We justify using Proposition 16
that statement (ii) implies statement (i) for more general cases. Thus, Definition 15 is a better
relaxation method.
Proposition 16 Let
x := (x1,x2, . . . ,xs)
be a non-negative vector obtained by concatenating s row vectors xi, where each xi is a length-t
vector. Let y := (‖x1‖1, ‖x
2‖1, . . . , ‖x
s‖1). Then y ∈ Ps implies x ∈ Pst.
Proof See Appendix 10.5.
Note that the converse of Proposition 16 does not hold. That is, if x ∈ Pst and ‖x
i‖1 ≤ 1 for
all i y does not necessarily belong to Ps. As a counter example, let x = (0.5, 0.5, 0, 0, 0, 0). Then
x ∈ P6 but y = (1, 0, 0) /∈ P3.
By applying Proposition 16 to our example, we conclude that (f21+f31, f22+f32, f23+f33) ∈ P3
implies that (f21, f31, f22, f32, f23, f33) ∈ P6.
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4.3 Rotation
We describe a rotation operation that normalizes the geometry under consideration. This process
simplifies our study of geometries because one only needs to work on a canonical object instead of
different polytopes for different checks. A similar idea is also found in BP decoding in [17].
As a side effect, the normalization results in a column permutation property for valid embedded
matrices. In particular, post-normalization, any permutation when applied to columns of a valid
SPC code embedded matrix is a valid SPC code embedded matrix. Note that the convex hull of all
permutations of a vector can be defined using (“single-variate” a.k.a., “vector”) majorization [24].
This observation is the key to the algorithm of projection onto the parity polytope [12]. Similarly,
the convex hull of all column permutations of a matrix can be defined using multivariate ma-
jorization [24]. Thus it may be possible to use results for multivariate majorization to characterize
conv(F(C)). We leave this as future work.
We first describe the rotation operation for conv(F(C)). We then show that the same operation
can be applied to the relaxed code polytope U.
4.3.1 Rotation for the tight code polytope
Consider an arbitrary finite field Fq and let C
N be the “normalized” set of codewords defined as
CN := {x|
∑dc
j=1 xj = 0}. We focus on Flanagan’s embedding and let E
N := F(CN), where the
addition is in F2m . Then for any check that is not “normalized” (i.e., contains entries not equal
to 1), we can obtain the set of codewords C from CN by dividing each entry by the corresponding
check value in Fq. Formally, let h = (h1, . . . , hdc) be the check vector and hj 6= 0. Then
C = {y|yj = xj/hj for all j; x ∈ C
N}.
Note that in the equation above xj 6= 0 and yj 6= 0. We define the rotation matrix D as follows:
Definition 17 Let h be a non-zero element in Fq. Let D(q, h) be a (q − 1)× (q − 1) permutation
matrix satisfying the following equation
D(q, h)ij =
{
1 if i · h = j,
0 otherwise,
where the multiplication is in Fq. For a vector h ∈ F
dc
q that hj 6= 0 for all j ∈ [dc], let
D(q,h) = diag(D(q, h1), . . . ,D(q, hdc)).
Using the permutation matrix D(q,h), we can obtain E by rotating every vector in EN:
E := {f |f =D(q,h)e,e ∈ EN}.
Example 18 Let q = 5 and h = 3. Using division in F5, we obtain 1 · 3
−1 = 2, 2 · 3−1 = 4,
3 · 3−1 = 1 and 4 · 3−1 = 3. Therefore
D(5, 3) =


0 0 1 0
1 0 0 0
0 0 0 1
0 1 0 0

 .
Take the equation 1 ·3−1 = 2 for example. The respective embedded vectors of 1 and 2 are (1, 0, 0, 0)
and (0, 1, 0, 0). It is easy to verify that (0, 1, 0, 0)T =D(5, 3)(1, 0, 0, 0)T .
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We use VN to denote the tight code polytope defined by the all-ones check. The following lemma
shows that we can obtain VN by rotating V using D(q,h).
Lemma 19 Let h be a check such that all entries of h are non-zero. Let V be the convex hull of
E and VN be the convex hull of EN. Then a vector u ∈ V if and only if D(q,h)−1u ∈ VN. In other
words, a vector w ∈ VN if and only if D(q,h)w ∈ V.
Proof See Appendix 10.6.
This lemma implies that having different check values is nothing but a rotation of the normalized
code polytope. The following lemma states that projections onto V for arbitrary checks can be
performed via projections onto VN.
Lemma 20 Let h be a check such that all entries of h are non-zero. Let V be the convex hull of
E and let VN be the convex hull of EN. Let v be any vector and let vN :=D(q,h)−1v. Then, if uN
is the projection of vN onto VN, then u :=D(q,h)uN is the projection of v onto V.
Proof See Appendix 10.6.
Lemma 20 shows that we can obtain the projection of a vector v onto any tight code polytope V
in three steps: First rotate the vector and get vN, then project vN onto the normalized polytope
V
N, and finally rotate the projection result vN back to the original coordinate system.
4.3.2 Rotation for the relaxed code polytope
In F2m , we can relax V using Definition 15 and obtain a relaxed code polytope U. The same
permutation matrix D(q,h) can also be applied to U.
Lemma 21 Let h be a check such that all entries of h are non-zero. Let U be the relaxed code
polytope obtained by Definition 15 for check h and let UN be the relaxed code polytope obtained by
Definition 15 for the all-ones check. Then a vector v ∈ U if and only if D(q,h)−1v ∈ UN. In other
words, a vector w ∈ UN if and only if D(q,h)w ∈ U.
Proof See Appendix 10.6.
Similar to the previous case, we have the following lemma which applies to the projection operation.
Lemma 22 Let h be a check such that all entries of h are non-zero. Let U be the relaxed code
polytope obtained by Definition 15 for check h and let UN be the relaxed code polytope obtained by
Definition 15 for the all-one check. Let v be any vector and let vN := D(q,h)−1v. Then, if uN is
the projection of vN onto UN, then u :=D(q,h)uN is the projection of v onto U.
Proof See Appendix 10.6.
4.4 Remarks
For F22 , we can obtain a characterization of SPC code embeddings simpler than Definition 7. In
addition, we note that it is mentioned by [20] (and we paraphrase) that V = U for codes in F22 .
Yet no proof was given in [20]. We validated this statement numerically and believe that it holds.
These results for F22 are discussed in Appendix 12.
For F2m where m ≥ 3, it is obvious that V ⊂ U. However, we do not have evidence that V = U.
In fact, simulation results in Section 7.1 indicate that V 6= U because the WER performance of LP
decoding based on U is worse than that based on V. Understanding how loose U is compared to V
is important future work.
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5 LP decoding and ADMM formulations
LP decoding of non-binary codes was first introduced by Flanagan et al. in [16]. The LP decoding
problem in [16] is based on the embedding method presented in Definition 3. Honda and Yamamoto
proposed a different LP decoding problem in [20], one that uses the embedding method presented in
Definition 4. However, no connection between the problem in [16] and the problem in [20] has been
made. We first review these two LP decoding problems and show that the choice of embedding
method does not affect the results of LP decoding. We then develop two ADMM algorithms for
LP decoding. The first algorithm is generic and can be applied to arbitrary fields. However, it
requires a sub-routine that can project either onto the tight code polytope or onto the relaxed code
polytope. In our previous work [25], we proposed an ADMM projection algorithm to project onto
the relaxed code polytope U. The resulting LP decoding algorithm executes ADMM iterations
such that each iteration contains M ADMM projection sub-routines, where M is the number of
checks. In other words there are two levels of ADMM algorithms: A global ADMM decoding,
and M ADMM sub-routines per iteration of that global ADMM decoding. We observe that this
algorithm is not especially efficient because even if the projection sub-routines converge reasonably
fast, the multiplicity of sub-routines is large (M per decoding iteration). To solve this problem,
we introduce another ADMM formulation for codes in F2m in Section 5.4 in which no ADMM
sub-routine is required. This formulation leverages the factor graph representation of embeddings
described in Section 3.2.
5.1 Review of LP decoding problems
We first review the LP decoding problem proposed by Flanagan et al. in [16]. We consider a linear
code specified by a parity-check matrix H, where each entry hji ∈ Fq. Let Σ be the output space
of the channel. In [16], a function L : Σ 7→ (R
⋃
{±∞})q−1 is introduced, it is defined as
L(y) := λ = (λ1, . . . , λq−1),
where for each y ∈ Σ, δ ∈ Fq \ {0}, λδ = log
(
Pr[Y=y|X=0]
Pr[Y=y|X=δ]
)
. Similar to Fv(·) defined in Section 3.1,
we define Lv(y) = (L(y1)|L(y2)| . . . |L(yn))
T . Maximum likelihood decoding can then be rewritten
as (cf. [16])
cˆ = argminc∈C
n∑
i=1
log
(
Pr[yi|0]
Pr[yi|ci]
)
= argminc∈C
n∑
i=1
L(yi)f(ci)
T
= argminc∈C Lv(y)Fv(c)
T .
In [16], ML decoding is relaxed to a linear program. We can write the LP decoding problem (using
the “tight” “Flanagan” representation, FT) as
LP-FT: min Lv(y)
Tx
subject to Pjx ∈ Vj,∀j ∈ J ,
(5.1)
where Pj selects the variables that participate in the j-th check and Vj = conv(Fv(Cj)). Here Cj is
the SPC code defined by the non-zero entries of the j-th check.
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Using the relaxation of Definition 15, we can formulate a different and further relaxed LP
decoding problem. Note that this problem only applies to codes in F2m . We write this (“Flanagan”
“relaxed”, FR) problem as
LP-FR: min Lv(y)
Tx
subject to Pjx ∈ Uj,∀j ∈ J ,
(5.2)
where Pj is the same as the previous problem and Uj is defined by Definition 15 for the j-th check.
Since the LP decoding problem in [20] uses the constant-weight embedding, both the objective
function and the constraint set are different from those in [16]. Let
L
′(y) := λ = (λ0, . . . , λq−1),
where for each y ∈ Σ, δ ∈ Fq, λδ = log
(
1
Pr[Y=y|X=δ]
)
. The LP decoding problem (“constant-
weight” “relaxed”, CR) in [20] is
LP-CR: min L′v(y)x
subject to P ′jx ∈ U
′
j ,∀j ∈ J ,
(5.3)
where P ′j selects the variables that participate in the j-th check and U
′
j is the relaxed code polytope
when the constant-weight embedding is used (cf. Definition 38). We can formulate a different,
“constant-weight”, “tighter” (CT) LP decoding problem using V′j := conv(F
′
v(Cj)) as
LP-CT: min L′v(y)
Tx
subject to P ′jx ∈ V
′
j,∀j ∈ J .
(5.4)
Example 23 In this example we demonstrate the selection matrices P and P ′. Consider a code
in F22 defined by the following parity-check matrix: H =
(
1 2 2 3
2 0 1 2
)
. Then P1 = I12×12 and
P2 =

I3×3 03×3 03×3 03×303×3 03×3 I3×3 03×3
03×3 03×3 03×3 I3×3

. P ′1 = I16×16 and P ′2 =

I4×4 04×4 04×4 04×404×4 04×4 I4×4 04×4
04×4 04×4 04×4 I4×4

.
5.2 Equivalence properties between two embedding methods
In this section, we show several equivalence properties between Flanagan’s embedding and the
constant-weight embedding in the context of LP decoding. As a reminder, we consider two LP
decoding objectives and two types of LP decoding constraints. Therefore there are four LP decoding
problems under consideration. We summarize the notation in Table 3.
Tight code polytope Relaxed code polytope
Flanagan Emb. LP-FT LP-FR
Const.-weight Emb. LP-CT LP-CR
Table 3: Four LP decoding problems
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5.2.1 Equivalence between LP-FT and LP-CT
We first focus on LP decoding using the tight code polytope V.
Theorem 24 Consider any finite field Fq and let y ∈ Σ. Let fi be a length-(q−1) vector where i ∈
I. If fˆ = (f1,f2, . . . ,fN )
T is the solution of LP-FT, then f¯ = (1−‖f1‖1,f1, 1−‖f2‖1,f2, . . . , 1−
‖fN‖1,fN )
T is the solution of LP-CT. Conversely, if f¯ = (a1,f1, a2,f2, . . . , aN ,fN )
T is the solu-
tion of LP-CT for some a1, . . . , aN , then fˆ = (f1,f2, . . . ,fN )
T is the solution of LP-FT.
Proof See Appendix 10.7
This theorem builds the equivalence in the sense that, if LP-FT and LP-CT are given the
same channel output vector, then there is a bijective mapping between their decoding results. It is
then easy to show the following corollary.
Corollary 25 Both LP-FT and LP-CT achieve the same symbol-error-rate and word-error-rate.
Proof By Theorem 24, LP-FT decodes a channel output y to a fractional solution if and only
if LP-CT decodes y to a fractional solution. Thus the two decoders either both succeed or both
fail.
Corollary 26 Under the channel symmetry condition in the sense of [16], the probability that
LP-CT fails is independent of the codeword that was transmitted.
Proof This is due to Theorem 5.1 in [16] and Corollary 25.
5.2.2 Equivalence between LP-FR and LP-CR
We now consider the LP decoding problem for codes in fields of characteristic two when the relaxed
code polytope is used in LP decoding.
Theorem 27 Consider finite fields F2m and let y ∈ Σ. Let fi be a length-(2
m−1) vector where i ∈
I. If fˆ = (f1,f2, . . . ,fN )
T is the solution of LP-FR, then f¯ = (1−‖f1‖1,f1, 1−‖f2‖1,f2, . . . , 1−
‖fN‖1,fN )
T is the solution of LP-CR. Conversely, if f¯ = (a1,f1, a2,f2, . . . , aN ,fN )
T is the
solution of LP-CR for some a1, . . . , aN , then fˆ = (f1,f2, . . . ,fN )
T is the solution of LP-FR.
Proof See Appendix 10.8.
Corollary 28 Both LP-FR and LP-CR achieve the same symbol-error-rate and word-error-rate.
Corollary 29 Under the channel symmetry condition in the sense of [16], the probability that
LP-FR fails is independent of the codeword that was transmitted.
Proof This is due to Theorem 2 in [20] and Theorem 27.
We also provide our direct proof of this corollary in Appendix 10.9. Our proof leverages the
proof technique taken in [16]. In addition, we show a symmetry property of U.
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5.2.3 Remarks
• Our results imply that one has the freedom to choose either Flanagan’s embedding or the
constant-weight embedding for LP decoding. Both embedding methods yield the same error
rates.
• We note that the relaxed versions of LP decoding (LP-FR and LP-CR) are in general worse
than the tighter versions (LP-FT and LP-CT) in terms of error rates.
• LP decoding using Flanagan’s embedding requires fewer variables. In addition, we show in
Section 7 that the ADMM LP decoder in Section 5.4, which uses Flanagan’s embedding,
converges faster than its constant-weight embedding counterpart.
5.3 Generic ADMM formulations of the LP decoding problem
In this section, we derive a generic ADMM formulation for LP decoding of non-binary codes. We
formulate the ADMM algorithm under the assumption that a sub-routine that projects a vector
onto V or U is provided. We will use the formulation in this section to develop a penalized LP
decoder in Section 6.
We use the shorthand notation γ := Lv(y), and following the methodology of [12], cast the LP
into a form solvable using ADMM. We introduce replicas zj for all j ∈ J . Each zj is a length-
(q − 1)dc vector where dc is the check degree. We then express (5.1) in the following, equivalent,
form:
min γTx
subject to Pjx = zj ,
zj ∈ Vj, for all j ∈ J ,
xi ∈ Sq−1, for all i ∈ I,
(5.5)
where xi = (x(i−1)(q−1)+1, x(i−1)(q−1)+2, . . . , xi(q−1)) is the sub-vector selected from the i-th (q− 1)-
length block of x. In other words, xi corresponds to the embedded vector of the i-th non-binary
symbol. Sq−1 is the q − 1 simplex defined in (2.2).
The augmented Lagrangian is
Lµ(x,z,λ) = γ
Tx+
∑
j∈J
λTj (Pjx− zj) +
µ
2
∑
j∈J
‖Pjx− zj‖
2
2.
ADMM iteratively performs the following updates:
x-update: xk+1 = argminx Lµ(x,z
k,λk), (5.6)
z-update: zk+1 = argminz Lµ(x
k+1,z,λk), (5.7)
λ-update: λk+1j = λ
k
j + µ
(
Pjx
k+1 − zk+1j
)
. (5.8)
In the x-update we solve the following optimization problem:
min
∀i∈I,xi∈Sq−1
Lµ(x,z,λ). (5.9)
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We first introduce some additional notation. Let γi be the vector of log-likelihood ratios that
correspond to the i-th symbol of the code. In other words,
γi = (γ(i−1)(q−1)+1, γ(i−1)(q−1)+2, . . . , γi(q−1)).
Let λ
(i)
j be the length-(q − 1) sub-vector of λj that corresponds to the i-th symbol of the code.
Similarly, we define z
(i)
j to be the sub-vector of zj that correspond to the i-th symbol of the code.
We then write Lµ(x,z,λ) as
Lµ(x,z,λ) =
N∑
i=1

γTi xi + ∑
j∈Nv(i)
λ
(i)T
j (xi − z
(i)
j ) +
µ
2
∑
j∈Nv(i)
‖xi − z
(i)
j ‖
2
2

 .
Note that when zj and λj are fixed for all j ∈ J , we can decouple xi for all i ∈ I in the sense that
they can be individually solved for. Therefore
xk+1i = argminxi∈Sq−1 γ
T
i xi +
∑
j∈Nv(i)
λ
(i)T
j (xi − z
(i)
j ) +
µ
2
∑
j∈Nv(i)
‖xi − z
(i)
j ‖
2
2
= argminxi∈Sq−1 ‖xi − vi‖
2
2,
(5.10)
where
vi =
1
|Nv(i)|

 ∑
j∈Nv(i)
(
z
(i)
j −
λ
(i)
j
µ
)
−
γi
µ

 . (5.11)
Thus, the x-update is equivalent to a Euclidean projection onto Sq−1, which is solvable in linear
time (i.e., O(q)) using techniques proposed in [23]. Note that the vi in (5.11) is an average of the
corresponding replicas (i.e., z
(i)
j ) plus adjustments from the Lagrange multipliers (i.e., λ
(i)
j ) and
the log-likelihood ratios (i.e., γi).
In the z-update we can solve for each zj separately. When xi and λj are fixed for all i ∈ I and
j ∈ J we complete the square with respect to each zj and obtain the following update rule:
zk+1j = argminzj∈Vj ‖uj − zj‖
2
2, (5.12)
where uj = Pjx+ λj/µ. Thus the z-update is equivalent to the Euclidean projection onto Vj.
For LP-FR, the respective z-update is equivalent to projection onto Uj . That is,
zk+1j = argminzj∈Uj ‖uj − zj‖
2
2, (5.13)
In our previous work [25], we proposed an ADMM algorithm to solve (5.13). We show in Section 5.4
that the complexity of the decoding algorithm in [25] can be greatly reduced.
5.4 Improved ADMM LP decoding for LP-FR
In this section, we focus on LP-FR and propose an ADMM decoding algorithm that does not
require a sub-routine that projects onto U. We note that it is easy to extend the techniques in this
section to problem LP-CR.
For an LDPC code, all entries of the embedded vector of a non-binary variable i ∈ I participate
in |Nv(i)| non-binary checks. When embedding is used, each non-binary check can be decomposed
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Figure 2: Factor graph of embeddings showing two hierarchies. The code under consideration
is in F22 .
by at-most-one-on-checks and parity-checks. We may think of these constraints having two hierar-
chies. The first hierarchy consists of constraints defined by the parity-check matrix of a non-binary
code. The second hierarchy consists of constraints defined by the SPC code embeddings (i.e.,
Definition 15). We illustrated this in Example 30.
Example 30 We build the factor graph of embeddings for an LDPC code in F22 . Assume that
the j-th check is connected to three variable nodes i1, i2 and i3. Then, the embedded variables (9
binary variables) are connected to the j-th non-binary check. This connection is captured by the
matrix Pj in (5.1). We can think of this as the first hierarchy. There is another hierarchy of
factor graph inside the j-th constraint set, namely, those constraints defined by Lemma 12. The
variables are first permuted by the rotation steps defined in Section 4.3 where the permutations are
captured by the matrix D. Then, they are connected to a normalized constraint set defined by three
at-most-one-on-checks and three parity-checks. The three at-most-one-on-checks are connected to
the vector triplets xi1 , xi2 and xi3 respectively. The three parity-check are specified by B˜(K, 1) for
K = {1}, {2} and {1, 2}; and are connected to the permuted entries of xi1 , xi2 and xi3. These
connections are shown in Figure 2.
We note that we obtain Figure 2 by going through two hierarchies of constraints. However,
the resulting graph is nothing but a factor graph of embeddings with two types of factor nodes:
at-most-one-on-check nodes and parity-check nodes. The connections between variable nodes and
factor nodes are specified by both the parity-check matrix of the code and the constraints specified
for SPC codes (i.e., those in Lemma 12).
We now formally state the ADMM formulation based on the factor graph of embeddings. We
will assume that the code has regular variable degree dv for conciseness. However, our derivation
can easily extend to irregular codes. By Lemma 21, we can rewrite the LP decoding problem
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using the normalized polytope UN and rotation matrix D. From now on, we use Dj to denote the
rotation matrix D(q,hj), where hj is the non-zero sub-vector of the j-th check of the code. Then,
LP-FR can be rewritten as
min γTx subject to D−1j Pjx ∈ U
N, for all j ∈ J , (5.14)
Note that UN is defined as the intersection of simplexes (condition (a) and (b) in Definition 15)
and parity polytopes (condition (c) in Definition 15). For condition (c) we define a select-and-add
matrix Tk using the following procedure. We first let Kk, k ∈ [2
m − 1], be all non-empty subsets
of [m]. We then use Tk to denote the matrix that selects the entries in B˜(Kk, 1) and adds them to
form the vector gKk . As a result, we can rewrite (5.14) as
min γTx
subject to TkD
−1
j Pjx ∈ Pdc , for all j ∈ J and k ∈ [2
m − 1]
xi ∈ Sq−1 for all i ∈ I.
(5.15)
We introduce replicas zj,k and si. We let zj,k = TkD
−1
j Pjx and si = xi. However, note that
we draw a distinction between z and s only for notation purposes. Both z and s serve the same
purpose (i.e., replicas) in the ADMM algorithm.
min γTx
subject to for all j ∈ J , k ∈ [2m − 1] and i ∈ I,
zj,k = TkD
−1
j Pjx,
zj,k ∈ Pdc ,
si = xi,
si ∈ Sq−1.
(5.16)
By defining Zj,k := TkD
−1
j Pj, we can write the augmented Lagrangian as
Lµ(x,z, s,λ,η) =γ
Tx+
∑
j,k
λTj,k(Zj,kx− zj,k) +
µ
2
∑
j,k
‖Zj,kx− zj,k‖
2
2
+
∑
i
ηTi (Six− si) +
µ
2
∑
i
‖Six− si‖
2
2,
(5.17)
where Si selects the sub-vector xi from x. The ADMM updates for this problem are
x-update: x∗ = argminxLµ(x,z, s,λ,η),
z-update: z∗ = argminz∈Pdc Lµ(x
∗,z, s,λ,η),
s-update: s∗ = argmins∈Sq−1 Lµ(x
∗,z∗, s,λ,η),
λ-update: λ∗j = λ
k
j + µ
(
Zj,kx
∗ − z∗j,k
)
,
η-update: η∗j = η
k
j + µ (Six
∗ − s∗i ) .
We make the following remarks. First, the x-update is an unconstrained optimization problem,
which is different from the case in Section 5.3. Second, we separate the z-update and the s-update
because the two types of replicas are in two different polytopes (Pdc and Sq−1 respectively).
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5.4.1 x-update
By taking the gradient of Lµ(x,z, s,λ) and setting it to the all-zeros vector we obtain the following
x-update
x∗ = (Z + I)−1

∑
j,k
ZTj,k(zj,k −
λj,k
µ
) +
∑
i
STi (si −
ηi
µ
)−
γ
µ

 ,
where Z =
∑
j,kZ
T
j,kZj,k and the identity matrix I comes from the fact that
∑
i S
T
i Si = I. Note
that T Tk has at most one 1 in each row due to constraints defined in Definition 15. Since the
permutation matrix D−1j and the selection matrix Pj all have at most one 1 in each column, Z
T
j,k
simply selects the entries in zj,k that correspond to some entries in x
7. We use the notation z
(i)
j,k
to represent the length-(q− 1) sub-vector of zj,k that corresponds to xi. Therefore, we can rewrite
x-update as
x∗ = (Z + I)−1t,
where t = (t1, . . . , tN ) and
ti =
∑
(j,k)∈Nv(i)

z(i)j,k − λ
(i)
j,k
µ

+ si − ηi
µ
−
γi
µ
. (5.18)
Note that the matrix (Z + I)−1 is fixed by the code. Therefore one needs to calculate it only once
per code. However, a naive calculation of (Z + I)−1t has complexity O(N2(2m − 1)2) which can
be prohibitive for large N . We therefore introduce a method to calculate this product in linear
complexity O(N(2m − 1)).
Lemma 31 (Z + I)−1t can be calculated in linear complexity O(N(2m − 1)).
Proof See Appendix 11.
5.4.2 Other ADMM updates
The z- and s-updates are the same as (5.12) except that we now perform the respective projections
onto Pdc and S2m−1.
s∗i =argminsi∈S2m−1 ‖ui − si‖
2
2 for i ∈ I
z∗j,k =argminzj,k∈Pdc ‖vj,k − zj,k‖
2
2 for j ∈ J and k ∈ [2
m−1],
where ui = Six + ηi/µ and vj,k = Zj,kx + λj,k/µ. Both projection operations have complexity
that is linear in q(= 2m) and dc respectively (cf. [14] and [23]).
Proposition 32 Let x˜ be the solution of the LP decoding problem (5.2). For any η > 0, Algo-
rithm 1 will, in O(Nq2) time, determine a vector xˆ that satisfies the constraints in (5.2) and that
also satisfies the following bound:
Lv(y)
T xˆ− Lv(y)
T x˜ < qNdcη,
where y is the channel output, q = 2m is the field size and dc is the check degree.
7Recall that Zj,k maps x to the replica zj,k. In addition, there is at most one 1 per column in Zj,k. This implies
that ZTj,k has at most one 1 per row. Thus, Z
T
j,k simply selects entries from zj,k.
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Proof This proposition is similar to Proposition 1 in [12]. We omit the details but point out
that ADMM takes O(1) iterations to converge to a point with qNMη gap to optimal. For each
iteration, the complexity of the x-update is O(Nq2). The complexity of each (z, s)-update is
O(Nq +M(q − 1)dc). Since dc does not scale, we deduce that the complexity of each iteration is
O(Nq2). Therefore due to the O(1) requirement on the number of iterations, the overall complexity
is O(Nq2).
We summarize ADMM LP decoding in Algorithm 1.
Algorithm 1 ADMM LP decoding of LDPC codes in F2m
1: Construct the dc × (2
m − 1)N matrices Zj,k for all j ∈ J and k ∈ [2
m − 1] based on the factor
graph of embeddings.
2: Construct the (2m − 1) × (2m − 1)N matrices Si for all i ∈ I based on the at-most-one-on
constraints.
3: Initialize all entries of λj,k and ηi to 0. Initialize all entries of zj,k and si to
1
2m . Initialize
iterate δ = 0. To simplify the notation, we drop iterate δ except when determining the stopping
criteria.
4: repeat
5: for all i = 1, . . . , N do
6: Compute vector ti using equation (5.18). Store ‖ti‖1.
7: Compute the variables a and b per Lemma 59.
8: Update xi ← (a− b)ti + b‖ti‖1.
9: end for
10: for all j = 1, . . . ,M and k = 1, . . . , 2m − 1 do
11: Set vj,k = Zj,kx+ λj,k/µ.
12: Update zj,k ← ΠPdc (vj,k) where ΠPdc (·) is a projection onto the parity polytope of dimen-
sion dc.
13: Update λj,k ← λj,k + µ (Zj,kx− zj,k).
14: end for
15: for all i = 1, . . . , N do
16: Set ui = Six+ ηi/µ.
17: Update si ← ΠSq−1(ui) where ΠSq−1(·) is a projection onto Sq−1.
18: Update ηi ← ηi + µ (Six− si).
19: end for
20: δ←δ + 1.
21: until
∑
i ‖Six
δ − sδi ‖
2
2 +
∑
j,k ‖Zj,kx
δ − zδj,k‖
2
2 < ǫ
2((2m − 1)N +M(2m − 1)dc)
and
∑
i ‖s
δ
i − s
δ−1
i ‖
2
2 +
∑
j,k ‖z
δ
j,k − z
δ−1
j,k ‖
2
2 < ǫ
2((2m − 1)N +M(2m − 1)dc)
return x.
5.4.3 Early termination and over-relaxation
In practice, ADMM can be terminated whenever a codeword is found. Doing so often reduces the
number of iterations needed to decode. We observe empirically that early termination does affect
the WER for some very short block length codes. However, it does not create observable effects for
the codes we study in Section 7. We use the vectors si for all i ∈ I to determine whether or not
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the corresponding non-binary vector is a codeword. The decision process is as follows. For each
i ∈ I, we first obtain the vector xˆ := (xˆ0, xˆ1, . . . , xˆ2m−1) by letting xˆ0 = 1− ‖si‖ and xˆk = si,k for
all k ∈ [2m − 1]. Then, the i-th non-binary symbol is determined by cˆi = argmaxk xˆk. After we
have obtained the length-N non-binary vector cˆ, we terminate ADMM if Hcˆ = 0 in F2m where H
is the parity-check matrix of the code.
Another useful technique in practice is over-relaxation, which is already used in [12]. Readers
are referred to [26] and references therein for details on over-relaxation. We observe that over-
relaxation is effective for Algorithm 1. Experiments surrounding the choices of over-relaxation
parameter ρ are presented in Section 7.
6 ADMM penalized decoding of non-binary codes
In this section, we introduce an ADMM penalized decoder for non-binary codes. This decoder
is analogous to the penalized decoder for binary codes introduced in [15]. It is shown in [15]
that adding a non-convex penalty term to the LP decoding objective can improve the low SNR
performance of LP decoding. The penalty term penalizes fractional solutions and can improve the
performance because correct solutions should be integral. Herein, we extend this idea to embeddings
of non-binary symbols.
One important characteristic of linear codes is that, at least when codewords are transmitted
over a symmetric channel, the probability of decoding failure should be independent of the codeword
that is transmitted. To get this property to hold for the non-binary penalized decoder, herein, we
use the constant-weight embedding. This desired “codeword-independent” property follows because
all non-binary symbols are embedded symmetrically with respect to each other. As a reminder, for
Flanagan’s embedding, symbol 0 is treated differently from others symbol in the field. We discuss
this issue in details in Section 6.2.
6.1 ADMM penalized decoding algorithm
Formally, we consider the following decoding problem:
min γ ′Tx− α
∑
i
‖xi − r‖
2
2
subject to P ′jx ∈ U
′
j,∀j ∈ J ,
(6.1)
where U′j is the relaxed polytope under the constant-weight embedding (Definition 38), γ
′ := L′v(y)
and
r =
(
1
q
,
1
q
, . . . ,
1
q
)
.
We pick the ℓ2 norm as the penalty in (6.1) because it yields simple ADMM update rules and
because it yields good empirical performance (cf. Section 7). For both the x-update and the z-
update, we complete the square and then perform minimizations. As a result, the x-update can be
expressed as a projection onto S′q; and the z-update can be expressed as a projection onto U
′
j. In
particular, the x-update rule is
x∗i =ΠS′q

 1
di−
2α
µ

 ∑
j∈Nv(i)
(
z
(i)
j −
λ
(i)
j
µ
)
−
γ ′i
µ
−
2αr
µ



 .
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The z-update can be written as a projection onto U′. For this projection operation, we use the
rotate-and-project technique introduced in Section 4.3 (see also [25] for more details). The ADMM
penalized decoder is summarized in Algorithm 2.
Algorithm 2 ADMM penalized decoding. Input: Received vector y ∈ ΣN . Output: Decoded
vector x.
1: Construct the qdj × qN selection matrix P
′
j for all j ∈ J based on the parity-check matrix H.
2: Construct the log-likelihood ratio L′v(y).
3: For all j ∈ J , initialize all entries of λj to 0 and initialize all entries of zj to 0.5. Initialize
iterate δ = 0. To simplify the notation, we drop iterate δ except when determining the stopping
criteria.
4: repeat
5: for all i ∈ I do
6: Update xi by
xi=ΠS′q
[
1
di−
2α
µ
(∑
j∈Nv(i)
(
z
(i)
j −
λ
(i)
j
µ
)
−
γ′i
µ
−
2αr
µ
)]
7: end for
8: for all j ∈ J do
9: Set vj ← Pjx+ λj/µ.
10: Update zj ← ΠU′j(vj) where ΠU′j(·) is a projection onto the relaxed code polytope defined
by the j-th check.
11: Update λj ← λj + µ
(
P ′jx− zj
)
.
12: end for
13: δ←δ + 1.
14: until
∑
j ‖P
′
jx
δ − zδj‖
2
2 < ǫ
2qMdj
and
∑
j ‖z
δ
j − z
δ−1
j ‖
2
2 < ǫ
2qMdj
return x.
Theorem 33 Under the channel symmetry condition in the sense of [16], the probability that
Algorithm 2 fails is independent of the codeword that was transmitted.
Proof See Appendix 10.10
6.2 Discussions
The penalized decoder described above requires a sub-routine that projects onto the code polytope.
The ADMM projection technique introduced in [25] scales linearly with dq2, where d is the degree
of the check node and q is the field size. However, this projection technique is iterative and
inaccurate, because it accepts an error tolerance ǫp. As a result, the provable number of iterations
scales linearly with 1ǫp due to the linear convergence rate of ADMM (cf. [27]). This means that each
iteration of the ADMM penalized decoder scales linearly with 1/ǫp. On the contrary, each iteration
of Algorithm 1 does not depend on such error tolerance. As a result, the computational complexity
of the penalized decoder is much higher than the ADMM LP decoder in Algorithm 1. We observe
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empirically that in our implementation of ADMM penalized decoding is around 20 times slower
than the ADMM LP decoder in Algorithm 18.
We note that Algorithm 1, in fact, can be used to try to solve the penalized objective (6.1).
However, we observe empirically that the resulting decoder does not have the codeword symmetry
property in the sense of Theorem 33. We briefly discuss why the proof technique of Theorem 33
cannot be applied to this decoder. First, note that the penalized decoder tries to solve a non-
convex program. As a result, the output of the penalized decoder cannot be determined solely by
the optimization problem. It depends on the ADMM update rules (the x-, z- and λ-update), which
are determined by the way the optimization problem is stated9. In the proof of Theorem 33, we
show that the decoding process when decoding the all-zeros codeword is “symmetric” with respect
to any other codeword’s decoding process in the sense of Lemma 54 (see rigorous discussions in
Appendix 10.10). This symmetry behavior is due to the symmetric structure of U′ (Lemma 52). If
we were to use Algorithm 1 to try to solve (6.1), the polytopes used to describe the constraint set
are parity polytopes and simplexes, not U′. As a result, we cannot have the symmetry behavior for
parity polytopes and simplexes in the sense of Lemma 52.
On the other hand, we note that applying Algorithm 1 to (6.1) results in a significant improve-
ment in terms of decoding efficiency when compared to Algorithm 2. Furthermore, we observe em-
pirically that this technique can achieve a much reduced error rate when compared to LP decoding
(LP-FR and LP-CR) for the all-zeros codeword. Open questions include whether all codewords
experience some improvement and how much improvement each codeword receives. These questions
are non-trivial because of the non-convexity of the penalized objective.
7 Numerical results and discussions
In this section we present numerical results for ADMM LP decoding (Algorithm 1) and ADMM
penalized LP decoding (Algorithm 2). First, we show the error rate performance of the two decoders
as a function of SNR. In addition, we compare our decoders to the low-complexity LP (LCLP)
decoding technique proposed by Punekar et al. in [19]. Next, in Section 7.2, we focus on choosing
a good set of parameters for Algorithm 1. Finally, we show how the penalty coefficient α (cf. (6.1))
affects the WER performance of ADMM penalized decoding.
7.1 Performance of the proposed decoders
In this subsection we simulate three codes and demonstrate their error rate performance as a
function of SNR. The first code we simulate is derived from a binary length-2048 progressive edge
growth (PEG) code that can be obtained from [28]. The other two codes are derived from two
binary Tanner codes obtained from [29]. We select these codes for the following reasons. First,
we select codes that are of different block lengths (2048, 1055 and 755) and in different fields (F22
and F23). Second, the two Tanner codes have been studied in [19]. Therefore we can make direct
comparisons with the results therein. Last but not least, the parity-check matrices of these codes
are easy to obtain (e.g., from [28]). Our intent is to make our simulations using these codes easy
to repeat and thus to compare to.
8As measured in execution time (sec).
9That is, (6.1) can be rewritten into other equivalent forms. Each form may result in a different ADMM algorithm.
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Figure 3 plots the word-error-rate (WER) and symbol-error-rate (SER) of a length-2048 LDPC
code when decoded using ADMM LP decoding and ADMM penalized decoding. This code is derived
from the PEG [2048, 1018] binary LDPC code obtained from [28]. We use the same parity-check
matrix as the original PEG code except that we let each non-zero check value be 1(= ξ0) ∈ F22 .
The code symbols are modulated using quaternary phase-shift keying (QPSK) and transmitted
over an AWGN channel. Denote by (x, y) the in-phase and quadrature components. We modulate
the symbols in the following way: 0 7→ (1, 0), ξ0 7→ (0, 1), ξ1 7→ (−1, 0) and ξ2 7→ (0,−1). We use
energy per information symbol (Es/N0) as our unit of SNR. We show explicitly how we calculate
Es/N0 in Appendix 13. In this simulation, we decode using ADMM LP decoding (Algorithm 1) and
ADMM penalized decoding (Algorithm 2). We note that both algorithms require many parameters.
We show how to choose parameters in Sections 7.2 and 7.3. For ADMM LP decoding we use the
following parameter settings: the “step size” of ADMM µ = 2 (cf. (5.17)); the maximum number
of iterations Tmax = 200; the ending tolerance ǫ = 10
−5 (cf. Algorithm 1), and the over-relaxation
parameter ρ = 1.9 (cf. Section 5.4.3). For ADMM penalized decoding, we let µ = 4, Tmax = 200,
ρ = 1.5, ǫ = 10−5, and α = 0.8 (cf. (6.1)). For each data point, we collect more than 100 word
errors.
We make the following observations. First, both decoding algorithms display a “waterfall”
behavior in terms of error rates. However, penalized decoding initiates the waterfall at a much
lower SNR (about 0.7dB lower in this example). This shows that ADMM penalized decoding
significantly improves LP decoding at low SNRs. Second, ADMM penalized decoding displays an
error-floor at WER 10−4 (SER 10−6). However, LP decoding does not display an error-floor for
WER above 10−5 (SER above 10−8). Both observations are consistent with binary LP decoding
and binary penalized decoding [15]. We note that unlike the case with binary decoders where the
binary ADMM penalized decoder outperforms the binary ADMM LP decoding in terms of both
the number of iterations and execution time, the average decoding time of Algorithm 2 using our
implementation is much longer than that of Algorithm 1 due to the reasons discussed in Section 6.
Although Algorithm 2 is competitive in terms of WER performance, it is not competitive in terms
of execution time.
The second code we simulate is the length-1055 code used in [19]. This code is derived from the
Tanner [1055, 424] binary LDPC code introduced by Tanner in [29]. Similar to the previous case,
each binary non-zero entry is replaced by the value 1 ∈ F22 . We keep all other simulation settings
the same as the previous case, i.e., we use the same AWGN channel with QPSK modulation and
the same parameter settings for Algorithm 1. For the penalized decoder, we change the parameter
settings. We use the following settings: µ = 4, ρ = 1.5, Tmax = 100, ǫ = 10
−5, and α = 0.6.
We first plot the WER performance of the code in Figure 4. The performance of LCLP and the
sum-product algorithm (SPA) decoders are plotted for comparison. The data for these decoders is
obtained from [19].
We make the following observations. First, we observe that ADMM LP decoding outperforms
both SPA and LCLP in terms of WER. ADMM LP decoding has a 0.6dB SNR gain when compared
to the LCLP algorithm of [19]. This result is interesting because ADMM LP decoding uses the
relaxed code polytope U. Thus, one might expect that in general it would perform worse than
Flanagan’s LP decoding algorithm. However, we recall that we validated numerically that U = V
for F22 (cf. Appendix 12). Figure 4 suggests that LCLP may have a 0.6dB SNR loss due to
the approximations made in that algorithm (see [19] for details). Second, the penalized decoder
improves the WER performance by 0.4dB. This effect is consistent with Figure 3. Third, we note
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Figure 3: ADMM LP decoding and ADMM penalized decoding error rates plotted as a
function of SNR for the [2048, 1018] PEG code in F22 .
that none of the decoders used in Figure 4 displays an error-floor.
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Figure 4: WER plotted as a function of SNR for the Tanner [1055, 424] code in F22 .
In Figure 5, we plot the average number of iterations for erroneous decoding events, all decoding
events, and correct decoding events. We observe that for correct decoding events, the average
number of iterations is less than 100 at all SNRs. This indicates that we can lower Tmax without
greatly impacting WER. In fact, we observe that there is less than a 0.05dB loss if we use Tmax = 100
(data not shown).
In Figure 6, we plot execution time statistics for the decoding events. In these simulations,
the decoder is implemented using C++ and data is collected on a 3.10GHz Intel(R) Core(TM)
i5-2400 CPU. We make the following observations: First, the average decoding time for correctly
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decoded events decreases as the SNR increases. However, the average decoding time for erroneous
decodings does not vary significantly with SNR. Second, the average time per decoding decreases
rapidly at low SNRs. This is due to the waterfall behavior of the error rate. Third, we note
that ADMM LP decoding (Algorithm 1) is a much faster algorithm in terms of execution time
than ADMM penalized decoding (Algorithm 2). As an example, the average decoding time for
ADMM LP decoding at Es/N0 = 5dB is 0.033s. In contrast, the average decoding time for ADMM
penalized decoding at Es/N0 = 5dB is 0.61s (data not shown), which is about 15-20 times slower
than Algorithm 1.
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Figure 5: Number of iterations of Algorithm 1 plotted as a function of SNR for the Tanner
[1055, 424] code in F22 .
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Figure 6: Software implementation execution time of Algorithm 1 plotted as a function of
SNR for the Tanner [1055, 424] code in F22 .
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In Figure 7, we show results for the length-755 code also studied in [19]. This code has symbols
in F23 and is derived from the Tanner [755, 334] binary LDPC code [29]. We use the same non-
binary parity-check matrix and the same 8-PSK modulation method as in [19]. We make the
following remarks. First, ADMM LP decoding performs worse than LCLP in our simulations. This
is due to the fact that ADMM LP decoding uses the relaxed code polytope. Unlike in the F22
case, relaxing the polytope using Definition 15 induces a loss in terms of SNR performance. We
observe that ADMM LP decoding is about 0.3dB worse than LCLP. Second, and similar to what
we saw in the simulations for the previous two codes, the penalized decoder improves the low-SNR
performance of LP decoding by around 1.5dB for Es/N0 ≤ 9dB. However, the WER curve displays
a significant error-floor. We observe that the optimal value for the penalty coefficient α decreases
as SNR increases (data not shown). At Es/N0 = 10dB, adding a positive penalty does not lead to
an observable improvement in WER. Third, in comparison to Figure 4 in which no error-floor is
observed for any decoder, we believe that the [755, 344] Tanner code is a problematic code. Thus,
we think designing a good code for ADMM decoding is important future work.
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Figure 7: WER plotted as a function of SNR for the Tanner [755, 344] code in F23 .
We make two concluding remarks. First, Algorithm 1 solves the relaxed LP decoding problem
efficiently. It is competitive with earlier decoders in terms of WER performance, especially for
F22 . Second, the penalized decoder is a very promising decoder because it improves the low-SNR
performance of LP decoding consistently. However, it suffers from high-complexity and may suffer
from an early error-floor. It is important in future work to improve the complexity of the penalized
decoder.
7.2 Parameter choices for ADMM LP decoding
In this section we study the effects of the choice of parameters for Algorithm 1. We conduct
simulations based on the [1055, 424] Tanner code described in the previous subsection, and use the
early termination technique described in Section 5.4.3. For each data point, we collect more than
100 word errors.
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The ADMM algorithm has many parameters: the “step size” of ADMM µ (cf. (5.17)), the
maximum number of iterations Tmax, the ending tolerance ǫ (cf. Algorithm 1), and the over-
relaxation parameter ρ (cf. Section 5.4.3). We fix the number of iterations to be Tmax = 200 and
ending tolerance to be ǫ = 10−5 because the decoder is less sensitive to the settings of these two
parameters than it is to µ or ρ.
In Figures 8 and 9 we study the effects of the choice of parameter µ on the decoder. In Figure 8
we plot the WER as a function of µ when ρ = 1, 1.5 and 1.9. We ran simulations for Es/N0 = 5dB
and Es/N0 = 5.5dB. In Figure 13 we plot the corresponding average number of iterations. We
make the following observations. First, the WER does not change much as a function of µ as long
as µ ∈ [1, 3]. In addition, the lowest number of iterations is attained when µ ∈ [1, 3]. This means
that a choice of µ within the range [1, 3] is good for practical reasons. Second, the trend of the
curves for different values of ρ is similar. In other words, the choice of ρ does not strongly affect
the choice of µ, at least empirically. This is useful because it simplifies the task of choosing good
parameters. Third, we observe that the WER curves for both SNRs flatten when µ ∈ [1, 3] 10. This
indicates the parameter choice for this data point allows ADMM to converge fast enough to achieve
the LP decoding solution within the set number of iterations, at least in most cases. In particular,
if we increase Tmax, the range of the flat region increases. We observe that for Es/N0 = 5dB,
Tmax = 1000, and ρ = 1, the WERs are between 0.122 and 0.128 for µ ∈ [0.3, 3.1]. This also shows
that in this case increasing Tmax does not greatly improve WER performance. Fourth, we observe
that the WER performance of the decoder can be improved by assigning a large value to ρ. This
effect is demonstrated further in Figures 10 and 11. Finally, we observe that the average numbers
of iterations are small for both SNRs. Note that the SNRs in Figures 8 and 9 are low SNRs and the
corresponding WERs are high. Recall that in Figure 5 the average number of iterations is much
smaller than Tmax = 200 for high SNRs. This means that Tmax does not need to be large.
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Figure 8: ADMM step size µ: WER plotted as a function of µ for the Tanner [1055, 424] code
in F22 , Tmax = 200, and ǫ = 10
−5.
In Figures 10 and 11, we study the effect of the choice of parameter ρ on the decoder. In
10We use the same seed to generate noises for different values of µ.
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Figure 9: ADMM step size µ: Number of iterations plotted as a function of µ for the Tanner
[1055, 424] code in F22 , Tmax = 200, and ǫ = 10
−5.
Figure 10 we plot WER as a function of ρ when µ takes on values 1.5 and 2. Again we simulate
for Es/N0 = 5dB and Es/N0 = 5.5dB. In Figure 11, we plot the corresponding average number
of iterations as a function of ρ. In these two figures we observe results that are consistent with
Figures 8 and 9, i.e., the number of iterations decreases as ρ increases. However, the WER does
not decrease significantly for ρ > 1.
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Figure 10: Over-relaxation parameter ρ: WER plotted as a function of ρ for the Tanner
[1055, 424] code in F22 , Tmax = 200, and ǫ = 10
−5.
Finally, we compare Flanagan’s embedding and the constant-weight embedding in terms of
decoding performance. For Flanagan’s embedding we use Algorithm 1. For the constant-weight
embedding we apply the method in Algorithm 1 to the LP decoding problem (5.3). Due to the
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Figure 11: Over-relaxation parameter ρ: Number of iterations plotted as a function of ρ for
the Tanner [1055, 424] code in F22 , Tmax = 200, and ǫ = 10
−5.
similarity between Flanagan’s embedding and the constant-weight embedding, results in Section 5.4
can be easily extended to the constant-weight embedding. In Figures 12 and 13, we compare both
WER and the average number of iterations for the two decoders. In this set of simulations we let
Es/N0 = 5dB, Tmax = 200, and ǫ = 10
−5. In Figure 12 we observe that the WER for the constant-
weight embedding is higher than it is for Flanagan’s embedding in most cases. The exception is
the data points at ρ = 1.5 and µ ∈ [0.7, 1.7], where both embeddings attain the same WERs.
This exception is because that parameter choices allow ADMM to converge fast enough to obtain
the LP decoding solution. Recall that we proved that the two embedding methods are equivalent
in terms of LP decoding (cf. Corollary 28). It is not surprising that both decoders can achieve
the same WERs when a sufficient number of iterations is allowed. From Figure 13 we observe
that the number of iterations for the constant-weight embedding is greater than that required
for Flanagan’s embedding. Recall that Flanagan’s embedding saves exactly 1 coordinate for each
embedded vector when compared to the constant-weight embedding (cf. Section 3.1). As a result,
the constant-weight embedding requires slightly more memory than Flanagan’s embedding. Thus,
in practice, Flanagan’s embedding for LP decoding would be preferred.
To summarize the above discussions, we emphasize four points:
• µ ∈ [1, 2] and ρ = 1.9 are good parameter choices for the Tanner [1055, 424] code.
• The error performance of the decoder only weakly depends on parameter settings.
• Flanagan’s embedding is slightly better than the constant-weight embedding in terms of
computational complexity and memory usage.
• The effects of the choice of parameters for the PEG [2048, 1018] code discussed in Section 7.1
are similar to that for the Tanner [1055, 424] code. We observe that µ ∈ [1, 3.3] and ρ = 1.9
are good parameter choices for the PEG [2048, 1018] code.
32
0 2 4 6 8 10
10−1
100
 
 
PSfrag replacements
µ
E
rr
o
r
ra
te
(W
E
R
)
ρ = 1
ρ = 1.5
ρ = 1, CW
ρ = 1.5, CW
Figure 12: Choice of embedding method: WER plotted as a function of ADMM step size
µ for the Tanner [1055, 424] code in F22 . The SNR is Es/N0 = 5dB and Tmax = 200. “CW”
stands for “constant weight”.
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Figure 13: Choice of embedding method: Number of iterations plotted as a function of
ADMM step size µ for the Tanner [1055, 424] code in F22 . The SNR is Es/N0 = 5dB and
Tmax = 200. “CW” stands for “constant weight”.
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7.3 Parameter choices for penalized decoding
We now study the ADMM penalized decoder and show how to choose a good penalty parameter
α. We use the same Tanner [1055, 424] code from Section 7.1 and simulate for the AWGN channel.
For this simulation, we do not perform an extensive grid search over the possible parameter choices
because of limited computational resources. However, the following parameters are good enough
to produce good decoding results: µ = 4, ρ = 1.5, and Tmax = 100.
In Figure 14 we plot WER as a function of the penalty parameter α. We observe that the WER
first decreases as the value of α increases. But when we penalize too heavily (e.g, when α > 0.5),
the WER starts to increase again. A similar effect can be observed in Figure 15, i.e., the average
number of iterations decreases for α small, and then starts to increase once α becomes sufficiently
large (α > 0.8 in Figure 15). We make two remarks. First, we observe that α = 0.5 is optimal in
terms of WER for all SNRs we simulated. This is not necessarily the case for other codes or other
SNRs. We do observe that for some codes (e.g., the Tanner [755, 334] code studied in Section 7.1)
the optimal value for α is a (non-constant) function of SNR. Second, we observe that the optimal α
in terms of WER is not the optimal in terms of the average number of iterations. As a result, there
is a trade-off between the optimal computational complexity and the optimal WERs in choosing
α.
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Figure 14: Penalty coefficient α: ADMM penalized decoding WER plotted as a function of
α for the Tanner [1055, 424] code in F22 .
8 Conclusions
In this paper, we develop two types of ADMM decoders for decoding non-binary codes in fields of
characteristic two. The first is a natural extension of the binary ADMM decoder introduced by
Barman et al. in [12]. This ADMM algorithm requires a sub-routine that projects a vector onto the
polytope formed by the embeddings of an SPC code. The second ADMM algorithm leverages the
factor graph representation of the F2m SPC code embedding and does not require the projection
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Figure 15: Penalty coefficient α: ADMM penalized decoding number of iterations plotted as
a function of µ for the Tanner [1055, 424] code in F22 .
sub-routine that is necessary for the first ADMM algorithm. We further improve the efficiency of
this latter algorithm using new properties of the embedding of SPC codes that we have discovered.
We summarize three important future directions relevant to this topic. First, the relaxed code
polytope considered in this work is conjectured to be tight for F22 . The proof of this conjecture
is still open. To the best of the authors’ knowledge, there has been no known characterization of
F22 pseudocodewords. Therefore we believe this conjecture, if proved, is an important theoretical
result to develop en-route to understanding pseudocodewords of non-binary LP decoding. Second,
as mentioned many times in the paper, improving the projection sub-routine of ADMM decoding is
important future work (i.e., for the “first” type of ADMM algorithm as per the previous paragraph).
Finally, we show through execution time statistics that the proposed ADMM LP decoder is efficient
and could be interesting in practical (hardware) implementation. However, many missing pieces
remain to be developed before the decoder can be applied in practice. In particular, there have
been no approximation algorithms developed for ADMM LP decoding that are analogous to the
relationship between the min-sum algorithm and the sum-product algorithm. Such algorithms may
substantially reduce computational complexity and hence are important directions of future work.
Furthermore, studying finite precision effects on ADMM LP decoding is another crucial direction
to pursue, one that is very important to hardware implementation.
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Appendix
9 Definitions and Lemmas for the constant-weight embedding
In this section, we state the definitions and lemmas for the constant-weight embedding that are
omitted in Section 3.
Definition 34 Under the constant-weight embedding let q = 2m and denote by E ′ the set of valid
embedded matrices defined by check h. An q× dc binary matrix F ∈ E
′ if and only if it satisfies the
following conditions:
(a) fij ∈ {0, 1}, where i = 0, . . . , 2
m−1 and j = 1, . . . , dc.
(b)
∑q−1
i=0 fij = 1 where q = 2
m.
(c) For any non-zero h ∈ F2m and k ∈ [m], let B(k, h) := {α|b(hα)k = 1, α ∈ F2m}, where ·k
denotes the k-th entry of the vector. Let gkj =
∑
i∈B(k,hj)
fij, then
dc∑
j=1
gkj = 0 for all k ∈ [m] (9.1)
where the addition is in F2.
Note that condition (c) is the same for both embeddings. This is due to two facts. First, 0 6∈ B(k, h).
Second, the constant-weight embedding is indexed starting from 0 (cf. Definition 4). Thus, entries
from Definition 7 that participate in B(k, h) remain unchanged.
Lemma 35 In F2m , let C be the set of codewords that correspond to check h = (h1, h2, . . . , hdc).
Then
F
′(C) = E ′, (9.2)
where E ′ is defined by Definition 34.
Proof See Appendix 10.2.
Definition 36 The conditions in Definition 34 can be represented using factor graphs. In this
graph, there are three types of nodes: (i) variable nodes, (ii) parity-check nodes and (iii) one-on-
check node. Each variable node corresponds to an entry fij for 0 ≤ i ≤ 2
m − 1 and 1 ≤ j ≤ dc.
Each parity-check node corresponds to a parity-check of the k-th bit where k ∈ [m]; it connects
all variable nodes in B(k, hj) for all j ∈ [dc]. Each one-on-check node corresponds to a constraint∑q−1
i=0 fij = 1.
Lemma 37 Consider the constant-weight embedding and let F ′ be the set of q×dc binary matrices
defined by the first two conditions of Definition 34 but with the third condition replaced by the
condition (c∗) defined below, then F ′ = E ′. The complete set of conditions are
(a) fij ∈ {0, 1}.
(b)
∑q−1
i=0 fij = 1 where q = 2
m.
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(c∗) Let K be any nonempty subset of [m]. For any non-zero h ∈ F2m , let B˜(K, h) :=
{
α|
∑
k∈K b(hα)k = 1
}
,
where b(hα)k denotes the k-th entry of the vector b(hα). Let g
K
j =
∑
i∈B˜(K,hj)
fij, then∑dc
j=1 g
K
j = 0 for all K ⊂ [m], K 6= ∅, where the addition is in F2.
Proof See Appendix 10.3
Definition 38 Let C be a non-binary SPC code defined by check vector h. Denote by V′ the “tight
code polytope” for the constant-weight embedding where
V
′ = conv(F′(C)).
In F2m denote by U
′ the “relaxed code polytope” for the constant-weight embedding where a q×dc
matrix F ∈ U′ if and only if the following constraints hold:
(a) fij ∈ [0, 1].
(b)
∑q−1
i=0 fij = 1.
(c) Let B˜(K, h) be the same set defined in Lemma 37. Let gK be a vector of length dc such that
gKj =
∑
i∈B˜(K,hj)
fij, then
gK ∈ Pdc for all K ⊂ [m] and K 6= ∅ (9.3)
Definition 39 Let h be a non-zero element in Fq. Let D
′(q, h) be a q × q permutation matrix
indexed starting from row 0 and column 0, and satisfying the following equation
D′(q, h)ij =
{
1 if i · h = j,
0 otherwise,
where the multiplication i · h is in Fq. For a vector h ∈ F
dc
q such that hj 6= 0 for all j ∈ [dc], let
D′(q,h) = diag(D′(q, h1), . . . ,D
′(q, hdc)).
We note that Lemma 19, Lemma 20, Lemma 21 and Lemma 22 all hold for the constant-weight
embedding when D′ is used. The proofs for the constant-weight embedding can be easily extended
from the proofs for Flanagan’s embedding.
10 Proofs
10.1 Proof of Proposition 9
First, |B(k, 1)| = 2m−1 because the k-th bit is fixed to 1. Since dividing by a fixed h only permutes
the elements in finite fields, |B(k, h)| is also 2m−1.
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10.2 Proof of Lemma 8 and Lemma 35
Proof of Lemma 8
We first prove that for a vector c ∈ Fdc2m and its embedded matrix F , g
k
j = 1 if and only if
b(hjcj)k = 1 for all j and k. For a fixed j, if b(hjcj)k = 1, then cj ∈ B(k, hj) by the definition of
B(k, hj). Note that the j-th column of F , denoted by fj, is a vector such that fcjj = 1 and fij = 0
for all i 6= cj . Hence (g
k
j :=)
∑
i∈B(k,hj)
fij = fcjj = 1. If b(hjcj)k = 0, then cj /∈ B(k, hj). Since
fij = 0 for all i 6= cj , we get
∑
i∈B(k,hj)
fij = 0.
Using this result we show F ∈ F(C) implies F ∈ E . If F ∈ F(C), then there exists a vector
c ∈ C such that F = F(c). By the definition of F(c), condition (a) and (b) per Definition 7 are
satisfied by F . For condition (c), note that c is a codeword. This implies that v :=
∑dc
j=1 hjcj = 0
in F2m . Further, due to the fact that we are working in extension fields of 2, b(v) is an all-zero
vector of length m. This means that for all k = 1, . . . ,m, b(v)k =
∑dc
j=1 b(hjcj)k = 0. Thus,∑dc
j=1 g
k
j =
∑dc
j=1 b(hjcj)k = 0. This implies that condition (c) is satisfied.
Conversely, let F ∈ E . Then by condition (a) and (b), we know that there is a unique vector
c ∈ Fdc2m such that F = F(c). By condition (c), we know that for any fixed k,
∑dc
j=1
∑
i∈B(k,hj)
fij =∑dc
j=1 b(hjcj)k = 0. Therefore, b(v)k = 0 for all k, where v :=
∑dc
j=1 hjcj . This implies that c is a
valid codeword, or equivalently, c ∈ C and hence F ∈ F(C).
Proof of Lemma 35
This is a simple consequence due to the bijective relationship between the constant-weight embed-
ding and Flanagan’s embedding. Formally, if a matrix F ′ ∈ E ′, we construct F by eliminating the
first row of F ′. Then it is simple to verify that F ∈ E . By Lemma 8, F is the embedding for some
codeword c. This shows that F ′ ∈ F′(C). Conversely, for each codeword c ∈ C, we can reverse the
process and find an F ′ that satisfies Definition 34.
10.3 Proof of Lemma 12 and Lemma 37
Proof of Lemma 12
We first show that
∑
k∈K b(hjcj)k = 1 if and only if g
K
j = 1. Suppose g
K
j = 1, then there exists
a unique i such that i ∈ B˜(K, hj) and fij = 1. Since fcjj = 1 and condition (b) holds, i = cj .
Therefore cj ∈ B˜(K, hj). By the definition of B˜(K, hj),
∑
k∈K b(hjcj)k = 1. On the other hand,
if
∑
k∈ b(hjcj)k = 1, then cj ∈ B˜(K, hj). This implies g
K
j :=
∑
i∈B˜(K,hj)
fij = 1. Next, note that
condition (c∗) only adds more constraints to Definition 7. Thus F ⊂ E . Conversely, using the same
definition in the proof in Appendix 10.2, b(v)k =
∑dc
j=1 b(hjcj)k = 0. This means that for any
subset K,
∑
k∈K(
∑dc
j=1 b(hjcj)k) = 0. In addition,
∑
k∈K
dc∑
j=1
b(hjcj)k =
dc∑
j=1
∑
k∈K
b(hjcj)k.
Using the result we just proved, we deduce that
∑dc
j=1 g
K
j = 0. This shows that E ⊂ F . In other
words, we have shown that any valid codeword c ∈ C satisfies condition (c∗) in Lemma 12.
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Proof of Lemma 37
It is easy to verify this lemma following the same logic in Appendix 10.2.
10.4 Proof of Lemma 13
First consider all binary vectors of length |K| that sum up to 1. The number of such vectors is 2|K|−1.
The number of binary vectors of length m−|K| is 2m−|K|. Thus |B˜(K, h)| = 2|K|−1×2m−|K| = 2m−1.
10.5 Proof of Proposition 16
We first introduce notation that we use in this proof. Let “≺” denote the relationship of majoriza-
tion. Let a and b be length-n vectors, then b majorizes a is written as a ≺ b. We refer readers to
Definition 1 in [12] for the definition of majorization. We use Theorem 1 in [12] in this proof.
Let y ∈ Ps and consider the length-st vector y
∗ = (y,01×(st−s)). First, we show y
∗ ∈ Pst. This
immediately implies that all permutations of y∗ are in Pst. Then we show x ≺ y
∗. By Theorem 1
in [12], this implies that x is in the convex hull of permutations of y∗, each of which is in Pst.
Therefore x ∈ Pst.
Since y ∈ Ps, there exists a set R of length-s binary vectors with even parity such that y =∑|R|
i=1wiri for some wi ≥ 0 and
∑|R|
i=1wi = 1. Let r
∗
i = (ri,01×(st−s)), then r
∗
i is a binary vector of
length st with even parity. Also note that y∗ =
∑|R|
i=1 wir
∗
i . This implies y
∗ ∈ Pst.
In order to show x ≺ y∗, we need to consider partial sums based on the sorted vectors of x and
y∗. Let Qk (resp. Uk) be the set indicies of the k largest entries in x (resp. y
∗). Let the operator
cover(·) be defined as i := cover(j) if j ∈ {(i−1)s+1, (i−1)s+2, . . . , is}. Since all entries of x and y∗
are non-negative, xj ≤ y
∗
cover(j) for all j. Therefore
∑
j∈Qk
xj ≤
∑
j∈Qk
y∗cover(j) ≤
∑
i∈Uk
y∗i , where
the second inequality is because Uk contains the largest k entries of y
∗. In addition, ‖x‖1 = ‖y
∗‖1.
By the definition of majorization, these imply that x ≺ y∗.
10.6 Proof of lemmas on rotation
10.6.1 Proof of Lemma 19
We first show that if uN ∈ VN then u =D(q,h)uN ∈ V. Let eNk , k = 1, . . . , |E
N|, be vectors in EN,
then
D(q,h)uN =D(q,h)
∑
k
αke
N
k
=
∑
k
αk(D(q,h)e
N
k )
=
∑
k
αkek,
where ek are vectors in E . Therefore v ∈ V.
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Conversely, if u ∈ V, uN =D(q,h)−1u. Let ek, k = 1, . . . , |E|, be vectors in E , then
D(q,h)−1u =D(q,h)−1
∑
k
αkek
=
∑
k
αk(D(q,h)
−1ek)
=
∑
k
αke
N
k ,
where eNk are vectors in E
N. Therefore u ∈ VN.
10.6.2 Proof of Lemma 20
First, by Lemma 19, u ∈ V. Therefore we need to show that there is no vector in V that has a
smaller Euclidean distance to v then does u. Suppose that there is a vector p such that ‖p−v‖22 <
‖D(q,h)uN − v‖22. Then ‖p − v‖
2
2 = ‖D(q,h)
−1(p − v)‖22 = ‖D(q,h)
−1p − D(q,h)−1v‖22 =
‖D(q,h)−1p − vN‖22, where the second equality is due to the fact that D(q,h) is a permutation
matrix. We then deduce that
‖D(q,h)−1p− vN‖22 < ‖u
N −D(q,h)−1v‖22,
which contradicts with the fact that uN is the projection of vN onto VN.
10.6.3 Proof of Lemma 21
Let w ∈ UN, we need to show u :=D(q,h)w is in U. Let U and W be the matrix form for u and
w respectively (i.e. vec(U) = u and vec(W ) = w). Note that the rotations are done per embedded
vector. In other words, columns of U are permuted independently of each other. By the definition
of the rotation matrix, for each column j,
uij = wlj for all l = i · h, (10.1)
where the multiplication is in F2m . Since w ∈ U
N, W satisfies Definition 15 for check (1, 1, 1, .., 1).
We first verify that U satisfies conditions (a) and (b) in Definition 15. Note that these two condi-
tions are defined on a column-wise basis. Thus these two conditions are invariant to column-wise
permutations. For condition (c), note that B˜(K, h) can be obtained by B˜(K, 1) as follows:
B˜(K, h) = {y|y = x/h, x ∈ B˜(K, 1)}. (10.2)
Then, i ∈ B˜(K, hj) if l ∈ B˜(K, 1), provided that l = i · hj . Let fB˜(K,hj),j be the sub-vector
constructed by selecting entries fij where i ∈ B˜(K, hj). Combining (10.1) and (10.2), we deduce
that for fixed j, K and l, if wlj is in the vector fB˜(K,1),j , then uij is in the vector fB˜(K,hj),j and
uij = wlj. This shows that g
K
j = ‖fB˜(K,hj),j‖1 is not changed under rotation. Therefore u satisfies
condition (c). This implies that u ∈ U.
Conversely, let u ∈ U, we need to show w := D(q,h)−1u is in UN. Note that D(q,h) is a
permutation matrix and therefore D(q,h)−1 = D(q,h)T . As in the previous case, the columns of
U andW are permuted independently. Therefore condition (a) and (b) hold forW . We now verify
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condition (c). First, permutation using D(q,h)T implies that uij = wlj for all l = i · h. Second,
B˜(K, 1) can be obtained by B˜(K, h) as follows:
B˜(K, 1) = {y|y = x · h, x ∈ B˜(K, h)}. (10.3)
Thus, for fixed j, K and l, if entry uij is contained in the vector fB˜(K,hj),j , then entry wlj is
contained in the vector fB˜(K,1),j and uij = wlj. Therefore the vector g
K remains unchanged, which
implies that condition (c) is satisfied by W .
10.6.4 Proof of Lemma 22
Using Lemma 21, we can follow exactly the same logic as in the proof of Lemma 21. The details
are omitted.
10.7 Proof of Theorem 24
We first prove several lemmas that will be useful for proving the theorem.
Lemma 40 For any α ∈ Fq, f ′(α) = (1− ‖f(α)‖1, f(α)).
Proof If α 6= 0, ‖f(α)‖1 = 1 and f
′(α) = (0, f(α)). If α = 0, ‖f(α)‖1 = 0 and f
′(α) = (1, 0, 0, . . . , 0).
Lemma 41 Let C be the SPC code defined by check h. If
fˆ = (f1| . . . |fdc)
T ∈ conv(Fv(C)),
then
f¯ = (a1,f1| . . . |adc ,fdc)
T ∈ conv(F′v(C)),
where ai = 1− ‖fi‖1 for all i = 1, . . . , dc. Conversely, if
f¯ = (a1,f1| . . . |adc ,fdc)
T ∈ conv(F′v(C))
for some a1, . . . , adc , then
fˆ = (f1| . . . |fdc)
T ∈ conv(Fv(C)).
Proof Let ck, k = 1, . . . , |C| be all codewords in C. Let fˆ ∈ conv(Fv(C)), then there exists a set of
coefficients 0 ≤ ωk ≤ 1, k = 1, . . . , |C|, satisfying
∑|C|
k=1 ωk = 1 such that fˆ =
∑|C|
k=1 ωkFv(c
k). Then,
fi =
∑|C|
k=1 ωkf(c
k
i ) for all i. On the other hand,
∑|C|
k=1 ωkF
′
v(c
k) ∈ conv(F′v(C)) by the definition of
convex hull. Using Lemma 40,
|C|∑
k=1
ωkF
′
v(c
k) =

 |C|∑
k=1
ωkf
′(ck1), . . . ,
|C|∑
k=1
ωkf
′(ckdc)


=

 |C|∑
k=1
ωk(1− ‖f(c
k
1)‖1, f(c
k
1)), . . . ,
|C|∑
k=1
ωk(1− ‖f(c
k
dc)‖1, f(c
k
dc))


=(1− ‖f1‖1,f1, . . . , 1− ‖fdc‖1,fdc) = f¯ .
41
Thus we conclude f¯ ∈ conv(F′v(C)).
Conversely, if f¯ ∈ conv(F′v(C)), then there exists a set of coefficients 0 ≤ ωk ≤ 1, k =
1, . . . , |C|, satisfying
∑|C|
k=1 ωk = 1 such that f¯ =
∑|C|
k=1 ωkF
′
v(c
k). By definition,
∑|C|
k=1 ωkFv(c
k) ∈
conv(Fv(C)). Similar to the previous case, it is easy to verify using Lemma 40 that
∑|C|
k=1 ωkFv(c
k) =
fˆ .
Lemma 42 If fˆ = (f1| . . . |fN )
T is feasible for LP-FT, then f¯ = (1−‖f1‖1,f1| . . . |1−‖fN‖,fN )
T
is feasible for LP-CT. Conversely, if f¯ = (f1,f1| . . . |fN ,fN )
T is feasible to LP-CT, then fˆ =
(f1| . . . |fN )
T is feasible fow LP-FT.
Proof For LDPC codes, check j ∈ J selects a sub-vector fˆj from fˆ (or f¯j from f¯) that participates
in that check. Therefore we apply Lemma 41 to each sub-vector of fˆ (and of f¯). In addition, fˆ
(or f¯) is feasible if and only if fˆj ∈ conv(Fv(Cj) (f¯j ∈ conv(F
′
v(Cj)) for all j ∈ J , where Cj is the
SPC code defined by the j-th check. Therefore we conclude that the lemma holds.
Lemma 43 Let y ∈ Σ, fˆ = (f1| . . . |fN )
T be a vector with non-negative entries and such that
‖fi‖1 ≤ 1. Further, let f¯ = (1− ‖f1‖1,f1| . . . |1− ‖fN‖,fN )
T . Then
L
′
v(y)f¯ = Lv(y)fˆ −
N∑
i=1
log(Pr[yi|0]).
Proof For simplicity, we index entries in fˆ starting from 0. By definitions of fˆ and f¯ , we have
fi = (f¯(i−1)q+1, f¯(i−1)q+2, . . . , f¯(i−1)q+q−1)
= (fˆ(i−1)(q−1)+1, fˆ(i−1)(q−1)+2, . . . , fˆ(i−1)(q−1)+q−1),
and
f¯(i−1)q = 1− ‖fi‖1.
Note that f¯(i−1)q+δ = fˆ(i−1)(q−1)+δ for all i ∈ I and δ ∈ [q − 1]. Then
L
′
v(y)f¯ =
N∑
i=1
q−1∑
δ=0
log
(
1
Pr[yi|δ]
)
f¯(i−1)q+δ
=
N∑
i=1
[
q−1∑
δ=1
log
(
1
Pr[yi|δ]
)
f¯(i−1)q+δ + (1− ‖fi‖1) log
(
1
Pr[yi|0]
)]
=
N∑
i=1
[
q−1∑
δ=1
log
(
Pr[yi|0]
Pr[yi|δ]
)
f¯(i−1)q+δ + log
(
1
Pr[yi|0]
)]
=
N∑
i=1
[
q−1∑
δ=1
log
(
Pr[yi|0]
Pr[yi|δ]
)
fˆ(i−1)(q−1)+δ
]
+
N∑
i=1
log
(
1
Pr[yi|0]
)
= Lv(y)fˆ −
N∑
i=1
log(Pr[yi|0]).
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Now we state the proof of Theorem 24: Proof By Lemma 42, f¯ = (a1,f1| . . . |aN‖,fN )
T is
feasible for LP-CT if and only if fˆ = (f1| . . . |fN )
T is feasible for LP-FT. By Lemma 43, we can
subtract a constant,
∑N
i=1 log(Pr[yi|0]), from the objective function of LP-CT to obtain the same
objective function as LP-FT.
We now prove the theorem by contradiction. Suppose f¯ is the solution of LP-CT, but f¯ is
not the solution of LP-FT. Then there exists a feasible point f˜ that attains a lower cost than fˆ .
Using Lemma 42, we can construct a feasible point for LP-CT that attains a fewer cost than f¯ .
This contradicts with the assumption that f¯ is the solution of LP-CT. Similar arguments also
hold for the converse statement.
10.8 Proof of Theorem 27
We first restate Lemma 41 and Lemma 42 for the constant-weight embedding:
Lemma 44 Let U (resp. U′) be the relaxed code polytope for Flanagan’s embedding (resp. the
constant-weight embedding) for check h. If fˆ = (f1| . . . |fdc)
T ∈ U, then f¯ = (a1,f1| . . . |adc ,fdc)
T ∈
U
′ where ai = 1−‖fi‖1 for all i = 1, . . . , dc. Conversely, if f¯ = (a1,f1| . . . |adc ,fdc)
T ∈ U′ for some
a1, . . . , adc , then fˆ = (f1| . . . |fdc)
T ∈ U.
Proof For any value of i ∈ [dc], f0i does not participate in the condition (c) in Definition 38. Thus
fˆ satisfies condition (c) in Definition 15 if and only if f¯ satisfies condition (c) in Definition 38.
Further, it is easy to verify that fˆ satisfies condition (a) and (b) in Definition 15 if and only if f¯
satisfies condition (a) and (b) in Definition 38.
Lemma 45 If fˆ = (f1| . . . |fN )
T is feasible for LP-FR, then f¯ = (1−‖f1‖1,f1| . . . |1−‖fN‖,fN )
T
is feasible for LP-CR. Conversely, if f¯ = (f1,f1| . . . |fN ,fN )
T is feasible to LP-CR, then fˆ =
(f1| . . . |fN )
T is feasible to LP-FR.
Proof The proof is the same as for Lemma 42 except it is based on Lemma 44.
We can prove Theorem 27 using Lemma 43 and Lemma 45. The logic is the same as that for
Theorem 24.
10.9 Proof of Corollary 29
LP-FR has the same embedding and objective as LP-FT. Thus we can follow the same proof as
in [16, Thm. 5.1]. The only difference is in the constraint set. Thus we only need to prove that
the “relative matrix” (defined below) to the all-zeros matrix satisfies the constraint set in LP-FR.
The rest of the proof is identical to that in [16]. The following definition rephrases Eq. (19) in [16].
Definition 46 Let C be a SPC code defined by a length-d check h. Let F and F˜ be (2m − 1) × d
matrices. We say that F˜ is the “relative matrix” for F based on a codeword c ∈ C if
f˜ij =
{
1−
∑
i fij if i+ cj = 0
f(i+cj)j otherwise
, (10.4)
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where the sums are in F2m. (Note that in F2m , p+ q = 0 means q = p.) Denote this mapping Rc(·).
Note that this is a bijective mapping. Its inverse is given by
fij =
{
1−
∑
i f˜ij if i− cj = 0
f˜(i−cj)j otherwise
. (10.5)
Denote by R−1c (·) this inverse mapping.
Lemma 47 Let c be a valid SPC for length-d check h. Then F ∈ U if and only if Rc(F ) ∈ U.
Proof
• We first show that if F ∈ U, then Rc(F ) ∈ U. In other words, we need to verify that Rc(F )
satisfies all three conditions in Definition 15. The first two conditions are obvious. We focus
on the third condition. Let K be a non-empty subset of [m] and let j be an integer in [d]. Let
B˜(K, hj) be the set defined in Lemma 12 for the j-th check entry hj . There are two cases: (i)
cj /∈ B˜(K, hj) and (ii) cj ∈ B˜(K, hj).
If cj /∈ B˜(K, hj) then for all i ∈ B˜(K, hj),∑
k∈K
b(hj(i+ cj))k =
∑
k∈K
b(hji+ hjcj)k
=
∑
k∈K
[b(hji)k + b(hjcj)k]
= 1 + 0 = 1,
where the second equality follows because that the addition in F2m is equivalent to the vector
addition of the corresponding binary vectors. The third equality follows because i ∈ B˜(K, hj)
and cj /∈ B˜(K, hj). Similarly, for all i /∈ B˜(K, hj),
∑
k∈K b(hj(i + cj))k = 0. Thus i + cj ∈
B˜(K, hj) if and only if i ∈ B˜(K, hj).
In addition, since cj /∈ B˜(K, hj), we find that cj 6= i for all i ∈ B˜(K, hj). Then, by Defini-
tion 46, f˜ij = f(i+cj)j . Let g
K
j :=
∑
i∈B˜(K,hj)
fij and g˜
K
j :=
∑
i∈B˜(K,hj)
f˜ij, then
∑
i∈B˜(K,hj)
f˜ij =
∑
i∈B˜(K,hj)
f(i+cj)j
=
∑
(i+cj)∈B˜(K,hj)
f(i+cj)j
=
∑
l∈B˜(K,hj)
flj = g
K
j ,
where the second equality follows because i + cj ∈ B˜(K, hj) if and only if i ∈ B˜(K, hj).
Therefore we conclude that gKj = g˜
K
j .
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For case (ii), cj ∈ B˜(K, hj). Using the same argument as above, we can show that i + cj ∈
B˜(K, hj) if and only if i /∈ B˜(K, hj). Therefore∑
i∈B˜(K,hj)
f˜ij = f˜cjj +
∑
i∈B˜(K,hj) and i 6=cj
f˜ij
=
(
1−
2m−1∑
i=1
fij
)
+
∑
l /∈B˜(K,hj) and l 6=0
flj
= 1−
∑
l∈B˜(K,hj)
flj
= 1− gKj .
Combining the two cases, we conclude that the vector g˜K satisfies the following conditions:
g˜Kj =
{
gKj if cj /∈ B˜(K, hj)
1− gKj if cj ∈ B˜(K, hj)
. (10.6)
We can rephrase this condition by introducing the following notation: Let F˜ = F(c). Let
gK,c be a binary vector for K and c defined by gK,cj :=
∑
i∈B˜(K,hj)
f˜ij. By Lemma 12, g
K,c
is a binary vector with even parity. By its definition, gK,cj = 1 if and only if cj ∈ B˜(K, hj).
Thus we can rewrite (10.6) as
g˜Kj =
{
gKj if g
K,c
j = 0
1− gKj if g
K,c
j = 1
. (10.7)
These conditions satisfy the definition of “relative solution” defined in [2]. When applying
Lemma 17 in [2] to the case of binary single parity-check code, we conclude that g˜K ∈ Pd if
gK ∈ Pd. This conclude our verification of the third condition of Definition 15.
• Next we need to show that if F˜ ∈ U, then R−1c (F˜ ) ∈ U. Note that in (10.5), i − cj = 0 is
equivalent to i+ cj = 0 for F2m . Therefore the proof is identical to the previous case.
10.10 Proof of Theorem 33
10.10.1 Sketch of the proof
We need to prove Pr[error|0] = Pr[error|c], where c is any non-zero codeword. Let
B(c) := {y|Decoder fails to recover c if y is received}.
Then Pr[error|c] =
∑
y∈B(c) Pr[y|c].
We first rephrase the symmetry condition of [16]. This definition introduces a one-to-one map-
ping from the received vector y to a vector y0 such that the following two statements hold:
(a) Pr[y|c] = Pr[y0|0],
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(b) y ∈ B(c) if and only if y0 ∈ B(0).
Statement (a) is directly implied by the definition of the symmetry condition. We show in the
following that statement (b) is also true. Once we have both results,
Pr[error|c] =
∑
y∈B(c)
Pr[y|c]
=
∑
y0∈B(0)
Pr[y0|c] = Pr[error|0].
10.10.2 Symmetry condition
A symmetry condition for rings is defined in [16]. We now rephrase that definition for fields.
Definition 48 (Symmetry condition) For β ∈ Fq, there exists a bijection
τβ : Σ 7→ Σ,
such that the channel output probability conditioned on the channel input satisfies
P (y|α) = P (τβ(y)|α− β), (10.8)
for all y ∈ Σ, α ∈ Fq. In addition, τβ is isometric in the sense of [16].
10.10.3 Proof of statement (b)
We define the concept of relative matrices for the constant-weight embedding.
Definition 49 Let α ∈ F2m and let x be a vector of length 2
m. We say that x˜ is the “relative
vector” for x based on α if
x˜i = xi+α, (10.9)
where the sum is in F2m. This mapping is denoted by x˜ = R
′
α(x). Its inverse is given by
xi = x˜i−α. (10.10)
Denote by R′−1c (·) this inverse mapping.
We reuse this notation in the context of non-binary vectors and let c ∈ Fd2m . Let F
′ and F˜ ′ be
2m × d matrices. We say that F˜ ′ is the “relative matrix” of F ′ based on c if for all j
f˜ ′ij = f
′
(i+cj)j
, (10.11)
where the sum is in F2m. This mapping is denoted by F˜
′ = R′c(F
′). Its inverse is given by
f ′ij = f˜
′
(i−cj)j
. (10.12)
Denote by R′−1c (·) this inverse mapping. Finally, we note that for any vector λ of length 2
md, we
can think of this vector as λ = vec(F ). Then we let λ˜ = R′c(λ) where λ˜ := vec(F˜ ) and F˜ := R
′
c(F ).
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Lemma 50 The relative operation is linear. That is,
R
′
α(φxx+ φyy) = φxR
′
α(x) + φyR
′
α(y).
Further, the relative operator is norm preserving. That is, ‖R′α(x)‖ = ‖x‖.
Proof Linearity is easy to verify. We note that R′α(·) permutes the input vector based on α, and
therefore the norm is preserved.
Lemma 51 Let y ∈ Σ. Then L′(y) = R′β(L
′(τβ(y))).
Proof For all j = 0, . . . , 2m − 1, P (y|j) = P (τβ(y)|j − β). Therefore
log
(
1
P (y|j)
)
= log
(
1
P (τβ(y)|j − β)
)
.
This means that
L
′(y)j = L
′(τβ(y))j−β, (10.13)
satisfying the definition of relative vector in (10.10). Therefore L′(τβ(y))) = R
′
β(L
′(y)).
Lemma 52 Let c be a valid SPC codeword for length-d check h. Then F ′ ∈ U′ if and only if
R
′
c(F
′) ∈ U′.
Proof We can use the same logic in the proof of Lemma 47. Thus we omit the details.
Lemma 53 Suppose a convex set C is such that x ∈ C if and only if R′α(x) ∈ C for some α, then
ΠC(R
′
α(v)) = R
′
α(ΠC(v)).
Proof Our proof is by contradiction. Suppose that the projection of R′α(v) onto C is u 6=
R
′
α(ΠC(v)). Then R
′−1
α (u) ∈ C and R
′−1
α (u) 6= ΠC(v). Due to Lemma 50, we have
‖R′−1α (u)− v‖2 = ‖u− R
′
α(v)‖2
< ‖R′α(ΠC(v)) − R
′
α(v)‖2
= ‖ΠC(v)− v‖2.
This contradicts the fact that ΠC(v) is the projection of v onto C.
Lemma 54 In Algorithm 2, let x(δ), z
(δ)
j and λ
(δ)
j be the vectors after the δ-th iteration when
decoding y. Let x0,(δ), z
0,(δ)
j and λ
0,(δ)
j be the vectors after the δ-th iteration when decoding y
0.
If x0,(δ) = R′c(x
(δ)), z
0,(δ)
j = R
′
c(z
(δ)
j ) and λ
0,(δ)
j = R
′
c(λ
(δ)
j ) then x
0,(δ+1) = R′c(x
(δ+1)), z
0,(δ+1)
j =
R
′
c(z
(δ+1)
j ) and λ
0,(δ+1)
j = R
′
c(λ
(δ+1)
j ).
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Proof We drop the iterate (δ) for simplicity and denote by xnew , znewj and λ
new
j the updated
vectors at the (δ + 1)-th iteration. Let x0 = R′c(x), z
0
j = R
′
c(zj) and λ
0
j = R
′
c(λj). Also let γ
0 be
the log-likelihood ratio for the received vector y0. From Algorithm 2,
x
0,new
i =ΠS′q

 1
di−
2α
µ

 ∑
j∈Nv(i)
(
z
0,(i)
j −
λ
0,(i)
j
µ
)
−
γ0i
µ
−
2αr
µ



 . (10.14)
By Lemma 51, γ0i = R
′
ci
(γi). Then (10.14) can be rewritten as
x
0,new
i =ΠS′q

 1
di−
2α
µ

 ∑
j∈Nv(i)
(
R
′
ci
(z
(i)
j )−
R
′
ci
(λ
(i)
j )
µ
)
−
R
′
ci
(γ′i)
µ
−
2αr
µ




= ΠS′q [R
′
ci
(u)],
where
u =
1
di−
2α
µ

 ∑
j∈Nv(i)
(
z
(i)
j −
λ
(i)
j
µ
)
−
γ′i
µ
−
2αr
µ

 .
By Lemma 53,
x
0,new
i = R
′
c
(x(δ)).
Let vj = Pjx+ λj/µ and v
0
j = Pjx
0 + λ0j/µ, then v
0,(i)
j = R
′
ci
(v
(i)
j ). In addition, z
0,new
j = ΠU′(v
0
j ) and
znewj = ΠU′(vj). By Lemma 53, z
0,new
j = R
′
c
(znewj ).
It remains to verify one more equality:
λ
0,new,(i)
j =λ
0,(i)
j +µ
(
(Pjx
0,new)(i)−z
0,new,(i)
j
)
= R′ci(λ
(i)
j )+µ
(
(PjR
′
ci
(xnew)(i))−R′ci(z
new,(i)
j )
)
= R′ci(λ
new,(i)
j ).
Lemma 55 Let xˆ = D(y) be the output of the decoder if y is received and xˆ0 = D(y0). Then
xˆ0 = R′c(xˆ).
Proof We note that we initialize Algorithm 2 so that the conditions in Lemma 54 are satisfied.
By induction, we always obtain relative vectors at each iteration. It is easy to verify that both
decoding processes stop at the same iteration. Therefore xˆ0 = R′c(xˆ).
Due to Lemma 55, if the decoder recovers a codeword c from y, it means that the decoded vector
x is the embedding of c in the sense of Definition 4. Therefore by (10.9), R′c(xˆ) is the embedding of
0 in the sense of Definition 4. This means that the decoder can recover 0 from y0. One the other
hand, if the decoder fails to recover codeword c from y, then R′c(xˆ) is not a integral vector. This
means that the decoder cannot recover 0 from y0. Combining both arguments, we deduce that the
decoder can recover c from y if and only if it can recover 0 from y0, which completes the proof.
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11 Linear time x-update algorithm
First note that D−1 =DT , therefore
ZTj,kZj,k = P
T
j DjT
T
k TkD
T
j Pj.
As a result,
Z =
∑
j,k
ZTj,kZj,k
=
∑
j,k
P Tj DjT
T
k TkD
T
j Pj
=
∑
j
P Tj Dj
(∑
k
T Tk Tk
)
DTj Pj.
Let T =
∑
k T
T
k Tk. Then
Z =
∑
j
P Tj DjTD
T
j Pj.
We first prove the following Lemma that is useful in studying the structure of T .
Lemma 56 For an integer n ≥ 2, let K˜n = {K|K ⊂ [n] and K 6= ∅}. Let u,v be arbitrary binary
vectors of length n that are not equal to 0. Then
1. The number of sets K ∈ K˜n such that
∑
i∈K vi = 1 in F2 is 2
n−1.
2. If v 6= u, the number of sets K ∈ K˜n such that
∑
i∈K ui = 1 and
∑
i∈K vi = 1 in F2 is 2
n−2.
Proof We prove both parts of the lemma using inductions.
1. Proof by induction: When n = 2, the statement holds. Assume that the statement holds
for n = l. Denote by K˜l,0(v) (resp. K˜l,1(v)) the set of K ∈ K˜l such that
∑
i∈K vi = 0 (resp.∑
i∈K vi = 1). This implies
|K˜l,0(v)| = |K˜l,0(v)| = 2
l−1.
When n = l + 1, we need to consider binary vectors of length l + 1. We use v to denote
the first l bits of the vector. Let x ∈ {0, 1} be the l + 1-th bit of the vector. If x = 0, then
K˜l+1,0((v, 0)) contains the following sets: (a) all sets K ∈ K˜l,0(v) and (b) all sets K ∪ {l + 1}
where K ∈ K˜l,0(v). Therefore |K˜l+1,0((v, 0))| = 2
l. Since K˜l+1,1((v, 0)) is the complement of
Kl+1,0((v, 0)), |K˜l+1,1((v, 0))| = 2
l. If x = 1, then K˜l+1,0((v, 1)) contains the following sets:
(a) all sets K ∈ K˜l,0(v) and (b) all sets K ∪ {l + 1} where K ∈ K˜l,1(v). Therefore, we get the
same result, i.e.
|K˜l+1,0((v, 1))| = |K˜l+1,1((v, 1))| = 2
l.
Combining the two cases, we conclude that
|K˜l+1,0((v, 1))| = 2
l,
which completes the proof.
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2. Proof by induction. When n = 2, the statement holds. Assume that the statement holds
for n = l. Denote by K˜l,(0,0)(u,v) (resp. K˜l,(0,1)(u,v), K˜l,(1,0)(u,v), K˜l,(1,1)(u,v)) the set of
K ∈ K˜l such that
∑
i∈K ui = 0 and
∑
i∈K vi = 0 (the resp. sums equal to (0, 1), (1, 0) and
(1, 1)). Note all these sets have 2l−2 elements. Similar to the previous proof, we add one more
bit to both u and v. Depending on the combination of these two bits ((0, 0), (0, 1), (1, 0)
or (1, 1)), the four sets K˜l+1,(0,0)(u,v), K˜l+1,(0,1)(u,v), K˜l+1,(1,0)(u,v) and K˜l+1,(1,1)(u,v) all
double in size. Thus the four new sets all have 2l−1 elements.
We now describe the structure of T .
Lemma 57 T is block diagonal matrix, denoted by
diag(Φ,Φ, . . . ,Φ),
where
Φ =


2m−1 2m−2 2m−2 . . . 2m−2
2m−2 2m−1 2m−2 . . . 2m−2
. . . . . . . . . . . . . . .
2m−2 2m−2 2m−2 . . . 2m−1

 . (11.1)
Proof The matrices Tk are in a one-to-one relation with the set B˜(K, 1). Since T =
∑2m−1
k=1 T
T
k Tk,
tii =
∑
K I(i ∈ B˜(K, 1)), where I is the indicator function. In other words, tii is the number of sets
K such that i ∈ B˜(K, 1). Similarly, for all i 6= j, tij =
∑
K I(i, j ∈ B˜(K, 1)). By Lemma 56 we
conclude that tii = 2
m−1 and tij = 2
m−2 for all 1 ≤ i, j ≤ 2m − 1.
Note that Dj is also a block diagonal matrix. Therefore
DjTD
T
j = diag(Dj(h1)ΦDj(h1)
T ,Dj(h2)ΦDj(h2)
T , . . . ,Dj(hd)ΦDj(hd)
T ).
Lemma 58 Let D be an n × n permutation matrix. Let T be an n × n matrix whose entries are
tii = a for all i ∈ [n] and some constant a, tij = b for all i ∈ [n], j ∈ [n] and i 6= j, and some
constant b. Then, DTTD = T .
Proof Without loss of generality, let t11 = a and t12 = b. Let X = D
TTD. We need to prove
that xii = a for all i and that xij = b for all i 6= j.
Let Y =DTT , thenX = Y D. Therefore xij =
∑n
k=1 yikdkj. SinceD is a permutation matrix,
there is one 1 in the j-th column. Without loss of generality assume dαj = 1. Then xij = yiα.
Further, yiα =
∑n
k=1 dkitkα. If i 6= j, then there exists a β 6= α such that
∑n
k=1 dkitkα = tβα = t12.
Thus xij = t12 = b. If i = j, note that dαi = 1 and dki = 0 for all k 6= i. Therefore yiα =∑n
k=1 dkitkα = tαα = t11 = a.
By Lemma 58 we conclude that DjTD
T
j = T for all Dj . As a result,
Z =
∑
j
P Tj DjTD
T
j Pj
=
∑
j
P Tj TPj
= diag(dvT , dvT , . . . , dvT ),
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where dv is the variable degree, i.e, dv = |Nv(i)|. Then,
Z + I = diag(dvT + I, dvT + I, . . . , dvT + I).
Since dvT + I = (dvT + I)
T and its entries only have two values, we can calculate its inverse
explicitly. We do this next in Lemma 59.
Lemma 59 Let T be a (2m− 1)d× (2m− 1)d block diagonal matrix denoted by diag(Φ,Φ, . . . ,Φ),
where each Φ is the same (2m − 1) × (2m − 1) matrix in (11.1). Then (Z + I)−1 = diag((dvT +
I)−1, (dvT + I)
−1, . . . , (dvT + I)
−1) and
(dvT + I)
−1 =


a b . . . b
b a . . . b
. . . . . . . . . . . .
b b . . . a

 ,
where a = 1r−s + b, b =
−r
[r+s(2m−2)](r−s) , r = 2
mdv/2 + 1 and s = 2
mdv/4.
Proof It is easy to verify that the product of the two matrices is the identity matrix.
To summarize, (Z + I)−1t can be obtained by calculating each block multiplication due to the
fact that (Z + I)−1 is a block diagonal matrix. For each block we first calculate b‖ti‖1, where ti is
the i-th block of vector t. We then calculate (a − b)ti + b‖ti‖1. This algorithm for x-update has
complexity O(q2N).
12 Results and a conjecture for F22
Lemma 60 In F22 , F is a valid embedded matrix for the all-ones check if and only if F satisfies
the first two conditions of Definition 7 and the rows of F have either all odd parity or all even
parity.
Proof Let E1 be the set of binary matrices satisfying conditions in this lemma. First, we show
F ∈ E1 implies F ∈ E , where E is defined in Definition 7. Since the field under consideration is
F22 , F has three rows. Denote by f
R
i the i-th row of F . Then g
1 = fR1 + f
R
3 and g
2 = fR2 + f
R
3 .
If F ∈ E1,
dc∑
j=1
g1j =
dc∑
j=1
(f1j + f3j)
=
dc∑
j=1
f1j +
dc∑
j=1
f3j .
If
∑dc
j=1 f1j = 1, then
∑dc
j=1 f3j = 1 by the definition of E
1, which means that the overall sum is 0
in F2. If both the sums have even parity, then the overall sum is also 0. It is easy to verify that
the same situation holds for g2. Thus F ∈ E .
Now we show that F ∈ E implies F ∈ E1. Let F ∈ E . We need to show that if f1 has odd
(even) parities, f2 and f3 must also have odd (even) parities. This can be proved by contradiction.
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Suppose f1 has odd parity and f2 (or f3) has even parity, then g
1 = f1+f3 (or g
2 = f2+f3) does
not have even parity, contradicting the assumption that F ∈ E . Similarly, if f1 has even parity,
the other two rows must both have even parity.
In F22 , considering the all-ones check, the characteristics of the polytope in Definition 15 can
be simplified to the following:
Definition 61 Denote by U4 the relaxed code polytope for F22 for the all-ones checks. A 3 × dc
matrix F ∈ U4 if the following constraints hold:
1. fij ∈ [0, 1].
2.
∑3
i=1 fij ≤ 1.
3. Let fi be the i-th row of F . Let g
1 = f1+f3, g
2 = f2+f3 and g
3 = f1+f2. Then g
1 ∈ Pdc,
g2 ∈ Pdc and g
3 ∈ Pdc.
Conjecture 62 Let E be defined by Lemma 12 for F22 and by the all-ones check of length d. Let
U4 be defined by Definition 61. Then U4 = conv(E).
We validated this result numerically using the following approach. We randomly generated 106
vectors of length d where the entries of each vector are i.i.d. uniformly distributed in [0, 4]. We
then projected these vectors onto both U4 and conv(E) using CVX (cf. [30]). What we observed is
that the projections onto these two polytopes are the same for every vector. Therefore we believe
that the conjecture should hold. However, a proof of the conjecture remains open.
13 Calculating Es/N0
In QPSK, the coded symbols are 0, 1, ξ1, ξ2. We use vectors (1, 0), (0, 1), (−1, 0) and (0,−1) to
represent the modulated signals. Let x be the modulated vector of length 2N , where N is the block
length. Then the received signal is y = x+ n. Where n is i.i.d. Gaussian of variance σ2.
Let N0 be the noise spectrum density. The noise is equivalent to have variance of σ
2 = N0/2
per dimension. Let R be the symbol rate and fix Es = 1/R. Let γ = 10
Es/N0
10 be the (non-dB)
value for Es/N0, then
σ2 =
1
2γR
.
Suppose we use the length-80 code11 defined in [16] which has rate R = 0.6. Then Es/N0 = 4dB
translates into σ =
√
1
2×10
4
10×0.6
= 0.5760.
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