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Mode travel time estimation in the presence of internal waves (IWs) is a challenging problem. IWs
perturb the sound speed, which results in travel time wander and mode scattering. A standard
approach to travel time estimation is to pulse compress the broadband signal, pick the peak of the
compressed time series, and average the peak time over multiple receptions to reduce variance. The
peak-picking approach implicitly assumes there is a single strong arrival and does not perform well
when there are multiple arrivals due to scattering. This article presents a statistical model for the
scattered mode arrivals and uses the model to design improved travel time estimators. The model is
based on an Empirical Orthogonal Function (EOF) analysis of the mode time series. Range-dependent
simulations and data from the Long-range Ocean Acoustic Propagation Experiment (LOAPEX)
indicate that the modes are represented by a small number of EOFs. The reduced-rank EOF model is
used to construct a travel time estimator based on the Matched Subspace Detector (MSD). Analysis
of simulation and experimental data show that the MSDs are more robust to IW scattering than peak
picking. The simulation analysis also highlights how IWs affect the mode excitation by the source.
VC 2013 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4818847]
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I. INTRODUCTION
Munk and Wunsch (1983) suggest using a combination
of ray and low order mode travel times to invert for the aver-
age Sound Speed Profile (SSP) along a propagation path.
This paper focuses on the problem of estimating mode travel
times for use in ocean acoustic tomography. The modes are
an orthonormal basis derived from the wave equation. In this
work, the terms mode signals and mode pulses refer to the
broadband mode time series obtained by projecting the field
onto the modal basis. Mode travel time estimation is a chal-
lenging problem, particularly in the presence of internal
waves (IWs). IWs perturb the sound speed, causing fluctua-
tions in the mode propagation speed, as well as coupling of
energy among the modes. After propagating through IWs,
the mode pulses have a complicated structure. This paper
proposes a low rank model for these signals and explores a
new travel time estimator based on the model.
Figure 1 shows the standard processing steps required to
estimate the mode travel times. Tomographic sources typi-
cally transmit modulated waveforms, such as phase-encoded
pseudorandom sequences, that provide good time resolution
for a given bandwidth. The first step in processing is pulse
compression, which consists of cross-correlating the received
signal with the known transmitted waveform. Pulse compres-
sion, also known as matched filtering, increases the signal to
noise ratio (SNR) and improves the time resolution of the sys-
tem. Following pulse compression, the next step is to correct
for timing errors and source-receiver motion. Finally, the sig-
nals are spatially filtered to obtain the estimated time series
for each mode. Mode estimation relies on the orthogonality of
the mode shapes (as sampled by the array) to separate the sig-
nals. For more information on tomographic signal processing
and mode estimation, see the book by Munk et al. (1995) and
the papers by Wage et al. (2003) and Wage et al. (2005).
As shown in Fig. 1, obtaining the mode time series is the
pre-processing step prior to travel time estimation. The sim-
plest way to estimate the mode travel time is to select
the arrival time associated with the maximum of the
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pulse-compressed mode signal. In this paper, this simple mode
travel time estimator is referred to as “peak picking.” The
peak picking method works very well as long as the modes
propagate independently and only a single strong arrival is
observed for each mode. Unfortunately, these assumptions are
not always valid in practice. As noted above, IWs cause mode
coupling, also known as scattering (Dozier and Tappert,
1978a,b) where the energy from one mode is scattered into
other modes. Mode coupling or scattering results in compli-
cated arrivals that may contain multiple peaks
(Udovydchenkov et al., 2012; Udovydchenkov and Brown,
2008; Wage et al., 2003; Colosi and Flatte, 1996). Under these
conditions, picking the maximum peak does not guarantee an
accurate estimate of the average mode travel time.
Figure 2 illustrates the difficulties associated with
designing a travel-time estimator for the mode pulses. The
plots show pulse-compressed mode signals received during
the Long-range Ocean Acoustic Propagation Experiment
(LOAPEX) (Mercer et al., 2009). In LOAPEX, a ship-
suspended source located near the sound channel axis trans-
mitted broadband pulses at a series of ranges along the same
propagation path (Table I). A mode resolving vertical array
recorded the transmissions, providing an opportunity to
observe the range evolution of IW effects on the mode
pulses. While LOAPEX processing details are saved for
later, the plots in Fig. 2 show typical pulse-compressed
mode time series at ranges of approximately 50, 250, and
500 km. For each propagation range, the mode time series
are shown for two receptions occurring 4 h apart. The plots
reveal a complicated mode arrival structure that varies both
with range and time. Figure 2 shows that the time spread of
the arrivals increases with range, which is attributed to
increased coupling due to IWs. Applying the peak picking
approach to these receptions would give inconsistent results
over time, particularly for modes with multiple peaks in the
estimated time series, e.g., mode 10 at 250 km and modes 1
and 10 at 500 km. Currently, there are no models that
account for the complicated mode arrival structure due to
IW coupling and that can be used to design improved travel-
time estimation methods. Using experimental data and simu-
lations, this article develops a second order statistical model
for the time series at multiple ranges. The experimental data
set consists of the signals measured during LOAPEX, specif-
ically the transmissions from the 800 m deep source received
at ranges between 50 and 500 km. LOAPEX included other
source depths and propagation ranges. However, a combina-
tion of experimental limitations and low SNR limits this
analysis to the axial source depth and propagation ranges up
to 500 km. The synthetic data set consists of broadband
Parabolic Equation (PE) simulations for different IW realiza-
tions. Analysis of the second order statistics of the simulated
mode time series suggests that the mode pulses can be repre-
sented by a low rank model. This model is obtained by com-
puting the sample covariance of the estimated mode time
series for different realizations. Eigenanalysis of the sample
covariance matrix reveals that most of the energy is concen-
trated within a few eigenvalues, indicating that the mode
time series can be accurately modeled using a small number
of the eigenvectors (basis functions). A similar analysis of
the LOAPEX receptions confirms that the real data is also
consistent with a low rank model. For both simulated and ex-
perimental data, the rank of the model increases with range
due to mode coupling. Even at ranges of 500 km, the model
dimension remains quite small relative to the dimension of
the mode time series, however.
FIG. 1. Mode travel time estimation
block diagram. The mode travel time
estimator picks the peak of the esti-
mated mode time series.
FIG. 2. LOAPEX mode pulses. The two different receptions (Rec 1 and Rec 2)
were recorded 4 h apart.
TABLE I. LOAPEX receptions at each range. The transmission yeardays
are with respect to 2004, which was the year that LOAPEX was conducted.
Station Range (km) Days Hours Receptions
T50 (33.51N, 138.20E) 44.715 259–260 10 330
T250 (33.86N, –140.32E) 244.700 260–261 8 264
T500 (34.24N, 142.88E) 484.700 262–264 14 462
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Given a low rank model for the modes, this paper devel-
ops a new travel time estimator based on the Matched
Subspace Detector (MSD) framework proposed by Scharf
and Friedlander (1994). The MSD is an extension of the
well-known matched filter. While the basic matched filter
cross-correlates the received signal with the transmitted sig-
nal, the MSD cross-correlates the received signal with a set
of templates that are the eigenvectors of a low-rank sub-
space. The MSD receiver squares and sums the output of its
bank of cross-correlators to obtain a detection statistic.
Similar to matched filter processing, a travel time can be
obtained by picking the peak of the MSD output. Using
MSDs for travel-time estimation is similar to the “extended
matched filter” approach suggested by van der Heijden et al.
(2003) and van der Heijden et al. (2004).
Figure 3 illustrates how mode travel time estimation is
implemented using the MSD approach. First the mode time
series are estimated using the pre-processing steps shown in
Fig. 1, and the resulting time series are divided into two sets.
The first set is the training data, which is analyzed to deter-
mine the low rank basis functions required by the MSD.
Once the basis functions are known, the MSD can be imple-
mented to estimate the mode arrival times for the second set
of data. This paper investigates the performance of the MSD
approach using both simulated and experimental data. The
error statistics show that the MSDs produce travel time esti-
mates that are more robust to IW coupling and have a
smaller variance than the simple peak picking approach.
The remainder of the paper is organized as follows. The
next section uses simulations to study broadband mode prop-
agation through internal waves. Using the intuition derived
from the simulation studies, Sec. III develops a reduced rank
model for the mode time series. Using the model, Sec. IV
defines detectors for the mode pulses using the MSD frame-
work. Section V analyzes the LOAPEX data set to justify the
low rank model and to illustrate the performance of the
MSD estimator on real data. Section VI concludes the paper.
II. BACKGROUND ON BROADBAND MODE
PROPAGATION
This section provides a brief overview of the relevant
literature and uses simulations to highlight the features of
broadband mode pulses. The most significant work
describing mode propagation through IWs is that of Dozier
and Tappert (1978a,b), who used the coupled mode equa-
tions to model narrowband mode propagation. Later, Colosi
and Flatte (1996) used PE simulations to estimate mode
broadband statistics such as time wander and time spreads.
Recently, transport theory based approaches (Colosi and
Morozov, 2009; Colosi et al., 2013) to the coupled mode
equations have been used to successfully model narrowband
mode energies and time coherence. Among experimental
observations, Wage et al. (2003) and Wage et al. (2005) esti-
mated both broadband (time spreads, centroids) and narrow-
band mode statistics (coherence) for modes 1–10 at ranges
greater than 3000 km. Udovydchenkov and Brown (2008)
used an analytical approach to predict mode time spreads.
The predictions were later verified by experimental observa-
tions from LOAPEX (Udovydchenkov et al., 2012). The
work by Chandrayadula et al. (2013) estimated mode ener-
gies and coherences from LOAPEX and compared them to
transport theory predictions.
In the underwater channel, the received pressure field
p(r, z, x) at range r, depth z, and frequency x can be written
as p(r, z, x) ¼ Rm am(r, x)/m(x, z). The depth-dependent
wave functions /m(x, z) called modes are the eigenfunctions
of the acoustic waveguide and are derived from the
depth-dependent wave equation (Jensen et al., 1994). The










where H(x) is the source spectral level and /m(x, zs) is the
mode shape evaluated at the source depth zs. Equation (1)
assumes that the density across the whole water column is
equal to one and that the asymptotic approximation for the
Hankel function is valid (Jensen et al., 1994). The first factor
in Eq. (1), denoted by am(0, x), represents the spectrum of
the mode at the source, and the remaining factor defines how
the mode spectrum evolves as it propagates to range r. The
mode excitation is a function of the mode shape at the source
depth zs and the source spectrum H(x). If the source depth
coincides with a zero crossing of the mode shape, the mode
is not excited at that frequency.
Assuming that the transmitted signal is centered at xc
with a bandwidth of 2Dx, the broadband mode pulse am(r, t)
at range r and time t can be written as







where Re specifies the real part. The factor of 2 and the real
part operation account for the fact that the Fourier integral in
Eq. (2) only includes the positive frequencies. When there
are only minimal IW effects, the modes propagate adiabati-
cally, i.e., without any exchange of energy with other modes
(Pierce, 1965; Jensen et al., 1994). In the adiabatic approxi-
mation, the mode shapes and wave numbers evolve with
FIG. 3. Mode travel time estimation using a matched subspace receiver. The
inputs to the receiver are the mode time series at the output of the pre-
processing stage shown in Fig. 1. The time series are divided into two sets:
A training set and a test set. The dashed block shows how the basis functions
for the MSD receiver are designed by computing the eigen decomposition of
the estimated covariance matrix for the training set. The MSDs are applied
on the test data. The travel time estimate is the peak of the MSD output.
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range, but there is no cross-mode coupling. Using Eqs. (1)
and (2), an approximate expression for the adiabatic mode
pulse is
aad;mðr; tÞ  1ffiffiffiffiffiffiffiffiffiffiffiffiffiffixcspmrp amð0; tsmÞ; (3)
where spm is the range-averaged phase slowness for the mth
mode at the center frequency. The mode pulse at r¼ 0 is








sm ¼ sgmr: (5)
The mode excitation pulse am(0, t) is defined by the source
spectrum and the frequency-dependent weighting due to the
mode shape at the source depth. The adiabatic mode travel
time sgm is a function of the range-averaged mode group
slowness sgm, which varies with the IW realization.
Variations to the range-averaged group slowness cause a
time wander in the adiabatic mode pulse. The approximation
in Eq. (3) ignores the dispersion within a mode due to the
frequency dependence of the wave number. This approxima-
tion is justified for the low order modes, which exhibit the
smallest dispersion in deep water, assuming that the source
bandwidth is not too large. This assumption is satisfied for
the LOAPEX source considered in this paper.
When there is mode-to-mode coupling, the adiabatic
model will not be valid. In this case, coupled mode theory
can be used to solve for the mode pulses at different ranges
(Jensen et al., 1994). The received mode pulse at range r can
be written in terms of an adiabatic component and a coupled
component, i.e.,
amðr; tÞ  TmðrÞaad;mðr; tÞþacoupled;mðr; tÞ; (6)
where Tm(r) is an amplitude [0 < Tm(r) < 1] that represents
the decay of the adiabatic component with range. In a range-
dependent channel containing IWs, the adiabatic component
decreases with range as the coupled contributions from the
other modes increase. Since the adiabatic component is a
scaled version of the excitation pulse, deviations of the
received mode pulse from its excitation pulse can be used as
a measure of mode coupling.
The next two parts of this section use simulations to
illustrate how IWs affect the source excitation and the propa-
gating mode pulses out to a range of 500 km. This paper uses
modes 1 and 10 as a representative examples of the set of
low order modes. These modes were chosen partly because
they represent the lowest and highest modes analyzed in the
LOAPEX experiment. They also exemplify the effects of
different source excitations and mode coupling. Mode 1 is
highly excited and is less affected by coupling from its near-
est neighbor mode 2. On the other hand, mode 10 is weakly
excited and is affected by more significant amounts of coupling
from both its neighbors (modes 9 and 11). Colosi and Flatte
(1996) note that mode coupling increases with mode num-
ber. The statistics for the other modes lie in between.
This paper uses the method of Colosi and Brown (1998)
to simulate IWs. Colosi and Brown’s method is based on the
Garrett–Munk (GM) spectrum (Garrett and Munk, 1972,
1975). Table II shows the GM spectrum parameters used in
the simulation. These parameters were chosen so that the
standard deviation of the simulated sound-speed variability
is consistent with experimental observations made by Van
Uffelen et al. (2009) and Van Uffelen et al. (2010) during
LOAPEX. The simulated IWs produced sound speed pertur-
bations that had a maximum of 1 m/s around depths
100–200 m and perturbations on the order of 0.5 m/s around
depths 300–500 m. The range-dependent simulation environ-
ment was defined by adding the sound speed perturbations
due to IWs to the background SSP shown in Fig. 4. Note that
the background SSP is the average profile measured during
LOAPEX and is independent of range. The IW perturbations
are sampled every 100 m, thus the simulation environment
consists of a series of adjoining range-independent segments
that are each 100 m wide. Monte Carlo trials were imple-
mented to obtain a total of L¼ 50 simulation environments.
A. Effect of internal waves on source excitation
According to the model in Eq. (3), when a mode propa-
gates adiabatically, the received mode pulse looks like the
excitation pulse. This section examines simulated excitation
pulses for the LOAPEX environment. First, consider the
FIG. 4. Average measured sound speed profile at the LOAPEX vertical line
array and the corresponding modeshapes at 75 Hz. The nominal hydrophone
depths are indicated by circles overlaid on the modeshapes. The LOAPEX
source depth at 800 m is indicated by a dashed-horizontal line.
TABLE II. Internal wave simulation parameters.
Parameter Value










Internal wave modes jmax 150
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excitation pulses for the background SSP. Figure 4 shows
mode shapes at 75 Hz for the first 10 modes of the back-
ground environment computed using the Prufer normal
mode code (Baggeroer, 2010). The dashed line denotes the
LOAPEX source depth. Figure 5 shows the LOAPEX source
response, frequency dependent mode amplitudes am(0, x),
and the corresponding mode excitation pulses am(0, t) for
modes 1 and 10. For mode 1, the frequency spectrum is dic-
tated mostly by the source excitation spectrum H(x): since
the shape of mode 1 at the source depth varies little with fre-
quency. In contrast, mode 10 has a notch in its frequency
spectrum. The notch occurs because the source depth is close
to a zero crossing of the mode shape for frequencies
75–80 Hz. In terms of the time domain response, the excita-
tion pulse for mode 1 has a single peak, while the mode 10
pulse has two peaks. In addition, Fig. 5 shows that the axial
source excites modes 1 and 10 at significantly different
source levels. The difference in the frequency-dependent
mode amplitudes results in a difference of the time domain
response for the two modes. Figure 5 shows that the excita-
tion pulse for mode 1 has a single peak while the mode 10
pulse has two peaks.
Second, consider how the mode excitation varies for dif-
ferent IW realizations. Histograms of the broadband mode
excitation level Bm are a useful way to characterize the vari-
ability. Bm is defined as








The definition of Bm assumes that the mode spectra are only
non-zero in the source band, which is 60 to 90 Hz for the
LOAPEX source. Histograms of Bm are computed from the
simulations as follows. For each of the L¼ 50 simulated
environments, 50 uncorrelated SSPs are obtained by sam-
pling the range-dependent profile every 10 km over the full
500 km range. These 2500 uncorrelated SSPs are used to
calculate the source mode amplitudes /m(x, zs) at the
LOAPEX source depth zs¼ 800 m. The estimated source
mode amplitudes and H(x) (Fig. 5) are used in Eq. (1) to
estimate the source excitation amplitudes am(0, x) and the
corresponding values of Bm. Figure 6 shows the histograms
of Bm for modes 1–10. The mean and standard deviation
(SD) of Bm are also noted on the subplots. The source
excites modes 1, 2, 5, and 8 with the highest levels. These
strongly excited modes also have the least variability
among all the modes. On the other hand, modes 3, 4, 6, 7,
9, and 10 have lower energy levels. Some of the weakly
excited modes, such as 6 and 10, have much greater vari-
ability than the strongly excited modes. This example dem-
onstrates that IWs at the source can cause significant
variations in the mode amplitude, even in the absence of
mode scattering.
FIG. 5. (Color online) LOAPEX source response at 800 m (that was
obtained by multiplying the transducer response and the input signal spec-
trum), absolute pressure levels for the source excitation spectrum [Eq. (1)],
and excitation pulse [Eq. (4)] for modes 1 and 10. The mode excitation
amplitudes for use in Eq. (1) were obtained by solving the depth-dependent
equation for the SSP in Fig. 4 (Jensen et al., 1994).
FIG. 6. Histograms of broadband source levels Bm [Eq. (7)] at 1 m for modes
m¼ 1 to 10 generated from 50 IW realizations. From each IW, 50 uncorre-
lated SSPs were obtained by sampling the SSPs every 10 km and used to cal-
culate the source levels.
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B. Relationship between mode excitation
and mode coupling
In order to compare the adiabatic modes with the fully
coupled modes, simulations for both cases are implemented
at ranges of 0, 10, 20, 30, 40, 44.725, 244.7, and 484.7 km.
The last three ranges correspond to the exact measurement
ranges in LOAPEX. Adiabatic mode pulses are generated
using Eqs. (3), (4), and (5). For the fully coupled mode
pulses, PE simulations are performed to generate L¼ 50
realizations of the complex pressure field pl(r, z, x) over the
bandwidth of the source (Jensen et al., 1994). The complex
pressure field is projected onto the mode shapes /lmðr; z;xÞ
[estimated from the local SSP cl(r, z)] to generate the mode
amplitudes almðr;xÞ. The PE mode amplitudes almðr;xÞ are
inverse Fourier transformed [Eq. (2)] to estimate almðr; tÞ.
Figure 7 shows examples of the adiabatic mode pulses and
the fully coupled mode pulses generated using these methods
for two different IW realizations. The results for modes 1
and 10 show variability in mode excitation, time wander in
the arrivals due to IW-induced changes in group slowness,
and coupling effects. Comparing the simulation results in
Fig. 7 to the experimental data in Fig. 2 reveals several simi-
larities. First, mode 1 is dominated by a single arrival out to
250 km and shows the least variability in both the simula-
tions and the real data. Second, at 50 km the mode 10 simu-
lations reveal changes in the excitation that are of the same
order as those in the real data. Finally, both the simulations
and the LOAPEX data indicate that the mode arrivals are
dispersed in time. The structure of the mode pulses varies
from one IW realization to the other. At 484.7 km, the time
spread of the pulses is greater than the spread that is due to
frequency dispersion alone. Much of the variability in the
mode pulses at 484.7 km is due to scattering.
A correlation analysis of the adiabatic and coupled sim-
ulations provides valuable insights about the effects of IWs
on the mode pulses. For each simulation environment
(Monte Carlo trial), the adiabatic mode pulse and the
coupled mode pulse are cross-correlated. The maximum
value of the cross-correlation is averaged over all the Monte
Carlo simulations. Figure 8 shows the results for modes 1, 2,
6, and 10. The adiabatic and the coupled modes are perfectly
correlated at the source and then the correlation decays with
range. The decorrelation is more obvious at short ranges
(less than 50 km). At 50 km, modes 1 and 2 are still highly
correlated, with correlation coefficients approximately equal
to 1. Over the same range, modes 6 and 10 have a sharp drop
off to around 0.85. Recall that modes 6 and 10 are only
weakly excited since the source is located near a zero cross-
ing of their mode shapes. If a mode is weakly excited, even
small amounts of coupled energy from strongly excited
modes may overwhelm the adiabatic component. The results
for modes 6 and 10 suggest that, for ranges as short as 10 to
50 km, the adiabatic approximation is not appropriate for
modes that are weakly excited by the source.
This section showed that IWs affect the arrival structure
of the mode time series in several important ways. First, IWs
affect how the source excites the modes. When the source is
located near a zero-crossing of the mode shape, the excita-
tion is highly variable. This causes the adiabatic mode ar-
rival structure to vary with IWs. Second, IWs cause
scattering of energy among modes. If a mode is weakly
excited by the source, then scattering from neighboring
strongly excited modes dominates the mode pulse, even at
relatively short ranges. A travel-time estimator for the modes
requires a statistical model to account for the IW-induced
structure of the mode time series.
FIG. 7. (Color online) Mode pulses for two different internal wave realiza-
tions (IW1 and IW2) for different propagation scenarios, obtained using PE
simulations described in Sec. II B.
FIG. 8. The average of the peak correlation between the simulated adiabatic
and fully coupled pulses for modes 1, 2, 6, and 10 at ranges 0 to 500 km.
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III. REDUCED RANK MODELS FOR THE MODE
PULSES
This section develops a reduced rank empirical model
for the mode pulses based on a second order statistical analy-
sis of the simulation data. The dashed box in Fig. 3 shows
the analysis required to compute the model parameters. The
input to the analysis is a training data set consisting of simu-
lated mode time series for different IW realizations. These
data are time aligned using the procedure described below.
A sample covariance matrix is computed from the time
aligned pulses. Eigen decomposition of the sample covari-
ance yields the Empirical Orthogonal Functions (EOFs) for
the data set. A subset of the EOFs are selected to represent
the low rank subspace for the mode pulses. The following
paragraphs provide additional details about the model esti-
mation procedure for both the adiabatic and coupled mode
data sets.
First consider the construction of a low rank model
for the adiabatic mode pulses. The main features of this
model are captured using the simulations at 44.725 km.
Adiabatic mode pulses alad;mðr; tÞ for simulations l¼ 1 to
50 were generated for 44.725 km. As noted before, the
adiabatic modes exhibit a time wander due to the varia-
tions of the range-averaged group slowness ½slg;mðrÞ.
Uncompensated time wander smears the EOFs in time.
For each of the simulated range-dependent environments,
the group velocity at 75 Hz was calculated for every range
segment and then averaged to obtain the range-averaged
group slowness slg;mðrÞ. The adiabatic travel times
½slmðrÞ ¼ rslg;mðrÞ were then used to align the modes by








The time-shifted adiabatic mode pulse is stored in the vector
alad;m. The vectors for L realizations are used to calculate the






A Singular Value Decomposition (SVD) was used to
calculate the eigenvalues and the eigen vectors of Rad,m such
that
Rad;m ¼ Um Em VHm: (10)
The columns of U constitute a complete orthonormal basis
spanning the adiabatic mode pulses. The diagonal matrix Em
contains the square of the eigenvalues of Rad,m in descending
order. The number of EOFs required to represent a random
signal depends on the application and the relative magni-
tudes of the eigenvalues [see Jolliffe (2002a) for a discussion
of the different approaches]. In order to determine the num-
ber of EOFs sufficient to represent the adiabatic mode
pulses, this article uses a quantity called the cumulative-












where em(s) are the eigenvalues from Em. Km(d) is a measure
of the concentration of energy. The minimum number of
EOFs (D) required to represent most of the mode energy is
D ¼ min
d
½KmðdÞ > 98%: (12)
Figure 9 shows the subspace dimension for the adiabatic
modes, calculated using Eq. (12). Modes 1, 2, 4, 5, and 8 are
adequately represented by one EOF whereas modes 3, 6, 7,
9, and 10 require two EOFs. The weakly excited modes that
have higher source excitation variability (Fig. 6) require an
additional dimension. Nevertheless, the adiabatic mode
pulses lie in a subspace spanned by only the first two EOFs.
Figure 10 shows the EOFs that constitute the subspace for
modes 1 and 10. For mode 1, the first EOF defines the whole
subspace and is similar to the mode time series in Fig. 7. For
mode 10, there are two EOFs that comprise the subspace.
One of the EOFs has no nulls and the other EOF has a null.
The two EOFs for mode 10 describe the variability for adia-
batic mode 10 in Fig. 1. The subspace representation for the
adiabatic mode alad;m is thus
alad;m ’ Uad;mhlm; (13)
where the matrix Uad,m contains the first D columns of the
matrix Um [Eq. (10)]. The EOF weights h
l
m vary with the in-
ternal wave realization. The subspace model is a low dimen-
sion approximation to the adiabatic mode time series.
Now consider developing a low rank model for the fully
coupled mode pulse using a similar approach. The fully
coupled mode pulses almðr; tÞ were generated by PE simula-
tions and time aligned using predictions for the adiabatic
travel times. The SVD of the correlation matrix of the time-
shifted modes alm was used to obtain the eigenvectors
Um
FIG. 9. EOF subspace dimension for the adiabatic and fully coupled modes
from Eq. (11).
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and the eigenvalues Em of the mode pulse. Figure 9 shows
the dimensionality [from Eqs. (11) and (12)] for the modes
at 44.725, 244.7, and 484.7 km. This figure shows that only a
few EOFs are required to represent the modes alm at each
range such that
alm ’ Umhlm: (14)
At 44.725 km, the dimensions of the fully coupled model are
similar to those for the adiabatic mode pulse. At this range,
modes 1 and 2, the strongest at the source, suffer the least
amplitude variability along the propagation range and are
described by D¼ 1 EOF. The other mode pulses, such as 6
and 10, require 2 EOFs. At 244.7 km, D¼ 2 for mode 1,
D¼ 3 for modes 2, 3, and 5, and D¼ 4 EOFs are required
for modes 4, 6, 7, 8, 9, and 10. At the 484.7 km range, the
dimensions for all mode pulses have increased significantly
when compared with the 244.7 km range. The jump in
dimension suggests that between 244.7 and 484.7 km the
modes undergo a significant amount of coupling. The 244.7
and 484.7 km dimensionality curves show an increase in D
with mode number. The higher modes that sample the higher
buoyancy frequency regions encounter greater internal-
wave-induced sound-speed perturbations. In addition, the
higher modes are susceptible to coupling from a greater
number of modes than the low order modes. While the
dimension of the adiabatic mode pulses was determined by
the source excitation variability, as the fully coupled modes
propagate farther away from the source, the coupled energy
outweighs the initial mode energy in the subspace dimen-
sion. Figure 10 shows EOFs 1 and D (subspace dimension
from Fig. 9) for modes 1 and 10 for the different ranges. The
first EOF seems to span that part of the mode pulse, where
most of the energy is. The other EOFs span the rest of the
mode time series.
This section showed that the dispersed mode pulses are
suitably represented by a few EOFs that vary with range.
The number of EOFs that are required to represent the mode
time series increases with the amount of coupling at each
range. The next section uses the EOFs to design a mode
travel time estimator.
IV. TRAVELTIME ESTIMATION METHODS FOR
MODE PULSES
As noted in the introduction, travel time estimation dete-
riorates in the presence of internal wave induced coupling.
While the mode pulses can be highly variable, the results of
Sec. III indicate that they can nevertheless be described
using a small number of EOF basis vectors. Thus, the mode
travel time estimation problem reduces to the problem of
detecting the arrival of an unknown signal that lies within a
known low-rank subspace. Scharf (1991) proposed the
Matched Subspace Detector framework to solve this prob-
lem. The MSD approach is further described in articles by
Scharf and Friedlander (1994), and McWhorter and Scharf
(2003). This section investigates the use of MSDs to estimate
the mode travel times.
As proposed by Scharf, the MSD is an optimum detector
for signals in the form of Eq. (14). The detection statistic
used by the MSD is the power of the signal in the subspace.
Assuming that the subspace is defined by a set of D ortho-






where udm is the dth basis vector. Note that for a one-
dimensional subspace (D¼ 1), the MSD reduces to the
standard matched filter detector.
In addition to being used as a detector, the conventional
matched filter can be used to estimate travel times. For travel
time estimation, the matched filter is implemented as a corre-
lation receiver, i.e., the input data is cross-correlated with
the signal template (Van Trees, 2001). The travel time esti-
mate is obtained by picking the peak of the matched filter
output. The MSD can be implemented in a similar fashion.
For the MSD the mode time series is cross-correlated with
each of the basis vectors, and the outputs of the bank of
cross-correlators are squared and summed. The estimate of
the mode travel time is the peak of the resulting sum, i.e.,
s^lm ¼ Maxt jc
l
mðtÞj: (16)
Note that this method is similar to the extended matched-
filter approach that was proposed by van der Heijden et al.
(2003) and van der Heijden et al. (2004) to measure travel
FIG. 10. (Color online) The EOFs that are a part of the reduced rank model
for modes 1 and 10. The EOFs 1 and D are shown to depict the span of the
different EOFs. Refer to Fig. 9 for estimates of the subspace dimension D.
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times in a multipath environment. The block diagram in
Fig. 3 shows how the MSD is implemented. Note that the
EOFs used in the matched subspace receiver are estimated
from the training data set, whereas the receiver is applied to
a separate test data set.
The remainder of this section describe the application of
MSDs to mode travel time estimation. The simulation results
in Figs. 11–14 illustrate the advantages that the MSD receiver
has over peak-picking and discuss the impact of model order
selection for the MSD receiver. Figures 11 and 12 apply the
MSDs to modes 1 and 10 at 44.725 km. Figure 11 shows how
the MSDs are applied at 44.725 km. Three different MSDs
(of dimensions 1–3) are considered to show how the MSD
performance deteriorates with MSD order. Consider using
1D, 2D, and 3D MSDs to estimate the travel times for modes
1 and 10 for two different IW realizations at 44.725 km. The
top and bottom plots in Fig. 11 show the MSD travel time
estimates for modes 1 and 10 at 44.725 km. For both the in-
ternal wave realizations, the adiabatic travel times for modes
1 and 10 are approximately 30.25 s and 30.2125 s, respec-
tively. Peak picking seems to work well for mode 1 but gives
much different results for mode 10 for the two different real-
izations. The MSD results are shown for a 1D, 2D, and a 3D
MSD. Mode 1 for IW 1 and 2 does not vary much and con-
sists of a single arrival. For mode 1, the 1D MSD has the nar-
rowest output. The outputs for the 2D and the 3D MSDs are
wider. Figure 9 showed that at 50 km, most of mode 1 is
described by EOF 1. The MSD results show that the 1D
MSD has the narrowest output and over-estimating the EOF
dimension causes an output wider in time width. The mode
10 signals differ for IW 1 and IW 2. For IW 1, mode 10 con-
sists of a double-peaked arrival that is mostly described by
EOF 1 in Fig. 10. The 1D MSD that is based on EOF 1 yields
a single peaked output. The 2D MSD and 3D MSD also yield
a single peaked output, but slightly wider time widths. For
the second realization (IW2), mode 10 has a single peak. The
1D MSD for mode 10 that consists of EOF 1 is mismatched
to the mode time series. The 2D MSD yields an output that
has a single peak at the travel time for mode 10. The 3D
MSD yields an output that is broader in time width than the
1D and the 2D MSDs. For mode 1 although both 1D and the
2D MSD peak at the right time (for IW1 and IW2), the output
of the 2D MSD is wider in time. For mode 10, the 1D MSD
peaks at the wrong arrival time for IW2. Although the 2D
and the 3D MSD for mode 10 peak at the right arrival time
(for IW1 and IW2), the 3D MSD has a wider time spread. As
the MSD output increases in width, it potentially leads to
errors in the presence of noise. The 1D and the 2D MSDs are
hence the most suitable for modes 1 and 10, respectively.
The MSD dimensions are in agreement with the EOF per-
centage energy plots presented in Fig. 9. The MSD simula-
tion examples in Fig. 11 show that (1) the MSDs based on
the EOFs account for the internal wave variability and yield
consistent travel-time estimates and (2) the 98 percentile
FIG. 11. (Color online) The mode pulses and the respective MSD outputs for
modes 1 and 10, for two different internal wave realizations. Each of the MSD out-
puts and mode pulses were normalized by dividing with their respective maxima.
FIG. 12. (Color online) Travel-time estimation errors for 1D MSD (red
solid), 2D MSD (blue dashed), and peak picking (black solid-squares) at
44.725 km. The estimation errors are with respect to the background travel
times estimated from the SSP in Fig. 2.
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criterion in Eq. (11) used to determine the dimension of the
EOF basis set is reasonable.
The performance of the MSDs was evaluated using mul-
tiple simulations. The MSDs for ranges 44.725, 244.7, and
484.7 km were constructed using 50 independent internal
wave realizations. These 50 independent realizations formed
the “training data.” The constructed MSDs were then used to
estimate the mode travel times for another 50 independent
simulations, which formed the “test data.” All the error sta-
tistics in this section pertain to the travel time estimates
obtained from the test data. Figure 12 shows the travel-time
estimation errors for peak-picking and the MSD approach
for multiple realizations of modes 1 and 10 at 44.725 km.
The travel-time estimation error is defined with respect to
the mode travel times for the background SSP in Fig. 1. For
mode 1, peak picking and the 1D MSD yield similar results
and have an SD of around 4.6 ms. For the simulated mode
pulses at T50, there is not much coupling and most of the
time wander is due to the perturbations to the adiabatic travel
times. The actual estimation error for the mode 1 MSDs is
thus smaller than the time wander depicted in Fig. 12. For
mode 10, the travel-time estimation error using the 1D MSD
and peak picking are roughly comparable. The 1D MSD has
estimation errors greater than 20 ms. The 2D MSD yields a
much smaller estimation error (3.4 ms) than the 1D MSD
and is consistent across internal wave realizations.
Similar to the 44.725 km range, MSDs were constructed
for the ranges 244.7 and 484.7 km. The MSD dimensions
were based on the cumulative-percentage energy rule in
Eq. (11). Figure 13 shows an example of the simulated mode
pulses and the corresponding MSD outputs. The MSD out-
puts get wider with increasing propagation range. The peaks
of the MSD outputs were estimated as the mode travel time.
Figure 14 compares the mean and the standard deviation for
the travel-time estimation errors for peak picking and MSDs
at ranges 44.725, 244.7, and 484.7 km. At 44.725 km for
strongly excited modes 1, 2, 4, 5, and 8, the standard devia-
tion of the travel-time estimates are almost the same for both
peak picking and the MSD. However, for weakly excited
modes (Fig. 5) such as 3, 6, 7, 9, and 10, the MSDs perform
better than peak picking. At 244.7 km, the mean and RMS
errors for MSDs are comparable to those from peak picking.
At 484.7 km, the MSDs perform much better than picking
peaks. While the peak picking estimates at 484.7 km have an
RMS error of approximately 40 ms, the corresponding MSD
estimates have an RMS error of approximately 25 ms.
The simulations in this section (Fig. 14) show that the
MSDs have a smaller travel time estimation error than peak-
picking. At 44.725 km, the MSD is required only for weakly
excited modes. At 244.7 km, MSDs are required for more
number of modes than at the preceding range. At 484.7 km,
the MSDs are mandatory for all the modes. The MSD simu-
lations show that the subspace representation becomes more
FIG. 13. Output of the MSDs for simulated mode pulses at ranges 44.725,
244.7, and 484.7 km. The MSD dimension were based on the cumulative
percentage energy calculations (Fig. 11). Each of the MSD outputs and
mode pulses were normalized by dividing with their respective maxima.
FIG. 14. (left) Mean and (right) standard deviation of travel-time estimation
error for MSD and peak picking. The estimation errors are with respect to
the background travel times estimated from the SSP in Fig. 2.
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important as the amount of coupling increases. The MSD
framework is capable of exploiting the low-dimension model
to yield more consistent observables (travel times) for to-
mography. The next section extends the low-dimension
model to actual data that was measured during LOAPEX. In
addition to that, the following section also uses the MSDs
from the low-dimension model, to estimate the LOAPEX
mode travel-times.
V. LOW RANK MODELS FOR MODES IN LOAPEX
DATA
This section consists of two parts. The first part
describes a low rank model for the LOAPEX mode pulses
and compares it with the simulations from Sec. III. The sec-
ond part of this section applies the MSD approach to esti-
mate the LOAPEX mode travel times.
A. LOAPEX geometry
Mercer et al. (2009) provide a thorough description of
LOAPEX. What follows is a brief summary of the relevant
details. During LOAPEX a moored Vertical Line Array
(VLA) spanning depths 350–1750 m received transmissions
from a 800 m deep ship-suspended source. Figure 15 shows
the location of the VLA relative to the first three transmit-
ting stations. Table I provides the locations of the stations
and their respective ranges to the receiver array. There were
transmissions from other source depths and ranges, but they
were not used due to problems with low SNR or lack of
VLA navigation data. Each transmission consisted of multi-
ple phase-coded, maximal length sequence (m-sequence)
periods, lasting a total of 20 min (Mercer et al., 2009). For
all the transmissions, the array was navigated using a long-
baseline acoustic navigation system. Table I gives the total
number of m-sequence periods at each station that were
used in this analysis. The LOAPEX transmissions at each
station lasted less than a day. Since the IW spectrum
extends down to the inertial frequency, the LOAPEX recep-
tions do not fully sample the IW variability. Thus, the
LOAPEX signals should exhibit less variability than the
simulated data described in Sec. III. Apart from acoustic
transmissions, LOAPEX had environmental measurements
at the array and along the propagation path. At the array,
Seabird recorders provided temperature and salinity
measurements. In addition, CTD measurements were made
at each source station. Refer to the work by Chandrayadula
et al. (2013) for the SSP estimates from the environmental
measurements at the array and CTD profiles during
LOAPEX.
B. LOAPEX signal and mode processing
This section describes how the pre-processing steps in
Fig. 1 were implemented for the LOAPEX data set. The
m-sequence receptions were complex demodulated, low pass
filtered with a 9 pole Bessel filter, and pulse compressed
(Munk et al., 1995). The pressure time series at the output of
the pulse compression is pl½r þ drlðzÞ þ drls; z; t, where drls
is the source displacement and drl(z) is the receiver displace-
ment at depth z and l denotes a given m-sequence period.
Uncompensated mooring motion leads to two problems.
First, uncompensated radial displacement of either source or
receiver leads to loss of phase coherence across depth and
time. Second, uncorrected vertical displacement of the re-
ceiver array causes errors in mode filtering. Given the xl(z),
yl(z), and zl locations of the hydrophones for m-sequence pe-
riod l, the xl(z) and the yl(z) are projected to estimate the ra-
dial displacement drl(z). Similar to the approach used by
Wage et al. (2003), the acoustic mode 1 wave number k1





plðr þ drlðzÞ þ drls;z;xÞeik1ðxÞdr
lðzÞdx:
(17)
The top and the bottom halves of the array were individually
tracked using a long-baseline navigation system. However,
during LOAPEX, array navigation data were sometimes
missing for the top or bottom half of the array. During these
times an extrapolation method based on Principal
Component Analysis (PCA) (Jolliffe, 2002b) was used to
estimate the array position (Chandrayadula and Wage,
2008). The extrapolation was implemented as follows. First,
a principal component basis for the array shape was con-
structed using the navigation data for the whole array
(recorded when both halves of the tracking system were
working). For times when the navigation data is available for
only half the array, the measurements are projected onto the
principal component basis to estimate the data for the miss-
ing half. The PCA method estimated the missing navigation
data to within 1 m or k=20 root-mean-squared accuracy. The
PCA estimated radial array displacements drl(z) were used
in Eq. (17) to compensate for the array motion.
The LOAPEX source motion was not measured directly.
The source-motion-induced time wander dt^ls was therefore
estimated using the ray time fronts for each reception.
Figure 16 shows sample receptions and the ray arrivals that
were used to track the source motion. For a given
m-sequence period l, the travel times of the peak arrivals
were averaged across the 40 hydrophone depths to obtain a
mean travel time bl. Averaging across depth, while retaining
the source-motion-induced variability, cancels most of the
FIG. 15. LOAPEX source and receiver locations. The transmitting stations
T50, T250, and T500 (denoted by stars) lie along an east-west path from the
receiver VLA (denoted by circle).
3342 J. Acoust. Soc. Am., Vol. 134, No. 4, Pt. 2, October 2013 Chandrayadula et al.: Reduced rank models for mode travel times
 Redistribution subject to ASA license or copyright; see http://acousticalsociety.org/content/terms. Download to IP:  205.155.65.56 On: Mon, 11 Apr 2016 23:00:49
small scale travel-time variability due to internal waves and
some of the tidal variability that is partially correlated across
the array span. The travel-time wander due to source motion
at each station was then estimated using






where the average is taken across the L receptions at each
station. The source-motion-induced time wander was then
compensated using
plðr; z; tÞ 
ð
x
plðr þ drls; z;xÞeixdt^
l
sdx: (19)
After mooring corrections, broadband mode filtering
was used to obtain the mode time series from the pressure
time series pl(r, z, t) (Wage et al., 2003). The LOAPEX
VLA was designed to separate modes 1 through 10. Mode
filtering was implemented as follows. The pressure time se-
ries pl(r, z, t) was Fourier transformed to obtain pl(r, z, x).
The pressure field was then projected onto the mode shapes
calculated from the array SSPs to estimate the mode ampli-
tudes a^lmðr;xÞ. The mode amplitudes were then inverse
Fourier transformed to estimate the LOAPEX mode pulses
a^lmðr; tÞ for modes 1 to 10. Figure 17 shows the incoherent
average of modes 1 and 10 pulses at ranges T50, T250, and
T500. The pulses arrive over a time period of less than 1 s.
Similar to the simulations in Fig. 5, mode 10 is excited at a
lower level than mode 1. Mode 10 at T50 and T250 is more
dispersed in time than mode 1. The greater time spread of
mode 10 suggest that it underwent more scattering events.
Compared to T50 and T250, mode 1 has a significantly
greater time spread at T500.
C. Low dimension model for LOAPEX source
excitation variability and LOAPEX modes across range
The environment at the source, although not the same as
at the array, is expected to have similar internal wave energy
levels. The SSPs [cl(z)] interpolated from the measurements
at the array were therefore used to estimate the statistics of
the source excitation spectrum. The SSPs from the sensors
attached to the array were substituted in the depth-dependent
equation to obtain the mode shapes /lmðxÞ (Jensen et al.,
1994). The mode amplitudes at the LOAPEX source depth zs
(800 m) were then used in Eqs. (3), (4), and (5) to simulate
the LOAPEX adiabatic pulses a^ad;m. The simulated mode
pulses were then processed using the second order statistical
analysis in Fig. 3 to obtain the EOFS. The simulated pulses
were time aligned using Eq. (8) and the LOAPEX adiabatic
correlation matrix R^ad;m estimated. An SVD of R^ad;m
was then performed. Figure 18 shows the dimension Km
[Eq. (12)] of the source excitation time series in the
LOAPEX environment. Similar to the simulations (Fig. 9),
LOAPEX adiabatic mode 1 is described by 1 EOF and mode
10 by two EOFs. The higher modes that have nulls close to
the source depth (e.g., 6 and 10) require more than 1 EOF.
The LOAPEX adiabatic mode calculations have EOF statis-
tics similar to the simulations described in Sec. III.
For the LOAPEX mode statistics at T50, T250, and
T500, the mode time series were processed using the steps in
Fig. 3. The m-sequence period for the LOAPEX receptions
is 27.28 s. Figure 17 shows that mode pulse durations for
modes 1 and 10 are less than a second. The rest of the mode
reception consists of noise. To calculate the EOFs, it is desir-
able to retain only the part of the time series that contains
the mode pulse and exclude the rest. A time window of 1 s
FIG. 16. Peak ray arrivals that were tracked to measure the source motion
[Eqs. (18) and (19)] at ranges T50 to T500. Note the difference in time
scales for the different ranges. FIG. 17. Incoherent average of LOAPEX mode pulses across all receptions
at stations T50, T250, and T500. Refer to Table I for the total duration of
the receptions at each station.
J. Acoust. Soc. Am., Vol. 134, No. 4, Pt. 2, October 2013 Chandrayadula et al.: Reduced rank models for mode travel times 3343
 Redistribution subject to ASA license or copyright; see http://acousticalsociety.org/content/terms. Download to IP:  205.155.65.56 On: Mon, 11 Apr 2016 23:00:49
was used about the main arrival for each mode. The start
times at T50, T250, and T500 were 29.5, 164.75, and 327 s,
respectively. While the simulations included knowledge of
the perturbations to the background wave number and could
therefore be time aligned, this was not possible for the
LOAPEX modes. The LOAPEX modes were centered around
time t¼ 0 by shifting them by their nominal mode travel
times at 75 Hz. The predictions for the nominal mode travel
times were based on the average of the CTD SSPs and the
array SSPs, across each range. The windowed LOAPEX
modes a^lm were then used to estimate the correlation matrix
R^m. An SVD was then performed on the matrix R^m and the
resulting eigenvalues used to estimate the dimensionality
[Eq. (12)] of the LOAPEX mode pulses (Fig. 18). The sub-
space dimensions for T50 are similar to the dimensionality of
the simulated modes (Fig. 9), in that none of the modes
require more than 2 EOFs. The LOAPEX modes at T250 and
T500 undergo more coupling and thus have a higher dimen-
sionality than the corresponding modes at T50. The dimen-
sionality of the T250 and T500 LOAPEX modes are less than
the dimensions in the simulations (Fig. 9), however. In spite
of the difference in the EOF subspace dimensions between
the experimental data and the simulations, the LOAPEX
mode pulses are still described by a subset of EOFs that can
be used as a reduced rank model for the mode pulses.
D. Performance of the MSDs for LOAPEX mode pulses
The MSDs were applied to the LOAPEX mode pulses
as follows. Similar to the simulations, the LOAPEX mode
pulses at each station were subdivided into a training data set
and a test data set. The training data set consisted of every
alternate reception, from which the LOAPEX MSDs were
constructed. The test data set consisted of the remaining
receptions, on which the LOAPEX MSDs were applied. For
each station, the subspace vectors were calculated from an
EOF analysis of the correlation matrix of the first data set.
The MSD dimensions were based on the results in Fig. 18.
Travel-time estimates were also obtained using peak picking.
While it was feasible for the simulations to estimate the error
statistics with respect to the background travel-times it is
only possible to compare the sample means and the SDs of
the mode pulse travel-time estimates.
Figure 19 shows the MSD outputs for the different
LOAPEX ranges. The outputs get wider with range. Figure 20
compares the statistics of the travel-time estimates from
peak picking and MSDs at LOAPEX stations T50, T250,
and T500. The mean travel times from peaks at T500 occur
at later times than the MSD estimates. The SDs in Fig. 20
are less than the corresponding estimates in Fig. 14 for the
simulations. At T50 the strongly excited modes, such as
modes 1 and 2, that contain an insignificant amount of mode
scattering, do not gain much from the application of MSDs.
For T50 modes 1 and 2, peak picking is as good as MSDs.
The weakly excited modes, such as modes 6 and 10 gain the
most from the application of MSDs. The SDs of the MSD
estimates for modes are much smaller than the correspond-
ing estimates from peak picking. At T250 and T500, the SD
of the peak picking estimates has increased compared to
T50, due to an increase in mode coupling. The SDs of the
T250 and T500 MSD estimates are still much less than the
SDs of the peak picking estimates. The MSD estimates are
robust with respect to internal-wave-induced coupling.
This section explained how the challenges in processing
the LOAPEX data were over come. The LOAPEX data was
used to develop a subspace model, similar to the model for
the simulations described in Sec. III. The LOAPEX subspace
FIG. 18. Cumulative percentage energy curves for the LOAPEX adiabatic
modes [Km(d), Eq. (11)] and the LOAPEX modes at T50, T250, and T500.
FIG. 19. MSDs applied to the LOAPEX modes 1 and 10, pulses for one of
the receptions at T50, T250, and T500.
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model was used to construct MSDs to estimate the mode
travel times. The simulations in Sec. IV and the LOAPEX
results in this section show that MSDs obtain travel time
estimates that are more consistent than peak picking.
VI. SUMMARYAND CONCLUSIONS
The two main contributions of this paper are the reduced-
rank statistical model for the mode time series and the MSD
framework for estimating mode travel times. At very short
ranges, the reduced-rank model accounts for the fluctuations
associated with changes in the mode source excitation. At lon-
ger ranges the model accommodates the changes in the pulses
due to mode scattering. This paper adapted the MSD approach
of Scharf and Friedlander (1994) to estimate the arrival time
of mode pulses that lie within a known subspace. Error statis-
tics showed that the MSDs have smaller travel-time estima-
tion errors than basic peak picking, thus they provide a useful
alternative method of obtaining tomographic observables
(Munk and Wunsch, 1983; Romm, 1987).
While the error statistics presented in Fig. 20 are strong
evidence that the MSDs provide useful estimates of the
LOAPEX mode travel times, it is important to acknowledge
the shortcomings of the way in which the data was analyzed.
For LOAPEX, the training data set and the test data set con-
sisted of alternating sets of transmissions. Thus, it is likely
that the LOAPEX MSDs benefited from an unfair amount of
prior knowledge. The alternating set of transmissions were
used because there were only a few LOAPEX transmissions
at each range. The higher order EOFs require a bigger data
set (a large number of LOAPEX transmissions) to converge
than the lower order EOFs. For ranges such as T500 that use
MSDs of higher dimensions it is required to use many num-
ber of hours to estimate the EOFs. The simulations benefited
from having quite a high number (50) of internal wave real-
izations. However with the data, the number of transmissions
were less than the simulations. Hence, using every other
reception allowed the MSDs to sample the most amount of
internal wave variability that was possible with the
LOAPEX data. A different approach to deal with limited
amounts of data is currently being investigated. The new
approach involves using only a few low order EOFs that are
stable, and disregarding the rest.
The subspace model developed in this paper describes
low frequency mode pulses affected by IW scattering. Apart
from IW scattering, other small and large scale oceano-
graphic phenomena such as surface scattering, bottom scat-
tering, tides, bubbles, etc., can also affect acoustic
propagation (Brekhovskikh and Lysanov, 1991). It remains
to be seen if the subspace model can be extended to describe
scattering due to other oceanographic phenomena.
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