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Abstract 
The last two decades have seen the emergence of a wide variety of 
computational models for modelling the meaning of words based on the underlying 
assumption of the distributional hypothesis, which states that words with similar 
distributions in language have similar meanings. The relative meanings of words can 
be quantified by comparing the distributional profile of words as contained in large 
collections of textual data.  
One of the traditional short comings of this approach has been the so called 
“bag of words” limitation in which the order of words is not taken into account. In 
2007, Jones and Mewhort introduced a new method called BEAGLE, for 
constructing distributional semantic models which incorporate structural information. 
This method makes use of Holographic Reduced Representations (Plate 1994), which 
allow structural and logical relations between entities to be encoded within fully 
distributed high dimensional vectors. The BEAGLE model has been demonstrated to 
be able to account for empirical data from classic experiments studying the structure 
of human semantic space and has often been described as psychologically and 
neurologically plausible.  
A weakness of the BEAGLE model, however, is its complexity and its lack of 
scalability. This research project will investigate various approaches for constructing 
BEAGLE-like models to scale to larger quantities of text and the effect that this has 
in terms of their performance on various standard evaluation tasks in comparison to 
other methods.    
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Chapter 1: Introduction 
Recent decades have seen an explosion in the amount of freely accessible data 
and information as part of what is becoming increasingly an information rich society. 
Peoples and cultures are quickly becoming part of a densely connected web of 
information with dependencies and inter-dependencies with multiple levels of 
information abstraction. A primary stimulus has been the proliferation of easily 
accessible networked computing devices with accompanying network infrastructure 
technologies, which allow for easy transmission and sharing of data in both 
professional and personal spaces. 
The flow of information within such a complex system begs questions 
regarding the emergence of patterns, structure and “meaning.” How do information 
“packets” relate to each other and to the people and cultures which produce and 
consume them? Do two given packets have the same meaning and in what contexts 
does this occur? How is the meaning mediated by context? In what external system is 
the information grounded? 
These sorts of questions will surely become increasingly important as the 
world becomes more connected and the interaction between people and culture 
becomes more mediated by information technologies. This is particularly true if one 
takes into account the limited cognitive bandwidth of the average person who 
generally has to filter and compress data to be able to effectively integrate it. 
 One of the research domains that has attempted to address the questions raised 
above is that of “distributional semantics.” This domain has been primarily focussed 
on the learning of computational representations for linguistic units of information 
via the processing of large amounts of textual data. It is called distributional because 
it is based on the distributional hypothesis (Harris 1954; Miller and Charles 1991), 
which states that the degree of semantic similarity between two words (or other 
linguistic units) can be modelled as a function of the degree of overlap among their 
linguistic contexts. Conversely, the format of distributional representations can vary 
greatly depending on the specific aspects of meaning they are designed to model. 
Much work on the construction of distributional semantic models has taken place 
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within the computational linguistics community and also within the information 
retrieval community. 
Representing the distributional semantics of data is an important way of 
dealing with the limitations that exist in the interaction between people and 
information systems in general. This is particularly true when trying to make sense of 
large amounts of information coming from many different sources and/or poorly 
structured sources. Distributional semantics offer a way to construct simplified 
(dimensionally reduced), and cognitively grounded models of semantic content. 
Distributional Semantics is not limited to purely linguistic data. Many types of 
data objects can be given a measure of semantic similarity based on the degree of the 
overlap between the contexts in which they appear and those of other information 
objects. As long as one is able to identify features and characterise the context in 
some way, one is able to form a distributional representation which may be 
compared to that of other data objects.  
The distributional representation most commonly used in the distributional 
semantics research community, up until the present, is the vector space 
representation with one or more measures of semantic similarity defined on the 
space. Other representations are possible however, including tensor models 
(Smolensky 1990; Baroni & Lenci 2010; Symonds et al. 2012), graph/network 
models (Collins & Loftus 1975; Resnik 1995), and probabilistic models (Blei et al. 
2003; Wallach 2006; Griffiths et al. 2007). Probabilistic models in particular have 
become increasingly popular in recent years. 
Distributional semantic models are variously known as semantic spaces, word 
spaces or corpus-based semantic models (Baroni & Lenci 2010). For this research we 
will use the term “distributional semantic models” (DSMs). 
 Vector space models are attractive for modelling of the relative meanings of 
words as they are mathematically well defined, are well understood and provide a 
computationally tractable framework with which to compute the semantics of a given 
textual corpus (Sahlgren 2006). Vector spaces also fit well with human cognition and 
its grounding in spatial metaphors (Gärdenfors 2004). A metric defined on a vector 
space provides a means for easily computing similarity between objects in that space.  
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One of the challenges for DSMs has been that they often do not capture the 
structural relationships between words in texts. Such models are based on a “bag of 
words” approach (Harris 1954; Salton & McGill 1983; Joachims 1998) in which 
some linguistic unit is modelled as an unordered collection of words. Such an 
approach makes sense in terms of simplicity of representation and computational 
efficiency, but it is not very realistic. Word order certainly affects the meaning of 
words. In DSMs word order is not captured due to the perceived difficulty of not 
being able to effectively encode structural information within vectors. This difficulty 
is the same as was found in the area of neural networks which have often been 
accused of not being able to represent compositionality and systematicity (Plate 
1994). These problems are grounded in the tension between localist (symbolic) and 
distributed forms of representation. 
Within the Distributional Semantics research community recent years have 
seen the emergence of several methods that have been shown to be effective in 
encoding structural information in high dimensional vectors. Jones, Kintsch and 
Mewhort (2006) introduced the BEAGLE model which uses Holographic Reduced 
Representations (HRR) (Plate 1994) to simultaneously encode word order and 
context information within semantic vectors. More recently Sahlgren et al. (2008) 
introduced another model for encoding word order based on Random Indexing and 
permutations. 
There is a high demand for computational models of meaning in different areas 
such as databases, information retrieval, semantic web, social network analysis, 
artificial intelligence and human-computer interaction. This demand and the 
availability of mature distributional models creates the opportunity of leveraging 
these models in a wide range of diverse fields (DiDaS 2012). 
1.1 STATEMENT OF RESEARCH PROBLEMS 
This thesis addresses research problems relating to the topic of representation 
in vector space based semantic models and the encoding of structural relationships, 
and in particular, that of word order. The bag-of-words problem, identified in 
semantic models and document representation, is an outstanding research problem 
that has not been definitively solved thus far, and will not be solved within this 
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thesis. It is hoped, however, that this thesis will make some interesting in-roads and 
progress towards that goal. 
A primary research question of this thesis is whether the encoding of word 
order features helps in the construction of distributional semantic models, as 
measured on several standard evaluation tasks. In relation to this, the question of 
computational efficiency is also addressed as it widely believed that training a model 
on more data, i.e. accumulating more statistics, will lead to better models. Encoding 
structure may not be useful if it is not able to scale to larger quantities of data. Some 
of the methods we describe and propose have more general application than that of 
encoding word order in the sense that they are applicable to the encoding of other 
types of structures such as syntactic dependencies, etc.  
Some general questions regarding representation in general are also addressed 
and some observations are made that seek to bring together work from several 
separate research domains. More specifically the effect of sparsity of 
environmental/index vectors is investigated and also the effect of scalar quantisation 
applied to semantic vectors is investigated. 
Some of the primary contributions of this work include the a) the introduction 
of a new form of Random Indexing for very efficient encoding of arbitrary structural 
relations, and b) that scalar quantisation of semantic vectors perform very well on 
evaluation tasks while being a very space efficient representation.    
1.2 LIMITATIONS OF STUDY 
The literature surrounding distributional semantic models has become very 
extensive and relates to a number of primary research areas including linguistics, 
cognitive science and computer science. It has become quite difficult to be 
adequately conversant with all aspects of this research domain. 
This research has been primarily inspired by the BEAGLE model, but 
necessarily includes ideas from other distributional semantic models. One of the 
limitations of this thesis is that it will not utilise the “decoding” operation of 
Holographic Reduced Representations (HRR), i.e. correlation or inverse convolution, 
despite the fact that this is obviously an intrinsic part of what defines HRRs and 
hence an important part of what defines BEAGLE. Attention will be limited to the 
use of “resonance” when measuring the similarity between representations. 
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This thesis will also not include an analysis of the whole parameter space of 
various distributional semantic models. Much of this work has been already 
performed, for example see Bullinaria and Levy (2007) and Turney and Pantel 
(2010).  
1.3 THESIS OUTLINE 
Chapter 2 introduces distributional semantic models and gives an overview of 
the primary types of models that have been proposed and explored.   
Chapter 3 presents an overview of relevant work in the area of encoding 
structure in distributional semantic models. Connections are also made to work in 
other domains which are formally very similar. The research area of linguistic and 
semantic compositionality is also touched on because of its similarity to that of 
encoding structure in semantic models. 
Chapter 4 describes the extensions which are the main contribution of this 
thesis. 
Chapter 5 presents the experimental setup including the evaluation 
methodology, datasets used and an overview of the software implementation.  
Chapter 6 contains the evaluation results and discussion around these and some 
broader issues pertaining to the research questions. 
Chapter 7 contains directions for future work and the conclusion. 
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Chapter 2: Distributional Semantics 
Distributional Semantics seeks to investigate the degree to which aspects of the 
meaning of a word are reflected in its tendency to occur around certain other words. 
There is much evidence to suggest that at least some aspects of word meaning can be 
induced from the distributional profile of word co-occurrences (e.g., Lund & 
Burgess, 1996; Landauer & Dumais, 1997; Patel, Bullinaria & Levy, 1997). 
Distributional semantic models can be used for the construction of 
representations that to some extent mirror aspects of lexical semantics. Such models 
may be used to enhance the performance of other machine learning or computational 
models. They may also be used to model various psychological processes such as 
memory retrieval, reading and lexical decision. 
Some make the further claim that the statistics of distributional semantic 
models underlie cognitive processes themselves and that co-occurrence counts are to 
some extent employed in the learning process itself (e.g., vocabulary acquisition 
(Landauer & Dumais, 1997)).     
Work in the area of Distributional Semantics has taken place within the 
component disciplines of computational linguistics, neural networks, information 
retrieval and the psychology of language. In the early 1950s Charles Osgood and his 
colleagues developed a theory called “The Semantic Differential” (Osgood, 1952) in 
which meaning is measured as a point in a semantic space, the dimensions of which 
are associated with various factors or features measured on a seven point scale. The 
scale of each factor is defined by a pair of polar terms. Each concept can be 
positioned in the space as a feature vector. Later approaches, particularly in the 
neural network community, used micro-features. A common limitation, however, of 
the feature based vector approach, is that it is difficult to know in advance how many 
features should be used and which ones. They were also quite laborious to construct 
and depended on the elicitation of human judgements. 
In the early 1990’s a number of approaches were proposed to automate the 
building of vectors to represent meaning (Wilks et al. 1990; Gallant 1991; Schutze 
1992; Pereira et al. 1993). These, and similar approaches, lead to the standard 
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practice of collecting co-occurrence counts of words and contexts from natural 
language text within a co-occurrence matrix. The feature vector, or context vector, 
for a word would be defined as the row or column of the matrix. The later half of the 
1990’s saw the development of two very influential methods called Latent Semantic 
Analysis (LSA) (Landauer & Dumais 1997) and Hyperspace Analogue to Language 
(HAL) (Lund & Burgess 1996) for automatically constructing vectors to represent 
meaning. These and other more recent developments will be described later in this 
chapter. 
One of the advantages of distributional semantics, as embodied by such 
methods as LSA and HAL, is that the representations can be computed automatically 
from a large volume of given text.  There is no necessity to manually annotate text or 
otherwise include pre-encoded knowledge. There is, however, the issue of what 
method is best, and what parameters are best, for constructing a model for a 
particular task. Methods vary in terms of their computational efficiency, their 
sensitivity to different linguistic features, the range of meanings that can be learnt 
and their complexity. 
2.1 A SIMPLE EXAMPLE 
We will use a simple example to illustrate a distributional semantic model 
(DSM) and then make some observations that will be relevant when discussing 
different approaches for building them.  
One approach to building a distributional semantic model is to take a large text 
corpus and to count the number of times that each word co-occurs with target words 
within a window of some size, say 5 words either side of the target word. The result 
would be a vector of counts for each target word and would indicate the type of 
context that it typically occurs in. The vectors for target words could be compared to 
each other to assess how similar one target word is to another.  
Consider the example below which consists of three sentences: 
S1 “Sally could not find her library book” 
S2 “The paper of this book is mostly cellulose” 
S3 “In the library there are many books” 
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Table 2-1 Example Term–Term Matrix (model 1) 
 
 sally library book find paper cellulose 
sally  1 1 1   
library   2    
book      1 
find  1 1    
paper   1   1 
cellulose       
 
The first thing to note from Table 2-1 is that in this example we do not include 
non-content words such as “of” and “this”. These are generally referred to as “stop 
words.” We also record a count for “book” when the term “books” occurs. This is an 
example of a method called plural stemming in which the endings of words are 
normalised to produce a word stem. This can reduce the noise in the data. The above 
example in Table 2-1 is often referred to as a term-term co-occurrence matrix. It is 
very similar to a term-document matrix often encountered in information retrieval. If 
we had wanted to we could have structured the above three sentence corpus as a 
term-sentence matrix in which case we would have the following in table 2-2: 
Table 2-2 Example Term–Sentence Matrix (model 2) 
 
 Sentence 1 Sentence 2 Sentence 3 
sally 1   
library 1  1 
book 1 1 1 
find 1   
paper  1  
cellulose  1  
 
We therefore find that we are able to use different contexts for accumulating 
counts of words or features. A context could be a sentence, a paragraph, a document, 
or some other meaningful unit of text. If we had a large collection of documents we 
could have used an entire document as a context so that we would form a term-
document matrix. 
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One may also make the observation that if there are very many unique words 
then the matrix from Table 2-1 will become very large. Likewise, if there are very 
many sentences or documents then the matrix from Table 2-2 will become very 
large. For millions of unique words, or millions of documents, computing the 
semantic model may consume a very large amount of memory. There may also be a 
lot of noise contained within the matrix that actually hinders our ability to make good 
comparisons between words. This observation leads us to the realization that some 
sort of dimensional reduction may be required that will allow us to compress the 
information into a smaller space, hopefully retaining the most important information. 
The “important” information would obviously be something that would need to be 
determined. One approach would be to retain the information which is most 
discriminatory, that is, the information that is most useful for identifying differences 
in the distributional profile of words.  
An important aspect to consider when using a DSM is how to measure the 
similarity between the vector representations for words. For example we could define 
a similarity metric which simply sums the differences between each element of the 
respective vectors. We could denote this as: 
∑|     | 
where i is the index of each element of each vector   and  . This is known as the 
City Block metric. Alternatively the Euclidean distance is a common measure that 
represents the length of the straight line between the two vectors in Euclidean space. 
We can denote this as:  
√∑(     )  
Table 2-3 shows common measures used in distributional semantics. The one 
that is used most often in distributional semantics is probably the cosine measure. 
As described later we will use the cosine similarity, the binary Hamming 
distance and a variation of the binary Hamming distance described below. For further 
analyses and discussions regarding similarity measures for distributional semantics 
the interested reader can see Lin (1998), Lee (1999), Curran (2004) and the 
manuscript by Mohammad and Hirst (2005). 
 
(2.1) 
(2.2) 
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Table 2-3 Distance Measures 
 
Euclidean √∑(     )  City Block ∑|     | 
Cosine 
   
∑    
√∑  
 ∑  
 
 Kullback-Leibler 
Divergence 
∑     (
  
  
) 
Binary Hamming 
popCount  
(A XOR B) 
Hellinger ∑(√     √  )
 
 
 
In the definition for the binary Hamming distance given in Table 2-3, 
“popCount” refers to a function which counts the number of bits set to “1”. 
2.2 PARADIGMATIC VERSUS SYNTAGMATIC 
There is an important distinction that we can make between the similarity 
relations that we can build from the previous model in Table 2-1 (model 1) and those 
that we can build from the previous model in Table 2-2 (model 2). If we take vectors 
from model 1, and compare them, we find words that are similar to each other in 
such a way that they are able to be substituted for each other. They can be substituted 
for each other because they typically occur in similar contexts to each other. They do 
not necessarily, however, co-occur together. This type of semantic relation is called 
paradigmatic. 
Another type of semantics is exemplified in model 2 in which words that have 
vectors that are similar to each other are words that often co-occur within the same 
context, such as a sentence. This type of semantics is called syntagmatic. 
In this thesis we will be focusing on paradigmatic relations between words, i.e. 
term-term matrices. For comprehensive analyses of the distinction between 
syntagmatic and paradigmatic and its use within DSMs see Rapp (2002) and 
Sahlgren (2006). 
2.3 PARAMETERS AND DEFINITIONS 
The parameters space for distributional semantic models is quite large. We 
have highlighted some of these above, such as, window size, choice of context, to 
 12 Chapter 2: Distributional Semantics 
use stop words or not etc. Many options have been explored. Amongst the best 
summaries and analyses of the different options in terms of parameters are the papers 
by Bullinaria and Levy (2007) and Bullinaria and Levy (2012). 
If we were to accumulate all of the parameters for a distributional semantic 
model that we have identified up till now in our simple model we would have the 
following list:  
o Window size (e.g. 5 words either side of target word) for 
paradygmatic relations. 
o Choice of Context – sentence, document etc. for paradigmatic 
relations. 
o Include or not include stop words. 
o Stemming or lemmatization, e.g. Plural stemming.  
o Dimensionality reduction or compression of the resultant statistics. 
o Different ways of measuring the distance between vectors.  
2.4 HYPERSPACE ANALOGUE TO LANGUAGE 
In 1996, Lund and Burgess described a framework (Lund & Burgess 1996) in 
which the occurrence of words in a window of 10 words surrounding each target 
word are counted and weighted in a way which is inversely proportional to its 
distance from the target word. By moving the window over the corpus in one word 
increments, and counting co-occurrence statistics, a co-occurrence matrix can be 
formed. The matrix actually records words that appear before and after the target 
word and in so doing introduces some degree of order information. Various types of 
dimensional reduction or feature selection may then be performed and various 
measures of similarity used. 
HAL was shown to be able to demonstrate semantic categorization, 
grammatical categorization such as between different parts of speech, as well as 
various semantic priming effects (Burgess, 1998).  
The HAL model is actually presented as a high dimensional memory model 
which is theoretically not limited to linguistic data but has more general applicability. 
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2.5 LATENT SEMANTIC ANALYSIS 
In an important paper in the field Landauer & Dumais (Landauer & Dumais 
1997), demonstrated, using a method called Latent Semantic Analysis (LSA), how 
simple word co-occurrence data was sufficient to simulate the growth in a 
developing child’s vocabulary. Using 30,473 articles designed for children from 
Grolier’s Academic American Encyclopaedia they measured context statistics using 
a context window with size of the length of each article or of its first 2,000 
characters. The statistics were weighted using an entropy weighting scheme and the 
300 most significant dimensions were extracted using Singular Value Decomposition 
(SVD). SVD decomposes the co-occurrence matrix   into the product of three 
matrices         where            and    is a diagonal matrix of singular 
values. If we let     be the diagonal matrix formed by the top k singular values and  
   and    be the matrices produced from choosing the corresponding columns of   
and  , then the matrix          is the matrix of rank k that best approximates the 
original matrix  according to the Frobenius norm. 
Taking only the most significant dimensions of the SVD is called truncated 
SVD. Landauer and Dumais describe truncated SVD as a method for discovering 
higher-order co-occurrence. Higher-order co-occurrence terms are terms that do not 
necessarily appear together but appear within similar contexts. 
Landauer and Dumais demonstrated their model by using it on the synonym 
portion of a Test of English as a Foreign Language (TOEFL). The computational 
complexity of LSA is heavily dominated by the SVD operation and is difficult to 
scale to large corpora but has been one of the benchmarks in distributional semantics. 
2.6 RANDOM INDEXING 
Random Indexing (Kanerva, Kristofersson and Holst 2000) (RI) introduced an 
effective and scalable method for constructing DSMs from large volumes of text. 
The method descends from work by Kanerva on Sparse Distributed Representations 
(Kanerva 88, 2000). The method is scalable because it performs a type of implicit 
dimensional reduction and it performs this in an incremental fashion. It is one of a 
number of dimensionality reduction techniques that are based on the observation that 
there are many more nearly orthogonal than truly orthogonal directions in high 
dimensional space (Hecht-Nielsen 1994) so that if we project points in a vector space 
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into a randomly selected subspace of sufficiently high dimensionality, the distances 
between the points are approximately preserved (Johnson and Lindenstrauss 1984). 
Similar methods include Random Projection (Papadimitriou et al., 1998) and 
Random Mapping (Kaski, 1999). Papadimitriou et al., (1998) make the first link 
between LSA and Random Projections, with Random Indexing being a form of 
Random Projections. 
We can express Random Projections in the following way: 
                
where the given matrix M is projected by the random matrix R onto a smaller space 
M’ where k < d.   
The random projection matrix is often constructed from a Gaussian 
distribution, but (Achlioptas 2001) has shown that simpler distributions can be used. 
Random Indexing uses sparse ternary random vectors with values (1,0,-1). The 
values are chosen such that: 
     
{
 
 
 
                   
   
   
  
                   
     
   
                   
   
   
 
 
 
where ε is the number of non-zero elements in the random index vectors.  
Random Indexing can be used with both term-document and term-term co-
occurrence matrices. A variant of Random Indexing called Reflective Random 
Indexing (Cohen et al. 2010) alternates between both.  
An example of term-term RI can be seen in figure 2-1 for the following 
sentence:  
S = “The telescope scans the sky for giant stars.” 
The target word is “sky” and the context window has a radius of 3. The vector 
for “sky” is the contribution of this instance of sky towards the final vector for “sky” 
after all text has been processed. Contributions are simply added. Final vectors are 
usually normalised before being used for a particular task, such that all context 
vectors will have a length of 1. 
(2.4) 
(2.3) 
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Stop words, such as “the” and “for” above, are counted as part of the window 
radius but do not contribute to the context vectors.   
 
-1 0 0 0 1 0 1 0 -1 0 0 0 
0 -1 0 -1 0 1 1 0 0 0 0 0 
-1 0 0 -1 0 0 0 0 0 1 1 0 
0 0 0 0 1 0 -1 0 -1 0 0 1 
 
-2 -1 0 -2 2 1 1 0 -2 1 1 1 
 
Figure 2-2-1 Term-Term Random Indexing 
 
 
Algorithm 1:   Term-Term Random Indexing 
 
PARAMETERS: 
1. ws = context window size  
INITIALISATION: 
1. Initialise floating point context vectors (vc) to zero for each target word. 
2. Initialise sparse index vectors (vi) for each target word. The elements of the 
index vectors vi are generated according to equation 2.4 
(1. and 2. may be done as required during processing.) 
PROCESSING: 
1. for each target word  t  do: 
2.     for each word  w  surrounding  t  within the context window of size  ws  do: 
3.         vc   +=   vi 
4. normalise all context vectors. 
 
 
2.7 PPMI VECTORS 
One of the emerging results in recent years has been the strong performance on 
most evaluation tasks of the Pointwise Mutual Information (PMI) weighting function 
and also a variation of it called Positive PMI (PPMI). PPMI is PMI but with vector 
elements that have a value less than zero fixed at zero. Bullinaria and Levy 
(Bullinaria and Levy 2007) demonstrated that PPMI performs better than a wide 
telescope 
scan
s 
giant 
star 
teles
cop
e 
+ 
+ 
+ 
 
 
 
 
 sky = 
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variety of other weighting approaches when measuring semantic similarity with word 
context matrices. PMI is an association measure used extensively in the 
psycholinguistic literature and can be traced back to at least Church and Hanks 
(1990) who used it for estimating word association norms.  
The PMI for a target word t given a context word c is given by: 
 
 
The context can be a document, sentence or word window. PPMI, as used by 
Bullinaria and Levy, is applied to the components of the term vector so that it 
becomes a vector of PPMI values indicating the association between the target term 
and each of the terms associated with each of the dimensions of the vector. 
 
2.8 BIG DATA, HASHING AND COUNTING 
It seems to be generally accepted that having more data to work with in 
training a computational model is a good thing, if for no other reason than that one 
hopefully has better statistics for the problem domain. Indeed it is also said that more 
data beats cleverer algorithms (Recchia & Jones 2009; Domingos 2012). There is a 
general trend in scientific research towards greater production and consumption of 
data and a consequence of this is that computational methods are required to scale, 
both in terms of compute as well as memory resources. 
One of the fundamental requirements of distributional semantics is simply to 
count the occurrence of features as one processes a given data set. This may seem 
like a trivial thing to do until one starts dealing with data sets that no longer fit into 
the main memory of one’s computer or that need to be processed in real time. Many 
datasets do not match this description, but there are an increasing number that do. 
Random Indexing mentioned above is an algorithm that is motivated by the need to 
not have to perform large matrix decomposition operations after the statistics have 
been collected. It is also incremental and can be updated when more data arrives. 
A number of algorithms have been developed in recent years to deal with 
scenarios of constrained resources and the need to scale. Some of these are oriented 
towards streaming data. Cormode and Muthukrishnan (2005) introduced “Count Min 
 (𝑐,  )     
 (𝑐 | )
 (𝑐)
 (2.5) 
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Sketch” for summarizing data streams which allows a number of statistics to be 
efficiently calculated on a stream of data without explicitly storing the data. The 
method is lossy but has usable accuracy guarantees. This method was later exploited 
by Goyal et al. (2010) to accumulate and store statistics for word-context pairs from 
90 GB web data in 8 GB of main memory.  The word-context pairs are used to 
calculate distributional similarity and are applied to a range of word similarity 
evaluations. Talbot and Osborne (2007) use a variant of a Bloom Filters (Bloom 
1970) to efficiently store corpus statistics and smoothed language models for use in 
statistical machine translation. Van Durne and Lall (2009) use a similar approach to 
calculate online Pointwise Mutual Information (PMI) scores between verbs in a text 
corpus.  
Another method called Locality Sensitive Hashing (LSH) (Broder 1997, Indyk 
and Motwani 1998) has been used to provide an efficient means to approximate 
cosine similarity between high dimensional vectors and has been used for natural 
language processing tasks. LSH generates a fingerprint or bit signature which is 
much smaller than the original vector but which approximately preserves distance 
between the original high dimensional vectors. Ravichandran et al. (2005) use LSH 
to generate similarity lists for nouns extracted from a 70 million page web corpus. 
Van Durne and Lall (2010) develop a streaming online version of LSH which they 
use to calculate distributional similarity across a large text corpus. 
2.9 APPLICATIONS OF DISTRIBUTIONAL SEMANTIC MODELS 
There are various motivations for wanting to collect statistical information 
about language and its use and to encapsulate that information in easy to manipulate 
representations. One line of motivation is that such representations are of direct use 
in other information technology applications.  
Some applications of distributional semantic models in information science 
include: 
o Information retrieval - The limitations of exact-match keyword-based 
information retrieval systems has prompted the use of DSMs for query 
expansion and in particular the use of Latent Semantic Indexing (LSI), 
with various degrees of success. (Deerwester et al. 1990; Dumais et al. 
1995)  
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o Automatic thesaurus building (Curran & Moens 2002; Grefenstette 
1994; Kilgarriff et al. 2004; Lin 1998; Rapp 2004) 
o Ontology Learning from text (Buitelaar et al. 2005) 
o Application to synonymy tests. (Landauer & Dumais 1997) 
o Word sense disambiguation. (Schutze 1998; Yarowsky 1995) 
o Bilingual information extraction. (Widdows et al. 2003) 
o Information navigation and visualization. (Chen 1999; Widdows 
2003; Cohen 2008) 
o Entity set expansion – extracting entities from text based on seed 
entities. (Pantel et al. 2009) 
o Logical inference and applications in Literature Based Discovery 
(LBD) (Cole & Bruza 2005; Bruza & Weeber 2008) 
 
. 
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Chapter 3: Encoding Structure 
Distributional semantics has often been charged with the failure to incorporate 
structured information into its representations of terms. A term – term co-occurrence 
matrix, in its simplest form, records statistics about what terms co-occur with what 
other terms. It does not take into account the relationship between terms such as their 
grammatical relationship or their position with respect to each other in terms of word 
order nor the occurrence of bigrams or trigrams etc.  
By “structure” we refer to features that are present in the source data and which 
are composed of two or more sub-features often with some ordering relationship 
defined on them. Structure within a document could be the identification of separate 
paragraphs as separate ordered contexts, for example. In lexical semantics it could 
the identification of n-grams. 
The most common approach in distributional semantics and information 
retrieval is to not consider structure. This approach is known as “bag-of-words” 
(Harris 1954; Salton & McGill 1983; Joachims 1998). While much of the 
information that is available on the World Wide Web is in the form of unstructured 
text, there is an increasing trend to tag, annotate and more generally mark-up the 
information. This is particularly true with the use of XML and also Semantic Web 
technologies which are gradually making inroads into different knowledge domains. 
There has been much research in the area of retrieving documents that are 
structurally similar or structurally contained within each other, usually in the area of 
XML retrieval. Butler (2004) and Tekli et al. (2009) give good summaries. Often a 
combination of semantic similarity and structural similarity is used to decide on the 
similarity of the given documents.  
There is also some history within the Information Retrieval field of trying to 
find better representations for documents based on the use of n-grams (particularly 
bi-grams) or phrases but there do not seem to be consistent results that convincingly 
demonstrate significant improvements as compared to unigram models (Lewis & 
Croft, 1990; Bekkerman & Allan 2003); although it depends to some extent on what 
the reported baselines are and what the task is. A lot of the work in this area has been 
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applied to text categorization (Fürnkranz 1998; Tan et al. 2004; Bekkerman & Allan, 
2004). 
Within the field of computational linguistics there has been much work done in 
the construction of automated parsers for identifying parts of speech, identifying 
dependency relationships between terms, and constructing entire parse trees. This is 
in fact a very mature field of research. There has been less work, however, in 
encoding the information generated by parsers within distributional semantic models. 
For example, in figure 3-1 the fact that “John” is a subject of the word “loves” could 
be encoded within a distributional representation. 
 
  Figure 3-1 An Example Parse Tree for a Short Phrase (Wallis 2008). 
 
An important related area of research is that of Language Models in which a 
probability distribution is defined over words. Many different types of Language 
Models exist, depending on the application. These models are used in various 
computational linguistics and information retrieval tasks such as speech recognition, 
machine translation, part of speech tagging, document retrieval, query expansion and 
many others. A popular model is the n-gram model in which the likelihood that a 
word will succeed the previous n words in a sentence is determined statistically from 
a corpus of text. One of the present research challenges is how to efficiently 
construct these models from very large text corpora (Talbot and Osborne 2007; 
Guthrie and Hepple 2010). Language Models and probabilistic models more 
generally will be discussed further in chapter 6 as they are a very important 
alternative to the encoding of structure within distributional models that we discuss 
below. 
Baroni and Lenci (2010) present a formal model for storing co-occurrence 
statistics which also includes structural information. They propose the use of a third 
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order co-occurrence tensor instead of a co-occurrence matrix. Word-link-word tuples 
are stored instead of simply word-word statistics. Baroni and Lenci refer to this 
model as a Distributional Memory and as a Structured DSM (distributional semantic 
model) as distinct to an unstructured DSM.   
Choosing to use “bag-of-words” versus non bag-of-words is basically an issue 
of feature selection and/or feature generation. 
Bekkerman and Allan (2003) make the observation that feature generation falls 
into one of two categories – a) feature combination using disjunction, and b) feature 
generation using conjunction. With the first category, features are combined using 
disjunctions, such that features are grouped into subsets, then each subset is 
considered a new feature. With the second category, features are combined using 
only conjunction, for example by grouping close proximity words into phrases. The 
use of n-grams as features is an example of this second category. The basic 
difference between these two methods is that disjunction decreases statistical 
sparseness while conjunction only increases it. This is significant for distributional 
semantic models as statistical sparseness often results in noise and is detrimental to 
the signal that differentiates one item of interest from another. 
3.1 VECTOR SPACE EMBEDDING OF GRAPHS 
An area of research that is related to encoding structure within Distributional 
Semantic Models is that of vector space embedding of graphs. Graphs can be 
embedded within vector spaces to allow more efficient processing, particularly for 
graph matching (Riesen et al. 2007). If a target term is represented as a graph with 
nodes representing terms and edges representing relationships between terms then 
such a model would provide an intuitive means of comparing the similarity of terms. 
The similarity measure, however, would generally be computationally demanding. 
One approach to reduce the computational complexity is to identify recurring 
features and embed the statistics associated with such features within a vector space 
for more convenient calculation. This is a complex description of what is done in a 
simple way in some of the methods which are described below. The primary 
difference between a general graph-based approach and the approach taken in this 
thesis is that this thesis is primarily concerned with rather simple structural features, 
such as ordered sequences of words, as distinct to the many different complex 
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structures that may be represented using a graph. Graph matching and retrieval is a 
very large topic of research and is outside the scope of this thesis. See Luo et al. 
(2003) and Spillman et al. (2006) for further work on vector space embedding of 
graphs.  
3.2 VECTOR SYMBOLIC ARCHITECTURES 
The term “Vector Symbolic Architectures” was coined by Gayler (Gayler 
2003) to cover a family of related approaches that have grown out of the neural 
networks community. These approaches share the property of having algebraic 
operations defined on distributed representations over high dimensional vectors. 
VSAs originated from Smolenksy’s tensor-product based approach (Smolensky 
1990), but differ from it in that they use vector operations that produce products 
having the same dimensionality as the component vectors. They can directly 
implement functions usually taken to form the kernel of symbolic processing 
(Gayler, 1998; Kanerva, 1997; Plate, 1994; Rachkovskij & Kussul 2001). They are 
an attempt to incorporate recursive structure into distributed representations and to 
provide a link between symbolic and sub-symbolic approaches to representation. 
VSA’s differ from other methods of embedding structure within vectors by also 
defining an inverse operation which may be used to retrieve noisy versions of object 
representations that have been bound into the combined representation. A related 
method is that of “Matrix Models” which have been used to model ordered word 
associations in human memory (e.g., Humphreys, Bain, & Pike 1989). 
Holographic Reduced Representations (HRR) (Plate 1994) is a type of VSA 
which is used in the BEAGLE model, described below, to encode word order in a 
fully distributed vector representation. They can be used to bind vectors together 
without increasing the dimensionality of the resultant vector. This is accomplished 
by compressing the outer product of the two bound vectors into a third vector via the 
operation of circular convolution. In figure 3-2 below we see the outer product of the 
two vectors x and y. The outer product forms a square matrix given that x and y have 
the same dimensionality. The circular convolution of x and y is formed by adding all 
the elements along a circular path traced over the outer product matrix. For example, 
the result of the circular convolution of x and y is z where:   
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z0 = x1y2 + x2y1 + x0y0 
z1 = x2y2 + x1y0 + x0y1 
z2 = x2y0 + x1y1 + x0y2 
 
Figure 3-2 The Circular Convolution of two vectors defined using paths traced across 
the outer product of the two vectors x and y. 
 
Circular convolution is both commutative and associative (equations 3.1, 3.2). 
As the operation is commutative it does not record the ordering of the two vector 
operands. If non-commutativity is required then one of the vectors may be permuted 
before being bound. 
          
   (    )  (    )   
In equations 3.1 and 3.2,  indicates circular convolution.  
Circular convolution also has an inverse operation called correlation, indicated 
by  , which can be used to reconstruct a noisy version of one of the convolved 
vectors. 
  𝑐          𝑐              
Plate describes many different ways that HRRs can be used to encode 
sequences, frames and role/filler structures, including sentences. 
HRRs offer several advantages over other representations. They have fixed size 
dimensions which do not grow, they degrade gracefully, and they accommodate 
arbitrary variable binding (Plate 1994). 
It is also claimed that HRRs are neurologically plausible and are used as the 
basis for several models of human cognition (Eliasmith & Thagard 2001). A readily 
available source for learning about HRRs is Plate’s 2003 book “Holographic 
Reduced Representation” (Plate 2003).  
(3.1) 
 (3.3) 
Commutativity 
Associativity (3.2) 
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3.3 BEAGLE 
In language understanding, syntax and semantics play complementary roles. 
One generally needs to identify the relations between words in order to understand a 
given sentence. The relations may be obvious from the meanings of the words in 
some cases, but in other cases the relative positions of the words are important. 
BEAGLE (Jones & Mewhort 2006), or Bound Encoding of the Aggregate 
Language Environment, is one of the more recent examples of a computational 
model of word meaning which seeks to incorporate a notion of structure or syntax. 
The major advance offered by BEAGLE is that word representations include both a 
consideration of word order information in addition to word context information. 
Word order is encoded via the construction and superposition of n-grams.  
Given a sequence of symbols S = (s1, s2, s3, …) an n-gram is a n-long 
subsequence. The interpretation of the symbols depends on the application area. N-
grams find most application in the areas of computational linguistics, probability 
theory and computational biology.  Within computational linguistics an n-gram may 
be a sequence of letters, a sequence of phonemes or a sequence of words. 
In BEAGLE, representations for n-grams are constructed using HRRs. By way 
of illustration, assume that the word “old” is represented by a vector   and the word 
“house” is be represented by the vector   . The association between these words, 
“old house”, can be represented as a third vector    which is the result of the circular 
convolution of   and   , as in Figure 3-2 above. The vectors   and    are randomly 
initialised environmental vectors which fulfil the same role as the index vectors of 
Random Indexing. The key difference is that environmental vectors are dense, not 
sparse. The environmental vectors are randomly initialised at the start of the 
program.  
Because the circular convolution operation is commutative (equation 3.1), a 
permutation of the elements of one of the bound vectors is employed so that 
information about the ordering of words within an n-gram is retained. The 
permutation operator is defined randomly at the start of the program. This scheme 
can be generalized into representing arbitrarily long sequences of words. Jones & 
Mewhort’s original BEAGLE model generates all n-grams up to 7-grams which 
overlap the target word. A random placeholder vector Ф is defined to stand in for the 
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target word when the vectors for words are bound together. All the vectors 
constructed for n-grams overlapping the target word are accumulated into the 
structure (order) vector for the target word. The structure memory for each target 
word is thereby constructed as text is processed. 
BEAGLE also incorporates context vectors, in the same way as Random 
Indexing. Because there are both context and structure vectors, it becomes possible 
to construct further vectors which represent a mixture of context and structure. 
Table 3-1 – Features of BEAGLE 
 
 
o Uses a fully distributed representation - i.e. dense distributed vectors. 
o The elements of random vectors are generated from a Gaussian distribution 
with µ = 0.0 and s = 1/vD  where D is the dimensionality of the vector. 
o There are three types of vectors for each term: 
o A random environmental vector, generated only once and then retained. 
o A context vector (memory) which accumulates context information for a 
term. 
o A structure vector (structure memory) which accumulates structure 
information for a term. 
o Contexts are sentence boundaries. 
o Generates a predefined number of n-grams, for each target word, and binds 
these n-grams together using circular convolution applied to each of the 
components of the n-gram, before superposing them into the structure vector. 
o The result is a model with 3 types of memory - context, structure and 
composite, where composite may have different mixtures of context and 
structure. 
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For example: 
To generate the structure vector for B in the sentence A B C D: 
Where:  
Π1 is permutation operator 1 
Π2 is permutation operator 2 
   circular convolution 
Ф = placeholder random vector for the target word. This vector takes the place 
of “__” in the examples below. 
We form n-grams and bind them as follows:  
BindB,1 = Π1(A)  Π2(Ф)        A __ 
BindB,2 = Π1(Ф)  Π2(C)        __ C 
BindB,3 = Π1( Π1(A)  Π2(Ф) )  Π2(C)        A __ C 
BindB,4 = Π1( Π1(Ф)  Π2(C) )  Π2(D)        __ C D 
BindB,5 = Π1( Π1( Π1(A)  Π2(Ф))  Π2(C))  Π2(D)        A __ C D 
 
We then accumulate the bound n-grams into the structure vector for B. 
 
 
Algorithm 2:   BEAGLE 
 
PARAMETERS: 
1. dim = dimension of context vectors 
2. nc = maximum number of n-grams to encode.  
INITIALIZATION: 
1. Randomly initialise dense floating point environmental vectors for each unique 
word. 
2. Initialise dense floating point context vectors for each unique target word to 0. 
3. Initialise dense floating point structure vectors for each unique target word to 0. 
(1, 2 and 3  may be done as required during processing.)  
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PROCESSING: 
1. for each target word  t  do: 
2.     vc = context vector for  t 
3.     vs = structure vector for  t 
4.  
5.     for each word  w  surrounding  t  in the sentence  do: 
6.         ve = environmental vector for w 
7.         vc   +=   ve 
8.      
9.     Generate all n-gram vectors (up to nc) for n-grams involving the target term 
t. 
10.     Add all n-gram index vectors into the structure vector vs for term t 
 
 
3.4 A CRITIQUE OF BEAGLE 
The BEAGLE model is innovative in that it incorporates both paradigmatic 
context and syntactic structure into a vector representation for words that can account 
for data from a range of classical psycho-linguistic experiments. The model can also 
be trained in an automated fashion on natural language text.  
The primary motivation of the BEAGLE model seems to be the construction of 
a knowledge representation which is cognitively plausible and intuitive and which 
can account for a diverse range of experimental phenomena. In this sense it may not 
have been intended to compete with other approaches that are targeted to specific 
tasks. A statistical language model, for example, will be much better at sentence 
completion than BEAGLE.  As Jones and Mewhort (2007) note, however:  
The model is not intended as a model of language but rather as a memory 
model that provides an account of the representations to be used by higher 
order models of language comprehension (e.g., Kintsch 1988; Kintsch 1998). 
A disadvantage of the model is that it is computationally very expensive and is 
difficult to scale to larger volumes of text. One can observe that many vector 
operations must be performed to fully construct the structure vector for a particular 
term. The computational complexity is dominated by the operation of circular 
convolution. In its standard form this operation has complexity O(n
2
). If Fourier 
transforms are used this complexity is reduced to O(n log n). 
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Results from BEAGLE demonstrate that in some circumstances some 
improvement is attained by including order information on evaluation tasks such as 
TOEFL.  
Because of its use of the binding operation to bind constituent terms together, 
BEAGLE has also had some impact on the research area of semantic composition. 
Mitchell and Lapata (2008) empirically evaluate a wide range of models for semantic 
compositionality, including the use of circular convolution as used in BEAGLE.    
3.5 PERMUTATION FOR ENCODING WORD ORDER 
In 2008 Sahlgren et al. (2008) introduced a simple and efficient method 
inspired by BEAGLE for encoding word order in text which combines Random 
Indexing and the use of permutation operators. A permutation is defined for each 
word position relative to a target word. Rotations of vector elements are sufficient for 
such permutations. For example, a word one place to the left of the target word 
would have its index vector rotated to the left one place and then added into the 
context vector for the target word. This in effect binds the index word to the position 
one place to the left of the target word.  
Sahlgren et al. (2008) do not add the representations for stop words into the 
structure vector. The stop words tend to add unwanted noise to the representation. 
The stop words could be included if desired however. 
Let us revisit our example from chapter 2:  
S = “The telescope scans the sky for giant stars.” 
Becomes:   telescope scans sky giant stars (without stop words) 
Context vector for sky =  Π-2 (telescope) + Π-1 (scan) + Π1 (giant) + Π2 (star)    
where  Π-n indicates a rotation n places.  
This method is very efficient and scales very well as the method uses sparse 
vectors and does not explicitly generate representations for n-grams. Because index 
terms are bound to their position before or after the target term, and are not bound 
together to form n-grams, a less specific type of information is added into the context 
vectors, as compared with the n-gram binding approach used in BEAGLE. 
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Permutation can also be used to create direction vectors in which case all index 
terms before the target term have their vectors permuted (rotated) one way and all 
index terms after the target term have their vectors rotated another way. This method 
records information about whether a term occurs before or after the target term, but 
not in which position it occurred. 
Sahlgren et al. use a frequency threshold of 15 000 occurrences of a term for 
defining stop words and apply their method to the TOEFL test using a 
morphologically normalized form of the TASA corpus. They found that direction 
vectors performed best, even better than order and the combined context and 
direction vectors. 
In this thesis we will refer to this method as Permutation Random Indexing 
(PRI).  
3.6 SOME OTHER APPLICATIONS OF PERMUTATION RANDOM 
INDEXING 
In (Cohen et al. 2009), a method called predication-based Semantic Indexing 
(PSI) is introduced which encodes semantic predications derived from MEDLINE by 
the SemRep system into a vector space representation. Each predicate is assigned a 
permutation which is used to permute the elements of the vector for the predicate’s 
object. The vector is then superposed into the vector of the subject. Such a method 
can be used to encode and add all the predicate object pairs of a subject. The 
encoding is reversible, albeit in a lossy manner. This method is an adaptation of 
Sahlgren et al’s permutation model for encoding word order in a term-term semantic 
space. 
Basile et al. 2011 use Random Indexing with permutation to encode syntactic 
dependencies obtained using the MINIPAR (Lin 2003) parser. A permutation 
operator is assigned to each type of syntactic dependency and the dependency 
relation is encoded into the vector for a term in a similar way to PSI above. This 
method is evaluated by performing dependency queries and also by execution on a 
semantic compositionality task. 
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3.7 OTHER APPLICATIONS USING HOLOGRAPHIC REDUCED 
REPRESENTATIONS 
There have been several other uses of HRRs within the distributional semantics 
and information retrieval domains. Fishbein and Eliasmith (2008) use HRRs to bind 
term context vectors with part of speech (POS) information before adding the 
resultant vectors into a document representation, using tf-idf weighting. The concept 
vectors were generated by Random Indexing. They show that their document 
representation improves text classification results as compared to a bag-of-concepts 
representation.  
Cox et al. (2011) use HRRs to build vector representations for word forms and 
integrate these into BEAGLE as part of a unified model. They build on work by 
Hannagan et al. (2011) by implementing and evaluating a number of previously 
proposed word form encodings but using HRRs as the implementation method. By 
word form encodings we mean how words are written and spelt. The representations 
are evaluated by comparing representation similarities to human response latency 
data produced from lexical decision and word naming experiments.   
3.8 RESONANCE AND DECODING  
Jones and Mewhort (2007) describe two methods by which information may be 
retrieved from representations generated by BEAGLE. The first called “decoding” 
retrieves an item instance from the learned memory vector for a word and matches it 
with all stored environmental vectors. The item retrieved is a noisy version of one of 
the environmental vectors and is thus “cleaned up” by equating it with its closest 
match. The item is retrieved using the inverse (or approximate inverse) of the 
operation that was used to encode it, namely correlation (inverse convolution).  
The other method by which information can be retrieved from a representation 
is via “resonance”. It is simply stated as the similarity between the representation for 
a word and the representation for another word or some combination of 
environmental vectors. This is simply the cosine similarity. It is conceptually and 
computationally more simple than the “decoding” method.  
Each method has its bias in terms of which representations it is more likely to 
retrieve and so Jones and Mewhort suggest that both be used together. To the best of 
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our knowledge there is no existing work which systematically analyses and compares 
the respective contributions made by “decoding” and “resonance”.  
One aspect of the decoding operation which is not used in the context of 
distributional semantics but which is used in various models of human memory and 
analogical processing is the ability to perform certain global operations on fully 
distributed representations, for example see Plate (2000) ,Kanerva (2010), Cohen 
(2012). 
For this work we only use the “resonance” method.  
3.9 BEAGLE VERSUS PERMUTATION RANDOM INDEXING 
 
BEAGLE represents both context and order information in a composite 
representation giving a higher fidelity representation to word meaning. Recchia et al. 
(2010) compare BEAGLE with Permutation Random Indexing (PRI) as methods to 
encode sequential information in vector space models of semantics. The primary 
difference between the models is the way in which items are bound together to 
encode order information. BEAGLE uses circular convolution to bind very many 
term instances together to form n-grams while PRI binds term index/environmental 
vectors to term positions before and after the target term using permutation only. 
BEAGLE is computationally expensive which is its primary disadvantage. Recchia et 
al. (2010) found that PRI had a better information carrying capacity than BEAGLE 
when treating both systems as non-recursive associative memories. By non-recursive 
we mean that only one structural level of association is encoded. When both systems 
were evaluated on the TOEFL test using a Wikipedia subset for training both 
performed comparably well. However, because it was not possible to scale BEAGLE 
to the entire Wikipedia corpus, it was not possible to compare the two systems on the 
larger corpus. With the larger corpus PRI shows a significant performance 
improvement, in line with previous studies indicating that more data gives better 
results.  
3.10 SEMANTIC COMPOSITIONALITY 
Although semantic compositionality is not within the scope of this thesis we 
wish to make note of some similarities between semantic compositionality and the 
different methods of encoding word order in distributional semantics. The overlap 
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between the two lies in the fact that both use operators and various algebras to 
construct representations for larger linguistic units from representations for smaller 
linguistic units. The motivation for encoding word order within models of 
distributional semantics is to capture information that is missed by simply encoding a 
“bag of words.” It is hoped that this extra information is then found to be 
advantageous on various tasks as compared to using a “bag of words” representation.  
Semantic compositionality, however, is more ambitious than this. It seeks to 
build representations and operators for working on them that can be used to directly 
construct meaningful representations of complex linguistic statements. See Mitchell 
and Lapata (2008), Clark and Pulman (2007), Erk and Padó (2008) and Grefenstette, 
Sadrzadeh, Clark, Coecke, and Pulman (2010).  
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Chapter 4: Extensions to Existing Models 
In this chapter we present several contributions to the representation and 
encoding of structure for distributional semantic models, with specific attention on 
word order, and which will be evaluated in chapter 6.   
The contributions are as follows: 
o Application of Tony Plate’s Holographic Reduced Representations in 
the frequency (complex) domain to distributional semantic models. 
Some of this work has been published in De Vine and Bruza (2010). 
o Experiments with quantisation of real and complex vectors for 
distributional semantics. 
o The introduction of a variation of random indexing which we call 
Structured Random Indexing (SRI) in which a method is defined for 
creating sparse index vectors for composed features such as n-grams.    
 
4.1 COMPLEX VECTORS AND DISTRIBUTIONAL SEMANTICS 
As previously noted, one of the disadvantages of BEAGLE is its computational 
complexity. There are several reasons for this complexity: 
o Structure is encoded within vectors using circular convolution which, 
with Fourier Transforms, is an O(n log n) operation. 
o The vectors used by BEAGLE are dense. 
o In the standard BEAGLE model, very many convolution operations 
are required per target term, particularly when up to 7-grams are 
encoded. 
Using Holographic Reduced Representations (HRR) in the frequency domain 
(complex plane) is one method to reduce the compute time of BEAGLE. It reduces 
the compute time of the binding operation from O(n log n) to O(n). This makes a 
difference for high dimensional vectors. In chapter four of his thesis (Plate 1994) 
Plate describes how one may compute and use HRRS in the frequency domain. He 
refers to this system also as the circular system. We will refer to them in this thesis as 
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Circular Holographic Reduced Representations (CHRR). CHRRs have the same 
important properties as HRRs with a few differences relating to less important 
properties such as the absence of a zero vector (see Table 4-1 below). 
Complex valued vectors have predominantly found application in signal 
processing and electronics, physics (esp. electromagnetism and quantum mechanics), 
and to a lesser extent in machine learning (complex valued neural networks). The 
primary reason that complex numbers are relevant for this thesis is that complex 
numbers provide an efficient way to compute the circular convolution of two vectors. 
They are also of conceptual interest as they can provide a unifying model for the 
different types of Vector Symbolic Architectures previously mentioned (Kanerva 
2009; Aerts 2009). 
Although complex numbers can be represented as an ordered pair of real 
numbers, they gain their unique character by virtue of the way that complex 
multiplication is defined.  
We can represent a complex number z as z ≡ (x,y) where x and y are real 
numbers. Addition and multiplication of z1 and z2 are defined as: 
(x1,y1)+(x2,y2) ≡ (x1+x2, y1+y2) 
(x1,y1).(x2,y2) ≡ (x1x2 – y1y2, x1y2 + y1x2) 
Complex multiplication has a rotational component in which points in the 
complex plane are rotated with respect to each other when multiplied together. When 
points lie on the complex unit circle multiplication is equivalent to the addition of the 
phase angles of each of the two operands.   
Table 4-1 Respective Entities and Operations for HRRs and CHRRs (Based on 
the table from Plate 1994) 
Entity/Operation HRRs CHRRs 
Random vector 
Elements iid as 
N( ,      ) 
Elements iid as U( ,  ) 
Zero vector   ,  ,  ,  ,  ,     No corresponding object 
Superposition Vector addition     Angle of sum (    ) 
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Binding 
Circular convolution 
     
Sum of angles modulo    
(Elementwise complex 
multiplication) 
Similarity Dot product        
Sum of cosines of 
respective phase angle 
differences. 
Normalisation     
Not needed when 
elements lie on the 
complex unit circle 
 
When we use CHRRs we use two different modes of representation, one polar 
and the other Cartesian. For the Cartesian mode we simply use a vector of ordered 
pairs of real numbers which is equivalent to a vector of real numbers with twice the 
dimension. This mode is used when superposing vectors (Figure 4-2). When binding 
vectors the polar mode is used in which each vector element is a complex phase 
angle (θ). Phase angles have implicit unit length and are represented using 8 bits of 
precision - a single byte (Figure 4-1). To convert a phase angle to Cartesian 
coordinates we use a lookup table with 256 elements which we index into using the 
value of the byte – i.e. a value between 0 and 255. 
 
Figure 4-1 Representing Phase Angles with a Single Byte 
 
With respect to using CHRRs for distributional semantics the primary 
operations that are of interest are a) superposition (Figure 4-2), b) binding (Figure 4-
3), and c) permutation (Figure 4-4.) 
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Figure 4-2 Superposition of Complex 
Vector Elements (A + B) in Cartesian 
Mode 
 
 
 
Figure 4-3  Binding by Circular 
Convolution - A * B in Polar Mode 
 
                    
       
Figure 4-4 Permutation by Rotating One Place to the Left 
 
In CHRRs information is encoded in phase angles. During model training the 
phase angles become strongly aligned in different directions as determined by the 
random initialization of the environmental/index vectors and the information 
contained in the distributional profile of words. When used with BEAGLE the 
elements of the memory and structure CHRR vectors are initialised with small 
random perturbations from 0 in Cartesian form. These perturbations are quickly 
dominated by the superposition of environmental/index vectors, and should an 
element not be touched during the learning process, the element will take on the 
random phase angle determined by the initial random perturbation.  
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At the conclusion of the training session all elements are converted from 
Cartesian to Polar representation. In practice this means that a vector of dimension 
2n is transformed into a vector of dimension n.   
Similarity between vectors is calculated by calculating the average cosine of 
the difference between respective phase angles as represented in polar form (Table 4-
1) (See also Plate 1994, chapter 4). A simpler way to calculate similarity is to simply 
calculate the average difference between phase angles.  
Encoding information in phase angles is a common technique used in 
engineering and particularly signal processing. Phase-Shift Keying (PSK) (Bateman 
1999) is a well-known method for encoding digital data in an analogue wave. 
For more information about the respective merits of CHRRs and HRRs see 
chapter four of Plate (1994).  
The above work involving the encoding of distributional semantics in complex 
vectors has been implemented in both Java and C++. The Java code uses 16 bits to 
represent phase angles whereas the C++ version uses 8 bits. The Java version has 
been incorporated into the SemanticVectors Java package (Widdows & Ferraro 
2008).  
4.2 BINARY VECTORS AND QUANTISATION 
Binary vectors provide a very compact and efficient representation for many 
applications because of the hardware support provided for bitwise operations in 
modern computers. Kanerva (2009) gives a very good overview of some of the 
possibilities and advantages of computing with very high dimensional bit vectors. 
One way to produce binary vectors, or bit vectors, is to simply perform scalar 
quantisation on real valued vectors (Figure 4-5). Quantisation is the procedure of 
mapping something from a large or continuous set of values to a relatively small set 
of discrete values. It is a method that is used extensively in coding theory, 
information retrieval and signal processing. Quantisation was recently used by (Geva 
& De Vries 2011) in a method called TOPSIG to produce bit vector representations 
of real valued vectors obtained by random indexing of text documents. Quantisation 
of real valued vectors to bit vectors is also often called binarisation. Quantisation 
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may be used to digitize an analogue signal or compress a signal in which case it has 
an associated information loss. 
 
Figure 4-5 Quantising to a Bit Vector 
 
When real valued vectors are quantised we use the Hamming distance as the 
similarity metric. Quantisation of semantic vectors is one of the options that we 
evaluate in this thesis for two reasons: a) we are not aware of other reported results 
that do exactly this, i.e. binarise real valued vectors for term representation, although 
there are a number of similar methods that use bit vectors which we mention below; 
b) there are a number of useful methods for efficiently retrieving nearest neighbour 
bit vectors as distinct to real valued bit vectors.  We do not evaluate b) as this is an 
extensive topic and is outside the scope of this thesis. 
As a quick comment on the efficiency of bit vector representations, if one takes 
a real valued vector represented with 32 bit floating point precision and quantises 
each element (scalar quantisation) to a single bit, the resultant representation is only 
1/32 the size of the original. This is a significant savings but obviously raises the 
question regarding what information is lost. 
Ravichandran (2005) uses Locality Sensitive Hashing (LSH) (Broder (1997), 
Indyk and Motwani, 1998) to map vectors representing nouns into binary fingerprints 
which are then used to generate noun similarity lists. 
An important work related to quantised vectors is the Binary Spatter Code 
(Kanerva 1996) representation which we mention below in relation to HRRs. When 
computing with BSCs, bit vectors are superposed and the number of 1s and 0s 
accumulated in each dimension are counted and a majority rule is used to set the 
resultant bit in each dimension to either a 1 or 0. A tricky aspect of this 
representation is how to keep count of the 1s and 0s in each dimension. Cohen et al. 
(2012) make innovative use of Lucene’s bitset class to construct an optimised voting 
record for implementing the majority rule when working with BSCs. Widdows et al. 
(2012) gives a good description of how complex, binary and real valued vectors were 
integrated within the SemanticVectors package to form “typed” vectors.  
< 0.2, 0.4, -0.2, 0.2, 0.5, -0.3, -0.2, -0.2 > 1 1 0 1 1 0 0 
0 
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Complex valued HRRs (CHRRs) provide a generalized model of at least two 
other types of Vector Symbolic Architectures, namely Binary Spatter Codes (BSC) 
(Kanerva 1994) and Gayler’s Multiplicative Binding. There are in fact, however, 
higher order generalizations of complex numbers that can be used in distributed 
representations, the most general of which is Geometric Algebra (GA) which is a 
geometric interpretation of Clifford Algebra (Hestenes 1986). Geometric Algebra is a 
geometric analogue of HRRs and has been used to construct distributed 
representations and associative memory (Patyk-Lonska et al. 2011). There are 
interesting relationships between HRRS, CHRRS, BSCs and GA (Aerts & De Moor 
2009; Patyk-Lonska et al. 2011; Widdows et al. 2012). 
CHRRs can be related to binary vectors by mapping a phase angle of 0 to the 
bit value 0, and the phase angle π radians to the bit value 1 (Figure 4-6). 
 
Figure 4-6 Relationship between CHRRs and Binary Spatter Codes (BSC) 
 
We can also create other mappings between complex values and bit vectors. In 
this thesis we experiment with using Antipodal Gray Codes (Killian & Savage 2004) 
to map complex values to more than a single bit. A Gray Code (Gray 1953, Gilbert 
1958) is a particular type of binary code in which two successive values differ in 
only one bit. For example, the following sequence forms a Gray Code: 
000, 001, 011, 010, 110, 111, 101, 100 
An (n,t) Antipodal Gray Code (Killian & Savage 2004) has the additional 
property that for n <= t <= 2n-1, the complement of any string appears exactly t steps 
away from the string, in the sequence, either clockwise or counter clockwise. We use 
this code to quantise the phase angles of a complex number such that points that are 
close to each other on the unit circle will also be close in Hamming space. The 
resolution of the quantisation may be increased/decreased as desired. Quantising a 
phase angle using two bits is the same as quantising the respective values of the real 
and imaginary parts, and hence is the same as quantising a standard real valued 
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vector. The ability to easily adjust the level of quantisation allows for easily 
experimenting with the trade-off between representation size and information 
content.   
For example, using 4 bits, we can quantise phase angles using the mapping in 
figure 4-7. A quantised result is shown in figure 4-8. 
 
 
Figure 4-7 A 4 Bit Antipodal Gray Code 
 
 
 
 
Figure 4-8 A Two Element Vector of Phase Angles Quantised Using an Antipodal 
Gray Code 
 
 
 
4.3 SPARSE ENCODING OF STRUCTURE AND STRUCTURED 
RANDOM INDEXING 
We would like to be able to construct a model for encoding structure in 
distributional semantics which is simpler than BEAGLE but retains the ability to 
encode specific information about n-grams. We now propose a method which we call 
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Structured Random Indexing (SRI). The primary features of SRI are that it does not 
use dense environmental/index vectors, only sparse vectors, and that it has a fast 
binding operation. We also generally only construct representations for low order n-
grams, such as bi-grams. The sacrifice that we make is that the final superposed 
memory vector for a term is not easily able to be decoded, in the HRR sense, and 
hence we do not use a decoding operation. We are, however, able to know the 
contents of the memory vector via resonance with other vectors. 
The method is related to the CHRR version of BEAGLE described above by 
the fact that we use circular arithmetic when binding vectors together, in a similar 
manner to how we bind complex valued vectors together by adding phase angles . 
The binding operation for CHRRs is the addition of phase angles modulo 2π. When 
we use SRI we reinterpret the CHRR vectors as the storage format for sparse ternary 
index vectors as depicted in figure 4-9, where the phase angles, represented using 
integers, indicate the position/index of 1s and -1s within a full sized vector. The first 
half of the vector contains the position of the 1s, the second half of the -1s. There is 
therefore always an equal number of 1’s and -1’s. The binding operation for SRI is 
the addition of vector elements modulo the dimension (dim) of the context or 
structure vectors. We need to perform this addition modulo the dimension of a 
context vector because we do not want any of the elements of the SRI vector to 
reference a position that is beyond the dimension of the context vectors. This will be 
explained further below. The result of this re-interpretation is that we are able to bind 
sparse index vectors together to form new sparse index vectors. If we want to record 
the ordering of the bound vectors we permute one of them in some constant arbitrary 
fashion, such as rotating the vector one place to the left. Using this scheme we can 
create an index vector from the index vectors of constituent symbols, with high 
probability of uniqueness.  
 
 
Figure 4-9 Storage Format for Sparse Index Vectors. Each element of the index 
vector is an index (seed) into a larger memory or structure vector. 
 42 Chapter 4: Extensions to Existing Models 
Each compressed SRI index vector associated with a base word is randomly 
generated (just like RI), while making sure that no element value is duplicated. 
Duplication is avoided so that there is no collision of 1s or -1s.  
Because each element of an index vector is independent of all other elements, 
and no checks are made for duplication during the binding process, it is possible for 
two elements to have the same value, depending on the sparsity of the index vectors. 
This may lead to a +1 or -1 being added to the same location in the full memory 
vector as another +1 or -1. We are forced to accept this as an inherent side-effect of 
our method and our observations are that it does not significantly affect results. If 
desired, however, corrections can be made to the bi-gram index vector to remove 
duplications, with some effect on performance. We investigate the bias that this side-
effect introduces in section 4.4. 
Figure 4-10 shows an example of operations on the vectors A and B. Line 4 
shows A  B  which is the element-wise addition modulo 512 of A and B. We take 
512 to be the dimensionality of the full context vector. Line 5 shows A bound with a 
permuted B in which case the binding operation becomes non-commutative.  
 
 
 
 
(1) A     =  < 230, 34, 429, 267, 20, 26, 74, 313, 351, 143 > 
 
(2) B     =  < 42, 129, 312, 211, 30, 505, 303, 198, 15, 7 > 
 
(3) Π-1 (B)   =   < 129, 312, 211, 30, 505, 303, 198, 15, 7, 42> 
 
(4) A  B   =   < 272, 163, 229, 478, 50, 19, 377, 511, 366, 150 >   =  B  A 
 
(5) A  Π-1 (B)   =  < 359, 346, 128, 297, 13, 329, 272, 328, 358, 185 > ≠ B  A 
 
 
Figure 4-10 Creating Sparse Index Vectors by Composition – Commutative 
and Non-Commutative 
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Figure 4-11 Creating Sparse Index Vector for “scans the _” 
 
Figure 4-11 shows an example of constructing the sparse index vector for the bigram 
“scans the __” in the phrase “scans the sky for giant stars.”  
Once we have created the index vector for the bi-gram, or other structured unit, 
we add it into the structure vector for the target word in the same way as with 
Permutation Random Indexing, that is by rotating the elements of the sparse ternary 
index vector positively or negatively depending on the bigram’s relationship to the 
target word.  
In doing this we are moving between the normal interpretation of a vector and 
the interpretation of a vector as a compressed storage format for a much larger sparse 
vector. In this sense there are also two different ways that we are making use of 
permutations, one at the full vector level and one at the compressed storage level.  
 
 
Bigram
1
 Bigram3 
 
 
scans                =          [ 0, 0, 1, 0, -1, 1, 0, 0, -1, 0, 0, 0]             [2, 5, 8, 4] 
     
the                    =          [ 0, -1, 0, 0, 0, -1, 1, 0, 0, 0, 1, 0]             [6, 10, 1, 5] 
 
Π
-1
 (the)           =          [ 0, 1, 0, 0, 0, -1, -1, 0, 0, 0, 1, 0]             [10, 1, 5, 6] 
  
scans  Π
-1
 (the)  =   [ 1, -1, 0, 0, 0, 0, 1, 0, 0, 0, -1, 0]             [0, 6, 1, 10] 
 
scans the __         =     [- 1, 0, 0, 0, 0, 1, 0, 0, 0, -1, 0, 1]             [11, 5, 0, 9] 
 
 
Sparse Index Vector Storage Format 
[+1,+1 : -1,-1] 
“scans the sky for giant stars” 
Bigram
2
 
Bigram
1
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Using this method we can create sparse index vectors for arbitrary structural 
elements. In this thesis we construct index vectors for bi-grams, both ordered and 
unordered, but other types of structured information could easily be encoded. 
The primary advantage of this method is efficiency. We can encode very 
specific information very quickly because we only use sparse index vectors. There is 
also no problem of encoding frequently occurring words as part of the n-gram, such 
as stop-words, as these will not dominate the memory vector as in the case with PRI. 
Another, but very different, method that defines a binding operation on sparse 
vectors is Context Dependent Thinning (Rachkovskij and Kussul 2001). It defines a 
binding operation on sparse binary vectors while also retaining sparsity. It has 
different properties from SRI, however, in that it tries to maintain similarity between 
the resultant vector and the composed vectors. 
4.4 ANALYSIS OF BIAS IN SRI INDEX VECTORS  
We remember that a seed is the value of an element in a compressed storage 
index vector which represents a position in the expanded sparse vector. The number 
of seeds determines the sparsity of the sparse index vector which it encodes. We can 
determine the average number of seeds that will collide per vector when using the 
SRI method, assuming uniform random placement, using the following: 
dim = dimension of memory vector 
ns = number of seeds 
    
   
  
    
   
  
    
   
        
     
   
   
(    )      
   
 
The average number of seeds colliding when ns seeds are allocated values in 
[1, dim] is approximately the probability that the first seed will collide (0), plus the 
probability that the second seed will collide, plus the probability that the third seed 
will collide, etc. 
For simplicity we approximate this as:    
          
   
    
   
     
 
For example if we have dim = 4096 and ns = 32, then 
(4.1) 
(4.2) 
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32*32 / 4096 / 2 = 1/8 = approximately one vector in eight on average will 
have seeds that collide such that the effective number of seeds for that vector is 31 
instead of 32. Approximately 1/8 * 1/8 = 1/64 vectors on average (one vector in 64) 
will have an effective number of seeds of 30 instead of 32. 
The result is that about 1 bi-gram index vector in 8 will have an effective 
number of seeds of 31 instead of 32, one vector in 64 will have an effective number 
of seeds of 30 instead of 32, one vector in 64 * 8 = 512 will have an effective number 
of seeds of 29 instead of 32. This analysis was supported by experiments in which 
we counted the number of times bi-gram vectors were generated which had a number 
of seeds less than 32, less than 31, etc. 
This creates a small bias in the weights given to a small percentage of index 
vectors. This is a price that we pay for binding with sparse index vectors, instead of 
dense vectors, the position of elements being important for sparse index vectors. This 
bias can be removed if desired by inserting logic into the binding process so that seed 
positions are not duplicated, with some effect on performance. 
In practice we do not easily observe the effects of this bias. 
 
4.5 RETRIEVING INFORMATION WITH SRI 
To check for the existence of particular bi-grams, or other structured units, 
within the structure/order vector for a target term, we need to compare the index 
vector for the bigram with the vector of the target word. Since the index vector is 
sparse we need to only check the elements of the target word vector that may have 
been touched by the sparse vector, or in other words, we check the subspace defined 
by the sparse index vector. This is an approach recently used by Geva and De Vries 
(2011) in the TOPSIG method for document retrieval. In our case we retrieve terms 
instead of documents. 
A question is how to measure the similarity in the sub space associated with the 
non-zero elements of the index vector? We experimented with two different 
approaches, one involving a simple linear sum of the components in the real vector 
sub space, the other involving the use of quantised memory vectors and measuring 
 46 Chapter 4: Extensions to Existing Models 
the agreement between the index vector and memory vector in the Hamming sub 
space. We show results of the second approach in chapter 6 for completing phrases.  
4.6 ENCODING STRUCTURE IN DISTRIBUTIONAL SEMANTICS 
When encoding word order in distributional semantics we need to decide on 
what order n-grams to limit our model to. A basic observation is that the higher the 
order of the n-gram the more specific the information is that is being contributed by 
the n-gram. In this thesis we limit the order to two such that only bi-grams are 
encoded. The rationale for this is that it allows us to test the usefulness of encoding 
structure without adding unnecessary complication. If encoding bi-grams is found to 
be useful then higher order n-grams can then be tested. 
We therefore limit our implementation of BEAGLE to bi-grams, although we 
will still refer to the model as a BEAGLE model since we are still using circular 
convolution to bind vectors. 
For example, with the phrase “A B _ D E” where “_” indicates the target word, 
we will generally construct the bigrams: 
Bigram1 A B,     Bigram2 B D,    Bigram3 D E, 
although the C++ implementation is such that a larger variety of bigrams may be 
considered.  
We do not include unigrams as we incorporate the contribution of unigrams via 
mixing a structured model with a non-structured model. 
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Chapter 5: Experimental Setup 
Our experimental setup consists of three elements, a) the evaluation tasks and 
experiments, b) the text corpora for training, and c) our implementation of the 
various computational models.  
5.1 EVALUATION TASKS 
To evaluate the various contributions we use several evaluation tasks including 
the TOEFL test, the WS353 semantic relatedness test, and a semantic space overlap 
test. The primary test that we use is the TOEFL. We also use several auxiliary 
experiments to better examine the abilities and effectiveness of the different models. 
These auxiliary experiments include several methods for examining the nearest 
neighbours of a term in a model and also the retrieval of structured information from 
a model. These latter auxiliary test are described in more detail in the results section 
in chapter 6. 
5.1.1 TOEFL 
A common evaluation task for semantic models is the synonym section of the 
Test of English as a Foreign Language - TOEFL (Landauer & Dumais, 1996, 1997; 
Turney, 2001). Each item consists of a target word and four alternative words; the 
task is to select the alternative that is most similar in meaning to the target. Accuracy 
on a set of 80 items was originally used by Landauer and Dumais (1997) as the 
criterion for dimensionality selection in LSA, and the TOEFL has since become a 
benchmark for measuring performance of semantic models. 
Table 5-1 Example TOEFL Question 
 
1.  enormously 
a)   appropriately 
b)   uniquely 
c)   tremendously 
d)  decidedly 
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Given the extent to which TOEFL is used as an evaluation tool within 
distribution semantics the TOEFL will be our primary evaluation task. We will also 
analyse the “error profile” on this task for different models to learn more about the 
differences between models. To this end we have chosen a subset of 20 questions 
which by manual inspection seem to be “problem” questions for different models. As 
far as we are aware this is the first time that the error profile has been analysed on the 
TOEFL test. 
5.1.2 WordSim353 
The WordSim353 dataset (WS-353) has been used extensively in recent work 
in distributional semantics. Originally collected by Finkelstein et al. (2001), the 
dataset consists of 353 word pairs. The degree of relatedness of each pair is assessed 
on a 0-10 scale by 13-16 human judges where the average is used as the final score. 
Agirre et al. (2009) further split this dataset into similar pairs (WS-sim) and related 
pairs (WS-rel), where the former contains synonyms, antonyms, identical words and 
hyponyms/hypernyms and the latter captures other word relations.  
We use the Spearman correlation to measure the correlation between the 
ranked similarities as computed by the semantic model, and the similarities as 
elicited from the human judges. The Spearman correlation is preferred over the 
Pearson correlation as it can be used to effectively measure the correlation for 
variables that have a non-linear relationship. 
Table 5-2 Examples of Word Pairs and their Relatedness as Judged by Human 
Judges 
 
bread  butter  6.19 
king  cabbage 0.23 
journey  car  5.85 
 
This task is quite difficult for vector space models as it is not immediately clear 
how one should rank the similarity of one pair of words with another pair of words, 
given that the significance of the similarity measure may be quite different in 
different parts of the vector space, depending on the local geometry of the space. For 
example, if the words “red” and “blue” have a cosine similarity of 0.7, is this better 
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than a cosine similarity of 0.6 for the terms “bus” and “car”? Nevertheless for this 
task we use the raw cosine similarities. Better semantic models generally perform 
better on this task.  
5.1.3 Semantic Space Overlap 
In (Sahlgren 2006) a method is presented to measure the amount of overlap 
between two semantic spaces. Sahlgren defines the overlap as the number of shared 
words between neighbourhoods in the two spaces. The neighbourhood can be 
defined in an absolute sense such as all the words that are within 0.5 cosine 
similarity, for example, of a given word are defined as being part of the 
neighbourhood of that word, or the neighbourhood can be defined in a relative sense 
such that the 10 closest words are considered part of the neighbourhood. Sahlgren 
uses the second approach. The given words can be all of the words for which 
memory vectors have been generated or a random sample can be taken.  
For this task we use the BNC corpus and randomly choose 1000 words from 
the target words that we have constructed memory vectors for. We use the nearest 50 
words of each given term as the neighbourhood. We found that for constant n nearest 
neighbours the computed overlap was quite stable irrespective of which 1000 random 
words were chosen. 
5.2 CORPORA 
To train the various models which we have described previously we make use 
of several corpora: 
1. Touchstone Applied Science Associates (TASA) corpus. 
2. British National Corpus (BNC). 
3. Wikipedia INEX 2009. (INEX) 
5.2.1 TASA Corpus 
The TASA corpus is a collection of text representative of the reading material 
that a person is supposed to have been exposed to by their first year in an American 
college (Zeno, Ivens, Millard, & Duvvuri, 1995; Landauer, Foltz, & Laham 1998).  
It contains short samples from textbooks, works of literature, and popular 
works of fiction and nonfiction and contains approximately 10 million words. It has 
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been used extensively to train distributional models in computational linguistics and 
cognitive science research (Griffiths et al., 2007; Jones & Mewhort, 2007; Landauer 
& Dumais, 1997). 
5.2.2 The British National Corpus (BNC) 
The British National Corpus (BNC) (BNC XML Edition, 2007) is a 100-
million-word text corpus of samples of written and spoken English. It covers British 
English of the late 20th century including a wide variety of genres with the intention 
that it be a representative sample of spoken and written British English of that time. 
It has been taken from a wide range of sources with approximately 90% being 
samples of written language use. Written language was extracted from regional and 
national newspapers, published research journals or periodicals from various 
academic fields, both fiction and non-fiction books, both published and unpublished 
material such as leaflets, brochures, letters, essays written by students of differing 
academic levels, speeches, scripts and other types of texts. The spoken samples 
making up 10% were presented and recorded in the form of transcriptions. They 
consist of a “demographic” part, which represents different age groups, social 
classes, etc., and a “context-governed” part which contains transcriptions of 
recordings made at specific types of meeting and event. 
The BNC corpus has been tagged for grammatical information (part of speech). 
The CLAWS4 system was used for tagging the BNC. The tags were not used for the 
experiments reported in this thesis. 
The BNC has been used extensively for research in computational linguistics 
and also for the construction of distributional models of word meaning. 
5.2.3 INEX Wikipedia Collection 
The INEX Wikipedia collection consists of 50.7 GB of Wikipedia articles in 
XML form and contains more than 2.6 million documents. 
The documents are enhanced with semantic mark-up of articles and outgoing 
links, based on the semantic knowledge base YAGO (Suchanek, Kasneci & Weikum, 
2007), which explicitly labels more than 5,800 classes of entities like persons, 
movies, cities, and many more. The collection was created from the October 8, 2008 
dump of the English Wikipedia. The semantic mark-up is not used in this work but 
may be an interesting task for future work.  
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After pre-processing there were approximately 750 million terms remaining. 
5.3 PRE-PROCESSING 
The pre-processing of the corpus text was performed using Java. Each 
document was split into a sequence of sentences using the Apache OpenNLP Tools 
Java library (Apache OpenNLP. (n.d.)). This library uses a maximum entropy model 
and a selection of text for learning how to recognise sentence boundaries. This 
library seems to produce good results. All terms were lowercased. Terms containing 
numeric characters were replaced with the standard term “nn”. Terms were not 
lemmatized and no stemming was used. 
The INEX Wikipedia collection required special attention as it contains 
elements that do not represent full sentences, such as lists of entities, titles, times and 
dates etc. The XML was parsed and only elements matching certain criteria were 
extracted so as to produce well-formed sentences. The final INEX corpus contained 
approximately 750 million terms. 
5.4 TEXT INDEXING 
The pre-processed corpora were indexed using the open source C++ search 
engine Indri. Indri is a component of the Lemur project (The Lemur Project 2013) 
and is a state-of-the-art search engine often used in IR research. Indri is primarily 
developed and maintained by the University of Massachusetts and Carnegie Mellon 
University. 
The idea of using a search engine such as Indri instead of simply processing 
plain text files comes from experience with the SemanticVectors package (Widdows 
& Ferraro 2008) which is built on top of Lucene. Using a text indexer such as Indri 
provides some additional functionality at no extra developmental cost.  
A separate index was created for each of the three corpora.   
5.5 BASE TERMS AND EVALUATION TERMS 
The list of base terms, that is the terms associated with an index or 
environmental vector, was generated by taking the terms that occur at least 5 times in 
the TASA corpus, and at least 10 times in the BNC corpus. All of the terms that are 
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required for evaluation tasks are then also merged into this list of base terms. This 
final list of base terms contained approximately 86 000 terms. 
The list of evaluation terms is comprised of all the terms that occur in the 
TOEFL task, the WS353 task and some additional terms that occur in a semantic 
clustering task which is not reported on in this thesis. 
5.6 THE GENERAL WORKFLOW FOR BUILDING MODELS 
The general workflow that is used for building vectors from a text corpus is 
as follows: 
1) Initialise the required vector spaces by allocating memory and initialising 
vectors. Process the documents from the Indri index, accumulating 
information into the vectors according to the chosen method. 
2) Post-process the vectors. This may include one or more of the following: 
a) Transformation of vector elements, such as applying PPMI weighting to 
full co-occurrence vectors. 
b) Normalisation of vectors to unit length. 
c) Quantisation of vectors to a bit vector representation.  
3) Save the vectors to disk. 
 
5.7 TERM WEIGHTING AND SIMILARITY METRIC 
Three different weighting schemes are used for weighting the contribution of 
terms to the memory vector: 
a) Constant weighting: each vector has weight 1.0. 
b) Entropy weighting:                ( ∑       (   ))       
where n is the number of documents and     is the probability of the term i 
appearing in the document j. This is a global weighting scheme that is often 
used with LSA (Berry & Browne 2005). 
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c) Positive Pointwise Mutual Information (PPMI). This is only used when 
building full co-occurrence vectors, and not Random Indexing or BEAGLE 
type vectors which are directly dimensional reduced. 
 
 
PPMI is PMI with all negative values clamped to 0.0. 
 
For BEAGLE and Random Indexing we have found that the entropy weighting 
scheme works well.  
For measuring the similarity of real vectors we used the cosine similarity. 
For measuring the similarity of full binary vectors we use the Hamming 
distance. For comparing sparse index vectors with quantised bit vectors we check for 
agreement with the 1’s (binary 1) and -1s (binary 0) in the subspace defined by the 
index vector. Like the Hamming distance this measure is returned as a number of 
bits. 
5.8 IMPLEMENTATION 
The various computational models described in this paper, and associated 
software support structures, such as code for orchestrating batch execution etc. have 
been implemented in a mixture of C++, Java and Groovy. Early versions of the 
CHRR code were written in Java and incorporated into version 3 of the 
SemanticVectors package (Widdows et al. 2012). SRI is contained in the C++ code. 
The code on which the experiments of this thesis are based was written in C++ 
using Visual Studio 10.0. The code makes use of the Indri search engine, amongst 
several other libraries. 
 
5.8.1 Software Design 
An important design decision of the C++ implementation was that it allowed 
various models and parameters to be mixed and matched as easily as possible for the 
purposes of experimentation. Vector spaces of different storage type can be created 
and associated with different term lists and different Indri indices. An abstract 
𝑃       
 (𝑐 | )
 (𝑐)
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“DocProcessor” class was written, methods of which are overwritten by sub-classes 
which contain logic specific to the construction of a particular semantic model. A 
“SimModel” interface was defined which is implemented by different similarity 
models which are passed to evaluation classes which evaluate different models 
against different evaluation tasks. The constructed vector spaces can be written and 
read to and from disk as binary objects.    
The “DocProcessor” class can be easily extended to support other Semantic 
Space type models, such as HAL. It can also be extended to support term-document 
type vectors. As stated earlier we have focused on paradigmatic (term-term) type 
relationships between words for this thesis. 
 
Figure 5-1 The Primary Classes of the C++ Implementation (Not fully conformant 
with UML) 
 
5.8.2 C++ Libraries 
The C++ implementation was written on the Windows operating system but 
was designed to be cross-platform such that it should compile in a Unix based 
environment. The following C++ libraries were used: 
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1. Indri search engine – Text Indexing http://www.lemurproject.org/indri/ 
2. Boost (algorithm, tokenizer, lexical_cast, numeric, graph) 
http://www.boost.org/ 
3. Poco C++ Libraries http://pocoproject.org/ 
4. Agner  - Random number generation -  http://www.agner.org/random/ 
FFTW – Fast Fourier Transforms - http://www.fftw.org/ 
5.8.3 Model Parameters 
The core implementation of the computational models is in C++ with most of 
the functionality being exposed via a command line interface. The command line 
interface was useful for setting up the batch execution of experiments. Experiments 
were orchestrated by invoking the natively compiled executable from Groovy scripts 
and passing in command line parameters. Groovy is a high level scripting language 
that runs on the Java Virtual Machine and is very useful for quickly developing 
scripts for many commonly required tasks. Table 5-1 lists the primary command line 
arguments of the software.. 
Table 5-3  Primary Command Line Parameters of Implementation 
 
--repo The path to the Indri full text index. It is assumed that the index 
contains the positional information of terms. 
--baseTerms The path to a file containing the list of terms to use as the “feature 
set” for semantic spaces. These are the terms that are associated 
with the “environmental” vectors of BEAGLE and the “index” 
vectors of Random Indexing. 
--evalTerms The path to a file containing the list of the target terms. 
--ent The path to a file containing the entropy weighting values of the 
base terms. When performing many repetitive experiments it was 
found useful to pre-calculate these. These weighting values, in fact, 
need not be “entropy” values but may be any sort of term weight. 
--out The path to a file where output from the program will be written. 
--task The evaluation task to run, such as TOEFL, or WS353. 
 56 Chapter 5: Experimental Setup 
--modIn1/2 The path to load a previously built model. 
--modOut1/2 The path to save a built model. 
--method1/2 The model building method, such as “RI”, “BEAGLE” etc. 
--wt1/2 The weighting function to use when adding index vectors into 
memory vectors. 
--ws1/2 The size of the term window. This is in fact the window radius. 
--dim1/2 The dimensionality of the memory vectors. 
--seeds1/2 The number of seeds to use for sparse indexing methods such as 
Random Indexing. 
--coef1/2 The coefficients to use when mixing models for execution on 
evaluation tasks. 
--q1/q2 The level of quantisation to use. 
--nov The number of term memory vectors to use when computing the 
semantic space overlap between models. 
--ncl The  number of nearest neighbours to use when computing the 
semantic space overlap between models. 
 
A number of functionalities have not been exposed to the command line 
interface, e.g. semantic network generation. 
With regards to code optimisation the implementation does not include the use 
of SIMD instructions nor multithreading but it was found that multiple processes 
may be profitably run in parallel with almost linear speedup, providing that separate 
Indri indices exist for each process. 
 
5.9 EXECUTION ON EVALUATION TASKS 
We found that the results produced by Random Indexing and similar methods 
can fluctuate, particularly for small corpora. This is because of the use of randomly 
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initialised index/environmental vectors. The results from the evaluation tasks are 
therefore averaged over a number of runs: 
TASA – averaged over 20 runs, except for BEAGLE and BEAGLE-CHRR 
where it is 10 runs. 
BNC – averaged over 10 runs, except for BEAGLE and BEAGLE-CHRR 
where it is 5 runs. 
INEX 2009 – averaged over 5 runs. Sometimes the results for INEX were 
averaged over 10 runs, as for example in the TOEFL analysis of section 6.8. 
BEAGLE was not used on the INEX corpus. 
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Chapter 6: Results and Discussion 
In the previous chapter we outlined our experimental setup. We now report on 
and discuss the results. In describing the different models that are evaluated we 
remember that the “base terms” are those terms that are recognised as tokens or 
features within the text corpora. These are referred to by some authors as index 
terms. “Target terms” are those terms for which we wish to generate representations 
using the base terms as features. A full co-occurrence term-term matrix has 
dimensions |target terms| x |base terms|. The base terms and target terms may be the 
same. We refer to a target terms as t, and a base term as b. The vector for target term 
t we refer to as   . 
We also remember that the terms “memory vector” (as in BEAGLE memory 
vector) and “context vector” are synonymous. 
In the results that we present below we use abbreviated notation to refer to 
models. We now give a very brief description of the vector building process of each 
method along with its abbreviation. For more detail regarding the methods refer to 
chapters two and three.  
1. Full Co-occurrence vectors (abbreviation: Full) 
The full co-occurrence vector    for a target term t is created by counting 
the number of times that each base term b is encountered within a sliding 
window centred on each instance of t in the corpus. The full co-occurrence 
vectors were generated as part of the generation of PPMI vectors. 
2. PPMI vectors (abbreviation: PPMI)  
The PPMI vector    for a target term t is the full co-occurrence vector for t 
with each element weighted by the Positive Pointwise Mutual Information 
between t and b, where b is the base term associated with each element of 
  . 
3. Random Indexing (abbreviation: RI) 
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Random Indexing vectors (context vectors) are created for each target term 
by adding the index vector for each encountered base term within a target 
term’s context window, into the context vector for that term.  
The index vectors for stop words are not added into the context vectors.  
4. Permutation Random Indexing (PRI) 
This is the same as Random Indexing except that the index vectors are 
permuted before they are added into the context vector, depending on 
where the context term is positioned relative to the target term. 
Permutations are mapped to each unique position.  
The index vectors for stop words are not added into the context vectors. 
5. Directional Random Indexing (abbreviation: DRI) 
This is the same as Permutation Random Indexing except that a single 
permutation is used when adding the index vectors for terms before the 
target term, and a different permutation is used when adding the index 
vectors for terms after the target term. 
The index vectors for stop words are not added into the context vectors. 
6. Structured Random Indexing (abbreviation: SRI)  
Sparse index vectors for bi-grams surrounding the target term are 
constructed and added into the context vector for the target term. The bi-
gram index vectors are also permuted, like PRI above, depending on their 
position relative to the target term. A window radius of one refers to the 
skip bi-gram formed by binding the terms to either side of the target term. 
Only bi-grams are encoded. 
The index vectors for stop words are included when encoding n-grams. 
7. BEAGLE (abbreviation: BEAGLE) 
The BEAGLE as implemented in this thesis is a hybrid of the original 
BEAGLE by Jones and Mewhort (2006) as we only encode bi-grams. 
BEAGLE contains both context and structure vectors. All vectors are fully 
distributed. Bi-grams are encoded using the method described in chapter 3. 
Only bi-grams are encoded.  
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Stop words are included in the encoding of bi-grams. 
8. BEAGLE-CHRR (abbreviation: BEAGLE-CHRR / B-C) 
This is Beagle implemented using CHRRs or complex vectors. Otherwise 
it is the same as BEAGLE described above. We sometimes refer to 
BEAGLE-CHRR as B-C. 
BEAGLE-CHRR may be quantised using 1, 2, 4 or 8 bits per phase angle. 
We often want to indicate the context window radius that we use with a 
particular model. We do this by putting a hyphen “-” after the model name and then 
the window radius. For example, RI-2 is Random Indexing with a window radius of 
2. 
We may also want to refer to the corpus on which the model was trained. We 
do this by appending a hyphen and then the abbreviation of the corpus. For example, 
RI-2-TASA is Random Indexing with a window size of 2 trained on the TASA 
corpus. 
6.1 COMPLEXITY ANALYSIS OF DIFFERENT MODELS 
The performance of the respective methods above can be considered in terms 
of both time and space complexity.  
We consider the time complexity in terms of the number of arithmetic 
operations per target term instance. We present the analysis based on how the 
methods would generally be implemented in the code rather than on the linear 
algebra. Overall the methods are very simple consisting mostly of weighted vector 
additions. The exception is BEAGLE which relies on the Fourier transform to 
perform circular convolution. We use the following abbreviations: 
dim = dimensionality of RI, PRI, DRI, SRI, BEAGLE and BEAGLE-CHRR 
vectors.  
ns = number of seeds in index vector 
ws = window size (radius) 
 
 
 62 Chapter 6: Results and Discussion 
Table 6-1 Time Complexity for Implemented Methods 
 
Method Number of Arithmetic Operations per Target Term Instance 
FULL ws * 2 
PPMI ws * 2 
There is a reweighting of vector elements at the end but it is not 
significant compared to the number of operations per target term 
instance.   
RI, DRI, PRI 
 
ns * ws * 2 
All three methods have the same complexity. The only difference 
between RI and (DRI, PRI) is that for DRI and PRI the addition of 
index vectors is implemented in two consecutive for/next loops 
instead of one, to account for permutations, which are in fact 
rotations.  
SRI ns * (ws * 2 - 1) * 2 
Asymptotically this is twice the complexity of RI above, but in 
practice the execution performance is closer to about 1.5 times. 
BEAGLE dim (log dim) (Asymptotic) 
The dominant operation in BEAGLE is the binding of vectors to 
form n-grams. This is accomplished using Fourier transforms which 
has asymptotic complexity of n log n, where n is the dimension of 
the vector.    
BEAGLE - 
CHRR 
dim * (ws * 2 - 1) * 2 
Similar to SRI except that dense vectors are used. 
 
We measure the space complexity in terms of the amount of memory used for 
the context vectors only. We measure space using number of bits and we indicate the 
storage type of the vector elements for each method.   
b = number of base terms 
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Table 6-2 Space Complexity for Implemented Methods 
 
Method Number of Bits per Target Term 
FULL b * 32 (Storage type int-32) 
PPMI b * 32 (Storage type float-32)   
RI, DRI, PRI, 
SRI, 
BEAGLE 
 
dim  * 32 (Storage type float-32) 
 
(Quantised) 
RI, DRI, PRI, 
SRI, 
BEAGLE 
dim  (Logical storage type of 1 bit) 
The bit vector is word-aligned so the vector dimension must be a 
multiple of 32 in our implementation. 
BEAGLE-
CHRR 
dim * 8 / 2 (Storage type uchar-8) 
We divide by two because when we convert from Cartesian to polar 
coordinates we transform from 2 floats to 1 byte. 
(Quantised) 
BEAGLE-
CHRR 
dim * 8 / 2 * quantisation-level  (Logical storage type of 1 bit) 
The quantisation level can be 1, 2, 4 or 8 bits according to the 
Antipodal Gray code. 
 
The primary things to notice with regards the space complexity is that:  
a) FULL and PPMI use much more memory than the other methods, although 
this could be modified by using a smaller number of dimensions using feature 
selection or dimensional reduction. 
b) Quantised vectors obviously have very much lower memory requirements. 
A lower memory requirement may translate into faster retrieval of nearest 
neighbour vectors. It also means that more features spaces may be added to the 
model resulting in richer representations. 
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Figure 6-1 Run-time Performance for Various Methods on TASA Corpus  
 
Figure 6-1 shows the runtime performance for the four primary methods that 
are used for encoding structure. The time shown is the time taken to build structure 
vectors for target terms by processing the entire TASA corpus.  
The axes are logarithmic to base 2. The time taken by BEAGLE is dominated 
by the Fourier transform which has complexity O(n log n). In practise, however, the 
complexity of the Fourier transform using the FFTW software library seems to be 
closer to O(n) for vectors of dimension up to about 2048, presumably because of 
optimisations for smaller vectors. Despite this, the run-time for BEAGLE is still 
prohibitive, being almost 32 X that of PRI and SRI for vectors of dimension 1024. 
The other important thing to notice is that the performance of SRI is not too 
different to that of PRI. SRI is approximately 70% as fast as PRI for typical 
dimensions of 1024 and 2048.   
6.2 PPMI VECTORS ON TOEFL AS A BENCHMARK 
We now turn our attention to the quality of the vectors generated using 
different methods. We first look at our benchmark method which is the PPMI. We 
use PPMI as a benchmark as it is regarded as the best performing method over a 
range of different evaluation tasks (Bullinaria & Levy 2007). The primary difference 
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between PPMI and the random projection type methods that we have described 
above, is that standard PPMI does not use any dimensional reduction, whereas the 
random projection type methods, including RI, PRI, SRI and BEAGLE, do online 
dimensional reduction. PPMI may use frequency thresholding of words, such that 
words that occur very frequently or infrequently are removed. The random projection 
methods are therefore useful in some contexts, such as when there are memory or 
storage constraints, and PPMI vectors will be useful in other contexts, where such 
constraints do not exist. 
When encoding structure, e.g. n-grams, the number of possible features 
explodes dramatically and it is not feasible to record statistics relating to all features. 
In this instance random projection methods become very useful.  
We use the PPMI benchmark as an indication of the best possible result that we 
may expect from any method. We do not show results for the FULL method (full co-
occurrence vectors) as these vectors almost always give worse results than the PPMI 
vectors. The PPMI vectors are the full vectors with PPMI weighting applied to the 
elements.  
 
Figure 6-2 PPMI Vectors on TOEFL Test 
 
Our results support the findings of Bullinaria and Levy (2007) regarding the 
performance of PPMI vectors on TOEFL. We obtained a score of 87.5% using PPMI 
vectors with the INEX corpus and using vector dimensions of approximately 28 000. 
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The figure of 28 000 is approximately the number of terms occurring at least 10 
times in the TASA corpus. We did not try to optimise this score by trying different 
dimension values so better scores may be possible.  
By comparison figure 6-3 shows the results for a selection of different methods 
and corpora. 
 
Figure 6-3 Different Models and Corpora on TOEFL Test 
 
The general observation to be made is that the larger the corpus the better the 
result. RI-1-INEX and PRI-1-INEX are the best performers. SRI-2-INEX also 
performs very well. In our experiments we observed greater consistency with the 
models trained on larger corpora. There was greater variation in results obtained 
from single executions of the model for smaller corpora. This is due to the 
randomized aspect of random indexing type methods. For larger corpora the 
variation diminishes substantially. 
6.3 EFFECT OF BASIC PARAMETERS 
We now investigate several basic parameters of the various methods, namely 
vector dimension, index vector sparsity and window size.  
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6.3.1 Effect of Vector Dimension 
 
As expected the performance on the TOEFL test increases as we increase the 
vector dimension. We decided to use a dimension of 1024 for the remaining 
experiments. 
 
Figure 6-4 Effect of Vector Dimension of TOEFL Test 
 
6.3.2 Effect of Sparsity 
We chose several different Random Indexing type methods to evaluate the 
effect of sparsity on performance with the TOEFL test. The window radius for each 
method was kept at 1. The vector dimension was 1024 and log entropy weighting 
was used. 
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Figure 6-5 Selection of Models with Vectors of Various Sparsity Levels  
 
The primary finding of this experiment is that performance as measured on the 
TOEFL task is a little erratic in terms of the number of seeds that are used. On the 
other hand it also shows that using fewer seeds (more sparse index vectors) does not 
give predictably worse performance, contrary to what one may expect. This is an 
interesting result in that more sparse index vectors gives faster run times.  
In the rest of the experiments we use 32 seeds with a vector dimension of 1024. 
6.3.3 Effect of Window Size 
As has been reported in most published work a small window size is best for 
Random Indexing methods. We confirm Sahlgren (2006) that a window radius size 
of 1 is best. The BEAGLE type methods on the other hand seem to perform better 
with larger window sizes. We consistently found that SRI is best with a window size 
of 2, which is equivalent to encoding the n-grams A-B, B-C, C-D in the context “A B 
_ C D” where “_” indicates the target word. 
B-CHRR-4 refers to BEAGLE-CHRR quantised using 4 bits per phase angle. 
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Figure 6-6 Effect of Window Size on TOEFL Test 
 
6.4 MIXING MODELS 
The original BEAGLE model contains two different semantic spaces, one a 
context space and the other a structure space. The two spaces may be combined to 
form a composite space. In Jones & Mewhort (2007) the composite model is 
constructed by superposing the respective context and structure vectors as they are 
encountered in the text. For our experiments we always keep the context and 
structure vectors separate. We compute the mixture model by computing a linear 
combination of the similarity scores of the two models making up the mixture. Note 
that we do not actually combine the vectors into a single vector but rather we 
combine the similarity scores associated with each vector. For example, when 
combining context and structure we use the formula: 
sim = sim(context) * α + sim(structure) * (1 – α), where α is a mixing 
coefficient. 
The results regarding the mixing of different models, figure 6-7, were a little 
disappointing with regards the complex valued version of BEAGLE, designated by 
B-CHRR-2, where the 2 refers to window size. There are at least two possible 
reasons for this, a) in its final polar form BEAGLE-CHRR is a vector of phase angles 
that is half the dimension of its Cartesian form with a possible reduction in its 
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information carrying capacity, b) in its polar form it is represented in our 
implementation by a single byte of 8 bits. These two issues combined may reduce its 
effectiveness.  
The other thing that is clearly noticeable is that the RI methods do much better 
than the BEAGLE methods. It is not clear why this is the case. 
It is noticeable that the structure vectors seem to give some improvement in 
results when mixed with the context vectors in the ratio of about 20% structure and 
80% context. As we note later, however, it seems that this is just for the smaller 
TASA corpus. As the size of the corpus increases the context vectors are able to 
compensate in some fashion for not containing the same information that is encoded 
in the structure vectors. This does not mean that the structure vectors are superfluous, 
however, as we see from the TOEFL analysis later that the structure vectors are still 
able to answer some TOEFL questions with 100% success while the context vectors 
do not. 
 
Figure 6-7 Mixtures of Context (Memory) and Structure on TOEFL Test 
 
6.5 QUANTISATION 
It was found that quantisation did not lead to much degradation in 
performance, and even improved performance on some occasions. The exception is 
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the result for the TASA corpus and may indicate that quantisation on a model 
constructed from a smaller corpus may give noticeably worse results than a non-
quantised model.  
We also find that the quantisation applied to the complex valued BEAGLE 
model (CHRRs) via Antipodal Gray codes is generally helpful for the complex 
BEAGLE model but is not sufficient to raise its performance to that of the standard 
BEAGLE model. 
The fact that it is possible to quantise semantic vectors without dramatic loss in 
performance when using large corpora is good news for being able to store vector 
spaces in a compressed form. It means that it is possible to fit more feature spaces 
into the same amount of computer memory and that it may also be possible to 
achieve performance improvements for nearest neighbour retrieval. These research 
directions should be part of future work. 
 
 
Figure 6-8 Effect of Quantisation on TOEFL Test 
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Figure 6-9 Effect of Quantisation Levels on TOEFL Test 
 
6.6 PERFORMANCE ON WS353 
As noted previously in the description for this task (5.1.2), success on this task 
seems to be determined to some extent by how terms are clustered in the space. 
Cosine similarity gives an indication of semantic relatedness in the vicinity of a 
target term but is not an absolute measure of semantic relatedness for the whole 
space. A different similarity metric that could somehow capture the ranking of 
semantic relatedness at a global level is sure to perform better on this task. Various 
ideas suggest themselves but are outside the scope of this thesis. 
PPMI vectors are clearly best on WS353 and DRI-2-INEX performs 
surprisingly well. The methods which incorporate purely structural information were 
found to perform very poorly. Something that is not shown in Figure 6-10 is the 
effect of quantisation. This was found to always give a slight improvement in 
performance. 
From the results it seems that very specific structural information, such as that 
captured by SRI, does not help greatly in this task, while a small amount of more 
general structural information, such as that is captured by DRI, does help quite a lot. 
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Figure 6-10 A Selection of Methods and Scores on WS353 
 
6.7 SEMANTIC SPACE OVERLAP 
The Semantic Space Overlap task is basically an attempt to discover how much 
information is shared between two different spaces. As described in chapter 5 we use 
the 50 nearest neighbours as the neighbourhood of a target word and we sample 1000 
random words to compute the overlap of two semantic spaces. The results reported 
below in Table 6-3 are from the TASA corpus.  “B_C-1” and “B_S-1” indicate 
BEAGLE context vectors and BEAGLE structure vectors respectively, with a 
window radius of one. “BC_C-1” and “BC_S-1” indicate BEAGLE-CHRR context 
vectors and BEAGLE-CHRR structure vectors respectively, with a window radius of 
one.  
Table 6-3 Semantic Space Overlap 
 RI-1 RI-2 PRI-1 SRI-1 B_C-1 B_S-1 BC_C-1 BC_S-1 
RI-1 54% 28% 22% 4% 24% 3% 14% 3% 
RI-2 30% 42% 25% 4% 14% 3% 11% 3% 
PRI-1 22% 25% 30% 4% 15% 3% 12% 3% 
SRI-1 4% 4% 4% 50% 4% 41% 4% 31% 
B_C-1 23% 14% 16% 5% 63% 4% 24% 3% 
B_S-1 4% 3% 4% 43% 4% 48% 3% 28% 
BC_C-1 14% 11% 11% 3% 23% 3% 24% 2% 
BC_S-1 3% 2% 2% 33% 3% 29% 2% 26% 
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We generate two separate models for each method. One model is associated 
with the columns and the other with the rows.  
The first thing that one notices is that the greatest degrees of overlap occur 
when a model of the same type is tested for overlap with another model of the same 
type, as we might expect. By “type” we mean the same method and same parameters. 
It might be a little surprising, however, to see that the greatest degree of overlap is 
63% which occurs for BEAGLE context vectors. It indicates that there is a fair 
degree of variability in the spaces constructed using randomised methods such as 
BEAGLE and Random Indexing, at least when constructed from the TASA corpus. 
It is interesting that SRI shows greater overlap with BEAGLE structure vectors 
than the BEAGLE-CHRR structure vectors. 
The overlap of 28/30% for RI-1 and RI-2 is surprising in that changing the 
window radius by one makes such a large difference, as compared to 54% for RI-1 
and RI-1. 
A good result from this test is that the overlap for SRI-1 and B_S-1 is 43% as 
compared to 48% for B_S-1 and B_S-1. It indicates a very large degree of overlap 
between the space created by the BEAGLE structure vectors and the space created by 
SRI. This is a good result as the intention had been to find a more efficient method 
for encoding the information contained in BEAGLE structure vectors, which we 
have done with SRI. 
6.8 TOEFL ANALYSIS 
Many studies have used the TOEFL test as a way of assessing the quality of 
semantic relatedness models. One thing that would be useful, however, in better 
understanding the difference between models, is to analyse what TOEFL questions 
different models have difficulty with. To this end we have collected statistics from 
many TOEFL evaluations and have chosen a subset of questions that, from manual 
inspection, seem to be good differentiators of performance by different models. The 
statistics are interesting in that they cast some light on the differences between 
models. 
In Table 6-4 we show the performance of 7 different models. These results are 
based on models trained using TASA. Table 6-5 includes the performance of some 
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models from Table 6-4, for comparison purposes, also trained on TASA, but 
augments these with results for BEAGLE context and structure methods.  
Table 6-4 Analysis of TOEFL Results for Different Methods and TASA Corpus 
 
Qs RI-1 RI-2 RI-3 PRI-1 PRI-2 SRI-1 SRI-2 
1 10 15 25 35 25 0 0 
2 20 30 35 25 30 15 25 
3 100 100 90 75 40 60 100 
4 0 75 45 60 50 15 0 
7 100 85 5 45 55 35 0 
9 35 15 100 30 20 0 0 
15 30 35 35 50 30 15 100 
16 0 0 5 50 15 100 100 
17 45 35 40 70 50 5 90 
18 75 95 80 85 75 0 0 
24 15 10 30 15 35 100 65 
25 0 0 25 20 15 70 95 
35 25 75 35 10 15 15 55 
38 35 25 15 40 50 45 60 
41 100 100 100 100 100 95 0 
46 95 100 100 95 70 70 100 
54 15 0 15 10 20 0 0 
67 55 45 60 30 40 0 15 
72 0 10 0 15 10 75 0 
78 15 5 40 10 25 100 100 
 
 
The percentage of times that a model answered the given question correctly is 
indicated in the corresponding cell. So, for example, RI answered correctly only 20% 
of the time for question 2, whereas RI-2 answered 85% of the time for question 7. 
We have used the arbitrary figures of 25% and 75% as cut off values to assign 
colours to the extreme counts - the colour “red” to poor results and the colour 
“green” to good results. Note also that the numbering of questions starts at 0. 
Question 0, however, is not part of the selected subset of questions. 
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Table 6-5 Analysis of TOEFL Results for Different Methods and TASA Corpus. 
 
Qs RI-1 SRI-1 SRI-2 B-c-1 B-s-1 BC-c-1 BC-s-1 
1 10 0 0 0 0 25 0 
2 20 15 25 20 20 15 20 
3 100 60 100 100 55 95 50 
4 0 15 0 0 20 5 15 
7 100 35 0 100 25 80 35 
9 35 0 0 15 0 15 0 
15 30 15 100 0 25 10 20 
16 0 100 100 100 100 100 100 
17 45 5 90 85 5 60 30 
18 75 0 0 0 0 15 0 
24 15 100 65 55 100 50 75 
25 0 70 95 40 80 30 50 
35 25 15 55 25 20 20 55 
38 35 45 60 80 55 50 20 
41 100 95 0 25 100 45 75 
46 95 70 100 70 30 75 35 
54 15 0 0 0 0 20 0 
67 55 0 15 10 0 30 5 
72 0 75 0 0 75 10 55 
78 15 100 100 100 100 80 100 
 
We see that question 78 is only answered consistently correctly by those 
models which incorporate structure, and more structure than what PRI contains. The 
same is also somewhat true of question 25. As we will see below in table 6-6, 
however, this lack of information can be compensated by training on a larger corpus. 
The other side of this, however, is that the reason that question 78 is not answered 
correctly by RI-1 and related methods is not that the information is not present in the 
corpus, but that RI-1 and similar methods are not capable of extracting it, or that 
there is other information present which is interfering with it. 
Question 7 on the other hand is answered correctly by those models containing 
pure context information, but only those with a window size less than 3. 
It is interesting that RI-1 never gets question 4 correct, whereas RI-2 gets it 
correct 75% of the time (Table 6-4). Combined with the results from the Semantic 
Overlap task it suggests that the type of information contained in a space is different, 
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even when comparing models that only differ by 1 in the size of the context window 
used to generate them. 
Table 6-5 supports the results of Table 6-4 with regard to question 25 but not 
with regards to question 78, in that BEAGLE context vectors are able to answer 
correctly where RI context vectors were not. 
 
Table 6-6 Analysis of TOEFL Results for Different Methods and Different Corpora 
 
Qs 
RI-1-
TASA 
RI-1-
BNC 
RI-1-
INEX 
PRI-1-
BNC 
PRI-1-
INEX 
SRI-1-
BNC 
SRI-1-
INEX 
SRI-2-
BNC 
SRI-2-
INEX 
1 10 0 100 0 100 0 100 0 100 
2 20 100 90 30 70 20 20 60 70 
3 100 90 0 60 0 100 10 100 80 
4 0 100 50 100 100 100 100 100 100 
7 100 10 100 10 100 0 100 0 100 
9 35 100 100 60 100 50 100 60 100 
15 30 0 100 10 100 100 100 100 100 
16 0 100 100 100 100 100 100 100 100 
17 45 0 10 10 5 30 100 100 100 
18 75 0 0 30 0 0 0 0 0 
24 15 90 100 80 100 20 90 30 100 
25 0 90 100 100 100 10 0 0 0 
35 25 0 100 0 100 0 100 0 100 
38 35 0 60 0 45 50 60 40 90 
41 100 20 100 0 100 40 100 0 100 
46 95 0 50 0 0 0 10 0 0 
54 15 80 90 20 50 100 100 100 100 
67 55 100 100 100 95 0 0 0 0 
72 0 10 0 10 0 0 0 0 0 
78 15 90 100 90 100 100 100 100 100 
 
63.81 66.86 75.75 62.63 75.75 58.38 69.63 58.5 71.25 
 
In Table 6-6 it is interesting that RI-1 trained on TASA answers question 46 
correctly 95% of the time while all other methods, except RI-1 trained on INEX, fail. 
The above TOEFL analysis is a first step in a more in depth analysis of 
performance on the TOEFL test by different models. Future work should include an 
investigation of what sorts of questions each model performs well on and should also 
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include a much larger number of questions than 80. We are not aware of any 
question-by-question analysis of TOEFL results in the existing literature.   
The picture that is presented is that there are certainly different types of 
information being captured by models being trained in different ways on different 
corpora, but also that the landscape is very complex. 
6.9 CONTEXT SPACE AND STRUCTURE SPACE 
Jones and Mewhort (2007) show the results of nearest neighbour retrieval for 
selected terms using context vectors, structure vectors and composite vectors. We 
show similar results below using a mixture model with 50% context and 50% 
structure in tables 6-7 – 6-10. These results were obtained using the INEX corpus 
with Random Indexing (RI-3) for the context vectors, and Structured Random 
Indexing (SRI-2) for the structure vectors. We have only shown the 50% mixture but 
we also examined 25%, 33%, 66% and 75%. It was interesting to observe that some 
words become highly ranked at the 75% mark but do not rank highly at 100% or 
50%. Some words that appear in the 50%/50% mixture are not present in the 100% 
or 0% mixture. It would seem to show that there is a lot of variation and topological 
structure in the space as one moves from context to structure vectors and that there is 
a lot of interesting territory to explore. One does notice, however, a gradual transition 
between context and structure. 
Table 6-7 Context, Structure and Mixture Space for “eat” 
 
Context 50/50 (Con/Struc) Structure 
eat 1.00 eat 1.00 eat 1.00 
eats 0.62 consume 0.49 disperse 0.61 
consume 0.54 devour 0.46 collect 0.60 
ate 0.53 enjoy 0.43 locate 0.60 
eaten 0.52 enter 0.42 grab 0.60 
eating 0.50 steal 0.41 activate 0.59 
consumed 0.42 awaken 0.41 awaken 0.59 
tinned 0.41 kill 0.41 sell 0.59 
insects 0.40 hold 0.41 steal 0.59 
cooked 0.40 destroy 0.41 reproduce 0.59 
packing 0.39 survive 0.41 absorb 0.58 
invertebrates 0.39 keep 0.40 modify 0.58 
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The structure vectors are very good at capturing the grammatical role of words. 
The structure vectors demonstrate some semantic relatedness, however, even if the 
relatedness is more subtle than that of the pure context vectors. The 50%/50% 
mixture tends to give the advantages of both context and structure with words being 
semantically related but also confined to a particular grammatical type. The adverb 
“slowly” is interesting in that there is much less variation between context and 
structure and we may hypothesise that this is a characteristic of adverbs. There are 
fewer adverbs than there are concrete nouns. 
Table 6-8 Context, Structure and Mixture Space for “car” 
 
Context 50/50 (Con/Struc) Structure 
car 1.00 car 1.00 car 1.00 
cars 0.68 vehicle 0.56 cave 0.75 
automobile 0.53 cars 0.54 coffin 0.74 
motorbike 0.50 plane 0.54 helicopter 0.73 
driver 0.46 helicopter 0.53 plane 0.73 
vehicle 0.44 game 0.50 tent 0.71 
ride 0.43 limo 0.48 casket 0.70 
supercar 0.43 horse 0.48 game 0.70 
motorcycle 0.42 boat 0.48 barn 0.70 
drivers 0.42 chariot 0.48 vehicle 0.69 
racing 0.40 ship 0.47 boat 0.68 
apparently 0.40 chassis 0.47 jeep 0.68 
 
Table 6-9 Context, Structure and Mixture Space for “slowly” 
Context 50/50 (Con/Struc) Structure 
slowly 1.00 slowly 1.00 slowly 1.00 
gradually 0.62 gradually 0.53 gradually 0.43 
rapidly 0.54 rapidly 0.45 rapidly 0.37 
quickly 0.54 quickly 0.41 efficiently 0.29 
steadily 0.45 steadily 0.34 quickly 0.28 
eventually 0.44 constantly 0.30 resilient 0.25 
swiftly 0.40 eventually 0.29 cheaply 0.25 
finally 0.39 swiftly 0.28 periodically 0.23 
consequently 0.39 effectively 0.27 loudly 0.23 
move 0.39 periodically 0.26 quietly 0.23 
closer 0.38 northward 0.26 smoothly 0.23 
apparently 0.37 presumably 0.26 durable 0.23 
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Table 6-10 Context, Structure and Mixture Space for “shape” 
 
Context 50/50 (Con/Struc) Structure 
shape 1.00 shape 1.00 shape 1.00 
shaped 0.46 form 0.58 formation 0.95 
comparable 0.39 size 0.57 creation 0.95 
doubled 0.38 use 0.57 ruins 0.95 
form 0.36 behaviour 0.57 construction 0.94 
doubling 0.34 construction 0.57 establishment 0.94 
pattern 0.34 formation 0.56 development 0.94 
gigantic 0.33 presence 0.56 erection 0.93 
normal 0.32 removal 0.56 bowels 0.93 
small 0.32 behaviour 0.55 adoption 0.92 
shrinks 0.31 calculation 0.55 size 0.92 
rectangular 0.31 evolution 0.55 definition 0.92 
 
6.10 VISUALIZING LOCAL NEIGHBOURHOODS IN CONTEXT AND 
STRUCTURE SPACE 
It can be difficult to grasp the relationships between objects in high 
dimensional spaces. One approach to overcome this issue is to construct 
visualizations that, in a dimensionally reduced form, show aspects of the 
relationships that we are interested in. Many methods have been proposed to achieve 
this, the most popular of which use spatial metaphors (Chen 1999). A particularly 
successful approach is to construct a network through the high dimensional space 
with edges weighted according to similarities between objects and such that only 
edges deemed to be significant are shown. A simple method for doing this is to 
construct the Minimal Spanning Tree (MST). According to this method the edges are 
weighted inversely in relation to object similarity such that highly similar objects are 
connected with low weights. A tree is then constructed through the network such that 
the path spanned by the tree has minimum weight. This is a widely used method in 
information visualization and is a simplification of a more complex method called 
Pathfinder Networks (Schvaneveldt 1990).  
In this section we show several visualizations (Figures 6-11 – 6.16) using the 
MST to complement the results given in the tables above (Tables 6-7 – 6-10). They 
give some indication of the structure of the neighbourhoods around certain “seed” 
terms in spaces encoding different mixtures of context and structure. It should be 
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noted that the seed term does not necessarily appear in the centre of the MST. The 
placement of the seed term in relation to the other terms in the network depends on 
the clustering of terms in the vicinity of the seed term.  
The MST tends to highlight the clustering of similar terms according to the 
type of information contained in the space. It generally gives some additional 
information not contained in a list of nearest neighbours. We only show small 
networks for lack of space. Larger networks, however, were constructed. 
 
 
 
 
Figure 6-11 The Neighbourhood of “eat” in 100% Context Space 
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Figure 6-12 The Neighbourhood of “eat” in 50% Context / 50% Structure Space 
 
 
 
 
Figure 6-13 The Neighbourhood of “eat” in 100% Structure Space 
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Figure 6-14 The Neighbourhood of “car” in 100% Context Space 
 
 
Figure 6-15 The Neighbourhood of “car” in 50% Context / 50% Structure Space 
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Figure 6-16 The Neighbourhood of “car” in 100% Structure Space 
 
 
Once we move to the 100% structure space the semantic relations between the 
terms becomes less clear, but not altogether missing, and the shared grammatical 
function of the terms becomes very clear. 
6.11 STRUCTURE QUERIES USING QUANTISED STRUCTURED 
RANDOM INDEXING 
Jones and Mewhort (2007), and subsequent related publications, show 
examples of models applied to phrase completion tasks demonstrating the ability of 
the model to fill in the blanks of various phrases. In the same spirit we present some 
exemplary results here using quantised SRI. Because we are using the quantised form 
of SRI the similarities are returned as “number of bits”. In the tables below we show 
the similarity in number of bits out of a total possible 64 bits. All results were 
obtained using the BNC with a vector dimension of 4096 and sparse index vectors of 
length 64. SRI-2 was used which means that for each target word we record the 
bigrams to the left, centre and right of the target word. 
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Future work will include comparison of these results to those obtained from 
other models. SRI shows great promise as a method for encoding and retrieving 
structural relations. 
Table 6-11 Retrieving Words for Phrase Completion 
the most __ 
 
able to __ 
 notable 64 reproduce 64 
effective 64 predict 64 
profitable 64 relax 64 
appropriate 64 detect 64 
outrageous 64 construct 64 
poignant 64 identify 64 
remarkable 64 locate 64 
reliable 64 withstand 64 
technologically 64 accommodate 64 
interesting 64 deduce 64 
talented 64 repay 64 
striking 64 prescribe 64 
intricate 64 absorb 64 
desirable 64 obtain 64 
inhospitable 64 ingest 64 
 
be __ and 
 
he __ the 
 dismantled 64 visited 63 
clarified 63 survived 63 
monitored 63 rejects 63 
respected 63 thumped 63 
unjustified 63 sees 63 
unloaded 63 toured 63 
obeyed 63 smelled 63 
identified 63 watches 63 
tolerated 63 skirted 63 
flexible 62 hears 63 
prosecuted 62 undid 63 
cautioned 62 unwrapped 63 
retrieved 62 resented 63 
cultivated 62 praised 63 
uplifting 62 entered 63 
petted 62 inhaled 63 
confiscated 62 mentions 63 
negotiated 62 disliked 63 
healed 62 hated 63 
tamed 62 hates 63 
cute 62 deplored 63 
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it __ into 
 
__ to use 
 crashed 60 intends 63 
divides 60 chooses 61 
disintegrated 60 prefers 59 
soaks 60 ability 59 
fits 59 wishing 59 
burst 58 checkers 58 
seeps 58 easy 58 
transforms 57 hesitate 58 
splits 55 economical 57 
erupts 54 preferring 57 
decays 54 prefer 57 
ploughed 53 convenient 57 
foamed 53 permissible 56 
turns 53 permission 56 
dissolved 53 advisable 56 
subsided 52 tend 56 
disappears 52 privilege 56 
overflowed 52 attempted 56 
disappeared 51 permitted 55 
bumps 51 easier 55 
plunged 51 temptation 54 
 
    
the __ sea 
 
king of __ 
 kara 64 prussia 64 
sargasso 64 bohemia 64 
bering 64 blefuscu 64 
caspian 64 uruk 64 
aegean 63 judah 63 
labrador 63 gasoline 63 
adriatic 62 toledo 62 
irish 60 france 62 
black 60 siam 62 
north 60 kent 59 
red 60 ithaca 58 
baltic 58 scots 58 
mediterranean 58 denmark 58 
norse 55 diamonds 57 
reed 54 sumer 56 
roughest 53 kings 55 
darkening 52 jerusalem 54 
dead 51 wessex 54 
choppy 51 beasts 52 
receding 50 lard 50 
porcupine 50 cyprus 50 
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6.12 GENERAL DISCUSSION 
We now move onto some general discussion regarding the contributions of this 
thesis and the experimental results. 
One of the points that this research has highlighted is the difficulty in assessing 
the relative merits of different semantic models. Different models can contain 
different types of information even when constructed using the same underlying 
method but with a single parameter perturbation.  
For small to medium sized corpora (TASA), structure information seems to 
help on the TOEFL evaluation task, with the correct mix of context and structure. 
For larger corpora (BNC, INEX) the contribution of structure as providing something 
that non-structure does not, is less clear, at least for the TOEFL test. It would be 
useful to have a larger TOEFL test. From the results one has the feeling that there are 
sharp transitions in the space of the terms appearing in the TOEFL test such that a 
model may flip from being correct to incorrect with a small adjustment, at least when 
trained on smaller corpora such as TASA. The results tend to be more robust with 
larger corpora. 
6.12.1 The Semantic Space Continuum 
Amongst the different methods we can identify the following spectrum in 
terms of contribution of specific structure: 
1) RI and BEAGLE Context :  no structure, only context 
2) DRI: structure in terms of before and after target word 
3) PRI: structure in terms of words being bound to positions relative to the 
target term. 
4) SRI and BEAGLE Structure: n-grams encoded and positioned relative to 
the target term. 
As pointed out by Sahlgren (2006) when referring to the difference between 
syntagmatic and paradigmatic word spaces, “the difference between word spaces 
produced with different types of contexts is more like a semantic continuum, where 
syntagmatic and paradigmatic relations represent the extremities.” We have found 
throughout our experiments that the same can be said for the difference between 
context/memory vectors and structure vectors. Structure vectors clearly have a 
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tendency to cluster words that have the same grammatical role. The structure vectors 
still retain some semantic relatedness, however. Occasionally it was noticed that the 
neighbourhoods of pure context vectors encoded information that one would usually 
associate with structure vectors, such as clustering people’s proper names. The 
degree of variation between context and structure vectors is dependent on the 
grammatical role of the target term. It was found that the nearest neighbours of 
adverbs did not vary greatly between context and structure.    
A semantic continuum can definitely be observed when moving between 
context and structure. Besides the few observations that we have made here, a more 
detailed analysis is required to identify the general patterns in the different spaces for 
different words.   
There is clearly a need for methods to be able to identify, characterise and 
quantify the contribution of different semantic spaces. The information captured by 
RI-1 is different to that of RI-2, and likewise for SRI-1 and SRI-2. Although we have 
not addressed it in this thesis, the information captured by different methods also 
depends on the base (index) terms used as features. For example, if one was to only 
use prepositions and postpositions as features, very different information would be 
captured compared to using all grammatical types. 
6.12.2 Semantic Space Topology 
Our experiments have shown that the topological structure of the semantic spaces is 
quite rich. It would seem useful to explore this topology in more detail, so as to 
return more informed results for tasks. A particular point in space could be highly 
dense with term vectors but with term clusters formed in different subspaces. On the 
other hand terms in a particular part of space may have a more filamentary structure 
as described in Karlgren, Holst, & Sahlgren (2008). It is clear that spaces constructed 
in different ways have different general properties such as prevalence of clusters, 
degree of coverage of the entire space, fractal dimension etc. The similarity metric is 
obviously an important part of defining the topology and yet most similarity metrics 
are quite simple. 
It is not within the scope of this thesis to comment further but these 
considerations arose because of the obvious differences that we observe in the 
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topology of the spaces as we move between context and structure information and 
thoughts about how this information could be more usefully employed.   
6.12.3 PPMI Co-occurrence Vectors versus RI and BEAGLE 
The performance of the RI and BEAGLE type methods is clearly less than that 
of PPMI vectors. A relevant question then is when is it best to use a directly 
dimensionally reduced method such as RI or BEAGLE as distinct to a method which 
explicitly stores all feature statistics such as with full PPMI co-occurrence vectors?  
One approach is to store all feature statistics and then produce dimensionally 
reduced forms of the model as required. This is what is done for example when using 
SVD in LSA. Similar in spirit is the proposal of Distributional Memory by Baroni & 
Lenci (2010) in which corpus statistics are stored in a rank three tensor and from 
which other models may be derived as required. What does one do, however, if one 
wants to record word order as well? The size of the feature space increases 
dramatically. It seems that one must choose whether all statistics are to be collected, 
in which case the number of features that one includes is necessarily limited, or that 
one accepts that one’s statistics will not be perfect and then select the method that 
gives the best trade-off between model complexity and model effectiveness. 
Permutation Random Indexing, Structured Random Indexing and BEAGLE present 
methods by which statistics relating to structure can be directly recorded in a 
dimensionally reduced form.   
6.12.4 Weighting the Contribution of N-grams 
In this thesis we have implemented the adding of bi-gram vectors into the 
structure vector for a target term using a constant weighting of 1.0, as distinct to the 
situation in the construction of context vectors where we generally use the term 
entropy as the weight. A natural question is can we improve upon the weighting 
scheme for bi-grams? Perhaps the entropy of the individual terms in the n-gram can 
be used to create an approximate entropy measure for the bi-gram as a whole. 
Related to this is whether it is useful to only use a relatively small subset of n-grams 
which results in a situation in which many n-grams would be implicitly given a 
weight of zero. These questions are all questions pertaining to feature selection and 
engineering and provide interesting avenues for future work. 
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6.12.5 The Advantages of Quantisation 
If real valued semantic vectors can be quantised to bit vectors while still 
retaining much of their effectiveness then this opens the door to a more compact 
representation that will allow multiple feature spaces to be stored in the same amount 
of computer memory. Exact nearest neighbour retrieval using bit vectors is also very 
fast, although much faster methods exist for approximate nearest neighbour retrieval 
(Andoni & Indyk 2006). 
Using Antipodal Gray codes for the quantisation of phase angles was an 
interesting experiment. There were some positive results in that they improved the 
performance of BEAGLE-CHRR on the TOEFL test but it is not clear if they provide 
significant advantages over simple scalar quantisation. They do provide a principled 
way of quantising into Hamming space with multiple levels of refinement, even 
when not using the phase angle representation. For example, standard real valued 
vectors can be quantised using Antipodal Gray codes by taking each pair of real 
valued elements, mapping them onto the unit circle in the 2D subspace formed by 
them, and then applying the Antipodal Gray code transformation into Hamming 
space. An obvious drawback to this is that a dependency is created between each of 
the dimensions within each real valued pair. In any case, more investigation is 
required to evaluate the effectiveness of this approach.  
6.12.6 Probabilistic Models  
As noted in chapter 3, this thesis is primarily concerned with vector space 
models of semantics and the encoding of structure within vector spaces. It would be 
remiss, however, to not briefly mention another important approach to semantic 
representation which is that which makes use of probabilistic models. Two types of 
probabilistic models that are particularly relevant to semantic representation are 
Topic Models (Blei, Ng, & Jordan, 2003) and Language Models (Manning & 
Schütze 1999). Topic Models capture long range dependencies between words via 
latent topic variables. Language Models generally capture short range dependencies 
between words in a sentence via n-gram statistics. 
A probabilistic analogue of the encoding of both context and structure in 
distributional semantic models is the composite model proposed by Griffiths, 
Steyvers, Blei, & Tenenbaum (2005). In this approach a Hidden Markov Model 
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(Language Model) is used to model syntactic dependencies and a Topic Model is 
used for modelling semantic dependencies. The composite model defines a 
generative process which can be used to generate phrases.   
Griffiths et al. (2007) critique the use of vector space models for semantics as 
compared to probabilistic models. A definite target for future research is to more 
carefully examine the relationship between the two types of models.  
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Chapter 7: Conclusions 
This thesis has addressed the question of how best to encode structure within 
models of distributional semantics and how effective this is as measured on several 
standard evaluation tasks. In relation to this, the question of computational efficiency 
was also addressed as it widely believed that training a model on more data, i.e. 
accumulating more statistics, will lead to better models. Encoding structure may not 
be useful if it is not able to scale to larger quantities of data.  
It seems that, when constructing semantic models, it is important to be clear 
about what the model is intended to represent and for what purpose the model is to 
be used. Some broad motivations for semantic models may include: 
a) Classification and clustering of terms and relations. 
b) Retrieval of structured relations. 
c) Inference – inductive and abductive for example. 
d) A memory model to approximate empirical psycholinguistic phenomena.  
The motivation for the semantic model will determine what properties are 
required of the model and also impose some constraints. The aspect of distributional 
semantic models that makes them appealing is that they are generally quite simple 
and can be automatically trained on large text corpora. The ability to easily encode 
structural relations enhances the usefulness of semantic models even further.  
7.1 SUMMARY OF OUTCOMES 
A simplified version of the original BEAGLE model has been proposed in 
which only bi-grams are encoded. Holographic Reduced Representations (HRRs) in 
the frequency domain were used as a way to reduce the complexity of the standard 
BEAGLE model. These “circular” HRRs (CHRRs) encode information in the phase 
angles of complex valued vectors. While being much more scalable than the original 
BEAGLE model, the quality of the representations as implemented in this thesis 
seem to be less than the original. We do not think that CHRRs should be dismissed, 
however, as there are still parts of the parameter space that are in need of 
investigation.  
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A new variant of Random Indexing has also been introduced which we have 
called “Structured Random Indexing”. It originated from considering CHRRs as the 
storage format for larger sparse vectors. It allows sparse index vectors to be easily 
constructed for composed linguistic units such as bi-grams. It has excellent 
computational efficiency and easily scales to large collections such as the INEX 
collection. It also seems to capture the same information that the BEAGLE structure 
vectors capture. More work is required, however, to confirm the quality of its results 
for different sets of parameters and conditions.  
The effectiveness of quantisation as a means of producing more compact 
representations has also been investigated. We found that the vectors produced by 
Random Indexing and BEAGLE may be quantised to bit vectors while often still 
retaining their general performance on evaluation tasks such as TOEFL.  
There is definitely a need for larger evaluation tasks to test distributional 
models. Ideally such tasks could be used to characterise and quantify the type of 
information contained within models.  It is clear that different semantic spaces 
constructed using different methods contain different information, however, the 
topology of the spaces seem to be quite complex. 
This work brings together ideas from a number of different domains such as 
computational linguistics, cognitive science, computer science and information 
retrieval. Such cross-pollination promises the opportunity for much future work.   
7.2 FUTURE WORK 
There exist many avenues for future work. One of the easier things that can be 
done to improve upon the models is to use syntactic dependency information 
obtained using a dependency parser over the text. As mentioned above, previous 
research has shown an improvement on various tasks by incorporating syntactic 
dependency information. Related to this is the use of a more sophisticated approach 
to feature selection and weighting. Analysis of the statistical occurrence of bi-grams 
and how they may be weighted for distributional models may be a profitable 
direction for research.  
As regards efficiency of computation there is much room for improvement by 
making use of the techniques of vectorization and multi-threading. Although these 
were investigated they were not implemented as part of this thesis. 
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The good results obtained using SRI suggests that SRI may be useful for other 
representation tasks such as word form encoding, phoneme encoding and more 
generally, tree and graph encoding. This would be a very interesting topic for future 
research. SRI is very promising but more investigation is required to ensure its 
quality under different conditions. 
The good quantisation results suggest that there is the possibility of 
constructing more economical and efficient representations for word meaning. The 
specifics of how best to do this would also be a good future topic of research. 
Lastly, more detailed examination of the relationship between probabilistic 
models and vector space models as they relate to semantic representation would be a 
very good longer term avenue for future work.  
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