Introduction
There are many combinatorial systems in nature in which components are combined to instantiate expressions of some kind. For example, bird vocalization appears to be a combinatorial system because syllables (the components) may be put together in many ways to make many di!erent songs (the expressions). My interest here concerns combinatorial systems generally, and my main question is: are there universal laws governing how combinatorial systems achieve greater expression complexity (i.e. a greater number of expressions)? For example, if one species of bird has twice the number of songs as another species, what can we say, if anything, about their respective number of syllable types and number of syllables in an expression? More generally, if a combinatorial system has E expressions, C component types, and a characteristic expression length of¸, then, among combinatorial systems of the same kind, how do C and¸change as E is scaled up?
There are at least "ve possible, plausible, general hypotheses, falling into two categories. Since the data I have been able to acquire inform us on how C changes as a function of E, in presenting each hypothesis I focus on the expected relationship between C and E.
Category 1: E&C*. In other words, for a given kind of combinatorial system, there is a constant proportionality factor relating E to C*. For example, over all song birds, the number of songs a bird knows may be proportional to the number of syllables it knows to the power of the characteristic number of syllables in a song. The proportionality factor is determined by the combinatorial system's &&grammar'', or the rules determining which arrangements of components are allowed. While it is, in principle, possible that the proportionality factor remains constant even though the grammar undergoes change, it seems much more plausible that the proportionality factor's invariance is due to the grammar's invariance; in other words, when the proportionality factor is a constant it strongly suggests that the grammar is scale invariant.
(a) E&C*, only C increases, and it does so in a lawful way: under this hypothesis, E&C* and¸is invariant. Thus, C&E*, witḩ constant. That is, C and E are related by a power law with exponent equal to the inverse of the expression length. Sincȩ *1, the exponent is in the interval (0, 1] . (This will be slightly amended in the next section.) Also, if¸"1, the system is a combinatorial system in name only. (For example, birds with more songs would have songs of approximately the same average length, but have a greater number of syllable types with which to build songs.) (b) E&C*, only¸increases, and it does so in a lawful way: under this hypothesis, E&C*, and since C does not increase (C&E), with a little manipulation it follows that¸&log E. (For example, birds with more songs would build them with the same number of syllable types, but string them together into longer songs.) (c) E&C*, both C and¸increase, and they do so in a lawful way: for this hypothesis, E&C* and neither C nor¸is invariant. For this to be the case,¸must scale more slowly than logarithmically (because if &log E, then C&E). One natural possibility is that¸&(log E)/log(log E), in which case a little algebra shows us that C&log E. (For example, birds with more songs would have both longer songs and more syllable types with which to build songs.) (d) E&C*, one or both of C and¸increase, but they do not do so in a lawful way: this hypothesis states that E&C*, but when E increases, sometimes C increases, sometimes¸increases, and sometimes both increase, with no overall regularity governing which of these occurs. (For example, some birds with more songs would have a greater number of syllable types in their repertoire but have no increase in song length, some birds with more songs would have longer songs but no increase in the number of syllable types, and some birds with more songs would have both more syllable types and longer songs. No general law governs the manner in which birds increase their expressivity, although E&C* still holds.)
Category 2: It is not the case that E&C*. In other words, for a given kind of combinatorial system, there is no constant proportionality factor relating E to C*. Since the proportionality factor is determined by the combinatorial system's grammar, a non-constant factor entails that there is no invariant grammar in these systems: the grammar evolves with increasing expression complexity E. There are many hypotheses falling 278 TABLE 1 Summary of the kinds of combinatorial system, the components, expressions, which hypothesis from the introduction the data con,rm [(a)}(e)], the correlation, the combinatorial degree, and the corresponding ,gure in this paper. =hen it is unknown whether (a) or (c) applies, correlation and combinatorial degree are under the assumption of hypothesis (a). Correlation is highly signi,cant (p(0.01) We cannot dismiss, a priori, any of these "ve possibilities. In order to test which of these possible hypotheses seems to occur in actual combinatorial systems, I undertook a study of the 12 kinds of combinatorial system (falling under six categories) displayed in Table 1 (where each row is a kind). For each kind of combinatorial system I acquired from many combinatorial systems of that kind the number of component types and the number of expressions.
My main results are as follows. (1) In each kind of combinatorial system, the number of component types increases as a function of expressive complexity, and does so in a lawful way. Thus, hypotheses (b), (d) and (e) are not indicative of these kinds of combinatorial system. The remaining two hypotheses*(a) and (c)*satisfy the proportionality E&C*, and thus the kinds of combinatorial system studied appear to have scale-invariant grammars. (2) Some of the kinds of combinatorial system*bird vocalization, human language over history, organisms both in phylogeny and ontogeny, and universities* appear to follow hypothesis (a). That is, in these latter combinatorial systems, increased expressivity is accommodated purely by increasing the number of component types; the length of an expression does not appear to change. This SCALING IN COMBINATORIAL SYSTEMS conclusion is made via demonstrating that the number of component types scales against the number of expressions as a power law with exponent in the interval (0,1]. Alternatively, some of the kinds of combinatorial systems*both cases of the ontogeny of language, and mammalian behavior*appear to be described by hypothesis (c). That is, increased expressive complexity is accommodated by increasing both the number of component types and the expression length. This conclusion is made by showing that the number of component types increases logarithmically as a function of the number of expressions. There were four kinds of combinatorial system*the four kinds of electronic device*for which I could not ascertain which of hypotheses (a) or (c) holds.
Results
In this section, I report the results for each of the kinds of combinatorial system. Although my principal task is the examination of combinatorial systems in general, it is also my hope to communicate that analysing the scaling behavior of any particular kind of system can give us insights into systems of that kind. With this in mind, for some of the kinds of combinatorial system I devote a little time to possible explanations for the particular scaling behavior.
Before proceeding, some comment is needed concerning the interpretation of the constant exponent b in cases where C&E@. When C&E@ with b3(0, 1] it entails that E&CB where d"1/b3 [1,R) . In hypothesis (a) above I stated that d will equal the expression length. This is not exactly true. Instead, d is a measure of the combinatorial degree of the kind of combinatorial system, where a combinatorial degree of d means that it is as if, on average, d components are required to implement an expression and all combinations (up to a constant proportion) of the components are expressions. I say &&as if '' because although it is possible that a system with combinatorial degree three has, on average, three components for each expression, it is also possible that the system has, on average, 100 components for each expression, but so few of the possible combinations are utilized that it only has the combinatorial degree of a three-componentper-expression entity; i.e. it has an &&e!ective'' expression length of only three. Therefore, when we measure the exponent b in a log}log plot of C vs. E, we can only conclude that 1/b is the combinatorial degree, and that this may or may not be equal to the expression length¸. I will suppose that if the combinatorial degree is invariant, then the expression length is also invariant; that is, I will conclude from the fact that the data "ts a power law that the combinatorial degree is invariant, and thus that probably is so in the expression length. In principle, this need not be the case: the expression length could, say, increase as log E, yet the number of &&e!ective components'' might stay invariant. This would seem, however, quite improbable. BIRD VOCALIZATION Syllables (the components) for bird vocalizations are combined to make songs (the expressions). The number of syllable types and the number of songs were acquired for 28 birds with expression complexities ranging over two and a half orders of magnitude: ten thrush species (Ince and Slater, 1985) , seven wren species (Kroodsma, 1977) , "ve male Bewick Wrens (Kroodsma, 1977) , one magpie (Brown et al., 1988) , tufted and bridled titmouses (Hailman, 1989) , one canary (Mundinger, 1999; Devoogd et al., 1993) , and alder and willow #ycatchers (Kroodsma, 1984) .
The number of syllable types increases with increasing expression complexity, and they appear to be related by a power law (Fig. 1) . Under a power law hypothesis there is a high and signi"-cant (p(0.01) correlation between them [ Fig. 1(a) ], and the scaling relationship is C&E (where now C is the number of syllable types and E the number of songs). Under a logarithmic hypothesis the plot [ Fig. 1(b) ] is not at all linear, curving upward in a way characteristic of power laws plotted without the y-axis logged. Thus, bird vocalization appears to follow hypothesis (a) from the introduction: greater expressivity is handled by exclusively increasing the number of syllable types; the expression length appears to remain invariant (i.e. expression length does not vary as a function of the number of expressions, although, of course, it may as well be variable). The combinatorial degree for bird song measured here is 1/0.813"1.23. How does this compare to the actual number of syllables appearing in bird song? We may estimate this from Read & Weary (1992) , who compiled the number of syllables per bird song for 109 birds. Since the values range over a couple orders of magnitude, a log-transformed average (i.e. the inverse log of the mean of the logs) is a more appropriate measure of the central tendency, and is 3.72 syllables per word; the median is 3. I do not have any insight into what this means for the grammar of bird song. However, we shall see that the combinatorial degree for bird vocalization of 1.23 is much less than the combinatorial degree of 5.015 for English, which is not unexpected if the combinatorial degree is determined by neurobiological constraints. In fact, the 95% con"-dence interval for the slope of 0.813 is [0.599, 1.027], and thus the slope is not signi"cantly di!erent from 1, where the combinatorial degree would be 1. A combinatorial degree of 1 implies the system is not, in fact, combinatorial at all, and thus not language-like. Therefore, while at "rst glance bird vocalization appears to be languagelike since songs are built out of syllables, an examination of the way bird vocalization scales up suggests that it may not be language-like after all. ENGLISH LANGUAGE, HISTORICALLY Words (the components) in a language are combined to make sentences (the expressions). Each entry in the dictionary is a di!erent word type. To study how the number of word types in a language increases as the number of sentences increases, I studied the rates of growth for each from the years 1200 to 1990 (Fig. 2) ; data are currently available and computer accessible only for English, and so only the English language was studied.
The number of new word types per decade was determined by searching for years within the decade in the etymologies of the Oxford English Dictionary (OED), Second Edition. The number of new word types per year dC/dt, where C is now the number of word types, grows exponentially in time, following equation dC/dt&10R ( &eR). Since the growth is exponential [ Fig. 2(a) ], the absolute number of word types is proportional to the number of new word types per year, i.e. C&dC/dt. Thus, C&eR.
I used the number of books written in English in any given decade as a measure of the number of new English sentences in that decade. (Note that most written sentences are probably novel). The number of new books per decade was obtained by searching for publication dates within the decade for literature listed in WorldCat, an on-line catalog of more than 40 million records found in thousands of OCLC (Online Computer Library Center) member libraries around the world. The number of new books per year dE/dt, where E is the absolute number of books, grows exponentially in time [ Fig. 2(a) ], and follows equation dE/dt&10R ( &eR). As was the case for word types, E&dE/dt, and so E&eR.
Since the equations for C and E are each exponential functions of t, they are related by
(a) Growth rates in the decades from the years 1200 to 1990 for the number of new English word types and the number of new English books. Regression equations and correlation coe$cients are shown for each (79 data points each). Unsure etymological dates tend to cluster at century and half-century marks and therefore century and half-century marks tend to be overcounted; accordingly, they were not included in the counts. The OED is conservative and undercounts recently coined word types; consequently, the exponential decay region (the last "ve square data points) was not included when computing linear regression. I do not have any way to similarly measure the number of word type extinctions per year, and so I have not incorporated this; my working assumption is that the extinction rate is small compared to the growth rate, but it should be recognized that the estimated combinatorial degree is therefore an underestimate. [(a), inset] Distribution of numbers of content words per sentence in English. A string of words was deemed a sentence if it represented a complete thought or proposition. So, for example, semicolons were treated as sentence delimiters, multiple sentences combined into one long sentence by, &&and'' were treated as multiple sentences, and extended asides within dashes or parentheses were not treated as part of the sentence. Arrow indicates the log-transformed mean. (b) Log of the number of new words per decade directly against the log of the number of new books per decade results in a moderately linear plot (note that the x-axis here ranges over more than "ve orders of magnitude), whereas (c) plotting the number of new words per year directly against the log of the number of new books per year results in a plot that is nonlinear, bending upward and scattering in a fashion distinctive of power laws plotted with only the x-axis logged; this further con"rms the power-law relationship between the number of word types and the number of sentences. 282 a power law. If hypothesis (a) from the introduction holds here, then it must also be the case that the exponent is in the interval (0, 1]. From the exponential equations for C and E we can conclude that C&E , or C&E. Alternatively, we may plot log dC/dt directly against log dE/dt [ Fig. 2(b) ], and the best-"t slope by linear regression is 0.1918; since dC/dt&C and dE/dt&E, this slope may be used as another estimate of the exponent for C as a function of E. A plot of (unlogged) dC/dt directly against log dE/dt appears very nonlinear, and upwardly curved [ Fig. 2(c) ]. These analyses demonstrate that, for English, component-type complexity increases as expression complexity increases, and they are, indeed, related as a power law with exponent in (0, 1]. Therefore, increasing expressivity in English appears to be achieved exclusively by increasing the number of word types.
Although the total number of words in an English sentence tends to be in the range of 10}30 (Scudder, 1923; Hunt, 1965) , the combinatorial degree is a much lower 1/0.1994"5.015. In an e!ort to understand this particular combinatorial degree value, consider that there are two kinds of words in English: content and function. The set of content words, which refer to entities, events, states, relations and properties in the world, is large (hundreds of thousands) and experiences signi"cant growth (Clark & Wasow, 1998) . In contradiction to content words, the set of function words, which includes prepositions, conjunctions, articles, auxiliary verbs and pronouns, is small (around 500) and relatively stable through time (Clark & Wasow, 1998) . The scale-invariant combinatorial degree of English suggests that the average number of words per sentence is invariant. Under the simplifying assumption that there are, on average, n &&slots'' in a sentence for content words and m &&slots'' for function words, the total number of sentences E&NLMK, where N is the total number of content words in English and M the total number of function words. Since n, m and M are invariant (as discussed above), E&NL, and since the total number of word types C+N (because C" M#N and M;N) , E&CL. That is, this reasoning suggests that the combinatorial degree of around "ve is due to there being, on average, around "ve content words per sentence, and they may be combined in any order (up to a constant proportion). To test this, I sampled 984 sentences from 155 authors from texts in philosophy, "ction, science, politics and history; I chose the second sentence on each odd numbered page. A word was deemed a function word if it was among a list of 437 such words I generated. The distribution is log-normal [ Fig.  2(a) , inset], and the mean of the logs is 0.7325 ($0.2987); the log-transformed mean is thus 5.401, and one standard deviation around this corresponds to the interval [2.715, 10.745]. Perhaps there are this many content words per sentence because of neurobiological constraints on understanding a sentence (Miller, 1956) .
ONTOGENY OF LANGUAGE IN CHILDREN
Words (the components) in a child's developing language are combined to make sentences (the expressions). I acquired data for the number of word types and the number of distinct sentences produced by a child named Damon for 41 weeks from 12 to 22 months of age (Clark, 1993) . The numbers of word types and sentences do not appear to be related by a power law [ Fig. 3(a) ] as can be seen by how the plot #attens out. A logarithmic plot appears comparatively linear [ Fig. 3(b) ], providing support for hypothesis (c) from the introduction. [Actually, the data are perhaps best understood as two distinct power law regimes, with slope decreasing (and thus combinatorial degree increasing) in the second regime.] Children, then, appear to increase their number of sentences by increasing both the number of word types and the combinatorial degree. This conclusion is, of course, hardly surprising: children learn words, and their ability to string together words into sentences increases with age (Pascual-Leone, 1970; Case et al., 1982; Siegel & Ryan, 1989; Adams & Gathercole, 2000; Robinson & Mervis, 1998; Corrigan, 1983) . We may, however, use the data to determine how the combinatorial degree actually changes over this period. By determining the inverse of the instantaneous best-"t slope of the log}log plot, we can see that the combinatorial degree increases for Damon from around 1 to around 2.5 over this period, which is consistent with the increase in the mean length utterances for children in this age range (Robinson & Mervis, 1998 (Clark, 1993) . Plot con"ned to multiword utterance ages, which began at about 14 months. (b) Number of word types vs. log of number of sentences. Since the average length utterance increases through time for children (probably due to increases in working memory), the combinatorial degree is not invariant during the ontogeny of language, and we expect the number of word types, C, to increase more logarithmically with E, which is what we see here.
utterance length information is given for Damon, so these combinatorial degree values cannot be directly compared to his utterance lengths.
Along the same lines as the ontogeny of the word}sentence combinatorial system, we may look at the ontogeny of the phoneme}morpheme combinatorial system. (A morpheme is the smallest meaningful linguistic unit.) Again, a child's ability to string together sequences of phonemes into morphemes increases through time, and we therefore expect the number of phoneme types to scale not as a power law against the number of morphemes, but, instead, to scale logarithmically with the number of morphemes. Figure 4 (a) and (b) show the number of phoneme types plotted against the number of morphemes, as produced by a child named Jean from 11 to 30 months of age (Velten, 1943) . As expected, the plot is (a little) more linear in Fig. 4(b) under the logarithmic assumption. Examination of the inverse of the instantaneous slopes from the log}log plot shows that the combinatorial degree does, indeed, increase as the number of morphemes increases [ Fig. 4(c) ], beginning at around two phonemes per morpheme (such as in &&ma''), and rising to around four phonemes per morpheme at the end (such as in &&dada''). This correlates very well with the actual increase in Jean's number of phonemes per morpheme, as measured by the maximum at each age [Figure 4(c) and (d)].
These results suggest that, when the child's number of component types is C and combinatorial degree is d, the child produces E&kCB expressions, where k is constant (i.e. children are &&grammar-invariant''). That is, these results imply that as C and d increase, the child increases E as fast as possible; intuitively, the child says, up to a constant proportion, everything he possibly can given the component types and combinatorial degree he has at his disposal. This is true for the phoneme}morpheme systems and for the word}sentence systems.
BEHAVIORAL REPERTOIRE
Muscle contractions (the components) in vertebrates are combined to implement behaviors (the expressions); behaviors are &&musical scores'' with muscle-contractions as &&notes'' (Gallistel, 1980) . In what fashion do vertebrates achieve greater behavioral complexity, i.e. a greater number of behaviors in their repertoire? To study this I would like to measure the number of muscle contraction types, C, as a function of the number of behaviors, E. The number of types of muscle contraction I measured as simply the number of muscle types, which I obtained for 12 land mammals and birds (see Fig. 5, legend) .
How are we to measure an animal's numerous behaviors? As a proxy for this I used an animal's encephalization quotient (Jerison, 1973) , which is a measure of how much &&extra'' brain there is above and beyond that expected by virtue of the animal's mass. Since brain volume appears to scale as M (Allman, 1999; Changizi, 2001) (Velten, 1943) . (b) Number of phoneme types vs. log of number of morphemes. Since the average and maximum number of phonemes per morpheme increases through time for children, the combinatorial degree is not invariant during ontogeny, and we expect the number of phoneme types to increase logarithmically with E, which is what we see, to a small extent, here (R"0.9055 for log}log plot, and R"0.9588 for semilog plot). (c) Maximum number of phonemes per morpheme (a measure of expression length¸) and combinatorial degree vs. log of number of morphemes. Combinatorial degree is measured from inverse of instantaneous slope (measured via linear regression for a moving window 12 data points wide) from the log}log plot. Max C phonemes per morpheme, ᭡; combinatorial degree, . One can see that both the maximum number of phonemes per morpheme and the combinatorial degree increase together, and are well correlated with one another, as shown in (d).
encephalization quotient is (< )/(M). Encephalization quotient is probably highly correlated with behavioral complexity: ordering animals on the basis of their encephalization quotients leads to an ordering of animals that seems, intuitively, to reasonably, correctly order the animals on the basis of behavioral complexity. For example, if one looks at Fig. 5 and concentrates just on the x-axis values for each animal, one will see that human has greater encephalization quotient than macaque, which has greater quotient than dog, next in the list is cat, followed by elephant, rat and so on. Although encephalization quotient may well be positively correlated with behavioral repertoire size, I have no reason to expect them to be proportional to one another. Nevertheless, I will assume that encephalization quotient is related to behavioral complexity as a power law with unknown exponent. If the muscle-behavior combinatorial system follows a power law, then, with the assumption in hand, we expect a plot of a number of muscle types to scale against encephalization quotient as a power law as well. (That is, if C&E@ and E&Q? (where Q is encephalization quotient), then C&Q?@.)
The encephalization quotient was computed for the 13 animals for which I acquired muscle type counts (see Fig. 5, legend) . The number of muscle types was plotted against the encephalization quotient for these animals on a log}log plot [ Fig. 5(a) ], the x-axis which ranges over about
of the number of muscle types vs. log of the encephalization quotient, for 12 land mammals and for birds. One possible worry is that humans may have a greater muscle type count purely because they are much more well studied, and that the correlation may be being driven by this. Removing human from the plot leads to the equation y"0.164x#2.044 with a correlation only slightly reduced to R"0.621. Numbers of muscle types were taken as the maximum estimate counted from the following sources for each animal: human (Agur & Lee, 1991; Netter, 1997; Rohen & Yokochi, 1993; Anson, 1966) , macaque (Bast et al., 1933) , cat (Boyd et al., 1991; McClure et al., 1973; Reighard & Jennings, 1929; Hudson & Hamilton, 1993) , rat (Greene, 1935; Hebel & Stromberg, 1976; Howell, 1926) , rabbit (Wingerd, 1985; Craigie, 1966; McLaughlin & Chiasson, 1990; Popesko et al., 1990) , guinea pig (Cooper & Schiller, 1975) , dog (Adams, 1986; Boyd et al., 1991) , horse (Budras & Sack, 1994; Way & Lee, 1965) , ox (Ashdown & Done, 1984; Singh & Roy, 1997) , pig (Sisson & Grossman, 1953) , elephant (Mariappa, 1986) , bird (Chamberlain, 1943; Kaupp, 1918; Nickel et al., 1977) , opossum (Ellsworth, 1976) . Encephalization quotients were computed using brain volumes from Frahm et al. (1982) , Hofman (1982a Hofman ( , b, 1983 Hofman ( , 1985 , Stephan et al. (1981) , Haug (1987) , Hrdlicka (1907) ; and body masses from Nowak (1999 ), Hrdlicka (1907 . (b) Number of muscle types vs. log of the encephalization quotient, for the same data. Correlation is slightly higher under this logarithmic assumption than in the power-law assumption from (a). If it is truly logarithmic, then combinatorial degrees measured by the inverse of the instantaneous slope (measured via linear regression for a moving window 13 data points wide) from the log}log plot in (a) should increase as the encephalization quotient increases; and they do, as shown in (c).
two orders of magnitude. There is a high and signi"cant (p(0.01) correlation, and the data appears to follow a law-like curve. The inverse of the best-"t slope is 6.34; i.e. this is the combinatorial degree if we could assume encephalization quotient is proportional to behavioral complexity. This suggests that either hypothesis (a) or (c) applies to animal behavior as a combinatorial system; the number of muscle types increases to achieve greater behavioral complexity. Is the combinatorial degree invariant? A plot of the data under the logarithmic assumption [ Fig. 5(b) ] suggests not, as the plot is slightly more correlated than under the power assumption, and thus hypothesis (c) receives more support. To further test whether hypothesis (c) applies, I computed from the inverse of the instantaneous slope of the log}log plot how the combinatorial degree changes as the encephalization quotient increases [ Fig. 5(c) ], and one can see that the combinatorial degree does tend to increase, from around 3 to around 9. I should reiterate that the absolute magnitudes of these combinatorial degree values are only meaningful if we can assume that encephalization quotient scales proportionally with behavioral complexity; the fact that they are increasing is more important at the moment. These analyses suggest preliminary, weak support for the proposition that behavioral complexity is increased (among mammals) by increasing both the number of muscle types and the average number of muscles involved in a behavior. of the number of cell types vs. log of the coding genome size (picograms of genes coding for proteins) for some plants and animals (n"8). Coding genome size data are taken from Cavalier-Smith (1985) . Cell type data are obtained from Bell & Mooers (1997) . A similar plot, but for total DNA rather than coding DNA, appears in Kau!man (1969, Fig. 13; 1993, Fig. 12.7) , motivated by di!erent reasons. (b) Log of the number of cell types vs. log of the total number of cells for plant, animal, fungi, Chlorophyta, Phaeophyta, Rhodophyta, Ciliata, Acrasiomycota and Myxomycota phyla (n"31). Value for each phylum from Bell & Mooers (1997) ; error bars show standard deviation. [(b) , inset] Distribution of number of tissues per organ in vertebrates. Arrow indicates the mean. Organs used are: heart, aorta, tonsil, lymph node, spleen, thymus, skin, endocrine and apocrine sweat glands, sweat and sebaceous glands, hair follicle and nail, tongue, submandibular gland, parotid gland, sublingual gland, soft palate, teeth, lip, esophagus, esophagogastric junction, stomach, gastroduodenal junction, duodenum, jejunum, ileum, colon, appendix, anorectal junction, liver, gallbladder, pancreas, olfactory mucosa, larynx, trachea and bronchus, bronchiole and respiratory passages, alveoli, kidney, ureter, urinary bladder, pituitary gland, pineal gland, parathyroid and thyroid glands, thyroid follicle cells, adrenal gland, testis, ductuli e!erentes and epididymis, spermatic cord and ductus deferens, prostate gland, seminal vesicle, ovary, corpus luteum, oviduct-uterine tube, uterus, cervix, placenta, vagina, mammary glands, eye, ear, organ of corti. (c) Number of cell types vs. log of the total number of cells for the same data as in (b).
ORGANISMS
Cells (the components) in organisms are combined to make organism-expressions in organisms (the expressions). Estimates of the number of cell types for a large range of organisms have been catalogued by Bell & Mooers (1997) . In making sense of what an &&organism-expression'' is, I assume that cells combine to make expressions or parts (probably functional parts) of some kind, and by an &&organism-expression'' I refer to such parts. Maybe organs are one kind of organism-expressions. For our main task it will not be crucial to pinpoint to what kind of biological structure organism-expressions correspond; we will make a general assumption below about organism-expressions*assumption (*)*that will enable us to test between hypotheses (a) and (c) without having to answer the question of what do organism-expressions correspond to .
How should the number of organism-expressions be measured? One possible measure of the expression complexity of an organism is the amount of the organism's DNA which codes for proteins, the coding genome size. There is a large and unsolved explanatory gap between genome complexity and phenotype complexity, but it is reasonable to expect coding genome size to correlate with the number of organism-expressions. Figure 6(a) shows that the number of cell types increases with increasing coding genome size (p(0.01). If we believe that coding genome size is highly and signi"cantly positively correlated with expression complexity, then it follows from Fig. 6(a) that (i) the number of cell types is probably positively correlated with expression SCALING IN COMBINATORIAL SYSTEMS complexity, and (ii) the relationship appears to be lawful. Thus, this suggests that organisms as combinatorial systems are described by either hypothesis (a) or hypothesis (c) from the introduction; that is, it seems clear from Figure 6 (a) that the number of cell types increases. Although coding genome size and the number of organism-expressions of an organism are probably positively correlated, I do not know their quantitative relationship, and so this plot cannot help us to determine whether or not the expression length is invariant. [One might be worried that Fig. 6(a) is uninteresting because a greater number of cell types would imply a greater coding genome size, so of course they are correlated. But coding genome size is probably due to organism complexity at a higher level than cell type complexity, possibly what I am calling expression complexity. It is a priori possible that a large variation in expression complexity is achieved by an invariant number of cell types [hypothesis (b)], in which case Fig. 6(a) would be #at. Alternatively, it is also a priori possible that a large variety of numbers of cell types all lead to the same expression complexity (e.g. because when C is greater, either¸or the proportionality constant is smaller), in which case Fig. 6(a) would have variation on the y-axis, but it would not correlate with the x-axis. ] In order to test the two hypotheses*hypothesis (a) that C&E@, and, alternatively, hypothesis (c) that C&log E*we must make the simplifying assumption ( * ) that as organisms get more expressively complex, the number of times any given organism-expression is instantiated in the organism does not, by itself, tend to change. Another way of stating this plausible, but di$cult to defend, assumption ( * ) is this: organisms become more expressively complex by increasing the number of di!erent organism-expressions, not by increasing the number of occurrences of any given organism-expression. An immediate consequence of assumption ( * ) is that the total number of cells in an organism will be proportional to the number of organism-expressions multiplied by the typical number of cells in an organism-expression; that is, M&E¸, where M is the total number of cells. With assumption ( * ) in hand, we will be able to use the mass of an organism as a surrogate for the number of organism-expressions.
Before continuing, note that we are interested here in the relationship between the number of cell types and expression complexity at the largest phylogenetic scales. So, for example, if I say that¸&M, I mean that across all (multicellular) organisms there is no overall trend, either up or down, in a plot of¸vs. M. This does not, however, preclude certain local trends, such as perhaps an increase in¸as a function of M among mammals.
Let us now test hypothesis (a). If C and E are related by a power law, then expression lengtḩ is invariant, and so M&E (recall that from assumption ( * ) we can conclude that M&E¸). That is, we can use the total number of cells in the organism*or, equivalently, organism mass*as a proxy for expression complexity. Thus, if C&E@ for some constant b, then it follows that C&M@. We may test this prediction by plotting log C vs. log M. Figure 6 (b) shows that the plot, for which M ranges over 31 phyla and about 10 orders of magnitude, appears to be reasonably linear, although by no means hugging a line. We will see that this is in stark contrast to the plot resulting from the hypothesis that C is logarithmic in E, where the plot is very far from predicted.
To test the second hypothesis*hypothesis (c), that C&log E2we again assume that it is true, make a prediction, and see if the prediction holds up. Under assumption ( * ), it follows just as before that M&E¸. But now¸&(log E)/log(log E) (see introduction), and so M&(E log E)/log(log E). Ideally, we would like to solve for E in terms of M2i.e. to have E(M)*and to plot C vs. log(E(M)). M, however, is a close enough approximation to E(M) for our purposes, as (E log E)/log(log E) scales against E nearly proportionally (exponent is 1.047) over our range of interest. Thus, we may plot C vs. log M. In sum, if C&log E, then it should approximately be the case that C&log M. We may test this prediction by plotting C vs. log M. Figure 6(c) shows that the plot is far from linear, curving upward which is the usual behavior when power laws are plotted with only the x-axis logged. Hypothesis (a), then, is best supported by the data: at the largest phylogenetic scale, organisms appear to achieve greater expression complexity via an increase in the number of cell types, not via 288 an increase in the number of cells involved in any given organism-expression. It is interesting to note, then, that one kind of organism complexity, expression complexity (or the number of organism-expressions), may be very easy to measure, in contrast to the di$culties often inherent in measuring complexity (McShea, 1996) : expression complexity may be, at the largest phylogenetic scale, directly proportional to mass. It should be reiterated, however, that these conclusions*and the upcoming discussion*require the simplifying assumption ( * ).
The scaling exponent in Fig. 6(b) is 0.0805, implying a combinatorial degree of 1/0.0805" 12.42 (95% con"dence interval is [10.07, 16.22] ). Why might the combinatorial degree for organisms be in this range? Organisms do not seem to have many parts that could be said to have only a dozen or so cells, so why is the combinatorial degree so low? In an e!ort to understand this combinatorial degree value, I hypothesized that perhaps the more appropriate components for organism-expressions are tissues. The number of tissue types probably scales in direct proportion to the number of cell types, and so the scaling exponent above probably applies to the growth in the number of tissue types as well. Oversimplistically, the idea is that any given tissue type is built largely out of one type of cell (since they scale proportionally), and it is the arrangement of tissues that makes organism-expressions. In this way, the number of cells in an organism-expression may be much larger than the combinatorial degree. My hypothesis leads, then, to the prediction that there are, on average, around 12 tissues per organism-expression. To test this, I would like to be able to count up the actual number of tissues in a variety of organism-expressions. The di$culty, though, is that I have thus far left it extremely vague as to what an organism-expression corresponds to in an organism (assumption ( * ) allowed us to, thus far, avoid this question). One very natural kind of organism-expression would seem to be organs. I do not wish to de,ne organism-expressions as organs, but only wish to suggest that perhaps organs are paradigmatic cases of organism-expressions, and that counting the number of tissues in them may give us some insight into roughly how many tissues are in organism-expressions more generally. To do this we would ideally like estimates of the number of tissues making up organs for a variety of vertebrates, invertebrates, plants and other phyla, but in lieu of such a grand study, which is beyond the scope of this paper, as a preliminary test of this I used a standard vertebrate histology textbook (Ross and Romrell, 1995) to estimate the number of tissues present in 63 vertebrate organs [they are listed in the legend of Fig. 6(b), inset] . The average number of tissues is 10.52 ($4.17), indicated roughly by the arrow in the histogram (Fig. 6, inset) , which is within the 95% con"dence interval of the measured combinatorial degree of 12.42.
These results and ideas suggest a certain story concerning the evolutionary tendency for size to increase over the history of life (Bonner, 1988) . Given assumption ( * ), M&E¸, and thus organisms that are twice as expressively complex must have at least twice the mass. If expression complexity has increased (either via selection or di!usion), then mass will have tended to increase. How mass increases with increasing expression complexity, however, depends on which way organisms as combinatorial systems work: hypothesis (a), (b) or (c), in particular. If¸&E as in hypothesis (a), then M&E. If, instead, &(log E)/log(log E) as in hypothesis (c), then M&(E log E)/log(log E); that is, M now scales more quickly as a function of E. Finally, if &log E as in hypothesis (b), then M&E log E; M scales most quickly for this hypothesis. Therefore, if organisms have been selected against unnecessarily large size, then we would expect organisms to follow hypothesis (a); i.e. to keep invariant. Within this story, then, the number of cell types increases in order to minimize the mass required to obtain its organism-expressions.
An alternative viewpoint is that there is simply an upper limit to the number of cells (or tissues) that can be used in an organism-expression. If, as discussed above, the number of tissues per organism-expression really is around 12*and we should of course treat this with great skepticism at this point*why are there roughly a dozen tissues per organism-expression? Might there be some physico-mathematical barrier to more? One conjecture is that only so many tissues can be practically packed into one place in three dimensions. In particular, around 12 spheres can be packed around a single sphere (where the spheres are all the same size), and perhaps the combinatorial degree is in#uenced by this. Within this alternative viewpoint, then, the number of cell types increases because more than around 12 tissues per organism-expression is impractical (without becoming highly convoluted and branched).
These previous two stories are not necessarily opposed to one another: perhaps mass-minimization drives the combinatorial degree to be invariant, but di$culties in having more than around 12 tissues per organism-expression explains the particular value of the combinatorial degree.
It is interesting to note that, in ontogeny, the number of cell types does not appear to increase in an interesting combinatorial fashion with expressive complexity, supposing still that expressive complexity may be measured by the total number of cells. Figure 7 plots the log of the number of cell types vs. the log of the total number of cells for the developing nematode Caenorhabditis elegans, and one may observe that for most of the development the number of cell types increases proportionally with the total number of cells.
UNIVERSITIES
Departmental concentrations (the components) for undergraduate students are combined to get academic degrees (the expressions). One example degree might be &&physics and mathematics'', a degree which combines concentrations in physics and mathematics, and another degree might be &&mathematics'', which consists of just a single concentration in mathematics; each such degree counts as one degree, no matter how many students may earn it. I assumed that a school with twice the number of students will have twice as many distinct degrees*i.e. &&we are all individuals (up to a constant proportion)''* and I used the number of students as a measure of the number of distinct degrees conferred at the university. I used the number of departments as a measure of the number of departmental concentration types. Figure 8 shows the relationship between the number of departments C and the number of students E for 89 U.S. and Canadian colleges and universities, with the numbers of students ranging over two orders of magnitude. There is a highly lawful relationship between C and E here, and the number of departments can clearly be seen to greatly increase (p(0.01) as the number of students increases. One of the hypotheses (a) and (c) seem, then, to apply here. Under a power law hypothesis [hypothesis (a) ] the data appears to be fairly linear [ Fig. 8(a) ], but under a logarithmic law hypothesis [hypothesis (c)] the data bend upward and become increasingly scattered [ Fig. 8(b) ]. These results suggest that it is hypothesis (a) that applies to universities as combinatorial systems: demand for more academic degrees is "lled by having students choose from more departmental concentration types, not by having students have degrees consisting of greater and greater numbers of departmental concentrations. Button-presses (the components) for electronic devices are combined by the user of the device to carry out device-actions (the expressions). Note that the combinatorial system is not the electronic device itself; it is, rather, the electronic device's user-interface language that is the combinatorial system. Each button on the device is a type of button press. I used the number of pages of the device's user's manual as a measure of the number of device actions (i.e. of the number of things the device does); it seems reasonable to expect that if a device does twice as many things, its manual will be twice as long. Number of buttons (i.e. numbers of button-press types) and manual pages were gathered from calculators, compact disk (CD) players, televisions (TVs) and video cassette recorders (VCRs). For CD players, TVs and VCRs, the number of buttons was taken from remote controls. Calculators were limited to those without full a-to-z keyboards.
Plots (Fig. 9) show that component-type complexity increases with expression complexity in all four cases (p(0.01), and does so in a law-like fashion: as electronic devices do more and more things via strings of button-presses, the number of button-press types (i.e. the number of buttons) increases. Distinguishing whether these plots follow power laws or logarithmic laws, though, is not possible given the very small range for the number of buttons; neither assumption leads to a signi"cantly di!erent "t with the data for any of the four kinds of electronic devices. The logarithmic plots (not shown) look nearly identical to the power-law plots.
Despite our inability to determine which of hypotheses (a) or (c) applies to electronic devices as combinatorial systems, it is instructive to suppose for the moment that they follow power laws a calculator*for example, simply adding two plus two requires four button presses on a calculator*and this is evidenced by the much higher combinatorial degree for calculators.
Discussion and Conclusion
We have seen that in each of the radically di!erent kinds of combinatorial systems, (1) component-type complexity and expression complexity appear to be related in a law-like fashion with the number of component types increasing as expression complexity increases, (2) in "ve kinds of combinatorial systems (bird vocalization, English language over history, organisms in phylogeny and ontogeny, and universities; see Table 1 ) the increase in expression complexity appears to be accomplished solely by increasing component-type complexity, not by increasing the number of components per expression, and (3) in three kinds of combinatorial systems (both cases of ontogeny of language, and mammalian behavior; see Table 1 ), the increase in expression complexity appears to be achieved by increasing both component-type complexity and the number of components per expression. (For the four electronic device cases, it could not be determined which of the hypotheses (a) or (c) applies.)
The "ve kinds of systems "tting hypothesis (a) increase expression complexity by (I) conforming to the proportionality equation E&C* (i.e. scale-invariant proportionality factor), and (II) having a scale-invariant expression length* &E*and combinatorial degree, and thus the number of component types increases as a power-law function of the number of expressions (C&EB). The three kinds of combinatorial systems conforming to hypothesis (c) increase expression complexity by (I) conforming to the proportionality equation E&C* (i.e. scale-invariant proportionality factor), and (III) having expression length and combinatorial degree that increases with the number of expressions more slowly than logarithmically, and thus the number of component types increases logarithmically with the number of expressions (C&log E). Are there general attributes of combinatorial systems that explain why they would satisfy (I), and one of either (II) or (III)? That is, what are the similarities and di!erences between these kinds of combinatorial system? It is to this we turn next.
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Let us begin with (I): what property or properties might a kind of combinatorial system have that would lead it to satisfy E&C*? We have already touched upon this in the introduction during our discussion of hypotheses of category 1: a constant proportionality factor relating E and C* strongly suggests a scale-invariant grammar. Accordingly, I hypothesize that E&C* in these varieties of combinatorial system because each has a scale-invariant grammar (I will say &&grammar-invariant'').
Consider now attribute (II): what attribute or attributes might a grammar-invariant kind of combinatorial system possess that would explain why increasing expression complexity is achieved solely by increasing the number of component types [or, equivalently, explain why expression length (and combinatorial degree) is scale-invariant]? There are at least three possible attributes that would explain a scale-invariant combinatorial degree, and I will take each up in turn.
One reason a grammar-invariant combinatorial system may have an invariant combinatorial degree is simply that there is an upper limit on the combinatorial degree, but not an upper limit on the number of component types. We have implicitly suggested such an explanation for some of our combinatorial systems: for example, perhaps working memory limits in human and bird explain the combinatorial degrees of around 5 and 1 for, respectively, English and bird vocalization; and perhaps there could be tissue-packing limits explaining the combinatorial degree of around 12 for organism complexity.
A second reason a grammar-invariant combinatorial system may have an invariant combinatorial degree is if there is some kind of pressure to minimize the total number of components (not component types) in the combinatorial system. The total number of components in a system with E expressions is E¸. This is minimized when¸is minimized; in particular, when¸is invariant. This kind of explanation does not have the ability to predict why the combinatorial degree should be of any particular value, and although it may apply to organisms (as discussed earlier), it is not clear that it applies to the other systems studied here.
The third possible reason a grammar-invariant combinatorial system may have an invariant combinatorial degree is more subtle. No maximum limit on the combinatorial degree needs to be assumed. To understand this we must introduce the notion of compositionality. A kind of combinatorial system is compositional if, among combinatorial systems of that kind, components of di!erent types do di!erent things, and what an expression does (i.e. the expression's semantics) is a consequence of both the arrangement of the constituent components (i.e. the expression's syntax) and what each constituent component does (i.e. each constituent component's semantics). For compositional kinds of combinatorial system there is a clear reason why the number of component types should increase and expression length remain invariant: in order for an expressively more complex system to have expressions that do truly novel things, it is not enough to simply increase the expression length; truly novel component-types must be added. This will be clear with an example. Consider combinatorial systems that may only use the component types &&table'', &&chair'', &&is on top of '' and the standard symbols from logic (i.e. &&for all'', &&there is'', &&and'', &&or'', &&not''). Let us suppose that combinatorial system A consists of all sentences that may be formed using two occurrences from either &&table'' or &&chair'', and B consists of all sentences that may be formed using three occurrences from either &&table'' or &&chair''. System A possesses expressions like, &&There is a table that is on top of a chair,'' whereas B has, in addition, expressions like, &&There is a table that is on top of a chair that is on top of a table.'' Combinatorial system B certainly says more things than A, but, informally, nothing truly novel, or at right angles, to anything A can say. Consider now combinatorial system B , which consists of all sentences that may be formed using two occurrences from either &&table'', &&chair'', or the new component type &&shelf ''. B has all the expressions of A, but has, in addition, expressions like &&There is a table that is on top of a shelf.'' Like B , B has more expressions than A; but unlike B , B says truly novel things*B has expressions about shelves whereas B does not. B is intuitively richer than A, but B is not richer than A. I will say that a kind of combinatorial system is rich if, among combinatorial systems of that kind, greater expressivity is obtained only for reasons of greater novelty in SCALING IN COMBINATORIAL SYSTEMS the sense above. Now, if a grammar-invariant kind of combinatorial system is compositional and rich, then the expression length will not increase beyond some minimum length needed to have useful meaning, but the number of component types will increase instead. That is, the combinatorial degree will remain invariant, but not because of an upper bound limiting it, but because there is simply never anything interesting to say requiring more than a certain length of expression.
Attribute (III) from above, characteristic of combinatorial systems satisfying hypothesis (c), is most obviously understood in terms of the "rst reason discussed for attribute (II). When the upper limit on combinatorial degree increases as the number of expressions increases, but does so more slowly than logarithmically, the number of component types would increase more slowly than as a power law. This appears to be the case for the ontogeny of language and perhaps for mammalian behavior.
While all this may help us to understand possible similarities and di!erences among the diverse kinds combinatorial system, it does not aid in discerning their speci"c di!erences in scaling behavior: each kind of system has its own combinatorial degree (or range of combinatorial degrees), with values ranging from about 1 to 12. Explaining these particular values will depend on the particular kind of combinatorial system, and I entertained explanations for the particular values when I discussed each kind of combinatorial system.
