INTRODUCTION
============

Seismic waves from deep earthquakes reveal the fundamental nature of rapid deformation processes in subducted oceanic lithosphere at depths of 300 to 700 km, where the great pressure should inhibit frictional sliding. The two largest recorded deep earthquakes generated seismic waves consistent with shear dislocations on one or more fault planes but had markedly different seismic radiation, indicating the existence of diverse mechanisms of strain energy release ([@R1]--[@R7]). The 9 June 1994 moment magnitude (*M*~w~) 8.2 Bolivia earthquake involved an overall very slow rupture expansion speed, *V*~r~, over an about 50-km-wide zone with large slip and high stress drop ([@R1]--[@R5]). In contrast, the 24 May 2013 *M*~w~ 8.3 Sea of Okhotsk earthquake expanded over a region \>100 km long with high *V*~r~ and much lower stress drop ([@R5]--[@R7]). Radiation efficiency, a measure of radiated seismic energy relative to the available strain energy release, was very low (\~0.04) for the 1994 Bolivia event and much higher (\~0.6) for the 2013 Sea of Okhotsk event. Low radiation efficiency indicates a dissipative, relatively ductile source process, whereas high radiation efficiency is associated with a relatively brittle fracture process. Other large deep earthquakes have source processes that span a wide range of radiation efficiency ([@R8]--[@R15]), with thermal conditions of the subducted slab commonly assumed to influence the diversity of strain energy release. Mechanisms that have been proposed to account for deep earthquakes (source depths from 300 to 700 km) include transformational faulting triggered by metastable olivine transforming to spinel in the high deviatoric stress environment of the cold core of subducted slabs ([@R16]--[@R18]), thermal instability and runaway shear melting ([@R4], [@R19]--[@R21]), dehydration embrittlement upon exsolution of a volatile component like water ([@R2], [@R22], [@R23]), or partial melting of carbonates that provides a fault-lubricating fluid.

RESULTS
=======

On 24 November 2015, a rare deep earthquake doublet occurred involving two major earthquakes ([@R24]) \~55 km apart separated by 316 s. The two events initiated at depths of 606 and 622 km within the subducted Nazca plate beneath eastern Peru near the border of Brazil ([Fig. 1](#F1){ref-type="fig"}). Because seismic waves from the two events produced overlapping ground motions, we perform a two-event inversion of global low-frequency (1.67 to 10 mHz) W-phase ground motions ([@R25]) to estimate the individual point-source characteristics (fig. S1). Both events have predominantly double-couple normal-faulting focal mechanisms as shown in [Fig. 1](#F1){ref-type="fig"}, compatible with shear dislocations. For the first event (E1; 22:45:38.88 UTC, 10.537°S, 70.944°W), the seismic moment *M*~0~ = 2.5 × 10^20^ N⋅m (*M*~w~ 7.5) and the centroid depth *H*~c~ = 611 km. For the second event (E2; 22:50:54.37 UTC, 10.060°S, 71.018°W), *M*~0~ = 3.59 × 10^20^ N⋅m (*M*~w~ 7.6) and *H*~c~ = 627 km. The two-event model matches the long-period waveforms well (fig. S2). We also find similar relative locations between the two events from azimuthal variation of Rayleigh wave moment-rate functions (MRFs) (fig. S3). The source centroid depths, faulting geometries, and seismic moments are similar to long-period moment tensor inversions using standard single-event processing ([@R24], [@R26]).

![Tectonic setting of the 24 November 2015 deep Peru earthquake doublet.\
(**A**) Map showing the slip distributions of the preferred rupture models (rectangles with color-coded slip models, note differences in scale) for the two events (E1, *M*~w~ 7.5; E2, *M*~w~ 7.7) and best double-couple faulting mechanisms from a two-event W-phase inversion for the doublet and a standard W-phase inversion for an *M*~w~ 6.7 aftershock. The red arrows indicate the fault dip directions with dip angles of 52° (E1) and 61° (E2). Circles and diamonds show the locations of subevents from back-projection of global *P* waves for the 0.1- to 1.0-Hz frequency band, color-coded with time and scaled proportional to the power in the stacks for E1 and E2, respectively. Stars are locations of aftershocks with magnitudes from 4.0 to 5.1, color-coded with source depth. Contours indicate the depth of the upper surface of the deep slab from model slab 1.0 ([@R40]). (**B**) Plate configuration, with the Nazca plate subducting beneath the South American plate at a convergence velocity of \~6.9 cm/year. The lines are depth contours for the subducted oceanic slab, and the red dots show the seismicity with depths larger than 100 km from 1900 to 2015. (**C**) Vertical cross-section profile A-A′ from (B) with historic seismicity at along-strike distances of \<150 km from A-A′ (dots), aftershocks for the 2015 Peru doublet (stars), and the upper slab surface (dashed lines).](1600581-F1){#F1}

Only 16 aftershocks were located during the first week after the doublet by the U.S. Geological Survey (USGS) ([@R24]), all with magnitudes less than 4.9, except a *M*~w~ 6.7 event on 26 November 2015 located \~80 km north of the doublet at a depth of \~615 km ([Fig. 1](#F1){ref-type="fig"}). This paucity of aftershock activity is a distinct characteristic of most deep earthquakes relative to shallow ruptures ([@R8], [@R11], [@R14]) and renders the occurrence of the large doublet all the more unusual. The earthquakes all locate within a north-south trending alignment of deep events extending from 6°S to 12°S that is well isolated from shallower seismicity in the subducted slab (fig. S4). The great 1994 Bolivia event locates about 500 km to the southeast in a region of strong slab distortion, and the 31 July 1970 (*M*~w~ 8.0) Colombia deep event locates to the north in a region of very sparse activity. There have been temporally clustered pairs of large events along this deep zone in 1921--1922, 1961, 1963, 1989--1990, and 2002--2003 (fig. S4), indicating that despite the low overall seismicity levels, regional triggering interactions among large deep events are favored in this region, another common feature of deep earthquake activity ([@R15], [@R27]). The resulting distribution of the number of events as a function of magnitude has a lower slope (*b* value \~0.3 to 0.4) than that of intermediate-depth events in the same slab (*b* value \~1.0) (fig. S5). Houston ([@R14]) found similar *b*-value variations and attributed them to strong thermal control on events below 300 km.

We back-project globally distributed teleseismic *P* waves in the frequency band of 0.1 to 1.0 Hz to horizontal planes at the hypocentral depths. This procedure cannot resolve minor differences in depth; thus, we emphasize the horizontal characteristics of the images. The reconstructed subevents for E1 form a southward lineation about 50 km long with seven comparable power bursts of high frequencies over about 11 s ([Fig. 1](#F1){ref-type="fig"}), indicating *V*~r~ \~4.5 km/s. In contrast, the reconstructed subevents for E2 span a limited spatial extent, with the radiation dominated by an initial large-amplitude subevent with later small subevents locating no further than \~15 km from the hypocenter ([Fig. 1](#F1){ref-type="fig"}). We find similar patterns of subevents for the back-projections of *P* waves recorded by a large-aperture network of stations in North America and Europe (NA-EU), although the spatial resolution is not as good as for the global images. Time-integrated images of the high-frequency *P* radiation back-projected from global and NA-EU arrays for E1 and E2 ([Fig. 2](#F2){ref-type="fig"}) show a total duration of \~20 s for both events but highlight the difference in source region dimensions of E1 and E2 for both the 0.1- to 1.0-Hz energy and the higher-frequency 0.5- to 2.0-Hz energy (fig. S6). Animations of the space-time sequence of subevents are provided in the Supplementary Materials.

![Constraints on rupture dimension and rupture velocity from *P*-wave back-projections.\
(**A** to **D**) Teleseismic *P* waves in the frequency band from 0.1 to 1.0 Hz from a global distribution of stations and from NA-EU networks were used to image the coherent seismic radiation from E1 (A and B) and E2 (C and D). The time-integrated back-projected signal power over a horizontal grid around the source is shown relative to the mainshock epicenters (red stars). For E1, both global and NA-EU images indicate southward rupture extent over a distance of \>50 km with a rupture propagation speed of \~4.5 km/s. Both images for E2 indicate spatially concentrated radiation without significant rupture expansion with time.](1600581-F2){#F2}

The proximity of the two large events in space and time allows joint imaging of the doublet sequence using 400-s-long time windows of the *P* waves for both the northern network and the global stations, again providing relative locations of the doublet mainshocks (fig. S7). This long time window imaging can be used to identify early aftershocks in the time window between E1 and E2 by coherent high-frequency radiation bursts around the source region \[none were reported by the USGS-NEIC (National Earthquake Information Center)\]. We find an indication of minor energy release near the E2 hypocenter about 12 s after E1, possibly corresponding to an early aftershock dynamically triggered by *S* waves from E1 ([Fig. 3](#F3){ref-type="fig"} and fig. S8). Strong radiation from the E1 source region is still occurring at this time, making the detection of isolated sources difficult. We find a very clear aftershock near the E2 hypocenter about 165 s after E1 ([Fig. 3](#F3){ref-type="fig"} and fig. S8). The latter event is most apparent in the back-projections for the northern networks, but high-frequency *P* waves from this event are readily evident in profiles of global seismic recordings ([Fig. 4](#F4){ref-type="fig"}), with the *P*-wave arrival time move-out being similar to that of E2 relative to E1. This demonstrates that although the rupture process of E1 involved unilateral southward rupture, activity was triggered near the hypocenter of E2 before the *M*~w~ 7.6 rupture. Most aftershocks within 1 week ([Fig. 1](#F1){ref-type="fig"} and fig. S4) are also located to the north. The historical record shows that the slab just to the south of E1 has been aseismic during the historical period.

![Evidence for coseismic dynamic triggering by E1 and early small earthquake at the location of E2.\
(**A** and **B**) Time-integrated beam power for back-projection of 0.5- to 2-Hz teleseismic *P* waves from globally distributed broadband stations at 11 to 13 s (A) and 163 to 167 s (B). The coherent high-frequency seismic radiation near the epicenter of E2 at 11 to 13 s indicates that small rupture(s) near the location E2 might have been dynamically triggered by the *S* wave from E1. The corresponding images from the NA-EU network are shown in fig. S8. The global image has better spatial resolution for the minor energy at 11 to 13 s than that at the NA-EU network, but there is a high noise level because this time window is within the strong seismic radiation for E1 as rupture expanded toward the south. Both global and NA-EU images show coherent high-frequency radiation near the hypocenter of E2 at \~165 s after E1 and at \~150 s before E2. The red stars indicate the epicenters for E1 and E2, and the black stars indicate locations of aftershocks from the USGS/NEIC catalog.](1600581-F3){#F3}

![Waveform evidence of a small early aftershock near the location of E2.\
(**A**) High-pass filter (\>3 Hz) teleseismic *P* waves aligned on the onset of E1. (**B**) Black waveforms are for E2, aligned on the onset of E1 and shifted by 314 s. Red waveforms are similarly aligned and shifted by 165 s. The azimuthal variation of the onset of E2 (green tick marks) from the zero time corresponds to the relative location of E1, \~50 km to the north-northwest. The similar move-out of red waveforms and E2 waveforms confirms that the small event at 165 s imaged in [Fig. 3](#F3){ref-type="fig"} is located close to E2.](1600581-F4){#F4}

High-frequency back-projections place kinematic constraints on rupture processes but only image a portion of the total seismic radiation. More quantitative information about the source is provided by finite-fault slip inversions, parameterized as a space-time distribution on one or more specified fault surfaces (with geometry inferred from the long-period moment tensor inversions), with kinematics constrained by the back-projection results. We use global broadband *P* and *SH* waves (figs. S9 and S10) in finite-fault slip inversions for E1 and E2, and the resulting favored models of the slip distributions are shown in [Fig. 1](#F1){ref-type="fig"}. Specifying *V*~r~ = 4.5 km/s based on the back-projection of high-frequency subevents for E1, the corresponding slip model has peak slip of about 1.5 m, with slip extending from 10 km north of the hypocenter to 45 km south of it ([Fig. 1](#F1){ref-type="fig"} and fig. S11). The inversions do not resolve which of the two *P*-wave nodal planes is the actual fault plane, and there is no indication of significant vertical extent of the rupture. We slightly prefer the nodal plane dipping toward the west (strike 157°, dip 52°) because this allows directivity to sharpen some *P*-wave displacements at stations in the southern Pacific. Comparisons of observed and modeled waveforms show agreement for this model, with remarkably trapezoidal-shaped *P*-wave displacements at southern stations suggesting unilateral rupture propagation toward the south (fig. S12). These waveforms are not fit quite as well for the eastward dipping fault plane choice (fig. S13).

Although some seismograms for E2 are perturbed by the coda from E1, the data are adequate to perform finite-fault slip inversions (fig. S14). Given that the back-projections for E2 indicate concentrated energy release near the hypocenter, the constraint on rupture speed is limited. We explore a wide range of *V*~r~, finding that, as *V*~r~ increases, the rupture area progressively extends southward with relatively low slip but the large slip zone remains near the hypocenter ([Fig. 1](#F1){ref-type="fig"}). Whereas the total duration of the rupture is about 20 s, the same as for E1, the waveforms of E2 have large amplitudes in the first 5 s of the *P* waves with a gradual tailing off, distinct from E1 (fig. S9). The back-projections image only high-frequency energy, but the finite-fault slip inversion would be able to resolve southward rupture extension, if it involved substantial slip. Rupture models using either west- or east-dipping nodal plane can fit the data equally well (figs. S15 and S16) because the large slip region is spatially concentrated.

We applied back-projection to the global synthetic *P* waveforms from inverted slip models for E2 with different *V*~r~. All synthetic back-projections have concentrated slip near the hypocenter, but small secondary features in data back-projections are well matched by back-projections of synthetics for the slip model with *V*~r~ of \~3 km/s (fig. S17). Lower *V*~r~ fails to place the small bursts of energy far enough from the hypocenter, whereas higher *V*~r~ positions some bursts too far south, inconsistent with the data. We slightly prefer the westward dipping fault plane (strike 160°, dip 61°), and *V*~r~ = 3 km/s. This model reproduces small features near 9.9°S and 10.2°S observed in the back-projection image from the data, suggesting an upper bound of about 30 km for total fault length, but the primary slip is concentrated within an about 20-km-diameter zone ([Fig. 1](#F1){ref-type="fig"} and fig. S14A).

Estimates of the static stress drop for E1 and E2 from finite-fault slip models depend on the choice of *V*~r~ ([Fig. 5B](#F5){ref-type="fig"}) because *V*~r~ affects the slip magnitude and spatial dimension of the source. The model for E1 appears to be relatively well resolved, and we estimate a slip-weighted static stress drop ([@R28]) of 2.3 MPa using the slip model with *V*~r~ = 4.5 km/s, comparable to values for shallow interplate events. For our preferred model with *V*~r~ = 3.0 km/s and 6-km grid spacing for E2, the stress drop estimate is 19.3 MPa, and this value increases very rapidly if lower *V*~r~ is assumed (a common issue for concentrated ruptures with very limited resolution of spatial finiteness). We explore source models with varying spatial grid spacing to constrain bounds on the stress drop of E2. Using a 5-km grid spacing with high *V*~r~ (4.5 km/s) and long subfault rupture durations gives an estimate of 15.9 MPa, whereas stress drops of about 183 MPa are found for a low *V*~r~ (1.5 km/s) with 3-km grid spacing ([Fig. 5B](#F5){ref-type="fig"}). Despite the dependence of the stress drop estimates on model parameterization, the stress drop of E2 is likely significantly larger than that of E1.

![Radiation efficiency and stress drop for large deep earthquakes.\
(**A**) The stars and diamonds show calculated radiation efficiency for preferred rupture models for the 2015 Peru doublet events E1 and E2, respectively. The best-fit η~R~*V*~r~^−3^ curves from slip models with varying *V*~r~ are shown as blue and purple curves within the viable *V*~r~ ranges. E1 has high radiation efficiency for the favored overall rupture speed of \~4.5 km/s (blue star). Lower radiation efficiency is obtained for E2 for rupture speed of up to 5 km/s and particularly for the favored overall rupture speed of \~3 km/s (magenta diamond). Colored triangles show the estimated radiation efficiency and rupture speed for other large deep earthquakes ([@R4], [@R6], [@R15]). (**B**) Corresponding stress drops estimated from slip models with the possible *V*~r~ ranges for E1 and E2. Using *V*~r~ for E2 less than 2 km/s produces poor fit to minor subevents imaged by back-projection.](1600581-F5){#F5}

We estimate the radiated seismic wave energy, *E*~R~, for E1 and E2 using teleseismic *P*-wave ground velocity recordings for the frequency range of 0.05 to 2.0 Hz, corrected for geometric spreading and anelastic attenuation ([@R6], [@R29]). Contributions from lower frequencies are determined from the moment-rate time functions from the finite-fault inversions ([@R6]). For E1, we find that *E*~R~ = 4.2 × 10^15^ J, with a seismic moment--scaled value, *E*~R~/*M*~0~ = 1.6 × 10^−5^. For our preferred model for E2, *E*~R~ = 7.6 × 10^15^ J, and *E*~R~/*M*~0~ = 2.0 × 10^−5^. Thus, the radiated energy for E2 is \~80% greater than that for E1, comparable to \~45% difference in seismic moment, but the stress drop is \~8.5 times larger. The absolute values have significant uncertainty for both events, but the relative behavior is quite reliable.

The radiation efficiency, $\eta_{R} = \frac{2\mu}{\Delta\sigma}\frac{\mathit{E}_{R}}{\mathit{M}_{0}}$, provides important insight into the rupture physics. Unfortunately, the large uncertainties in the stress drop of E2 cause large uncertainties in η~R~. Given this uncertainty, we compare η~R~ for E1 and E2 as follows. The uncertainty in Δσ is mainly caused by the uncertainty in the rupture speed, *V*~r~. However, Ye *et al.* ([@R30]) showed that even if *V*~r~ and Δσ cannot be constrained well individually, the product $\Delta\sigma\mathit{V}_{r}^{3}$ can be constrained well by slip inversion, that is, $\Delta\sigma\mathit{V}_{r}^{3}$ is approximately constant for a given event (fig. S18). Thus, combining this with the expression for the η~R~ given above, we can write $\eta_{R} = \mathit{C}\mathit{V}_{r}^{3}$ to a good approximation, where *C* is a constant for a given event. (Note that the radiated energy *E*~R~ is estimated mainly from the observed ground-motion velocity and depends little on the assumed *V*~r~.) For E1 and E2, we determine the slip distribution with a given *V*~r~ and then compute Δσ and η~R~. [Figure 5A](#F5){ref-type="fig"} shows a smoothed relation between η~R~ and *V*~r~ thus computed for E1 and E2. The radiation efficiency, η~R~, computed for E1 for our preferred rupture speed, *V*~r~ = 4.5 km/s, is shown by a blue star, with a blue curve showing the variation for *V*~r~ ranging from 4.0 to 5.0 km/s. The large radiation efficiency, η~R~ \~1.7, could be due to stress undershoot or uncertainty in radiated energy and stress drop measurements, but it indicates a relatively brittle rupture process. Because of the larger uncertainties in *V*~r~ for E2, we cannot uniquely determine η~R~, but if we take the preferred value of *V*~r~ = 3 km/s (with corresponding Δσ = 19.3 MPa), we find η~R~ = 0.2, indicated by a magenta diamond in [Fig. 5A](#F5){ref-type="fig"}. [Figure 5A](#F5){ref-type="fig"} also shows that, for a very large range of rupture speed, 1.5 \< *V*~r~ \< 4.5, η~R~ for E2 is in the range 0.03 \< η~R~ \< 0.75, which is still smaller than that of E1. These results indicate that the radiation efficiency of E1 is likely significantly higher than that of E2. For comparison, [Fig. 5A](#F5){ref-type="fig"} includes estimates for the 1994 Bolivia, the 2013 Sea of Okhotsk, and the 2015 Bonin Islands earthquakes. For the preferred value of rupture speed, 3 km/s, the radiation efficiency of E2 is between the values for the 1994 Bolivia and the 2013 Sea of Okhotsk events.

We compare source spectra and MRFs for the Peru doublet events with those of other large deep earthquakes in [Fig. 6](#F6){ref-type="fig"} and fig. S19. The spectra are obtained from the MRFs for frequencies below 0.05 Hz and from average *P*-wave displacement spectra corrected for propagation effects for higher frequencies. Reference point-source spectra with a 10-MPa stress parameter are shown for each event. The trough at \~0.1 Hz for E1 is a manifestation of the unilateral directivity effect on the *P*-wave ground motions. The difference in seismic efficiency between E1 and E2 is not obvious from their source spectra or source time functions, which represent only the radiated part of the released energy. The similarity in total duration of the MRFs causes the spectral shapes to be similar for E1 and E2, but this does not require similarity in stress drop. The difference in rupture speed and source area between the events estimated from back-projection images and slip distributions establishes that the stress drop of E2 is about an order of magnitude greater than that of E1.

![Comparison of source spectra and time functions for large deep earthquakes.\
(**A** to **E**) Broadband source spectra obtained from finite-fault slip models for frequencies below 0.05 Hz and averages of propagation-corrected teleseismic *P*-wave spectra for higher frequencies (colored curves) and MRFs (inset time series) for 2015 Peru E1 (A), 2015 Peru E2 (B), 2013 Sea of Okhotsk (C), 1994 Bolivia (D), and 2015 Bonin (E) earthquakes. The dashed lines are reference ω^−2^ spectra with corresponding seismic moments, a 10-MPa stress parameter and *S*-wave velocity of 5.6 km/s. The MRFs are plotted on the same time scale with indicated variable amplitude scales. Moment-scaled radiated energy values for each event are shown.](1600581-F6){#F6}

These comparisons emphasize that we cannot fully understand the difference in the physical mechanism from only the radiated energy. To understand the source physics better, it is important to estimate the available strain energy and to investigate how much of it was radiated ([@R4], [@R6]). For a given seismic moment, *M*~0~, the available strain energy is determined by the stress drop. Thus, the difference in the stress drop between E1 and E2 estimated from back-projection images and slip distribution is the key information for distinguishing the physical mechanism of E1 and E2. Accurate estimation of stress drop requires accurate determinations of rupture area, which is especially difficult for deep earthquakes that have small source dimensions and lack near-source observations. The increased quality and data coverage of the global seismic network over time has enabled us to make increasingly reliable stress drop estimates, which enables the results presented in this study.

DISCUSSION
==========

The 24 November 2015 Peru deep earthquake doublet has two particularly important aspects. E1 ruptured southward with strong rupture directivity and high *V*~r~, with subevents distributed over an about 50-km rupture length. This rupture can be viewed as sequential brittle failure of several asperities on a single fault or on several fault segments. E1 appears to have dynamically activated two small aftershocks \~12 s and \~165 s later about 55 km to the north, followed by the second large event at that position, E2, which ruptured starting 316 s after E1. The doublet is the result of this delayed triggering process. The seismic moment of E2 is 40% larger than that of E1, although both have similar total rupture duration. E2 has a spatially concentrated rupture with most energy release within \~10 km of the hypocenter and minor subevents within \~15 km to the north and south. Thus, E2 has a significantly higher stress drop than E1, and radiation efficiency estimates indicate that it is also a much more dissipative rupture.

The paucity of aftershocks of both E1 and E2, and the overall low *b* value are distinct features of this region. These features are generally thought to be characteristic of materials with homogeneous strength with relatively large faults in regions where large earthquakes occur ([@R31], [@R32]). This is in contrast to the situation in shallow seismogenic zones where many faults with various length scales exist in close-to-failure stress conditions. In regions with few aftershocks and low *b* values, an earthquake on one fault tends to occur by itself, but if faults are locally close to each other, a large failure may occasionally activate nearby faults with comparable size, resulting in doublets and clustering of earthquakes with comparable sizes. The 2015 Peru doublet and the previous clustering of big events (fig. S4) may be a manifestation of such a stress state in the subducting slab in this region.

Differences in radiation efficiency have emerged as one of the most promising probes of deep earthquake failure mechanisms, but previously reliable estimates have been made only for a few large deep events in diverse thermal environments. The Peru doublet events share a common slab environment, yet they display a large difference in radiation efficiency. This variation of behavior is even larger if the nearby 1994 Bolivia event is included in the comparison. A well-resolved feature of the 1994 event is that it began with a small initial rupture about 11 s before a large event with low rupture speed that failed in a dissipative mode. E1 is a brittle failure with normal rupture speed, whereas E2 is a rupture with lower rupture speed and lower radiation efficiency. Thus, dynamic loading because of a brittle failure appears to have played an important role in nucleating failure in a dissipative region. For the 2010 *M*~w~ 6.3 deep earthquake in Spain, Bezada and Humphreys suggested ([@R33]) that an initial 2-MPa stress drop event was immediately followed by a much larger stress drop event. This behavior is somewhat similar to that of the 1994 Bolivia and 2015 Peru deep events.

The region near E2 could be relatively strong such that large dynamic stresses are required to nucleate failure. However, once a failure is nucleated, whether the rupture is dissipative or brittle (here, we use "brittle" to mean a rupture process with little energy dissipation) is determined by the material property and its surrounding medium condition. Higher-strength regions could fail with lower rupture speed and less radiated energy. The specific nature of the dissipative process remains unclear; it could involve a highly fractured material, melting, phase changes, or volumetric distribution of rapid deformation along a shear zone, with the volumetric damage process reducing energy available for elastic seismic radiation. Although the dynamic stresses from E1 in the Peru doublet appear to have activated the local deformation that culminated in E2, it is notable that the triggering occurred in the direction opposite to the rupture direction; thus, enhanced shaking associated with directivity was not involved. The diversity of rupture processes within the deep South American slab environment indicates that variable failure processes can occur in the same slab thermal environment. Accumulation of reliable radiation efficiency measurements for additional large deep events will shed more light on the enigmatic processes producing deep earthquakes.

MATERIALS AND METHODS
=====================

We analyzed global seismic waves recorded by stations of the Federation of Digital Seismic Networks for all of the results presented here.

Two-event W-phase inversion
---------------------------

Global long-period ground displacements in the passband of 1.67 to 10 mHz were inverted for two-event W-phase moment tensor solutions ([@R25]) to account for the overlapping signals. Recordings from 72 stations with a total of 93 channels were used in the inversions. Suites of hypocentral locations for both E1 and E2 were explored using a modified version of the neighborhood algorithm sampler ([@R34]). Figure S1 shows the hypocentral samples and the optimal best double couples for E1 and E2 at the corresponding centroid locations. For E1, the seismic moment is 2.5 × 10^20^ N⋅m (*M*~w~ 7.53) at a centroid location of 10.73°S, 71.12°W, 610.7 km depth. The centroid time shift is 8.7 s. The best double-couple fault planes have strike 354.5°, dip 44.4°, rake −74.1°, and strike 152.8°, dip 47.7°, and rake −105.0°. For E2, the seismic moment is 3.59 × 10^20^ N⋅m (*M*~w~ 7.64) at a centroid location of 10.11°S, 71.28°W, 627.3 km depth. The centroid time shift relative to the hypocentral time of E1 is 315.7 s. The best double-couple fault planes have strike 359.2°, dip 35.7°, rake −72.3°, and strike 157.7°, dip 56.2°, and rake −102.3°. The observed and synthetic waveforms for the doublet solution are shown in fig. S2.

The ground displacement waveforms were deconvolved by Rayleigh wave point-source Green's functions to determine the azimuthally varying MRFs, as shown in fig. S3. Back-projection of the Rayleigh wave MRFs for the two large events to a horizontal gridded region around the source for time intervals around their origin times was used to image their optimal centroid locations, providing additional constraint on the relative locations of the two ruptures.

Back-projection of teleseismic *P* waves
----------------------------------------

A large number of high-quality seismic recordings from broadband stations that are distributed globally or concentrated in a large-aperture network across NA-EU provide *P*-wave signals that we back-projected to the doublet source regions to image space-time patterns of high-frequency energy release ([@R35]). This procedure does not assume a specific fault model or rupture speed but is only able to resolve horizontal relative positions and timing of energy bursts.

The teleseismic broadband *P* waves were aligned for E1 and E2 separately by multistation cross-correlation ([@R36]) and then filtered into two passbands: 0.1 to 1.0 Hz and 0.5 to 2.0 Hz. The filtered signals were then back-projected to a horizontal source region grid, with the amplitude of the fourth-root of the beam power ([@R35]) at each grid location in sliding time windows being determined for the global and NA-EU networks in each passband. This procedure detects coherent bursts of energy in each network, placing the source at the optimal space-time location in the grid ([Fig. 2](#F2){ref-type="fig"} and fig. S6). Continuous recordings 400 s long spanning E1 to E2 *P*-wave arrivals were also back-projected without separately aligning the E2 arrivals. This provided an estimate of E2 high-frequency radiation relative to the E1 hypocenter (fig. S7), along with allowing any aftershocks between the two events to be detected and located ([Fig. 3](#F3){ref-type="fig"} and fig. S8). The reality of the small aftershock detection 165 s after E1 was confirmed by inspection of the waveforms ([Fig. 4](#F4){ref-type="fig"}).

Finite-fault slip model inversions
----------------------------------

We used a multi--time window linear least-squares kinematic inversion procedure ([@R37], [@R38]). The final models for E1 were parameterized with 10 nodes (central positions of subfaults) along strike and 12 nodes along dip, and those for E2 had 11 nodes along strike and 9 nodes along dip. The node spacing was proportional to the selected rupture velocity (for example, 3 km for 1.5 km/s, 6 km for 3 km/s, and 9 km for 4.5 km/s). We considered both nodal planes of the quick Global Centroid Moment Tensor (GCMT) solutions ([@R26]). For E1, these planes had strike 157°, dip 52° and strike 350°, dip 39°. Each subfault source time function was parameterized with fourteen 0.5-s rise time symmetric triangles with time shifts of 0.5 s, allowing subfault rupture durations of up to 7.5 s. For E2, the GCMT nodal planes had strike 160°, dip 61° and strike 350°, dip 30°, and each subfault source time function was parameterized with twelve 0.5-s rise time symmetric triangles with time shifts of 0.5 s, allowing subfault rupture durations of up to 6.5 s. Rake was allowed to vary for each triangle of each subfault by allowing two rake values ±45° from the average given by the quick GCMT solution, with a nonnegative moment constraint ([@R39]). The total seismic moment was constrained to match the long-period GCMT moment. The hypocenter was 600.6 km deep for E1 and 611.7 km for E2. We applied Laplacian regularization, which constrained the second-order gradient for each parameter to be zero.

Teleseismic ground displacements and ground velocities from 63 *P*-wave recordings and 49 *SH*-wave recordings for E1 and 52 *P*-wave recordings and 32 *SH*-wave recordings for E2 were used in the inversions. The data were all from global broadband seismic stations accessed through the Incorporated Research Institutions for Seismology (IRIS) Data Management Center (DMC). The data were selected from hundreds of available seismograms to have good azimuthal coverage (figs. S9 and S10) and high signal-to-noise ratios at epicentral distances from 30° to 90°. The instrument responses were removed from the raw data to recover ground displacement records. A causal bandpass filter with corner frequencies at 0.005 Hz and 1.9 Hz was applied to the data. The teleseismic Green's functions were generated with a reflectivity method that accounted for interactions in one-dimensional layered structures on both the source and the receiver sides ([@R38]). The Jeffreys-Bullen mantle velocity structure was used in the modeling. Signal time windows 40 s long, including 5 s of leader before the initial motion, were used.

The finite-fault solutions for E1 and E2 for the two fault planes that were considered (figs. S11 and S14) provided good overall matches to the observed global *P* and *SH* broadband ground displacements and ground velocities (figs. S12, S13, S15, and S16). We slightly prefer the solutions with westward dipping planes, but this is rather subjective, based on minor patterns in observed waveform variations. The synthetic *P* waves for the models with different *V*~r~ for E2 were back-projected and compared with the data back-projections to evaluate how well the finite-source models produce minor features in the data images (fig. S17). Using rupture speed less than 2 km/s led to underprediction of the distance of secondary late features relative to the hypocenter, whereas a speed of 3 km/s matched the data well. Higher rupture speeds matched main features of the data well but produced additional small features not in the data. This indicated that 3 km/s was the most reasonable value to use for E2.

Static stress drop estimation
-----------------------------

Using the inverted slip models for each event, the static stress drop is calculated by$${\Delta\sigma}_{E} = \frac{\left. \int{}_{\Sigma} \right.{\Delta\sigma}_{1}{\Delta u}_{1}\mathit{d}\mathit{S}}{\left. \int{}_{\Sigma} \right.{\Delta u}_{1}\mathit{d}\mathit{S}}$$which is the spatial average of stress drop weighted by slip ([@R28]). The stress at each grid position was computed using whole-space stress relationships for the dislocations across the entire fault plane. The calculated total static stress drop values for each model are shown in figs. S11 and S14. The product Δσ~E~*V*~r~^3^ estimated from slip models with the assumed rupture expansion *V*~r~ over a range of 1.0 to 5.5 km/s are shown in fig. S18 for E1 and E2, respectively.

Radiated energy estimation
--------------------------

Teleseismic broadband *P*-wave observations were analyzed for selected recordings accessed through the IRIS-DMC. Ground velocities were determined by deconvolution of the instrument responses, and the individual station measures of total radiated energy were obtained following the procedure of Venkataraman and Kanamori ([@R29]). We assumed *t*\* = 0.35 s as the attenuation correction for all paths. This is quite uncertain, as is the assumption of frequency-independent attenuation, but precise path-specific values are not available, and suitable empirical Green's function events are not located near the doublet events. The source spectra obtained from finite-fault MRFs were used to compute the contribution to total radiated energy for *P*-wave energy below 0.05 Hz, and logarithmic averaging of the 49 and 46 individual station measures for E1 and E2, respectively, provided the final values of *E*~R~ for E1 (4.2 × 10^15^ J) and E2 (7.6 × 10^15^ J).
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fig. S1. Two--point-source W-phase inversion results for the 2015 Peru earthquake doublet.

fig. S2. Long-period waveform comparisons for the 2015 Peru earthquake doublet.

fig. S3. Rayleigh wave MRFs for the 2015 Peru earthquake doublet.

fig. S4. Historical earthquakes around the 2015 Peru deep doublet.

fig. S5. Gutenberg-Richter plots for intraslab seismicity beneath Peru.

fig. S6. Constraints on rupture dimension and rupture velocity from *P*-wave back-projections.

fig. S7. A 400-s window *P*-wave back-projection for the 2015 Peru deep doublet.

fig. S8. Evidence for coseismic dynamic triggering by E1 and early small earthquake at the location of E2.

fig. S9. Comparison of teleseismic waveforms of E1 and E2.

fig. S10. Comparison of teleseismic waveforms of E1 and E2.

fig. S11. Finite-fault slip models and shear stress changes for Peru E1.

fig. S12. Observed and predicted waveforms for E1 on the westward dipping fault plane (strike 157°).

fig. S13. Observed and predicted waveforms for E1 on the eastward dipping fault plane (strike 350°).

fig. S14. Finite-fault slip models and shear stress changes for Peru E2.

fig. S15. Observed and predicted waveforms for E2 on the westward dipping fault plane (strike 160°).

fig. S16. Observed and predicted waveforms for E2 on the eastward dipping fault plane (strike 350°).

fig. S17. Comparison of back-projections for data and synthetics from inverted slip models with different rupture speeds for E2.

fig. S18. The product of *V*~r~^3^Δσ~E~ for the 2015 Peru deep doublet events E1 and E2.

fig. S19. Direct comparison of seismic radiation of the 2015 Peru deep doublet events E1 and E2.

movie S1. Animation of back-projections of 0.1- to 1.0-Hz *P* waves for the global station distribution and NA-EU wide-aperture network (NA) for E1.

movie S2. Animation of back-projections of 0.1- to 1.0-Hz *P* waves for the global station distribution and NA-EU wide-aperture network (NA) for E2.
