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Abstract
In the present study, we consider incompressible multiphase flows, where there can be an arbitrary
number of immiscible phases appearing simultaneously, with each phase having its own density and
viscosity, and with each pair of phases having an interfacial tension at their interfaces and a contact angle
at a wall. A Phase-Field model for this kind of problems is derived from the consistency conditions, which
are the consistency of reduction, the consistency of mass conservation, and the consistency of mass and
momentum transport, and the energy law, which requires that the total energy of the multiphase system
is not increased by the interfacial tensions. A 2nd-order decoupled semi-implicit scheme is developed
and it maintains many physical properties of the Phase-Field model in the discrete level. The proposed
scheme is shown to satisfy all the consistency conditions, to conserve mass, to avoid generating any
fictitious phases, local voids, or overfilling, and to conserve momentum without interfacial tensions. Two
methods, which are the balanced-force method and the conservative method, are proposed to discretize
the surface force. We show that using the conservative method results in the momentum conservation
even including interfacial tensions, while the balanced-force method leads to an essentially momentum-
conserving scheme but has a better balanced-force property. In addition, our numerical tests show
that the energy law is preserved by the scheme, that the numerical solution of the Phase-Field model
convergences to the sharp-interface solution, and that the proposed model and scheme are robust and
effective to study complicated multiphase dynamics, especially for those including large-density ratios.
Keywords: Multiphase incompressible flows; Phase-Field model; Consistent scheme; Mass conservation ;
Momentum conservation; large-density ratio
1 Introduction
Multiphase flows are ubiquitous in real-world problems. The interactions among different fluid phases and
the evolution of their interfaces are strongly coupled and, as a result, introduce complicated dynamics that
makes the problems challenging to solve. Many efforts have been paid on the two-phase flows. Under
the “one-fluid formulation” framework [70, 54], where the two fluid phases are considered as a single fluid
mixture and only a set of transport equations is solved in the entire domain, many numerical models for
two-phase flows have been developed, greatly improved, and successfully implemented in various two-phase
problems, e.g., the Front-Tracking method [71, 69], the Level-Set method [49, 66, 62, 21], the Conservative
Level-Set method [47, 48, 10], the Volume-of-Fluid (VOF) [23, 59, 52, 50] method, the “THINC” method
[73, 27, 74, 55], the Phase-Field (or Diffuse-Interface) method [2, 28, 63, 25], the continuous surface force
(CSF) [7], the ghost fluid method (GFM) [17, 38], and the balanced-force algorithm [20, 53].
∗Email: huan1020@purdue.edu
†Email: guanglin@purdue.edu; Corresponding author
‡Email: ardekani@purdue.edu; Corresponding author
1
ar
X
iv
:2
01
0.
01
09
9v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
2 O
ct 
20
20
Recent studies are moving towards the problems including three fluid phases or, more generally, an arbi-
trary number of fluid phases, where individual fluid phases have their own constant densities and viscosities,
and an interfacial tension at the interface of two neighboring phases. Comparing to the two-phase problem,
there are some additional challenges for three-phase or N -phase flows, where N is the number of phases.
Multiple interfaces separating different fluid phases appear simultaneously, and the locations of them depend
not only on the fluid flow but also on their interactions, i.e., the force balance at the triple lines (or points
in two dimensions). In addition, different contact angles may be formed when there are multiple phases
touching a wall boundary. These problems require appropriate modeling of phase indication, interfacial
tension, and contact lines. The two-phase interface reconstruction scheme in Volume of Fluid (VOF) and
Moment of Fluid (MOF) are extended for three-phase cases, e.g., in [60, 61, 19, 51]. The interfaces inside
a discrete volume are approximated by piece-wise linear functions, reconstructed from the geometric con-
straints. The reconstruction schemes for three-phase interfaces are more involved than the two-phase one.
One can expect that the scheme becomes more and more complicated as the number of phases increases. The
level-set method is also extended to three- or multi-phase problems, e.g., in [64, 42, 65], by simply adding
more level-set functions. However, special cares have to be paid on the overlaps or voids introduced by the
independent advection of the level-set functions, and on the issue of mass conservation.
The Phase-Field method, which is derived from an energy functional, has a small but finite interface
thickness and can be more easily extended from two-phase problems to multiphase problems. By appropri-
ately defining the free energy functional, the interface thickness remains constant due to the balance of the
intrinsic thermodynamical compression and diffusion, and the equilibrium condition, i.e., the force balance
at the triple lines (or points), is automatically satisfied. Thus, the Phase-Field model provides a convenient
and effective way to model multiphase dynamics. Many Phase-Field models for three-phase problems are
developed, e.g., in [4, 5, 36, 31]. Some of them have been extended to N -phase problems, for example, the
three-phase Cahn-Hilliard model in [4] is extended to the N -phase case in [6], and the N -phase model in
[32, 41] is originated from [31] with a generalized continuous interfacial tension force, see also the review
[33]. The three-phase problems including moving contact lines on a solid wall are modeled in [77] and [76],
using the wall energy functional and the geometrical formulation, respectively. Multiphase Allen-Cahn and
Cahn-Hilliard models including the effect of pairwise interfacial tensions are developed in [72], while the
effect of hydrodynamics is not included. An N -phase conservative Allen-Cahn model is developed in [34],
which is modified from the two-phase conservative Allen-Cahn model with a space-time dependent Lagrange
multiplier [35, 40]. A series of studies on the Phase-Field modeling of N -phase incompressible flows has been
done by Dong [13, 14, 15, 16], where not only the multiphase dynamics but also the contact angle boundary
condition is considered. In his most recent work [16], a Phase-Field model that honors the consistency of
reduction, the mass conservation of each fluid phase, the momentum conservation, the second law of thermo-
dynamics, and the Galilean invariance is proposed. This model is claimed to be the first model that satisfies
all the aforementioned physical constrains.
The first issue considered in the present work is developing a physical momentum equation with given
multiphase Phase-Field equations. In previous studies, most attention was paid to developing a set of Phase-
Field equations that capture the locations of individual phases. The hydrodynamics was included by simply
coupling with the Navier-Stokes equation. Such a simple coupling can easily introduce incompatibility
between the mass and momentum equations, violate the momentum conservation and energy law, and
consequently, lead to unphysical results. To address this issue, the consistency conditions are proposed and
need to be satisfied, which are the consistency of reduction, the consistency of mass conservation, and the
consistency of mass and momentum transport. Satisfying the consistency of reduction is of great importance
in multiphase problems to eliminate the possibility of generating fictitious phases, which has been discussed
in [4, 6, 15, 16]. However, the remaining two consistency conditions are seldom considered or explicitly
emphasized in the Phase-Field community when the Phase-Field equation is coupled to the momentum
equation, although their significance has been extensively studied in the Volume-of-Fluid method [58, 8, 9, 50]
and in the level-set method [56, 46]. The consistency conditions have been successfully applied to the Cahn-
Hilliard model for two-phase flows in our recent study [25], and the analyses in [25] show that violating the
consistency conditions results in a non-zero mass source which interferes with the physical momentum and
kinetic energy transport, and therefore breaks down their conservation in the continuous level. Besides, the
interference due to violating the consistency conditions is getting stronger as the density ratio increases. The
same statement is again valid for N -phase flows based on our derivation and numerical experiments in the
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present work. We combine the Phase-Field equation and the contact angle boundary condition proposed by
Dong [16, 15] in the present work to conserve the masses and to specify the locations of different phases,
since they satisfy the consistency of reduction. In addition, the Phase-Field equation is reformulated in its
conservative form and, along with the boundary condition, in terms of the volume fraction contrasts, as the
order parameters of our Phase-Field model. The momentum equation is also written in its conservative form,
following the one-fluid formulation framework [70, 54]. The consistency conditions in [25] are extended to
general multiphase flows and applied to derive the mass flux in the momentum equation. Thanks to satisfying
the consistency conditions, the surface force, which models the interfacial tensions, is derived from the energy
law which states that the total energy of the N -phase system is not increased by the interfacial tensions. The
resulting momentum equation, in addition to satisfying the consistency conditions, conserves the momentum
including interfacial tensions, and exactly reproduces the single-phase dynamics inside bulk-phase regions.
The procedure of applying the consistency conditions and the resulting formula for the mass flux are general
and valid for many other multiphase Phase-Field equations, e.g., in [4, 5, 31, 6, 32, 41, 33, 77, 76, 13, 14, 15].
Another issue of simulating N -phase flows is scheme development for the proposed Phase-Field model.
Although the multiphase flow model satisfies the consistency conditions and the mass and momentum con-
servation, these physical properties can be easily lost due to numerical approximation, and, as a result,
unphysical behaviors are observed from the numerical solution. For example, our tests observe the gen-
eration of fictitious phases and the unphysical deformation of interfaces due to violating the consistency
conditions discretely. Therefore, it is always desirable that the numerical solution honors as many as possi-
ble the properties of the Phase-Field model in the discrete level. To achieve this, the scheme for the model
needs to be carefully developed and analyzed. However, this part is far from complete in the previous studies,
although some developed schemes are shown to satisfies the energy law in the discrete level, e.g., in [5, 77, 72],
and to achieve mass conservation, e.g., in [5, 34]. In the present work, a 2nd-order decoupled semi-implicit
scheme is developed and many efforts are paid on analyzing and validating the properties of the proposed
scheme in the fully-discrete level. In summary, the proposed scheme is shown to satisfy the consistency con-
ditions, i.e., the consistency of reduction, the consistency of mass conservation, and the consistency of mass
and momentum transport. Besides, inside each bulk-phase region, the fully-discretized momentum equation
exactly recovers the fully-discretized incompressible Navier-Stokes equation with the corresponding density
and viscosity of that phase. The scheme not only conserves the mass of the fluid mixture but also the mass
of individual fluid phases, and it eliminates any generation of fictitious phase, local voids, or overfilling.
The scheme honors the momentum conservation without interfacial tensions. Two methods, which are the
balanced-force method and the conservative method, are proposed to discretize the surface force. We show
that using the conservative method results in the momentum conservation even including the interfacial
tensions. However, the balanced-force method leads to an essentially momentum-conserving scheme but
has a better balanced-force property. In addition, the convergence behavior of the numerical Phase-Field
solution to the sharp-interface solution is quantified, the significance of satisfying the consistency conditions
is illustrated, and the energy law is preserved by the scheme in our numerical experiments. Applications of
the proposed model and scheme to realistic multiphase flows show their robustness and capability of sim-
ulating multiphase dynamics even when there is a significant difference between material properties across
the interface.
This article is organized as the following. In Section 2, the multiphase problem and the consistency
conditions considered in the present work are defined, followed by a summary of the Phase-Field equation
and the contact angle boundary condition in [16, 15]. Then the derivation of the proposed momentum
equation by applying the consistency conditions and energy law is elaborated. At the end of this section, we
summarize the properties of the proposed model in the continuous level. In Section 3, the numerical scheme
for the proposed Phase-Field model for multiphase incompressible flows is developed and its properties
in the discrete level, including its formal order of accuracy, consistency, mass conservation, and momentum
conservation, are carefully analyzed. In Section 4, a series of numerical experiments are performed to validate
the analyses of the scheme in Section 3. In addition, the convergence behavior of the numerical Phase-Field
solution to the sharp-interface solution, the performance of the scheme on a numerical force balance, the
significance of satisfying the consistency conditions in the discrete level, the behavior of the energy law in the
discrete level, and the capability of the proposed model to reproduce the multiphase dynamics are presented.
At the end of this section, we apply the proposed Phase-Field model and scheme to three realistic multiphase
flows. Finally, we conclude the present work in Section 5.
3
2 Definitions and governing equations
In this section, we first define the basic variables and the consistency conditions in a multiphase problem.
To specify the locations of different phases, we summarize the Phase-Field equation and the contact angle
boundary condition for N -phase flows, proposed by Dong in [16] and in [15], respectively. Next, we derive
the momentum equation, based on the consistency conditions and the energy law. At the end of the section,
we summarize the physical properties satisfied by the proposed model in the continuous level.
2.1 Basic definitions
Inside the domain of interest, there are N (N > 1) immiscible and incompressible fluid phases. Individual
phase p (1 6 p 6 N) has a volume fraction Cp (0 6 Cp 6 1). Since no void or overfilling is allowed to be
generated, the summation of the volume fractions should be unity, i.e.,
N∑
p=1
Cp = 1. (1)
Another popular choice of an order parameter in a Phase-Field model is the volume fraction contrast, whose
definition is
φp = Cp −
N∑
q=1,q 6=p
Cq = 2Cp − 1, 1 6 p 6 N, (2)
and its range is from −1 to 1. From Eq.(2) and Eq.(1), the summation of the volume fraction contrasts is
N∑
p=1
φp = 2−N. (3)
Either the volume fractions {Cp}Np=1 or the volume fraction contrasts {φp}Np=1 can be used as the order
parameter in a Phase-Field model.
The density and viscosity of fluid phase p are ρp (ρp > 0) and µp (µp > 0), respectively. The density and
viscosity of the fluid mixture are defined by
ρ =
N∑
p=1
ρpCp =
N∑
p=1
ρp
φp + 1
2
, (4)
µ =
N∑
p=1
µpCp =
N∑
p=1
µp
φp + 1
2
. (5)
The interfacial tension between phases p and q is σp,q (1 6 p, q 6 N). The interfacial tension between
phases q and p are the same as that between phases p and q, i.e., σq,p = σp,q, and there is no interfacial
tension inside each phase, i.e., σp,p = 0.
The contact angle, which is measured from phase p to phase q at a wall, is θWp,q, (1 6 p, q 6 N).
Consequently, we have θWp,q + θ
W
q,p = pi, and thus, θ
W
p,p =
pi
2 .
The volume-averaged velocity of the fluid mixture is denoted by u. The incompressibility of individual
fluid phases requires the velocity to be divergence-free, i.e.,
∇ · u = 0. (6)
The divergence-free condition Eq.(6) is enforced by a Lagrange multiplier P , called pressure.
The consistency conditions for N -phase flows are:
• Consistency of reduction: A N -phase system should be able to recover the corresponding M -phase
system (1 6M 6 N − 1) when (N −M) phases don’t appear.
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• Consistency of mass conservation: The mass conservation equation should be consistent with the
transport equation defined from the Phase-Field equation and the mixture density equation. The mass
flux in the mass conservation equation should lead to a zero mass source.
• Consistency of mass and momentum transport : The momentum flux in the momentum equation should
be computed as a tensor product between the mass flux and the velocity, where the mass flux should
be identical to the one in the mass conservation equation.
The consistency conditions are generalized from those for two-phase flows in [25]. The consistency of re-
duction, which is defined similarly to the one in [6, 16], eliminates the possibility of generating fictitious
phases. Without satisfying the consistency of reduction, fictitious phases can easily be generated in the
interfacial regions [6, 41]. This has a great influence on the multiphase dynamics even though the amounts
of the fictitious phases are small, especially in a problem having a large density or viscosity ratio, which
is demonstrated in [6]. The consistency of mass conservation and the consistency of mass and momentum
transport need to be satisfied when coupling a Phase-Field equation to the momentum equation. Otherwise,
the mass and momentum conservation of the model is incompatible, and, consequently, unphysical velocity
fluctuation and interface deformation can be generated, especially when the problem has a large density
ratio, as demonstrated in [25] for two-phase flows. Therefore, satisfying the consistency conditions are of
great importance for a multiphase flow model.
2.2 The Phase-Field equation and the contact angle boundary condition
To specify the locations of different phases, the Phase-Filed equation proposed in [16] is applied. Instead
of using the volume fractions {Cp}Np=1, we consider the volume fraction contrasts {φp}Np=1 as the order
parameters.
The governing equation of the volume fraction contrasts is
∂φp
∂t
+∇ · (uφp) =
N∑
q=1
∇ · (Mp,q∇ξq) , 1 6 p 6 N, (7)
where
Mp,q =
{ −M0(1 + φp)(1 + φq), p 6= q
M0(1 + φp)(1− φq), p = q , 1 6 p, q 6 N, (8)
is the mobility between Phases p and q, and
ξp =
N∑
q=1
λp,q
[
1
η2
(g′1(φp)− g′2(φp + φq)) +∇2φq
]
, 1 6 p 6 N, (9)
is the chemical potential of Phase p. M0 in Eq.(8) is a positive constant. It should be noted that Mp,q is
symmetry and
∑N
p=1Mp,q =
∑N
q=1Mp,q = 0, thanks to Eq.(3). The mixing energy densities {λp,q}Np,q=1 in
Eq.(9) are
λp,q =
3
2
√
2
σp,qη, 1 6 p, q 6 N, (10)
depending on the pairwise interfacial tension σp,q and on the interface thickness η. {λp,q}Np,q=1 are symmetry
and have a zero diagonal. The potential functions in Eq.(9) are
g1(φ) =
1
4
(1− φ2)2, (11)
g2(φ) =
1
4
φ2(φ+ 2)2, (12)
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and g′1(φ) and g
′
2(φ) are the derivatives of g1(φ) and g2(φ) with respect to φ, respectively.
The appearance of a wall boundary introduces a pairwise contact angle θWp,q. As proposed in [15], the
contact angle boundary condition for N -phase flows is
n · ∇φp =
N∑
q=1
ζp,q
1 + φp
2
1 + φq
2
, 1 6 p 6 N, (13)
where
ζp,q =
2
√
2
η
cos(θWp,q), 1 6 p, q 6 N. (14)
Both the Phase-Field equation and the contact angle boundary condition satisfy the consistency of
reduction, which are analyzed in detail in [16, 15]. It should be noted that the convection term in Eq.(7) is
written in its conservative form, thanks to the divergence-free condition of the velocity Eq.(6). A conservative
form is essential to achieve mass conservation in the discrete level.
2.3 The momentum equation
Under the one-fluid formulation framework [70, 54], the motion of the N -phase fluids is governed by the
momentum equation of their mixture, i.e.,
∂(ρu)
∂t
+∇ · (m⊗ u) = −∇P +∇ · [µ(∇u+∇uT )]+ ρg + fs, (15)
where m is the mass flux, g is the gravity, and fs is the surface force modeling the interfacial tensions. It
should be noted that the inertia term in Eq.(15) is written in its conservative form, which is essential to
achieve momentum conservation in the discrete level. In Eq.(15), the mass flux m and the surface force
fs have not been explicitly defined. In the following, we first specify the mass flux m by applying the
consistencies of mass conservation and of mass and momentum transport. After that, the surface force fs
is derived from the energy law. Lastly, we show that the momentum equation satisfies the consistency of
reduction.
2.3.1 Consistencies of mass conservation and of mass and momentum transport
An appropriate coupling between a Phase-Field equation and the momentum equation Eq.(15) should sat-
isfy the consistencies of mass conservation and of mass and momentum transport, so that the momentum
equation is compatible with the mass conservation equation from the Phase-Field equation and the density
of the fluid mixture. It is obvious that the momentum equation Eq.(15) has been written in a form that
satisfies the consistency of mass and momentum transport. The remaining part is to determine the mass
flux m that satisfies the consistency of mass conservation.
For a clear and general presentation in the following derivations, we define {mφp}Np=1 as the Phase-Field
fluxes, and the Phase-Field equation can be written as
∂φp
∂t
+∇ ·mφp = 0, 1 6 p 6 N. (16)
Specifically in the present work, the Phase-Field fluxes are
mφp = uφp −
N∑
q=1
Mp,q∇ξq, 1 6 p 6 N, (17)
from Eq.(2).
The consistency of mass conservation requires that the mass flux m satisfies
∂ρ
∂t
+∇ ·m = 0. (18)
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Based on the definition of ρ in Eq.(4) and the Phase-Field equation Eq.(16), we can obtain
∇ ·m = −∂ρ
∂t
= − ∂
∂t
N∑
p=1
ρp
1 + φp
2
= −
N∑
p=1
ρp
2
∂φp
∂t
=
N∑
p=1
ρp
2
∇ ·mφp = ∇ ·
N∑
p=1
ρp
2
mφp . (19)
Then, we need to apply the consistency of reduction to determine the final form of the mass flux. If we
define the mass flux m as
∑N
p=1
ρp
2 mφp , it violates the consistency of reduction. A simple case to check is
that all the fluid phases have the same density, i.e., ρp = ρ0, 1 6 p 6 N . The mass flux in this case should
be ρ0u, while
∑N
p=1
ρp
2 mφp returns
2−N
2 ρ0u.
We propose the mass flux to be
m =
N∑
p=1
ρp
2
(u+mφp), (20)
which satisfies Eq.(19), i.e., the consistency of mass conservation, thanks to the divergence-free condition of
the velocity Eq.(6), and it is ρ0u when all the phases share a common density ρ0. The rigorous proof of the
consistency of reduction of the mass flux in Eq.(20) is in Section 2.3.3.
2.3.2 Energy law
The surface force fs is derived from the energy law. If we multiply
1
2ξp to Eq.(7) and do the summation over
p, we can obtain
1
2
∂eF
∂t
+
N∑
p,q=1
λp,q
4
∇ ·
(
∂φp
∂t
∇φq + ∂φq
∂t
∇φp
)
+ u · 1
2
N∑
p=1
ξp∇φp (21)
=
1
2
N∑
p,q=1
∇ · (ξpMp,q∇ξq)− 1
2
N∑
p,q=1
Mp,q∇ξp · ∇ξq,
where
eF =
N∑
p,q=1
λp,q
2
[
1
η2
(g1(φp) + g1(φq)− g2(φp + φq))−∇φp · ∇φq
]
, (22)
is the free energy density. It should be noted that the chemical potentials are the functional derivatives of
the free energy density with respect to the volume fraction contrasts, i.e., {ξp = δ
(∫
Ω
eF dΩ
)
/δφp}Np=1. If
we perform a dot product between u and Eq.(15), we can obtain
∂eK
∂t
+∇ ·
(
m
u · u
2
)
= −∇ · (uP ) +∇ · [µ(∇u+∇uT ) ·u]− 1
2
µ(∇u+∇uT ) : (∇u+∇uT ) +u · fs, (23)
where
eK =
1
2
ρu · u, (24)
is the kinetic energy density. During the derivation, we have applied the integration by part, Eq.(6), Eq.(18),
and λp,q = λq,p. If we integrate Eq.(21) and Eq.(23) over the domain of interest and assume all the fluxes
at the boundary are vanished, we finally have the following energy law
∂
∂t
∫
Ω
(eK +
1
2
eF )dΩ = −1
2
∫
Ω
µ(∇u+∇uT ) : (∇u+∇uT )dΩ− 1
2
∫
Ω
N∑
p,q=1
Mp,q∇ξp · ∇ξqdΩ, (25)
by requiring
fs =
1
2
N∑
p=1
ξp∇φp. (26)
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The physical explanation is that the amount of work done by the surface force should compensate for the
increase of the free energy due to convection [28]. As a result, the total energy, which is the summation
of the kinetic energy and the free energy, should not change because of the surface force. The first term
on the right-hand side (RHS) of Eq.(25) comes from the viscosity of the fluid mixture and the second
term is introduced by the non-equilibrium thermodynamical state. It should be noted that there will be
an extra term in Eq.(24) and, therefore, in Eq.(25), if the momentum equation violates the consistency of
mass conservation and the consistency of mass and momentum transport. In other words, the total energy
of the multiphase system can be changed, even when all the fluids are inviscid and the thermodynamical
equilibrium is reached, which is unphysical.
It can be shown that the surface force in Eq.(26) is equivalent to 12
∑N
p,q=1∇·(λp,q∇φp⊗∇φq). Details are
available in Appendix. Therefore, the momentum is conserved by Eq.(15), without the gravity. Compared
to 12
∑N
p,q=1∇ · (λp,q∇φp ⊗∇φq), the surface force defined in Eq.(26) is more convenient to be numerically
implemented. First, the number of terms in Eq.(26) doesn’t change with the dimension of the problem.
Second, it doesn’t need to evaluate the mixed derivatives. The only second derivative comes from the
Laplace operator in ξp, which can be conveniently computed in any dimension. Lastly, writing the surface
force in a gradient form, i.e., Eq.(26), the balanced-force algorithm [20, 25] can be applied to reduce the
spurious current caused by the numerical force imbalance.
2.3.3 Consistency of reduction of the momentum equation
Without loss of generality, we consider a N -phase system where the N th phase doesn’t appear in the domain,
i.e., φN ≡ −1. It is obvious that the contribution of φN to the density and viscosity of the fluid mixture
disappears from Eq.(4) and Eq.(5). Therefore, we only need to consider the consistency of reduction of the
mass flux and the surface force.
The mass flux defined in Eq.(20) also satisfies the consistency of reduction.
Proof:Consistency of reduction of the mass flux in Eq.(20)
The mass flux in the N -phase system reduces to the one in the N − 1 system, i.e.,
m =
N∑
p=1
ρp
2
(u+mφp) =
N∑
p=1
ρp
2
[
u+ uφp −
N∑
q=1
Mp,q∇ξq
]
=
N∑
p=1
ρp
2
[
u(1 + φp)−
N−1∑
q=1
Mp,q∇ξq
]
(27)
=
N−1∑
p=1
ρp
2
[
u(1 + φp)−
N−1∑
q=1
Mp,q∇ξq
]
+
ρN
2
[
u(1 + φN )−
N−1∑
q=1
MN,q∇ξq
]
=
N−1∑
p=1
ρp
2
[
u+ uφp −
N−1∑
q=1
Mp,q∇ξq
]
=
N−1∑
p=1
ρp
2
(
u+mφp
)
,
and we have only used Mp,q = Mq,p = 0, 1 6 p 6 N , when φq is minus one.
To complete the proof, we need to further show that the chemical potentials of the N -phase system can
also reduce to that of the (N − 1)-phase system.
Proof:Consistency of reduction of the chemical potential in Eq.(9)
We again consider a N -phase system with φN ≡ −1. The chemical potential defined in Eq.(9) reduces
to the one in the (N − 1)-phase system, i.e.,
ξp =
N∑
q=1
λp,q
[
1
η2
(g′1(φp)− g′2(φp + φq)) +∇2φq
]
(28)
=
N−1∑
q=1
λp,q
[
1
η2
(g′1(φp)− g′2(φp + φq)) +∇2φq
]
+ λp,N
[
1
η2
(g′1(φp)− g′2(φp + φN )) +∇2φN
]
=
N−1∑
q=1
λp,q
[
1
η2
(g′1(φp)− g′2(φp + φq)) +∇2φq
]
,
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and we have only used g′2(φ− 1) = g′1(φ). The conditions we used to prove the consistency of reduction are
not related to which phase is absent. Thus, the proofs are valid for the absence of any phases among the N
phases considered. By repeating the above procedures (N −M) times, the N -phase system reduces to the
corresponding M -phase system (1 6 M 6 N − 1) exactly. In summary, the mass flux proposed in Eq.(20)
satisfies all the consistency conditions.
The consistency of reduction of the surface force defined in Eq.(26) is obvious. When the qth phase
doesn’t appear, we have φq ≡ −1 and thus ∇φq = 0. The surface force reduces to fs = 12
∑N
p=1,p6=q ξp∇φp.
As we have shown in Eq.(28) that the chemical potential ξp satisfies the consistency of reduction, the surface
force in Eq.(26) satisfies the consistency of reduction as well.
Before finishing the section, we consider the dynamics inside the bulk-phase regions governed by the
momentum equation Eq.(15) with the mass flux in Eq.(20) and the surface force in Eq.(26). As an example,
considering the bulk-phase regions of Phase p, where φp = 1, φq 6=p = −1 due to Eq.(3), and their gradients
are zero, we can obtain ρ = ρp from Eq.(4), µ = µp from Eq.(5), m = ρpu from Eq.(20), and fs = 0 from
Eq.(26). As a result, the momentum equation Eq.(15) reduces to
∂(ρpu)
∂t
+∇ · (ρpu⊗ u) = −∇P + µp∇2u+ ρpg + µp∇ · (∇uT )︸ ︷︷ ︸
=∇(∇·u)=0
, (29)
which is exactly the incompressible Navier-Stokes equation with the phase density ρp and viscosity µp. The
last term in Eq.(29) is zero due to the divergence-free velocity. Therefore, the single-phase dynamics is
correctly reproduced by the momentum equation inside the bulk-phase regions.
2.4 Summary of the Phase-Field model for incompressible multiphase flow
In summary, with the help of the Phase-Field equation proposed in [16] to conserve the mass of each phase
and to specify the locations of different phases, we applied the consistency conditions to derive the mass
flux in the momentum equation. Thanks to satisfying the consistency conditions, a physical energy law for
multiphase flows can be derived and the surface force modeling the interfacial tensions is obtained from the
energy law. We also show that the resulting momentum equation conserves the momentum even including
the surface force and that the single-phase dynamics is exactly reproduced by the momentum equation inside
the bulk-phase regions.
It should be noted that the derivations in Section 2.3.1 and the resulting mass flux Eq.(20) are general
for any other multiphase Phase-Field equation that can be written as Eq.(16), e.g., the Phase-Field equation
in [4, 5, 31, 6, 32, 41, 33, 77, 76, 13, 14, 15]. The only change is the definition of the Phase-Field fluxes in
Eq.(16) and Eq.(20), depending on the chosen Phase-Field equation. Interestingly, with the specific choice
of the Phase-Field equation in [16], the momentum equation is equivalent to the one in [16] in the continuous
level. Details are available in Appendix. However, our model is written in a form that is more suitable
for numerical implementations, for example, to achieve mass conservation, momentum conservation, and
force balance in the discrete level. Due to the equivalence, the proposed model satisfies the second law
of thermodynamics and the Galilean invariance in the continuous level, in addition to the aforementioned
consistency conditions, and mass and momentum conservation.
3 Discretization
Having the Phase-Field model for incompressible multiphase flows in Section 2, the next important task is
to preserve the properties of the model in the discrete level, in order to avoid unphysical behaviors of the
numerical solution. This relies on careful scheme development and analysis, which is very rare in previous
studies. In this section, we first introduce the notations of discretization, followed by the time discretization
and the spatial discretization. Then, two methods are proposed for discretizing the surface force, which
are the balanced-force method and the conservative method, and their conservation properties are analyzed.
After that, we introduce the temporal discretization for the N -phase system. At the end of this section,
we perform a series of analyses about the formal order of accuracy, and the consistency and conservation
in the discrete level of the proposed scheme, by combining the spatial and temporal discretizations. When
discussing conservation, we consider the domain to be periodic.
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Figure 1: Schematic of the collocated grid
3.1 Notation used for discretization
In this section, we follow the notation of discretization defined in [25]. For a clear presentation, we consider
the two-dimensional cases, while extension to three dimensional problems is straightforward. We use the
collocated grid arrangement, shown in Fig.1, where the cell centers are denoted by (xi, yj) and the cell faces
are denoted by (xi+1/2, yj) and (xi, yj+1/2). The nodal values of a scalar function f are stored at the cell
centers (xi, yj) and are denoted by fi,j . The nodal values of a vector function f are stored at the cell faces
(xi+1/2, yj) and (xi, yj+1/2), and are denoted by f
x
i+1/2,j and f
y
i,j+1/2, where f
x and fy are the components
of the vector function. It should be noted that the gradient of a scalar function is also a vector function. In
the collocated grid arrangement, we have cell-center velocity, whose individual components are considered as
a scalar function defined at the cell centers (xi, yj). In addition, a cell-face velocity is stored at the cell faces
(xi+1/2, yj) and (xi, yj+1/2), as a vector function. A discretized differential operator or an approximation of a
function value is denoted with superscript .˜ For example, ∇˜ represents the discretized gradient operator, and
f˜i+1/2,j means an approximation of the function value of f at (xi+1/2, yj). We use f
n to denote the function
value of f at time tn, and f∗,n to denote the approximation of fn from the function values at previous time
steps. We use ∆x and ∆y to denote the cell size, or grid size, along the x and y axis, respectively, and ∆t to
denote the time step. We refer interested readers to [25] for detailed definitions of all the discrete operators
and for the treatments of boundary conditions. In the following, we only summarize the discrete operators
that will appear in the analyses.
The time derivative is approximated by a time discretization scheme denoted by
∂˜f
∂˜t
=
γtf
n+1 − fˆ
∆t
, (30)
with γtf = fˆ if f is a constant. In the present work, we majorly consider the 2nd-order scheme with γt = 1.5
and fˆ = 2fn − 0.5fn−1, and correspondingly f∗,n+1 = 2fn − fn−1.
We denote the linear interpolation along the x axis at point (xi, yj) as
[f ]xi,j ≡ [f¯ ]x,1/2,1/2i,j =
1
2
fi−1/2,j +
1
2
fi+1/2,j . (31)
The linear interpolation along the other axis can be defined in the same manner.
The cell-face gradient is defined at cell faces and is discretized by the 2nd-order central difference, i.e.,
[∇˜xf ]i+1/2,j = fi+1,j − fi,j
∆x
, [∇˜yf ]i,j+1/2 = fi,j+1 − fi,j
∆x
, (32)
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where f is a scalar function defined at cell centers. As a result, ∇˜f is a vector function defined at cell faces.
The cell-center gradient is linearly interpolated from the cell-face gradient, i.e,
[∇˜f ]i,j =
(
[∇˜xf ]xi,j , [∇˜yf ]yi,j
)
(33)
The discrete divergence operator is defined as
[∇˜ · f ]i,j =
fxi+1/2,j − fxi−1/2,j
∆x
+
fyi,j+1/2 − fyi,j−1/2
∆y
, (34)
where f is a vector function defined at cell faces. For the convective term, i.e., f = f1f˜2, f1 is a vector
function defined at cell faces, and f2 is a scalar function defined at cell centers. f˜2 is computed with the
5th-order WENO scheme [30], unless otherwise specified. For the diffusive term, i.e., f = f˜2∇˜f1, both f1 and
f2 are scalar functions defined at cell centers, and f˜2 is computed with linear interpolation, unless otherwise
specified. Special attention has to be paid to f = f˜2(∇˜f˜1)T , where f1 is a vector function defined at cell
faces and f2 is a scalar function defined at cell centers. Unless otherwise specified, f˜2 is computed by linear
interpolation. However, the computation of f˜1 is more involved and we follow the scheme developed by
Huang et.al.[25], which achieves ∇˜ · (∇˜f˜1)T = ∇˜(∇˜ · f1). The detail of this scheme is not relevant to the
following analyses and we refer interested readers to [25].
In the present work, we call a discrete operator conservative in the sense that its summation over all the
grid pints is zero when the domain considered is periodic. The gradient operators defined in Eq.(32) and
Eq.(33) are conservative. Consider ∇˜xf first, its summation over all the grid points is∑
i,j
[∇˜xf ]i+1/2,j =
∑
j
∑
i fi+1,j −
∑
i fi,j
∆x
=
∑
j
∑
i fi,j −
∑
i fi,j
∆x
=
∑
j
0 = 0. (35)
By replacing the summation order, we can show that
∑
i,j [∇˜yf ]i,j+1/2 = 0. Since the order of summation
and the linear interpolation is interchangeable, we can obtain
∑
i,j [∇˜f ]i,j = 0. The divergence operator
defined in Eq.(34) is also conservative and the proof is as the following,∑
i,j
[∇˜ · f ]i,j =
∑
j
∑
i f
x
i+1/2,j −
∑
i f
x
i−1/2,j
∆x
+
∑
i
∑
j f
y
i,j+1/2 −
∑
j f
y
i,j−1/2
∆y
(36)
=
∑
j
∑
i f
x
i+1/2,j −
∑
i f
x
i+1/2,j
∆x
+
∑
i
∑
j f
y
i,j+1/2 −
∑
j f
y
i,j+1/2
∆y
=
∑
j
0 +
∑
i
0 = 0.
3.2 Discretization of the surface force
In this section, we consider the discretization of the surface force fs defined by Eq.(26). Under the hydrostatic
case, the right-hand side (RHS) of Eq.(15), which represents the summation of forces, should be zero, i.e.,
0 = −∇P + ρg + fs + Su. (37)
The discretization of the surface force should reproduce this property in the discrete level as much as possible
to avoid unphysical flows, also commonly called the spurious currents, generated by a numerical imbalance
of forces. We use G to denote the discretized net force per unit mass, i.e.,
G = −1
ρ
∇˜P +Gs (38)
where
Gs =
1
ρ
fs + g +
1
ρ
Su. (39)
As defined in Section 3.1, the discretized gradient is first computed at cell faces and then interpolated to cell
centers. In order to achieve a good numerical balance between the surface force and the pressure gradient,
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the surface force should follow the same procedure. Next, we propose two methods to discretize the surface
force at cell faces. To avoid repeated algebra, we focus on only the x-component of the surface force, and
other components are computed following the same manner. At the end of this section, the conservation
properties of the proposed methods are discussed.
3.2.1 The balanced-force method
The first method we proposed is called the balanced-force method, which was developed in [20] for the sharp
interface model and was applied by Huang et.al. [25] to two-phase flows using the Cahn-Hilliard Phase-Field
model. We further extend this idea to multiphase problems. In this case, the discretization of the surface
force reads
[fxs ]i+1/2,j =
1
2
N∑
p=1
[ξp]
x
i+1/2,j [∇˜xφp]i+1/2.j . (40)
The convergence behavior of the balanced-force method in the two-phase steady drop problem was carefully
studied by Huang et al.[25], where the spurious current is well confined and converges to zero at a rate
between 1st and 2nd order. Mirjalili [45] applied Eq.(40) again to the two-phase steady drop problem and
his results show that the spurious current is reduced by more than an order of magnitude and with a better
convergence rate than those using the continuum surface force. In the present study, we further examine its
property of numerical force balance in multiphase flows.
3.2.2 The conservative method
The surface force fs in Eq.(26) is first rewritten into an equivalent form, i.e.,
fs =
1
2
N∑
p=1
ξp∇φp = 1
2
N∑
p,q=1
λp,q
[
1
η2
(g′1(φp)− g′2(φp + φq)) +∇2φq
]
∇φp (41)
=
1
2
N∑
p,q=1
λp,q
[
1
η2
(
∇g1(φp)− 1
2
∇g2(φp + φq)
)
+∇2φq∇φp
]
,
and again we focus on the x-component as an example, whose discretization reads
[fxs ]i+1/2,j =
1
2
N∑
p,q=1
λp,q
[
1
η2
(
[∇˜xg1(φp)]i+1/2,j − 1
2
[∇˜xg2(φp + φq)]i+1/2,j
)
+ [∇˜ · (∇˜φq)]xi+1/2,j [∇˜xφp]i+1/2,j
]
.
(42)
The only difference between the balanced-force method Eq.(40) and the conservative method Eq.(42) is
the discretizations of ∇g1 and ∇g2. In the conservative method Eq.(42), these two terms are discretized
directly using the gradient operators defined in Eq.(32), while in the balanced-force method Eq.(40), the
chain rule was applied first and then the gradient operator is applied on φp instead. In the continuous level,
both of them are equivalent while in the discrete level, their discretizations have influences on the discrete
conservation and the discrete force balance.
3.2.3 Conservation of discretized surface forces
In this section, the conservation properties of the balanced-forced method and the conservative method for
surface force discretizations are analyzed. Following the definition of the gradient operator, it can be shown
that the mixed derivative evaluated at cell corners (i+ 1/2, j + 1/2) has the property[
∇˜y(∇˜xφ)
]
i+1/2,j+1/2
=
[
∇˜x(∇˜yφ)
]
i+1/2,j+1/2
,
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where we have extended the definition of the discrete gradient Eq.(32) at integer indices to at half integer
indices. Further, we can show that
[∇˜ · (∇˜φp)]xi+1/2,j [∇˜xφq]i+1/2,j =
[
∇˜x
(
˜(∇xφp)(∇xφq)
)]
i+1/2,j
+
[
∇˜y
(
˜(∇yφp)(∇xφq)
)]
i+1/2,j
(43)
−[ ˜(∇xφp)∇x(∇xφq)]xi+1/2,j − [ ˜(∇yφp)∇x(∇yφq)]yi+1/2,j ,
and
[∇˜x( ˜∇φp · ∇φq)]i+1/2,j = [ ˜(∇xφp)∇x(∇xφq)]xi+1/2,j + [ ˜(∇yφp)∇x(∇yφq)]yi+1/2,j (44)
+[ ˜(∇xφq)∇x(∇xφp)]xi+1/2,j + [ ˜(∇yφq)∇x(∇yφp)]yi+1/2,j ,
by defining[
˜(∇xφp)(∇xφq)
]
i,j
= [∇˜xφp]xi,j [∇˜xφq]xi,j ,
[
˜(∇yφp)(∇xφq)
]
i+1/2,j+1/2
= [∇˜yφp]xi+1/2,j+1/2[∇˜xφq]yi+1/2,j+1/2,
[ ˜∇φp · ∇φq]i,j = [(∇˜xφp)(∇˜xφq)]xi,j + [(∇˜yφp)(∇˜yφq)]yi,j ,
[ ˜(∇xφp)∇x(∇xφq)]i,j = [∇˜xφp]xi,j [∇˜x(∇˜xφq)]i,j ,
[ ˜(∇yφp)∇x(∇yφq)]i+1/2,j+1/2 = [∇˜yφp]xi+1/2,j+1/2[∇˜x(∇˜yφq)]i+1/2,j+1/2.
Finally, from Eq.(43), Eq.(44) and λp,q = λq,p, we obtain the identity
N∑
p,q=1
λp,q[∇˜ · (∇˜φq)]xi+1/2,j [∇˜xφp]i+1/2,j =
N∑
p,q=1
λp,q
[
∇˜x
(
˜(∇xφp)(∇xφq)
)]
i+1/2,j
(45)
+
N∑
p,q=1
λp,q
[
∇˜y
(
˜(∇yφp)(∇xφq)
)]
i+1/2,j
− 1
2
N∑
p,q=1
λp,q[∇˜x( ˜∇φp · ∇φq)]i+1/2,j .
As we have shown in Section 3.1 that the discrete gradient operators are conservative, from Eq.(42) and
Eq.(45), we finally have∑
i,j
[fxs ]i+1/2,j = 0, (46)
when the conservative method is used. However, when we follow the balanced-force method, we have∑
i,j
[fxs ]i+1/2,j =
1
2
∑
i,j
N∑
p,q=1
λp,q
η2
(
[g′1(φp)]
x
i+1/2,j − [g′2(φp + φq)]xi+1/2,j
)
[∇˜xφp]i+1/2,j , (47)
which is not necessarily zero in general. However, it should be noted that the surface force is a local force,
which is zero everywhere except close to interfaces. As a result, we expect the summation in Eq.(47) to be
small.
Ample studies of the two-phase spurious current have been performed in, e.g., [24, 25, 44, 45, 1, 29, 37,
53, 7, 20, 3, 75]. Due to the consistency of reduction analyzed in Section 2.3.3 and Section 3.5.1, the two-
phase behavior of the spurious current will be automatically recovered by the multiphase model and scheme,
and, therefore, it is not to be repeated in the present work. Instead, we consider the three-phase steady
drops in Section 4.1.2, which is unable to be easily modeled by previous two-phase methods, to illustrate the
properties of the two proposed methods on numerical force balance in multiphase flows. The conservation
properties of the two methods are validated through numerical experiments in Section 4.1.5.
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3.3 Temporal discretization
In this section, we introduce the temporal discretization for the N -phase system and it is separated into
two parts. The first part is for solving the volume fraction contrast equation (or the Phase-Field equation)
Eq.(7) with the decoupled scheme introduced in [16]. Some modifications are proposed in order to satisfy
the consistency of reduction and the summation of the volume fraction contrasts Eq.(3) in the discrete
level simultaneously. The second part is to solve the momentum equation Eq.(15) and the divergence-free
condition Eq.(6) with the projection scheme constructed in our previous work [25]. We briefly summarize
the steps of the projection scheme for the sake of completeness and in preparation for the upcoming analyses
of the scheme.
3.3.1 The volume fraction contrast equation
The volume fraction contrast equation Eq.(7) is solved by solving two Helmholtz equations successively for
each phase, i.e., 1 6 p 6 N .
Step1: Solve for an auxiliary variable ψn+1p from
∇˜ · (∇˜ψn+1p )− (α+ S)ψn+1p =
[
∇˜ · (∇˜ψ∗,n+1p )− (α+ S)∇˜ · (∇˜φ∗,n+1p )
]
(48)
+
1
γ0
[
φˆp
∆t
− ∇˜ ·
(
u∗,n+1φ˜∗,n+1p
)
+
N∑
q=1
∇˜ ·
(
M∗,n+1p,q ∇˜ξ∗,n+1q
)
+ Sn+1φp
]
,
where α satisfies
α2 + Sα+
γt
γ0∆t
= 0, (49)
or explicitly, α = 12
[
−S +
√
S2 − 4γtγ0∆t
]
with S >
√
4γt
γ0∆t
, and γ0 = NM0
∑N
p,q=1 λp,q. The source term
Sn+1φp is only non-zero in the manufactured solution problem, i.e., in Section 4.1.1.
Step2: Solve for the volume fraction contrast at n+ 1 time level, φn+1p , from
∇˜ · (∇˜φn+1p ) + αφn+1p = ψn+1p . (50)
The boundary conditions, unless otherwise specified, for φn+1p and ψ
n+1
p are
n · ∇˜φn+1p =
N∑
q=1
ζp,q
1 + φ∗,n+1p
2
1 + φ∗,n+1q
2
, (51)
and
n · ∇˜ψn+1p = n · ∇˜
[
ψ∗,n+1p + (α+ S)(φ
n+1
p − φ∗,n+1p )
]
+
1
γ0
N∑
q=1
n ·
(
M∗,n+1p,q ∇˜ξ∗,n+1q
)
, (52)
where ζp,q is computed from Eq.(14) with {θWp,q}Np,q=1 = pi2 .
Several modifications are proposed in order to satisfy the consistency of reduction and the summation
of the volume fraction contrasts Eq.(3) in the discrete level simultaneously. Different from [16], where only
the first (N − 1) order parameters are solved from the Phase-Field equation and the last one is obtained
algebraically from their summation, e.g., Eq.(1) for the volume fractions and Eq.(3) for the volume fraction
contrasts. In the present scheme, all the order parameters are updated by solving their Phase-Field equations
numerically. This is important to ensure the consistency of reduction, which avoids generating fictitious
phases due to numerical errors. In addition, it is more convenient to compute the Phase-Field fluxes Eq.(54)
and the mass flux Eq.(55) before solving the momentum equation. The detailed analysis of the consistency
of reduction is in Section 3.5.1.
Since all the order parameters {φp}Np=1 are solved from their Phase-Field equations, the summation of
them, i.e., Eq.(3) specifically, needs to be satisfied automatically by the scheme. Otherwise, local void or
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overfilling is generated, which is unphysical. Special attention has to be paid on computing the convection
term ∇˜·(uφ˜p) in Eq.(48) so that the summation of the convection term has the property that
∑N
p=1 ∇˜·(uφ˜p) =
(2−N)∇˜·u. More specifically, {φ˜p}Np=1, which are interpolated from their nodal values {φp}Np=1 at cell centers
to cell faces, should satisfy Eq.(3) as well, i.e.,
∑N
p=1 φ˜p = (2−N). This can only be guaranteed by requiring
that the summation over p and the interpolation are commutable, i.e.,
∑N
p=1 φ˜p =
∑˜N
p=1 φp = (2 − N), if
{φ˜p}Np=1 are computed independently and
∑N
p=1 φp = 2−N . However, the commutability is not always true
for general interpolation schemes, especially for the non-linear interpolation, e.g., the WENO scheme. To
remedy this issue, we propose a simple procedure, which works for any interpolation schemes. Firstly, {φ˜p}Np=1
at cell faces are computed independently from an arbitrary interpolation scheme. Then, the convective flux
of the qth phase is computed as
uφ˜q = (2−N)u−
N∑
p=1,p6=q
uφ˜p, (53)
where q is chosen such that the absolute value of ∇˜φq at the corresponding cell faces is maximum among all
the phases. It should be noted that the selection of q in Eq.(53) is essential to preserve the consistency of
reduction. If, for example, the N th phase doesn’t initially appear, i.e., φN ≡ −1, we have ∇˜φN = 0 so the
N th phase won’t be chosen to proceed Eq.(53). Then, any admissible interpolation scheme should return
φ˜N = −1. On the other hand, if q in Eq.(53) is fixed to be N , there is no guarantee that φ˜N = −1, since
φ˜N is computed from Eq.(53), depending on the interpolated values of other phases. The detailed analysis
of satisfying the summation of the volume fraction contrasts is in Section 3.6.2.
3.3.2 The momentum equation and the divergence-free condition
After solving the volume fraction contrast from Section 3.3.1, we can obtain ρn+1 and µn+1 at cell centers from
Eq.(4) and Eq.(5), respectively, and fn+1s from either the balanced-force method Eq.(40) or the conservative
method Eq.(42). Special attention has to be paid to the computation of the mass flux in order to achieve
the consistency conditions in the discrete level. First, the Phase-Field flux is computed as
m˜φp =
(
u∗,n+1φ˜∗,n+1p
)
−
N∑
q=1
(
M∗,n+1p,q ∇˜ξ∗,n+1q
)
+γ0∇˜
[
(ψn+1p − ψ∗,n+1p )− (α+ S)(φn+1p − φ∗,n+1p )
]
. (54)
The last term in Eq.(54) doesn’t exist in Eq.(17), where the Phase-Field flux is defined in the continuous
level, and it comes from decoupling the volume fraction contrast equation in Section 3.3.1. After computing
the Phase-Field flux from Eq.(54), the mass flux is computed as
m˜ =
N∑
p=1
ρp
2
(u∗,n+1 + m˜φp), (55)
which is the discrete counterpart of Eq.(20).
Now, we can proceed to solve the momentum equation Eq.(15) with the divergence-free condition Eq.(6).
We require that the cell-face velocity at the new time level n+ 1 is divergence-free discretely at cell centers,
i.e.,
∇˜ · un+1 = 0. (56)
The cell-center and cell-face velocities are updated following the 7 steps below.
Step1: Solve the provisional velocity u∗ at cell centers from
γtρ
n+1u∗ − ρ̂u
∆t
+ ∇˜ · (m˜⊗ u˜∗,n+1) = ρn+1Gn + ∇˜ · (µ˜n+1∇˜u∗) + ∇˜ · (µ˜n+1(∇˜u˜∗,n+1)T ). (57)
Step2: Solve another provisional velocity u∗∗ at cell centers from
γtu
∗∗ − γtu∗
∆t
= −Gn. (58)
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Step3: Solve the provisional velocity u∗ at cell faces from
γtu
∗ − γtu∗∗
∆t
= − 1
ρn+1
∇˜Pn +Gn+1s . (59)
Step4: Solve the pressure correction P ′ at cell centers from
γt
∆t
(∇˜ · un+1 − ∇˜ · u∗) = −∇˜ ·
(
1
ρn+1
∇˜P ′
)
. (60)
Step5: Solve Pn+1, the pressure at the new time level, at cell centers from
Pn+1 = Pn + P ′. (61)
Step6: Solve the cell-face velocity at the new time level, i.e., un+1 at cell faces from
γtu
n+1 − γtu∗
∆t
= − 1
ρn+1
∇˜P ′, (62)
Step7: Solve the cell-center velocity at the new time level, i.e., un+1 at cell centers from
γtu
n+1 − γtu∗∗
∆t
= Gn+1. (63)
To address the odd-even decoupling of the pressure in the collocated grid arrangement, we have applied
the ”Rhie-Chow” interpolation [57, 18, 20, 52] in the scheme. Detailed descriptions of the scheme for the
momentum equation, i.e., Steps 1-7 above, are available in [25] and not repeated here.
The boundary conditions for velocity and pressure are problem-dependent and will be specified in indi-
vidual cases in Section 4.
3.4 Formal order of accuracy
In this section, we consider the formal order of accuracy of the proposed scheme. Combining the spatial
discretization and the temporal discretization introduced in Section 3.1, Section 3.2, and Section 3.3, the fully-
discretized equations of the volume fraction contrast equation and the momentum equation are recovered
as
γtφ
n+1
p − φˆp
∆t
+ ∇˜ ·
(
u∗,n+1φ˜∗,n+1p
)
= −γ0∇˜ · ∇˜
[
(ψn+1p − ψ∗,n+1p )− (α+ S)(φn+1p − φ∗,n+1p )
]
(64)
+
N∑
q=1
∇˜ ·M∗,n+1p,q ∇˜ξ∗,n+1q + Sn+1φp ,
and
γtρ
n+1un+1 − ρ̂u
∆t
+ ∇˜ · (m˜⊗ u˜∗,n+1) = ρn+1Gn+1 + ∇˜ · (µ˜n+1∇˜u∗) + ∇˜ · (µ˜n+1(∇˜u˜∗,n+1)T ), (65)
To consider the formal order of accuracy, we have assumed that the solutions of Eq.(64) and Eq.(65) are
smooth enough in time and space such that their Taylor expansions exist. As mentioned in Section 3.1, we
consider the 2nd-order backward difference for time discretization. If all the terms in Eq.(64) and in Eq.(65)
are evaluated at the time level n+1, the proposed scheme is 2nd-order accurate in time. However, this leads
to a fully-coupled and non-linear system, which is difficult and costly to solve. Instead, some of the terms,
denoted with a superscript ∗, n + 1, are evaluated explicitly and the difference between f∗,n+1 and fn+1 is
O(∆t2), where f is a smooth function. As a result, the 2nd-order accuracy in time is maintained in Eq.(64).
It has been analyzed in [25] that both the temporal discretization in Eq.(65) and the spatial discretizations
defined in Section 3.1 are 2nd-order accurate, and we don’t repeat them here. In summary, the proposed
scheme is formally 2nd-order accurate in both time and space.
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3.5 Consistency in the discrete level
In this section, we examine the success of the proposed scheme in satisfying the consistency conditions,
which are the consistency of reduction, the consistency of mass conservation, and the consistency of mass
and momentum transport, in the discrete level.
3.5.1 Consistency of reduction
The consistency of reduction requires that a N -phase system reduces to the corresponding M -phase system
(1 6M 6 N − 1) when (N −M) phases don’t initially appear. The proof of the proposed scheme satisfying
the consistency of reduction in the discrete level is separated into two parts. In the first part, we need
to show that for any phase that does not initially appear, it will not appear during the computation. In
the second part, we need to show that the original N -phase discrete system reduces to the corresponding
M -phase discrete system when (N −M) phases did not initially appear (1 6M 6 N − 1).
Without loss of generality, we consider that the N th phase, for convenience, does not initially appear
in the N -phase system. Suppose it is known that φnN , φ
n−1
N ...φ
0
N ≡ −1, in the first part, we show that
φn+1N = −1, and in the second part, we show that the discretized equations for the N -phase system reduce
to the corresponding (N − 1)-phase system.
Based on the given condition, we have φ∗,n+1N ≡ −1, resulting in ∇˜ · (∇˜φ∗,n+1N ) = 0. As the divergence-
free condition Eq.(56) is satisfied discretely at all the previous time levels, we have ∇˜ · u∗,n+1 = 0. Since
the gradient of φ∗,n+1N is zero, the N
th phase won’t be chosen to proceed Eq.(53). Then, any admissible
interpolation scheme should return φ˜∗,n+1N = −1. As a result, ∇˜ ·
(
u∗,n+1φ˜∗,n+1N
)
= −∇˜ · u∗,n+1 = 0. From
Eq.(8), M∗,n+1N,q |φ∗,n+1N =−1 = 0, resulting in M
∗,n+1
N,q = 0, and further in
∑N
q=1 ∇˜ ·
(
M∗,n+1N,q ∇˜ξ∗,n+1q
)
= 0.
From Eq.(50), ψnN , ψ
n−1
N , ..., ψ
0
N are equal to −α and, thus, ψ∗,n+1N = −α and ∇˜ · (∇˜ψ∗,n+1N ) = 0. As a
result, the right-hand side (RHS) of Eq.(48) only remains φˆNγ0∆t , where, from Section 3.1, φˆN is actually −γt.
Finally, Eq.(48) for p = N is simplified to be
∇˜ · (∇˜ψn+1N )− (α+ S)ψn+1N =
−γt
γ0∆t
, (66)
and its solution is ψn+1N = −α. After plugging this into Eq.(50), it is obvious that φn+1N = −1 is the solution.
Therefore, the N th phase is absent initially won’t be generated numerically by the scheme, and the first part
of the analysis is completed.
The second part of the analysis begins with considering the scheme for the Phase-Field equation. From
Eq.(48) and Eq.(50), the only coupling term between different phases is
∑N
q=1 ∇˜ ·
(
M∗,n+1p,q ∇˜ξ∗,n+1q
)
. As
M∗,n+1p,N |φ∗,n+1N =−1 = 0 from its definition in Eq.(8), the coupling term reduces to
∑N−1
q=1 ∇˜·
(
M∗,n+1p,q ∇˜ξ∗,n+1q
)
.
From Eq.(28), the consistency of reduction of the chemical potential only requires g′2(φ−1) = g′1(φ), which is
still true in the discrete level. Therefore, the scheme for the Phase-Field equation reduces to the one excluding
the N th phase. In many previous studies, e.g., in [41, 34, 13, 16], only the first (N − 1) phases are solved
from their Phase-Field equation, and the last phase is obtained from their summation, i.e., Eq.(3). This can
violate the consistency of reduction and, as a result, generate fictitious phases, which is demonstrated in our
numerical test. One of the possible reasons is that the convection term of one phase in Eq.(48) is computed
independently of the other phases, as discussed in Section 3.3.1.
Next, consider the scheme for the momentum equation. We only need to analyze the mixture density
and viscosity, the mass flux, and the surface force, since only these variables in the momentum equation are
related to the phases. Following the above analysis, it is obvious from Eq.(4) and Eq.(5) that the mixture
density and viscosity reduce to the corresponding ones of the (N − 1) system. In addition, the last two
terms in Eq.(54), for p = N , are zero, resulting in m˜φN = −u∗,n+1. Thus, the discrete mass flux reduces to
m˜ =
∑N−1
p=1
ρp
2 (u
∗,n+1 + m˜φp). Lastly, we consider the surface force. If it is computed with the balanced-
force method Eq.(40), the surface force reduces to fn+1s =
1
2
∑N−1
p=1 ξ
n+1
p ∇˜φn+1p since ∇˜φn+1N = 0. When the
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conservative method Eq.(42) is applied, the surface force reduces to
fn+1s =
1
2
N−1∑
p,q=1
λp,q
[
1
η2
(
∇˜g1(φn+1p )−
1
2
∇˜g2(φn+1p + φn+1q )
)
+ ∇˜ · (∇˜φn+1q )∇˜φn+1p
]
,
by noticing that g1(φ) = g2(φ− 1), g1(−1) = 0, and ∇˜φn+1N = 0. Therefore, the scheme for the momentum
equation is reduction consistent.
As a result, the N -phase discrete system reduces to the corresponding (N − 1)-phase discrete system.
This result is independent of the phase that didn’t initially appear. The same conclusion can be drawn by
arbitrarily choosing the initial absent phase among the N phases. Choosing the N th phase in the above
analysis is for convenience and clear description. If we repeat the aforementioned analysis (N−M) times, the
original N -phase discrete system reduces to the corresponding M -phase discrete system, with φn+1q = −1,
where q is the indices of the (N −M) phases that do not initially appear.
There is one more issue related to the consistency of reduction. It should be noted that the viscous
term ∇ · (µ(∇u)T ) is non-zero only close to the interfaces. Away from the interfaces, µ is constant and
∇ · (µ(∇u)T ) = µ∇ · (∇u)T = µ∇(∇ · u) = 0, in the continuous level. Furthermore, when the N -phase
system reduces to a single phase system, i.e., M = 1, ∇ · (µ(∇u)T ) should be zero everywhere. Thus, to
achieve the consistency of reduction in the discrete level, special attention should be paid to the discretization
of ∇ · (∇u)T by requiring that ∇˜ · (∇˜u˜)T = ∇˜(∇˜ · u). We call such a requirement as the consistency of
reduction of viscous term in the discrete level. A scheme that satisfies this requirement is designed by Huang
et al. [25] and we apply it in the present work. In conclusion, the proposed scheme satisfies the consistency
of reduction in the discrete level.
Before ending this section, it is worthwhile to investigate how the discrete N -phase system behaves inside
a bulk phase, since, in practice, we seldom initiate any phases that won’t appear during the computation, e.g.
considering a two-phase problem while setting N = 3 and initiating φ2 ≡ −1. Without loss of generality, we
consider the pth bulk phase as an example. The bulk phase here means the location where φnp = φ
n−1
p = 1,
φnq = φ
n−1
q = −1, 1 6 q 6 N, q 6= p, and these are true for its neighbors. With a similar analysis, we can
obtain φn+1p = 1, φ
n+1
q = −1, 1 6 q 6 N, q 6= p. As a result, the density and viscosity from Eq.(4) and
Eq.(5) become ρp and µp, respectively. It can be shown from Eq.(54) and Eq.(55) that the discrete mass
flux m˜ reduces to ρpu
∗,n+1. Further from either Eq.(40) or Eq.(42), the surface force is zero. The term
∇˜ · (µp(∇˜ ˜u∗,n+1)T ) vanishes because it satisfies ∇˜ · (µp(∇˜u˜∗,n+1)T ) = µp∇˜(∇˜ · u∗,n+1) = 0. This has been
shown in [25]. Finally, the fully-discretized momentum equation inside the pth bulk phase reduces to
γtρpu
n+1 − ρpû
∆t
+ ∇˜ · (ρpu∗,n+1 ⊗ u˜∗,n+1) = (−∇˜Pn+1 + ρpg + Su) + µp∇˜ · (∇˜u∗), (67)
which is the fully-discretized incompressible Navier-Stokes equation with constant density ρp and viscosity
µp. In other words, the proposed scheme grantees that, inside each bulk phase, the fluid motion is governed
by the incompressible Navier-Stokes equation with the material properties of that fluid phase.
3.5.2 Consistency of mass conservation
The consistency of mass conservation requires that the mass conservation equation Eq.(18) is satisfied in
the discrete level. Based on the discrete Phase-Field flux defined in Eq.(54), The fully-discretized volume
fraction contrast equation Eq.(64) can be rewritten as
γtφ
n+1
p − φˆp
∆t
+ ∇˜ · m˜φp = 0, (68)
where we have ignored the source term Sn+1φp . Eq.(68) is the discrete counterpart of Eq.(16). The time
derivative of the density in the mass conservation equation Eq.(18) is approximated by the same time
discretization scheme as those in Eq.(64) and Eq.(65), and the divergence of the mass flux in Eq.(18) is
approximated by applying the discrete divergence operator in Eq.(34) to the discrete mass flux in Eq.(55).
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Summing them together, we have
γtρ
n+1 − ρˆ
∆t
+ ∇˜ · m˜ =
N∑
p=1
ρp
2
γt(1 + φ
n+1
p )− ̂(1 + φp)
∆t
+
N∑
p=1
ρp
2
∇˜ · (u∗,n+1 + m˜φp) (69)
=
N∑
p=1
ρp
2
(γtφn+1p − φˆp
∆t
+ ∇˜ · m˜φp
)
= 0,
where we have used Eq.(68), 1ˆ = γt and ∇˜ · u∗,n+1 = 0. Eq.(69) implies that the consistency of mass
conservation is satisfied in the discrete level.
3.5.3 Consistency of mass and momentum transport
The consistency of mass and momentum transport requires that the mass flux in the inertia term of the
momentum equation should be identical to the one in the mass conservation equation. The mass flux m˜
appearing in the inertia term of Eq.(65), shown in Eq.(69), satisfies the fully-discretized mass conservation
equation. In other words, the consistency of mass and momentum transport is satisfied in the discrete level
by the proposed scheme.
To illustrate the significance of achieving the consistency of mass and momentum transport in the discrete
level, we consider a simple case where the initial velocity is homogeneous, denoted as u0, and the initial
pressure field is P0. Here, the interfacial tension, gravity, viscosity, and any other external momentum source
are not considered. The physical solution of such a case is that the velocity remains to be u0, since there is no
relative motion inside the fluid, and there are no forces acting on the fluid to change the initial configuration.
This should hold no matter how many phases appear and what material properties of the fluid phases could
be.
Suppose it is known that un = un−1 = ... = u0 = u0 at both cell centers and cell faces, and that
Pn = Pn−1 = ... = P 0 = P0 at cell centers, we are going to show that un+1 = u0 at both cell centers and
cell faces and that Pn+1 = P0 at cell centers, following the steps in Section 3.3.2.
From Eq.(57), its right-hand side (RHS) is zero, and as a result, we have
u∗ =
1
γtρn+1
(
ρˆ−∆t∇˜ · m˜
)
u0 = u0, (70)
where we have used Eq.(69), thanks to satisfying the consistency of mass conservation. Since Gn = 0, from
Eq.(58), we can obtain u∗∗ = u∗ = u0 and further u∗∗ = u0. From Eq.(59), we have u∗ at cell faces is again
u0, by considering that ∇˜Pn and Gn+1s are zero. From Eq.(60) we have ∇˜ ·u∗ = ∇˜ ·u0 = 0, and further P ′
is a constant. Without loss of generality, we set P ′ = 0. After that, we have Pn+1 = P0 from Eq.(61), and
un+1 at cell faces is u0 from Eq.(62). Finally, Gn+1 is zero and from Eq.(63), u
n+1 at cell centers is u0.
If the scheme fails to satisfy the consistency of mass and momentum transport, the second equality in
Eq.(70) doesn’t hold, i.e., u∗ 6= u0. This error will be transferred into the following steps in Section 3.3.2,
leading to a non-homogeneous P ′, and as a result, un+1 is not equal to u0. Such unphysical velocity and
pressure fluctuations are more significant, when there is a large density ratio, and may grow and become
unstable. These behaviors in two-phase flows have been analyzed and numerically validated in [25]. We will
further examine our analysis by numerical experiments in Section 4.
3.6 Mass and momentum conservations in the discrete level
In this section, we analyze the conservation properties of the proposed scheme, and we focus on the mass
conservation and the momentum conservation in the discrete level. The domain of interest is periodic and
we ignore the gravity and any other mass or momentum sources. As a result, the total mass and momentum
inside the domain should not change with time. In addition, the summation of the volume fraction contrasts
should be constant, i.e., Eq.(3), everywhere inside the domain. This implies that no void or overfilling is
locally generated. The analyses on the secondary conservation, i.e., the kinetic energy conservation when
the flow is inviscid and has no interfacial tension, and on the total energy dissipation, i.e., Eq.(25), in the
discrete level are very complicated. Thus, we perform numerical experiments to examine these properties of
the proposed scheme in Section 4.1.5.
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3.6.1 Mass conservation
Suppose it is known that
∑
i,j ρ
n
i,j =
∑
i,j ρ
n−1
i,j = ... =
∑
i,j ρ
0
i,j , we show that
∑
i,j ρ
n+1
i,j =
∑
i,j ρ
0
i,j .
The proof is obvious when we consider the fully-discretized mass conservation equation Eq.(69) and the
conservative property of the discrete divergence operator in Eq.(36). As a result, we have
∑
i,j [ρˆ]i,j =∑̂
i,j ρi,j = γt
∑
i,j ρ
0
i,j , and
∑
i,j [∇˜ · m˜]i,j = 0, resulting in
∑
i,j ρ
n+1
i,j =
∑
i,j ρ
0
i,j . This is the global mass
conservation in the discrete level.
Similarly, we can show, by considering the fully-discretized volume fraction contrast equation Eq.(68),
that
∑
i,j [φp]
n+1
i,j =
∑
i,j [φp]
0
i,j if
∑
i,j [φp]
n
i,j =
∑
i,j [φp]
n−1
i,j = ... =
∑
i,j [φp]
0
i,j , for 1 6 p 6 N . This implies
the global mass conservation of individual phases in the discrete level, i.e.,
∑
i,j ρp
1+[φp]i,j
2 , 1 6 p 6 N , is
time-independent. Therefore, the proposed scheme conserves both the mass of the fluid mixture and the
mass of individual phases globally.
3.6.2 Summation of the volume fraction contrasts
We proceed to consider the summation of the volume fraction contrast Eq.(3). We denote
∑N
p=1 φp and∑N
p=1 ψp as Φ and Ψ, respectively. The global behaviors of Φ, i.e.,
∑
i,j Φ
n+1
i,j =
∑N
p=1
∑
i,j [φp]
n+1
i,j =∑
i,j
∑N
p=1[φp]
0
i,j =
∑
i,j Φ
0
i,j , can be directly obtained. This implies that the total volume of the fluid
mixture doesn’t change with time. However, it is more desirable that the local behavior of Φ, i.e., Φn+1 = Φ0,
is again true at individual cells, which avoids generating local void or overfilling.
Suppose it is known that Φni,j = Φ
n−1
i,j = ...Φ
0
i,j = 2 − N for all the cells (i, j), we show that Φn+1i,j =
2 − N for all the cells (i, j). For clear presentation, we drop all the subscript i, j in the following analysis.
Based on the condition we have, we can obtain Φ∗,n+1 = 2 − N and Φˆ = γt(2 − N). From Eq.(50),
we have Ψn = Ψn−1 = ...Ψ0 = α(2 − N) and similarly, Ψ∗,n+1 = α(2 − N). When we sum Eq.(48)
over p, the terms ∇˜ · (∇˜Ψ∗,n+1) and ∇˜ · (∇˜Φ∗,n+1) are zero. The summation of the convective term is∑N
p=1 ∇˜ · (u∗,n+1φ˜∗,n+1p ) = (2−N)∇˜ ·u∗,n+1 = 0, thanks to Eq.(53) for computing the convection fluxes and
to satisfying the divergence-free condition discretely. Notice that
∑N
p=1M
∗,n+1
p,q = 0 if Φ
∗,n+1 =
∑
p φ
∗,n+1
p =
2 − N . As a result, ∑Np=1M∗,n+1p,q = ∑Np=1M∗,n+1p,q = 0. This leads to ∑Np,q=1 ∇˜ · (M∗,n+1p,q ∇˜ξ∗,n+1q ) =∑N
q=1 ∇˜ · (
∑N
p=1M
∗,n+1
p,q ∇˜ξ∗,n+1q ) = 0. Combining all these together, we reach the equation for Ψn+1, i.e.,
∇˜ · (∇˜Ψn+1)− (α+ S)Ψn+1 = γt(2−N)
γ0∆t
, (71)
and Ψn+1 = α(2−N) is the solution. The equation for Φ can be obtained by summing Eq.(50) over p, i.e.,
∇˜ · (∇˜Φn+1) + αΦn+1 = Ψn+1, (72)
and the solution of Φn+1 is (2 − N) after plugging in Ψn+1 = α(2 − N). Finally we have Φn+1 = 2 − N ,
which is true at every cell (xi, yj).
Since Eq.(53) grantees that
∑N
p=1 ∇˜ · (uφ˜p) = ∇˜ · (
∑N
p=1(uφ˜p)) = (2 − N)∇˜ · u = 0, we can show that
Φn+1 = Φ0 no matter how {φ˜p}Np=1,p6=q are computed in the convective term. On the other hand, our
numerical test shows that although the difference between Φn+1 and Φn is tiny when the WENO scheme
is used to compute all {φ˜p}Np=1 without performing Eq.(53), its accumulation makes the difference between
Φn+1 and Φ0 noticeable for long-time simulations. Therefore, the proposed scheme avoids generating any
local voids or overfilling.
3.6.3 Momentum conservation
Suppose it is known that
∑
i,j ρ
n
i,ju
n
i,j =
∑
i,j ρ
n−1
i,j u
n−1
i,j = ... =
∑
i,j ρ
0
i,ju
0
i,j , we show that
∑
i,j ρ
n+1
i,j u
n+1
i,j =∑
i,j ρ
0
i,ju
0
i,j .
First, the fully-discretized momentum equation Eq.(65) is summed over all the cells. Based on the above
condition, we have
∑
i,j [ρ̂u]i,j =
̂∑
i,j ρi,jui,j = γt
∑
i,j ρ
0
i,ju
0
i,j . Since the discrete divergence operator
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is shown to be conservative in Eq.(36), the terms
∑
i,j [∇˜ · (m˜ ⊗ u˜∗,n+1)]i,j ,
∑
i,j [∇˜ · (µ˜n+1∇˜u∗)]i,j , and∑
i,j [∇˜ · (µ˜n+1(∇˜u˜∗,n+1)T )]i,j are all zero. The only remaining term is
∑
i,j [ρ
n+1Gn+1]i,j . Consider the
x-component as an example, the summation of ρn+1Gx,n+1
x
over all the cells is∑
i,j
[ρn+1Gx,n+1
x
]i,j =
∑
i,j
ρn+1i,j
2
(Gx,n+1i+1/2,j +G
x,n+1
i−1/2,j) =
∑
i,j
ρn+1i,j + ρ
n+1
i+1,j
2
Gx,n+1i+1/2,j (73)
=
∑
i,j
ρn+1i+1/2,j
x
Gx,n+1i+1/2,j =
∑
i,j
[−∇˜xP + fxs ]n+1i+1/2,j =
∑
i,j
[fxs ]
n+1
i+1/2,j ,
where we have used the conservative property of the discrete gradient operator shown in Eq.(35). Without
considering any surface forces, i.e., fs ≡ 0, we have
∑
i,j [ρ
n+1Gn+1]i,j = 0. As a result, from Eq.(65),
we have
∑
i,j ρ
n+1
i,j u
n+1
i,j =
∑
i,j ρ
0
i,ju
0
i,j or equivalently the conservation of momentum in the discrete level.
When the surface force is included, the conservative property of the scheme depends on the method to
discretize the surface force. we recall Eq.(46) when the conservative method is used, and the conservation
of momentum is achieved in the discrete level. However, as shown in Eq.(47), where the balanced-force
method is used, the momentum is not guaranteed to be conserved in the discrete level. The effect of the
balanced-force method on momentum conservation in the discrete level will be illustrated through numerical
experiments in Section 4.1.5.
4 Validation tests and applications
In the first part of this section, the properties of the proposed model and scheme will be validated by
numerical experiments. In the second part, three cases are performed to demonstrate the capability of the
model and scheme in realistic multiphase problems.
4.1 Validation of the proposed scheme
In this section, we validate the properties of the proposed scheme and the multiphase Phase-Field model
through numerical experiments.
4.1.1 Manufactured solution
We perform a manufactured solution problem to validate the formal order of accuracy in both time and
space of the proposed scheme. The source terms
Sφp =
∂φEp
∂t
+∇ · (uEφEp )−
N∑
q=1
∇ · (MEp,q∇ξEq ), 1 6 p 6 N, (74)
and
Su =
∂(ρEuE)
∂t
+∇ · (mE ⊗ uE) +∇pE −∇ · [µE(∇uE + (∇uE)T )]− ρEg − fEs (75)
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Table 1: Results of the manufactured solution problem with fixed ∆t and with the balanced-force method.
are input into the scheme at each time level, where
φE1 =
1
3
cos(x) cos(y) sin(t)− 2
3
, (76)
φE2 =
1
3
cos(x) cos(y) sin(2t)− 2
3
,
φE3 =
1
3
cos(x) cos(y) sin
(
1
2
t
)
− 2
3
,
φE4 = −
1
3
cos(x) cos(y)
[
sin(t) + sin(2t) + sin
(
1
2
t
)]
,
uE = sin(x) cos(y) cos(t),
vE = − cos(x) sin(y) cos(t),
PE = cos(x) cos(y) sin(t)
are the exact solution of the problem, and MEp,q, ξ
E
p , ρ
E , µE , mE and fEs are computed from Eq.(8), Eq.(9),
Eq.(4), Eq.(5), Eq.(20), Eq.(17) and Eq.(26), respectively, using Eq.(76). In addition, Eq.(76) has already
satisfied ∇ · uE = 0, and ∑Np=1 φEp = 2−N .
The domain considered is [−pi, pi]× [−pi, pi], and its boundaries are all free-slip, which is consistent with
Eq.(76). The material properties and parameters are ρ1 = 1, ρ2 = 5, ρ3 = 10, ρ4 = 15, µ1 = 0.01, µ2 = 0.02,
µ3 = 0.05, µ4 = 0.10, σ1,2 = 0.01, σ1,3 = 0.02, σ1,4 = 0.03, σ2,3 = 0.04, σ2,4 = 0.05, σ3,4 = 0.06, g = {1,−2},
η = 0.1, and M0 = 0.001. The initial conditions are obtained from Eq.(76) with t = 0. We first fix the time
step to be ∆t = 10−3, and successively refine the cell size h from 2pi/8 to 2pi/128. The computations are
stopped at t = 1 and we compute the L2 error as the root mean square of f − fE , and the L∞ error as
max|f − fE |, where f is the variable of interest and fE is its exact value. Table 1 lists the results obtained
by using the balanced-force method in Section 3.2.1. We observe 2nd-order convergences of both the L2 and
L∞ errors for all the unknowns. We can conclude that the formal order of accuracy in space of the proposed
scheme is 2nd-order. In addition, Table 1 also lists the L∞ norms, i.e, the maximum absolute values, of ∇˜·u,
∇˜ · (∇˜u˜)T , and the residue of Eq.(69) denoted by Res, and all of them reach machine zero. This implies
that the scheme satisfies the discrete divergence-free condition of the cell-face velocity, that the viscous term
∇˜ · [µ(∇˜u˜)T ] disappears inside each bulk phase, satisfying the consistency of reduction of viscous term in
the discrete level, and that the consistency of mass conservation is achieved in the discrete level. Table 2
lists the results obtained by using the conservative method in Section 3.2.2 and the same conclusion can be
drawn. Next, we set the time step proportional to the cell size, i.e., ∆t = h2pi and run the simulations again.
The results obtained by using the balanced-force method and the conservative method are listed in Table
3 and Table 4, respectively. We again observe 2nd-order convergences of both the L2 and L∞ errors, no
matter which method is used. This implies that the formal order of accuracy of the proposed scheme in time
is 2nd-order as well.
It should be noted that, in this case, the right-hand side (RHS) of Eq.(69) is not zero but Sm =
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Table 2: Results of the manufactured solution problem with fixed ∆t and with the conservative method.
Table 3: Results of the manufactured solution problem with ∆t = h2pi and with the balanced-force method.
Table 4: Results of the manufactured solution problem with ∆t = h2pi and with the conservative method.
∑N
p=1
ρp
2 Sφp , since Sφp is not zero. As a result, Res is defined as
Res =
γtρ
n+1 − ρˆ
∆t
+ ∇˜ · m˜− Sm. (77)
So the consistency of mass conservation is satisfied in a more general sense. The non-zero Sφp in this case
is only for numerical testing and it does not have any physical meaning. Thus, in the rest of the article,
Sφp ≡ 0, and Eq.(69) is recovered since Sm ≡ 0.
In summary, the proposed scheme is formally 2nd-order accurate in both time and space, and it satisfied
the consistency of mass conservation and the consistency of reduction of viscous term in the discrete level.
Besides, it satisfies ∇˜ · u = 0.
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Figure 2: Results of the steady drop. a) L2 norm of the spurious current, b) L∞ norm of the spurious
current.
4.1.2 Steady drops
We perform the steady drop problem to quantify the numerical force balance of the proposed scheme. The
domain considered is [1 × 1] and its boundaries are all free-slip. The material properties are ρ1 = 1000,
ρ2 = 100, ρ3 = 1, σ1,2 = 0.5, σ1,3 = 0.1, σ2,3 = 1. The cell size h decreases from
1
16 to
1
128 and the time
step is ∆t = 10−3. η is η0
(
h
h0
)2/3
, where η0 = h0 =
1
32 , and M0 is 10
−7
(
η
η0
)3/2
, like those in [44] and [25].
The spurious current is measured at t = 10. Initially, the drop (Phase 1) at (0.5, 0.5) with a radius 0.15 is
surrounded by a circular ring (Phase 2) whose outer radius is 0.3. Since all the interfaces are circular, they
are in the equilibrium state. The interfacial tension should be exactly balanced by the pressure gradient,
and the interfaces should not move or deform. However, such an exact force balance is seldom achievable
in numerical implementation. As a result, the numerical error introduced by the force imbalance drives
the fluids to move and generates the so-called spurious current. The strength of the spurious current is
quantified by computing the L2 and L∞ norms of the total velocity V , where V is
√
u2 + v2. We consider
both the inviscid and viscous cases and compare the performance of the balanced-force method to that of
the conservative method. In the viscous case, µ1 = 0.1, µ2 = 0.005, and µ3 = 0.0001. The results are shown
in Fig.2.
It can be observed that the balanced-force method performs better than the conservative method. It
generates smaller spurious current and the norms of the spurious current reduce faster during the grid
refinement. Its L2 norm reduces with a rate close to 2nd order, while the convergence rate of its L∞ norm
is about 1st order. In the cases using the conservative method, both the L2 and L∞ norms converge at a
rate close to 1st order. In addition, the spurious currents in the viscous cases are smaller than those in the
inviscid cases. However, the appearance of viscosity doesn’t change the convergence rate.
In summary, the spurious currents generated by the balanced-force method and by the conservative
method are in an acceptable range. However, the balanced-force method achieves better numerical force
balance than the conservative method.
4.1.3 Rising bubble: a convergence test
We perform a convergence test to quantify the convergence behavior of the numerical Phase-Field solution
to the sharp-interface one. There are two convergence behaviors to consider when we numerically apply
a Phase-Field model. The first one is the convergence of the numerical solution to the exact Phase-Field
solution where the interface has a fixed thickness, as the cell size decreases. The second one is the convergence
of the exact Phase-Field solution to the sharp-interface one, as the interface thickness decreases. In numerical
implementations, it is more common and practical to consider those two together by decreasing both the
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Table 5: Results of the convergence test
cell size and the interface thickness at the same time, and then to evaluate how fast the numerical solution
converges to the sharp-interface solution.
The domain considered is [1× 2] and it has no-slip boundaries at the top and bottom but free-slip at the
lateral. A bubble (Phase 1), whose density is 1 and viscosity is 0.1, is surrounded by Phase 2, whose density
is 1000 and viscosity is 10. The density and viscosity ratios are 1000 and 100, respectively. The interfacial
tension between them is 1.96, and the gravity is g = {0,−9.8}. The cell size h is ranging from 116 to 1256 , and
the time step is ∆t = CFLh, where CFL = 0.128. We set η = η0
h
h0
, where η0=h0 =
1
32 , and M0 = 10
−7 η
η0
,
so that both of them decrease as the cell is refined. Initially, the bubble is at (0.5, 0.5) and its radius is 0.25.
The computation is stopped at t = 1. We define the circularity ψc to quantify the shape of the bubble, while
the dynamics of the bubble is quantified by the center of mass yc and the rising velocity vc. These three
benchmark quantities are defined as
ψc =
Pa
Pb
=
2
√∫
φ1>0
pidΩ
Pb
, (78)
yc =
∫
Ω
y 1+φ12 dΩ∫
Ω
1+φ1
2 dΩ
, (79)
vc =
∫
Ω
v 1+φ12 dΩ∫
Ω
1+φ1
2 dΩ
, (80)
where Pa is the perimeter of the circle whose area is identical to the bubble, and Pb is the perimeter of the
bubble. If the bubble is circular, ψc is 1. Otherwise, it is less than 1. The same case was performed in
[26] using the sharp-interface models, where the Level-Set and the Arbitrary-Lagrange-Euler (ALE) methods
were implemented and excellent agreement was reached in the time zone considered. The same benchmark
quantities are available and they are considered as the reference.
Fig.3 and Fig.4 show the results using the balanced-force method and the conservative method, respec-
tively. It is clear that the Phase-Field solution converges to the sharp interface solution (labeled as ’Reference’
in the figures) as the cell size h, as well as the interface thickness η reduces. To quantify the convergence
rate, we compute the L2 errors, i.e, the root mean square of the difference between the Phase-Field and
the sharp-interface solutions, of the three benchmark quantities. The results are listed in Table 5, where
’B-method’ refers to the balanced-force method and ’C-method’ represents the conservative method. There
is no significant difference between the two methods, although the conservative method performs slightly
better, giving smaller errors and faster convergence rates. Overall, both the circularity ψc and the center of
mass converge to their sharp-interface solutions with a rate close to 2nd order, while the convergence rate
of the rising velocity is about 1.5th order, which is slightly slower.
In summary, the numerical solution of the Phase-Field model using either the balanced-force method or
the conservative method converges to the sharp-interface solution, even in a case including large density and
viscosity ratios. The convergence rate is between 1.5th- and 2nd-order.
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Figure 3: Results of the convergence test using the balanced-force method. a) Bubble shape at t = 1, b)
Circularity ψc vs. t, c) Center of mass yc vs. t, d) Rising velocity vc vs. t.
4.1.4 Large-density-ratio advection
We perform the large-density-ratio advection problem to validate the consistency of mass and momentum
transport in the discrete level. The domain considered is [1 × 1] with doubly periodic boundaries. The
material properties, unless otherwise specified, are ρ1 = 10
9, ρ2 = 10
6, and ρ1 = 1 and there is neither
viscosity nor interfacial tension. The cell size h is 1128 , and the time step is ∆t = CFLh, where CFL = 0.1.
All the computations are stopped at t = 1. We set η to be 3h and M0 to be 10
−7. Initially, a circular drop
(Phase 1) with a radius 0.1 is at (0.5, 0.5), surrounded by Phase 2, whose outer interface is an ellipse with
its semi-major axis 0.3 along the y axis and with its semi-minor axis 0.25 along the x axis. Both u and
v are unity everywhere. Based on the analysis in Section 3.5.3, the interface should return to its original
location at t = 1 without any deformation, and the velocity should not be changed, thanks to satisfying the
consistency of mass and momentum transport in the discrete level.
Fig.5 a), c) shows the result from the proposed scheme. It can be observed that the interfaces, as
expected, return to their initial location without any deformation, and all the streamlines are pointing
towards 450. Fig.5 b), d) shows the result from an inconsistent mass flux, i.e., m˜ = ρu. Due to violating the
consistency of mass and momentum transport, the interfaces experienced significant unphysical deformation
and the streamlines are fluctuating. It should be noted that the densities are 1000, 10, and 1 in the case
using the inconsistent mass flux, in order to have a stable solution.
In summary, the proposed scheme satisfies the consistency of mass and momentum transport in the
discrete level.
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Figure 4: Results of the convergence test using the conservative method. a) Bubble shape at t = 1, b)
Circularity ψc vs. t, c) Center of mass yc vs. t, d) Rising velocity vc vs. t.
4.1.5 Horizontal shear layer
We perform the horizontal shear layer problem to validate the consistency of reduction, mass conservation,
momentum conservation, and further to discuss the energy dissipation, in the discrete level. Different layers
of fluids are moving horizontally at different speeds. A vertical velocity perturbation is applied and the fluids
begin to interact with each other. The domain considered is [1×1] and all its boundaries are periodic. We use
[128×128] cells to discretized the domain in default, and the time step is ∆t = CFLh, where h is the cell size
and CFL is 0.1. The material properties, unless otherwise specified, are ρ1 = 50, ρ2 = 10, ρ3 = 1, ρ4 = 0.5,
µ1 = 0.01, µ2 = 0.1, µ3 = 0.05, µ4 = 0.08, σ1,2 = 0.05, σ1,3 = 0.01, σ1,4 = 0.08, σ2,3 = 0.1, σ2,4 = 0.02,
σ3,4 = 0.2. η and M0 are
1
128 and 10
−7, respectively. Initially, Phase 1 is stationary in y0 < y < y2, Phase 2
is in y1 < y < y0, moving from left to right at a unity speed, and Phase 3 moves in the opposite direction,
filling the rest of the domain. Phase 4 is absent, i.e., φ4|t=0 ≡ −1. We set y0 = 0.5, y1 = 0.25, and y2 = 0.75.
This configuration is perturbed by a vertical velocity v|t=0 = δ sin(k0x), where δ = 0.05 and k0 = 2pi.
We first validate the consistency of reduction in the discrete level. As we have shown in Section 3.5.1,
φ4, which is absent at the beginning of the computation, should not appear during the computation, i.e.,
φ4 ≡ −1. In addition, since the 4th phase is absent, the problem considered is actually a three-phase problem,
the result from setting N = 4 and φ4|t=0 = −1 should be the same as that from setting N = 3. Fig.6 a)
shows the time history of the maximum value of |φ4 + 1|. It is clear that φ4 equals to −1 up to round off
error. Fig.6 b) shows the time histories of the kinetic energy EK (=
∑
i,j [eK ]i,j∆x∆y), the free energy EF
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Figure 5: Results of Large-density-ratio advection. a), c) Results from the proposed scheme with densities
ρ1 = 10
9, ρ2 = 10
6 and ρ1 = 1, b), d) Results of the case using the inconsistent mass flux with densities
ρ1 = 10
3, ρ2 = 10 and ρ1 = 1. Blue arrow lines: Streamlines at t = 1, Black dash-dotted lines: Interfaces at
t = 0, Red dashed lines: Interfaces at t = 1, Blue: Phase 1, Yellow: Phase 2.
(=
∑
i,j [eF ]i,j∆x∆y), and the total energy ET (= EK +
1
2EF ) from the 4-phase and 3-phase solutions, and
they are indistinguishable from each other. Fig.6 c) and d) show the snapshots of the three phases at t = 2
from the 4-phase and 3-phase solutions, respectively, and they are identical. The results validate that the
consistency of reduction is satisfied in the discrete level. Instead of applying the proposed scheme, where all
the volume fraction contrasts are solved from their Phase-Field equation, we repeat the 4-phase set-up and
follow the practice in [16], where only φ1, φ2, and φ3 are solved from their Phase-Field equation numerically
and φ4 is obtained from their summation, i.e., φ4 = −2− (φ1 +φ2 +φ3). The result is shown in Fig.7. It can
be observed that Phase 4, which is absent at the beginning, is being generated unphysically, and, therefore,
the consistency of reduction is violated in the discrete level, although the summation of the volume fraction
contrasts, i.e., Eq.(3), is exactly enforced. As discussed in Section 3.3.1, {φ˜p}3p=1 in the convection term of
the Phase-Field equation are computed independently from the WENO scheme. As a result,
∑3
p=1 φ˜p is not
necessarily to be −1. This error contributes to ∑3p=1 φp 6= −1. Consequently, φ4 = −2 − (φ1 + φ2 + φ3)
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Figure 6: Validation of the consistency of reduction. a) The time history of max|φ4 + 1|, b) The time
histories of the kinetic, free and total energies from the 4-phase and 3-phase solutions, c) The snapshot of
the phases at t = 2 from the 4-phase solution, d) The snapshot of the phases at t = 2 from the 3-phase
solution, Blue: Phase 1, Yellow: Phase 2, White: Phase 3.
can be larger than −1. In other words, φ4 is generated numerically. Even though the Phase-Field equation
satisfy the consistency of reduction, its numerical scheme still needs to be carefully designed in order to
preserve this property and, consequently, to avoid generating fictitious phases numerically. Since we have
validated that the proposed scheme satisfies the consistency of reduction, in the rest of this section, we only
use the 3-phase solution.
We next consider the mass conservation in the discrete level. As we have shown in Section 3.6.1, the
total mass, i.e., Mass =
∑
i,j ρi,j∆x∆y, and the summation of individual volume fraction contrasts, i.e.,
Mp =
∑
i,j [φp]i,j∆x∆y, are globally conserved. In addition, Φ (=
∑N
p=1 φp) is (2−N) at every cell, which
avoids generating local void or overfilling. Fig.8 a) and b) show the changes of Mass and Mp, respectively,
and their changes are machine zero. Fig.8 c and d) show the difference of the proposed scheme, Eq.(53), to
the original WENO scheme. Because of the non-linearity of the original WENO scheme, the summation and
the interpolation are not commutable. As a result,
∑N
p=1 ∇˜ · (uφ˜p) is not zero, which results in Φ 6= (2−N).
Besides, the difference between Φ and (2 −N) increases with time, as shown in Fig.8 c). On the contrary,
our proposed scheme, which implements Eq.(53), guarantees Φ to be (2 −N) all the time. Fig.8 d) shows
the spatial distribution of Φ− (2−N) at t = 2. Our scheme guarantees Φ = (2−N) to be satisfied at every
cell, while the original WENO scheme generates local void or overfilling at about one third of the total cells.
The results validate that the mass conservation is satisfied in the discrete level.
We now consider the momentum conservation in the discrete level. As we have shown in Section 3.6.3,
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Figure 7: Results from solving φ1, φ2, and φ3 from their Phase-Field equation numerically and obtaining φ4
from φ4 = −2−(φ1 +φ2 +φ3). a) The time history of max|φ4+1|. b) The time history max|
∑
p φp−(2−N)|.
the momentums Momentumx (=
∑
i,j ρi,jui,j∆x∆y) and Momentumy (=
∑
i,j ρi,jvi,j∆x∆y) are conserved if
the conservative method in Section 3.2.2 is used. However, it is not necessarily true when the balanced-force
method in Section 3.2.1 is implemented. The results in Fig.9 a) and b) confirm our analysis. The momentum
from the balanced-force method increases with time, although it is not significant. For example, the change
of Momentumx is less than 0.04% of its initial value. However, the momentum from the conservative method
doesn’t change with time. Since the difference between the balanced-force method and the conservative
method is at the order of truncation error, the non-conservation of momentum from the balanced-force
method should be reduced under grid refinement, and this is also shown in Fig.9 a) and b). Fig.9 c) and
d) show the snapshots of the three phases from the balanced-force method and the conservative method,
respectively. The difference is very small. We summarize that, in the discrete level, the momentum is
conserved if the conservative method is used, while it is essentially conserved if the balanced-force method
is used.
We finally consider the energy dissipation in the discrete level, which has not been analyzed or discussed
in Section 3 due to its complexity. The Phase-Field model follows the energy law Eq.(25), which states that
the total energy of the multiphase system, without external energy input, should not increase with time, and
we will show through the following numerical experiments that our proposed scheme respects the energy law
in the discrete level.
In the first case, where there is neither viscosity nor interfacial tension, the free energy is zero so the
total energy is the same as the kinetic energy. From the energy law Eq.(25), the total energy, as well as
the kinetic energy, does not change with time. However, in practice, the total energy is decreased due to
numerical dissipation. Fig.10 shows the time histories of the kinetic, free, and total energies. The free
energy is identically zero. The kinetic energy and the total energy are the same. When we refine the cell,
the change of the kinetic energy is reduced, implying that the numerical dissipation is the source of changing
the kinetic energy. The numerical dissipation comes from the backward difference time discretization, the
WENO scheme for the inertia term, and the linearly interpolated pressure gradient term in Eq.(65).
The second case has no viscosity but interfacial tension. From Eq.(25), there is energy transfer between
the kinetic energy and the free energy in this case, while the total energy should decrease. Fig.11 shows
the results from the balanced-force method and the conservative method. Both methods respect the energy
law in the discrete level, i.e., the total energy decreases with time, as shown in Fig.11 a) and b). We can
also observe the energy transfer from the kinetic energy to the free energy due to the deformation of the
initial flat interfaces. In Fig.11 c), although the total energies from the two methods are very close to each
other, the kinetic energy from the conservative method decreases more than the one from the balanced-force
method at a later time. As a result, the free energy from the conservative method increases faster than the
one from the balanced-force method. The difference between the two methods is much less after we refine
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Figure 8: Validation of the mass conservation. a) The time history of the change of Mass, b) The time
histories of the change of Mp, c) The time histories max|Φ − (2 − N)| from the proposed and the WENO
scheme. d) The spatial distributions of Φ− (2−N) at t = 2 from the proposed and the WENO scheme.
the cell size, as shown in Fig.11 d).
The last case considered includes both viscosity and interfacial tension, corresponding to the complete
form of Eq.(25). The results are shown in Fig.12, and Eq.(25) is satisfied in the discrete level by both the
balanced-force method and the conservative method, as shown in Fig.12 a) and b). There is little difference
between the default and the fine grid solutions, implying that the decay of the total energy results from the
physical interaction in the Phase-Field model, instead of numerical dissipation. In addition, the difference
between the two methods is seldom observable in both the default and the find grid solutions, as shown in
Fig.12 c) and d).
In summary, the proposed scheme satisfies the consistency of reduction, mass conservation, energy law in
the discrete level. The momentum, in the discrete level, is conserved when the conservative method is used,
while it is essentially conserved when the balanced-force method is used.
4.1.6 Drop on a surface
We numerically solve a drop on a surface to validate the contact angle boundary condition Eq.(13). Without
considering the gravity, any semi-circular drop, whose radius is R0, on a homogeneous solid wall will finally
reach an equilibrium state that it becomes a circular segment with radius R, height Hd, and spreading length
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Figure 9: Validation of the momentum conservation. a) The time history of the change of Momentumx, b)
The time histories of the change of Momentumy, c) The snapshot of the phases at t = 2 from the balanced-
force method, d) The snapshot of the phases at t = 2 from the conservative method, Blue: Phase 1, Yellow:
Phase 2, White: Phase 3, 256: Results obtained from a finer cell size h = 1256 .
Ld as
R = R0
√
pi/2
θs − cos(θs) sin(θs) , (81)
Hd = R (1− cos(θs)) ,
Ld = 2R sin(θs),
where θs, measured by radian, is the contact angle between the drop and the wall. The derivation of Eq.(81)
is provided in Appendix. We consider three phases appearing in the domain, where Phase 1 is in contact
with the bottom wall, Phase 2 is in contact with the top wall and Phase 3 fills the remaining space of
the domain. Although the equilibrium state does not depend on the material properties of the phases, we
consider significant density and viscosity differences to make the problem more challenging. The material
properties of the phases are ρ1 = 998.209kg/m
3, ρ2 = 870kg/m
3, ρ3 = 1.2041kg/m
3, µ1 = 1.002×10−3Pa · s,
µ2 = 9.15× 10−2Pa · s, µ3 = 1.78× 10−4Pa · s, σ1,2 = 0.04N/m, σ1,3 = 0.0728N/m, σ2,3 = 0.055N/m. Both
the density and viscosity ratios are about 1000. The governing equations are non-dimensionalized by a
density scale 1.2041kg/m3, a length scale 0.04m and an acceleration scale 1m/s2. The domain considered
is [−1, 1] × [0, 0.5] with periodic boundaries at the lateral and no-slip walls at the top and bottom. The
domain is discretized by [200 × 50] cells and the time step is ∆t = 10−4. η and M0 are set to be 0.01 and
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Figure 10: Time histories of the energies in the case without viscosity and interfacial tension, 256: Results
obtained from a finer cell size h = 1256 .
Figure 11: Time histories of the energies in the case without viscosity but with interfacial tension.a) from
the balanced-force method, b) from the conservative method, c) from the cell size h = 1128 , d) from the cell
size h = 1256 . B: The balanced-force method, C: The conservative method, 256: Results obtained from a
finer cell size h = 1256 .
10−7. The contact angles between Phases 1 and 3 at the bottom wall and between Phases 2 and 3 at the
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Figure 12: Time histories of the energies in the case with viscosity and interfacial tension.a) from the
balanced-force method, b) from the conservative method, c) from the cell size h = 1128 , d) from the cell size
h = 1256 . B: The balanced-force method, C: The conservative method, 256: Results obtained from a finer
cell size h = 1256 .
top wall are (450, 1350), (1200, 600), and (750, 1050). Initially, the centers of Phases 1 and 2 are at (−0.5, 0)
and (0.5, 0.5), respectively, and both of them are semi-circular with radius R0 = 0.2.
Fig.13 shows the heights and the spreading lengths obtained from the numerical solutions under different
contact angles, along with the exact solution from Eq.(81). Our numerical results agree well with the exact
solution. Fig.14 shows the initial and final shapes of the drops, along with the circular segments determined
from Eq.(81). The interfaces between Phases 1 and 3 and between Phases 2 and 3 overlap onto the circular
segments, which are the exact shapes of the drops. The proposed scheme is able to include the effect of
contact angle accurately even there are significant contrasts of material properties.
4.1.7 Floating liquid lens
We perform the floating liquid lens problem to validate the N -phase model. A liquid drop (Phase 2) is
floating on the interface between Phase 1 at the bottom and Phase 3 at the top. Because the forces are
imbalanced at the triple points of the three phases, the drop is stretched horizontally while compressed
vertically and finally reaches its equilibrium state. If there is no gravity, we can derive an exact solution
based on the force balance at the triple points, the normal stress balance at the interfaces, and the volume
conservation. Details of the derivation are provided in the Appendix. If the gravity is dominant, asymptotic
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Figure 13: Shape of a drop on a surface. a) Heights vs. contact angle, b) Spreading lengths vs. contact
angle.
Figure 14: Initial and final shapes of the drops on a surface. a) Initial shape, b) Final shape with contact
angles (450, 1350), c) Final shape with contact angles (1200, 600), and d) Final shape with contact angles
(750, 1050). Blue: Phase 1, Yellow: Phase 2, White: Phase 3. Red dotted line: Exact shape of Phase 1,
Orange dash-dotted line: Exact shape of Phase 2.
analyses from Langmuir and de Gennes [39, 11] give the final thickness of the drop as
ed =
√
2(σ2,3 + σ1,2 − σ1,3)ρ1
ρ2(ρ1 − ρ2)|g| . (82)
The material properties are ρ1 = 998.207kg/m
3, ρ2 = 557kg/m
3, ρ3 = 1.2041kg/m
3, µ1 = 1.002×10−3Pa · s,
µ2 = 9.15 × 10−2Pa · s, µ3 = 1.78 × 10−5Pa · s, σ1,2 = 0.04N/m, σ1,3 = 0.0728N/m, σ2,3 = 0.055N/m. The
density and viscosity ratios are about 1000 and 5000. We consider three different gravitational accelerations
whose magnitudes are 0, 5, 9.8m/s2, and their directions are pointing downward. The governing equations
are non-dimensionalized by a density scale 1.2041kg/m3, a length scale 0.04m and a acceleration scale 1m/s2.
The domain considered is [−1, 1] × [0, 0.8] with periodic boundaries at the lateral and no-slip walls at the
top and bottom. The domain is discretized by [201 × 81] cells and the time step is ∆t = 10−5. η and M0
are set to be 0.01 and 10−7. Initially, a circular drop (Phase 2) of a radius 0.2 is at (0, 0.4), floating on the
horizontal interface between Phases 1 and 3 at y = 0.4.
Fig.15 shows the final thickness of the drop (Phase 2) with respect to the magnitude of gravity, along with
the exact solution for zero gravity and with the asymptotic solution Eq.(82). Our numerical results match
both the exact and asymptotic solutions in two limits very well. Fig.16 shows the initial and final shapes of
the three phases. When there is no gravity, the drop becomes a combination of two circular segments, which
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Figure 15: Final thickness of the drop vs. gravity in the floating liquid lens problem.
Figure 16: Initial and final shapes of the three phases in the floating liquid lens problem. a) Initial shape,
b) Final shape with |g| = 0, c) Final shape with |g| = 5, and d) Final shape with |g| = 9.8. Blue: Phase 1,
Yellow: Phase 2, White: Phase 3. Red dash-dotted lines: Exact solution for |g| = 0.
agrees well with the exact solution. As gravity increases, the drop is horizontally elongated and vertically
compressed The proposed model and scheme are able to reproduce the N -phase dynamics.
4.2 Applications
In this section, three cases are performed to demonstrate the capability of the proposed model and scheme
dealing with realistic multiphase problems. The first two cases are the three-phase Rayleigh-Taylor instability
problem and the three-phase dam break problem. Both of these two cases are modified from the corresponding
two-phase ones, which are the benchmark cases for two-phase flows. The early dynamics of the two cases
can be considered as a combination of two independent two-phase problems, so we can compare our three-
phase results to the corresponding two-phase ones in the literature. The long-time dynamics of the two
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Figure 17: Locations of the interface between Phases 2 and 3 in the three-phase Rayleigh-Taylor instability
problem.
cases includes strong interactions among different phases and as a result, the evolution of the three phases
becomes highly sophisticated. The last case is the three-phase rising bubble with moving contact lines,
where additional complexity comes from the contact angle boundary condition, besides the large density and
viscosity ratios. In this section, we use η = 0.01 and M0 = 10
−7, unless otherwise specified.
4.2.1 Three-phase Rayleigh-Taylor instability
We consider a three-phase Rayleigh-Taylor instability problem, where the heaviest phase (Phase 1), stays
on the top of Phase 2, whose density is in the middle. At the bottom, there is the lightest phase (Phase
3). The Atwood number between Phases p and q is defined as Atp,q =
ρp−ρq
ρp+ρq
. The domain of interest is
1× 6. Its left and right boundaries are periodic while the top and bottom boundaries are free-slip. We use
128 × 768 cells to discretize the domain and the time step is ∆t = 10−3. The densities of the fluids are
ρ1 = 4.5, ρ2 = 3, ρ3 = 1, and their dynamic viscosities are all 10
−3. As a result, we have At1,2 = 0.2 and
At2,3 = 0.5. The pairwise interfacial tensions are σp,q = 10
−12, p 6= q. The gravity is pointing downward
with unity magnitude, i.e., g = {0,−1}. Initially, the flow is stationary, and the interface between Phases 1
and 2 is at y = 4 and that between 2 and 3 is at y = 2. A horizontal sinusoidal perturbation is applied to
both of the interfaces, whose amplitude is 0.1 and wavelength is 2pi.
Since the interfaces are initially far away separated, there is no interaction between them at the beginning
of the simulation. As a result, we can compare the locations of the interface between Phases 2 and 3 at the
center and at the lateral edge of the domain to the two-phase results, where the Atwood number At is 0.5,
by Tryggvason [68], Guermond and Quartapelle[22], Ding et al. [12], Huang et al. [24] and Huang et al.
[25]. The comparisons are shown in Fig.17, and the present results under a three-phase set up are almost
indistinguishable from the published ones under a two-phase setup. The evolution of the three phases is
presented in Fig.18 up to t = 10. Before t = 5, the three-phase dynamics is not observed, and the interfaces
between Phases 1 and 2 and between Phases 2 and 3 evolve like two independent Rayleigh-Taylor instability
problems with At = 0.2 at the top and with At = 0.5 at the bottom. The configurations of the individual
interfaces are almost identical to those reported in [12, 24, 25] where only two phases were considered. Phase
2 moves downward faster than Phase 1 because the Atwood number between Phases 2 and 3 is larger than
that between Phases 1 and 2. We can observe multiple drops and filaments being generated from Phase
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Table 6: Material properties of water, air, and oil.
2 before it reaches the bottom of the domain. After t = 5, the three-phase dynamics begins. Phase 2
accumulates at the bottom of the domain, and then moves upward along the lateral edge of the domain. A
channel of Phase 2 is built up in the middle of the domain and Phase 1 tries to move downward along this
channel. As a result, the configuration of the interface between Phases 1 and 2 is shrunk compared to the
two-phase one in [24]. Phase 1 gradually fills up the middle channel, along with complex instability patterns
resulting from its complex interactions with other phases. Since Phase 1 is the heaviest, it takes the place of
Phase 2 at the bottom and the lateral edge of the domain at the end of the simulation. As a result, Phase 2
is pushed to aggregate between the middle and lateral columns of Phase 1. The long-time dynamics of this
problem is highly sophisticated because of the strong interactions between different phases.
4.2.2 Three-phase dam break
We consider a three-phase dam break problem, where water (Phase 1), oil (Phase 2), and air (Phase 3)
interact with each other. Their material properties are listed in Table 6, where the maximum density and
viscosity ratios are about 830 and 5000, respectively. The domain considered is [8a × 2a], where a is the
initial height of the water and oil columns. All the domain boundaries are no-slip. The governing equations
are non-dimensionalized with a density scale 1.204kg/m3, a length scale a = 0.05715m and an acceleration
scale 9.8m/s2. The domain is discretized by [512× 128] cells and the time step is ∆t = 5 × 10−4. Initially,
the water column is at the left of the domain while the oil column is at the right, and the flow is stationary.
Because of gravity, both the water and oil columns will collapse. Since the water and oil are initially
separated far enough, the motion of the water should not be interfered with by that of the oil at the beginning
of the dynamics. Thus, we can compare the locations of the front Z and the height H of the water column
to the experimental measurements by Martin and Moyce [43] and to the two-phase (water-air) results by
Huang et al. [25]. We calibrated the data by setting Z = 1.44 at t = 0.8 and H = 1 at t = 0, like those in
[43]. The comparisons are shown in Fig.19, and the present results not only agree well with the experimental
measurements but also are almost the same as the two-phase solution. The evolution of the three phases
is shown in Fig.20 up to t = 10. At the beginning, both the water (Phase 1) and oil (Phase 2) columns
collapse toward the center of the domain, like two independent two-phase problems. Since the water is about
a hundred times less viscous than the oil, the water front moves faster than the oil front. When the two
fronts meet together, the oil front is squeezed upward, and the water moves below the oil, with some amount
of air trapped by the water and oil. The oil is then pushed backward to the right wall. In the meantime,
the squeezed oil front collapses again onto the water, breaking up into small droplets and filaments, and as
a result, the trapped air is released. The interactions between the water, oil, and air are very strong and
sophisticated in the long-time dynamics of the problem.
4.2.3 Three-phase rising bubble with moving contact lines
We consider a three-phase rising bubble problem with moving contact lines, where an air bubble is surrounded
by an oil drop, inside a water tank. The buoyancy effect drives both the air bubble and the oil drop
to move upward. After they touch the top wall of the water tank, contact lines between the fluids and
the wall are formed and they begin to slide along the wall. The material properties of the fluids are
identical to those in Section 4.2.2, i.e., in Table 6. The governing equations are non-dimensionalized by a
density scale 1.204kg/m3, a length scale 0.01m, and an acceleration scale 1m/s2. The domain considered is
[−0.5, 0.5]× [0, 1.5] and its boundaries are all no-slip. We use [100× 150] cells to discretize the domain and
the time step is ∆t = 2.5 × 10−5. Initially, the flow is stationary. Both the air bubble and the oil drop are
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circular, whose centers are at (0, 0.5). Their radii are 0.15 and 0.3, respectively. We consider three different
sets of contact angles at the top wall, which are θT1,2 = θ
T
2,3 =
pi
2 in the first case, θ
T
1,2 =
pi
2 , θ
T
2,3 =
2pi
3 in the
second case, and θT1,2 =
pi
6 , θ
T
2,3 =
2pi
3 in the last case. The evolutions of the three phases of the three cases
are shown in Fig.21, Fig.22, and Fig.23, respectively, up to t = 2.5.
There is no significant difference among Fig.21, Fig.22, and Fig.23 before t = 1.8. This makes sense
since the contact angle boundary condition should only influence the dynamics close to the top wall. At
the beginning, the air bubble moves upward, relative to the oil drop, driven by the buoyancy effect. The
drag introduced by the relative motion between the air bubble and the oil drop, along with the buoyancy
effect between the oil and the water, drives the oil drop moving upwards. Since the density contrast between
the air and the oil is much larger than that between the water and the oil, the motion of the air bubble is
more pronounced, and as a result, the air bubble crosses the water-oil interface. After that, the triple points
between the air, oil, and water is formed, and the three phases gradually reach an equilibrium configuration.
This equilibrium configuration keeps moving upward without observable deformation until the air bubble
touches the top wall. After touching the top wall, the air bubble quickly spreads along the top wall and is
further compressed along the vertical direction because of the rising motion of the oil drop. The difference
among the three cases begins with the oil drop touching the top wall, i.e., right after t = 1.8, since the
contact angle between the water and oil at the top wall varies from case to case. In Fig.21 and Fig.22, the
spread length of the oil drop is larger than that of the air bubble, the compressed air bubble is relaxed. In
Fig.23, the spreading length of the oil drop is very close to that of the air bubble, and the relaxation of the
air bubble is not obvious. Finally, both the air bubble and the oil drop stay at the top wall with the assigned
contact angles.
5 Conclusions and future works
In the present study, we consider the incompressible multiphase flows, where there can be an arbitrary
number of immiscible phases appearing simultaneously, each phase has its own density and viscosity, and
each pair of phases has an interfacial tension at their interfaces and a contact angle at a wall. A phase-field
model for this kind of problem is proposed. A set of volume fraction contrasts, as the order parameters of
the Phase-Field model, is used to indicate the locations of individual phases. Their governing equations are
reformulated in conservative forms from those in [16] and the effects of contact angles are incorporated by the
contact angle boundary conditions [15]. Both the governing equations and boundary conditions satisfy the
consistency of reduction, which is important to avoid generating fictitious phases. To appropriately couple
the Phase-Field equation with the momentum equation, two additional consistency conditions, which are the
consistency of mass conservation and the consistency of mass and momentum transport, are applied to derive
the mass flux in the momentum equation. These three consistency conditions are extended to multiphase
flows from the two-phase one [25]. Thanks to satisfying the consistency conditions, the surface force in the
momentum equation, which models the interfacial tensions, is derived from the energy law stating that the
total energy of the multiphase system does not increase without any external energy input. Besides, the
surface force is shown to satisfy the consistency of reduction. The resulting momentum equation conserves
the momentum even including the surface force, and correctly reproduces the single-phase dynamics inside
bulk-phase regions, in addition to satisfying the consistency conditions. The mass conservation of individual
phases is satisfied by the Phase-Field equation.
The numerical scheme for the proposed Phase-Field model is developed and its properties in the discrete
level are carefully analyzed. The formal order of accuracy of the proposed scheme is 2nd-order in both time
and space. We show that the proposed scheme honors the consistency of reduction, the consistency of mass
conservation, and the consistency of mass and momentum transport in the discrete level. To preserve the
consistency of reduction while satisfying the summation of the order parameters, we propose a correction step
including a gradient-based phase selection, after computing the convection fluxes in the Phase-Field equations
using a non-linear scheme. This procedure is valid for both linear and non-linear schemes, and eliminate
exactly any generation of fictitious phases, local void, or overfilling. In addition, inside each bulk phase, the
fully-discretized momentum equation recovers the fully-discretized incompressible Navier-Stokes equation
with the corresponding density and viscosity of that phase. After considering the consistency conditions,
the mass and momentum conservations of the scheme are analyzed. The proposed scheme satisfies the mass
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conservations of the multiphase fluid mixture and of individual fluid phases. The momentum conservation
in the discrete level is also satisfied by the proposed scheme without interfacial tensions. If the interfacial
tensions are included, the property of momentum conservation depends on the method to discretize the
surface force. Two methods, which are the balanced-force method and the conservative method, are proposed
to discretize the surface force. We show that the momentum is conserved by using the conservative method,
while it is essentially conserved by using the balanced-force method.
A series of numerical experiments are performed to validate all the aforementioned properties of the
scheme, and the numerical results are consistent with our analyses. In addition, a numerical study is
performed to show that the numerical solution of the proposed Phase-Field model converges to the sharp
interface solution with a convergence rate between 1.5th- and 2nd-order. This is held no matter using
the balanced-force method or the conservative method for the surface force. The performances of the
balanced-force method and the conservative method on the numerical force balance are evaluated by the
steady drop problem. Although the spurious currents generated by the two methods converge to zero during
grid refinement, the balanced-force method gives a smaller spurious current and faster convergence rate.
An example is given in the large-density-ratio advection problem to show the significance of honoring the
consistency conditions in the discrete level. The physical result is well reproduced by our scheme even with
an extremely large density ratio. However, violating the consistency conditions results in unphysical velocity
fluctuations and finally triggers numerical instability. In the horizontal shear layer problem, we demonstrate
the possibility of generating fictitious phases numerically using a reduction-inconsistent scheme, although
the proposed model satisfies the consistency of reduction. In addition, we also show that using the WENO
scheme results in a more and more significant local void or overfilling as the computational time goes
on. On the contrary, our scheme eliminates any fictitious phases, voids, or overfilling. The momentum is
conserved with the conservative method while it is not the case with the balanced-force method for the
surface force. However, the non-conservation introduced by the balanced-force method is very small and is
reduced after grid refinement. Although it is not shown in the analyses, our numerical results indicate that
the proposed scheme honors the energy law in the discrete level. The total energy of the multiphase system,
which includes the kinetic energy and the free energy, doesn’t increase with time no matter whether there
is viscosity. The conservative method performs better in the inviscid case when the grid is coarse, while the
difference between the two methods is not significant in the fine-grid solution. In the viscous case, there is
no observable difference between the two methods even when the coarse grid is used. In conclusion, both
the balanced-force method and the conservative method are practical and effective for multiphase flows.
Two more cases, i.e., the drop on a surface problem and the floating liquid lens problems, are performed to
validate the multiphase contact angle boundary condition and Phase-Field model, respectively. Our results
match both the exact sharp interface solution and the asymptotic analysis very well. We apply the proposed
model and scheme to the three-phase Rayleigh-Taylor instability and dam break problems. Our results in the
early dynamics agree well with the published two-phase numerical results and experimental measurements.
The interface configuration is far more complicated than the two-phase one due to the strong interactions
among different phases in the long-time dynamics. The final example is the three-phase rising bubble with
moving contact lines, where the contact angle casts additional complexity, besides large density and viscosity
ratios.
In the present study, we consider the Phase-Field equation proposed in [16] for its comprehensive form
and its faithfulness to physical constraints. The procedure of applying the consistency conditions to couple
the Phase-Field and momentum equations in Section 2.3.1, and the resulting formula of the mass flux Eq.(20)
are general and directly applicable to other multiphase Phase-Field equations, e.g., in [4, 5, 31, 6, 32, 41, 33,
77, 76, 13, 14, 15], as long as the Phase-Field equation can be written in a conservative form. Our numerical
practices indicate that not only the physical properties of the model but also preserving those properties,
especially the consistency conditions, by the scheme is important. Otherwise, unphysical behaviors of the
numerical solution can be easily generated. For a clear presentation, the schemes and analyses are reported
in two dimensions. Extension to higher dimensions is straightforward. The analyses are still valid, and,
therefore, the properties of the scheme won’t be changed. Due to a lack of parallelization, we defer three-
dimensional results in future studies.
In summary, the dynamics of multiphase flows is more complicated than the two-phase one due to strong
interactions among different phases. The proposed Phase-Field model provides a practical and convenient
way to model this kind of problem. The proposed scheme, which preserves many physical properties of the
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multiphase incompressible flows in a discrete sense, is robust, accurate, and applicable to studying various
multiphase dynamics even when there are large differences of material properties.
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Appendix
Equivalence between the proposed model and the model in [16]
In this section, we show that the momentum equation Eq.(15), derived from the consistency conditions and
the energy law in Section 2.3, is equivalent to that in [16] in the continuous level.
The Phase-Field model for multiphase flows of N immiscible incompressible fluids, proposed in [16], is
summarized in the following:
∂Cp
∂t
+ u · ∇Cp =
N∑
q=1
∇ · (MCp,q∇ξCq ), (83)
ρ
(
∂u
∂t
+ u · ∇u
)
+ J · ∇u = −∇P +∇ · [µ(∇u+∇uT )]+ ρg + fCs , (84)
where
MCp,q =
{ −4MC0 CpCq, p 6= q
4MC0 Cp(1− Cq), p = q , (85)
ξCp =
N∑
q=1
λCp,q
[
1
η2
(g′(Cp)− g′(Cp + Cq)) +∇2Cq
]
, (86)
λCp,q =
3√
2
σp,qη (87)
g(C) = C2(1− C)2, (88)
J = −
N∑
p,q=1
ρpM
C
p,q∇ξCq , (89)
fCs =
N∑
p,q=1
∇ · (λCp,q∇Cp ⊗∇Cq) . (90)
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The model in [16] chooses the volume fractions {Cp}Np=1 as the order parameters. The corresponding free
energy density is
eCF =
N∑
p,q=1
λCp,q
2
[
1
η2
(g(Cp) + g(Cq)− g(Cp + Cq))−∇Cp · ∇Cq
]
. (91)
From Section 2.2, we have the following equalities: ξp = ξ
C
p , Mp,q = 2M
C
p,q, λp,q = λ
C
p,q/2, g1(φp) = 4g(Cp),
g′1(φp) = 2g
′(Cp), g2(φp + φq) = 4g(Cp + Cq), g′2(φp + φq) = 2g
′(Cp + Cq), and eF = 2eCF .
The differences between the momentum equations Eq.(15) and Eq.(84) are on their left-hand sides (LHS)
and on their surface forces. We first consider the left-hand sides (LHS) of the equations. The mass flux
defined in Eq.(20) can be rewritten as
m =
N∑
p=1
ρp
2
(u+mφp) =
N∑
p=1
ρp
2
(
u+ uφp −
N∑
q=1
Mφp,q∇ξφq
)
=
N∑
p=1
ρp
1 + φp
2
u−
N∑
p,q=1
ρpM
C
p,q∇ξCq = ρu+ J, (92)
by using Eq.(4), Eq.(89), ξp = ξ
C
p , and Mp,q = 2M
C
p,q. As a result, the left-hand side (LHS) of Eq.(15) can
be rewritten, by using Eq.(18) and Eq.(92), as
∂(ρu)
∂t
+∇ · (m⊗ u) = ρ∂u
∂t
+m · ∇u = ρ
(
∂u
∂t
+ u · ∇u
)
+ J · ∇u, (93)
which is the same as the left-hand side (LHS) of Eq.(84).
Next, we derive the relationship between the surface forces fCs Eq.(90) and fs Eq.(26). Beginning with
Eq.(90), fCs can be rewritten as
fCs =
N∑
p,q=1
∇ · (λCp,q∇Cp ⊗∇Cq) =
N∑
p,q=1
λCp,q∇2Cp∇Cq +
N∑
p,q=1
λCp,q
2
∇(∇Cp · ∇Cq) (94)
=
N∑
p,q=1
λCp,q∇2Cq∇Cp +
N∑
p,q=1
λCp,q
2
∇(∇Cp · ∇Cq)
+
N∑
p,q=1
λCp,q
1
η2
∇g(Cp)−
N∑
p,q=1
1
2
λCp,q
1
η2
∇g(Cp)−
N∑
p,q=1
1
2
λCp,q
1
η2
∇g(Cq)
+
N∑
p,q=1
λCp,q
2
1
η2
∇g(Cp + Cq)−
N∑
p,q=1
λCp,q
1
η2
g′(Cp + Cq)∇Cp
=
N∑
p,q=1
λCp,q
[
1
η2
(g′(Cp)− g′(Cp + Cq)) +∇2Cq
]
∇Cp
−∇
N∑
p,q=1
λCp,q
2
[
1
η2
(g(Cp) + g(Cq)− g(Cp + Cq)) +∇Cp · ∇Cq
]
=
N∑
p=1
ξCp ∇Cp −∇eCF =
1
2
N∑
p=1
ξp∇φp −∇eF
2
= fs −∇eF
2
,
by using λCp,q = λ
C
q,p, ξp = ξ
C
p , eF = 2e
C
F , Eq.(86), Eq.(91), Eq.(2), and Eq.(26). The gradient term ∇ eF2 in
Eq.(94) can be absorbed in to the pressure term, and, as a result, the right-hand sides (RHS) of Eq.(84) and
of Eq.(15) are equivalent.
Therefore, the momentum equations Eq.(15), proposed in the present work, and Eq.(84), proposed in
[16], are equivalent in the continuous level.
With the help of Eq.(94), it can be shown that
fs −∇eF
2
=
N∑
p,q=1
∇ · (λCp,q∇Cp ⊗∇Cq) =
1
2
N∑
p,q=1
∇ · (λp,q∇φp ⊗∇φq). (95)
Therefore, fs in Eq.(26) is equivalent to
1
2
∑N
p,q=1∇ · (λp,q∇φp ⊗∇φq).
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Equilibrium solution of a drop on a homogeneous flat surface
At the equilibrium state, the free energy of a drop placed on a homogeneous surface is minimized. In other
words, the area (or the length in 2D) of the drop interface should be minimized under the volume constraint
(or the area constraint in 2D) and the contact angle constraint. As a result, in 2D, the equilibrium shape of
the drop is a circular segment, which intersects the homogeneous flat surface with the given contact angle,
and the enclosed area is the same as the initial one. As illustrated in Fig.24, the area enclosed by the circular
segment is
Sd = R
2
d (θs − sin(θs) cos(θs)) , (96)
where Rd is the radius of the circular segment and θs is the contact angle between the drop and the surface.
The area constraint requires that Sd =
pi
2R
2
0, where R0 is the radius of the initial semi-circular drop. Thus,
we can obtain
Rd = R0
√
pi/2
θs − sin(θs) cos(θs) . (97)
Once Rd is found by given R0 and θs, the height and the spreading length of the equilibrium drop can be
computed as
Hd = Rd (1− cos(θs)) , (98)
Ld = 2Rd sin(θs). (99)
Equilibrium solution of the floating liquid lens
At the equilibrium state, the free energy of the floating lens is minimized. In other words, the area (or the
length in 2D) of the drop interface should be minimized under the volume constraint (or the area constraint
in 2D), the force balance at the triple points, and the normal stress balance at the interfaces. As a result,
in 2D, the equilibrium shape of the drop is a combination of two circular segments, which satisfies the
aforementioned constraints. As illustrated in Fig.25, the drop, called Phase 2, has an initial radius R0, the
interfacial tensions between Phases 1 and 2, Phases 1 and 3, and Phases 2 and 3 are σ1,2, σ1,3, and σ2,3,
respectively. When the drop reaches its equilibrium shape, the radius of the upper circular segment is R2,3
and the angle between the circular segment and the horizontal line is θ2,3, while they are denoted by R1,2
and θ1,2 for the lower circular segment.
First, we consider the force balance at the triple points, which are
σ2,3 cos(θ2,3) + σ1,2 cos(θ1,2) = σ1,3 (100)
σ2,3 sin(θ2,3) = σ1,2 sin(θ1,2),
and its solutions for θ1,2 and θ2,3 are
θ1,2 = cos
−1
(
σ21,3 + σ
2
1,2 − σ22,3
2σ1,2σ1,3
)
, (101)
θ2,3 = sin
−1
(
σ1,2
σ2,3
sin(θ1,2)
)
.
Second, we can compute the areas of the two circular segments as
S1,2 = R
2
1,2 (θ1,2 − sin(θ1,2) cos(θ1,2)) (102)
S2,3 = R
2
2,3 (θ2,3 − sin(θ2,3) cos(θ2,3)) .
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The area constraint requires that
S1,2 + S2,3 = piR
2
0. (103)
Third, the normal stress balances at the upper and lower circular segments are considered. By applying the
Young-Laplace Law at the two circular segments, we have
σ1,2
R1,2
= p1,2 = pdrop = p2,3 =
σ2,3
R2,3
, (104)
where p1,2 is the pressure inside the drop and right beside the lower circular segment, p2,3 is the pressure
inside the drop and right beside the upper circular segment, and pdrop is the pressure inside the drop. By
combining the area constraint and the normal stress balances, R1,2 and R2,3 are obtained, i.e.,
R2,3 = R0
√
pi
(θ2,3 − sin(θ2,3) cos(θ2,3)) + (σ1,2σ2,3 )2(θ1,2 − sin(θ1,2) cos(θ1,2))
(105)
R1,2 = R2,3
σ1,2
σ2,3
.
Finally, it’s straightforward to obtain the equilibrium thickness of the drop,
ed = R2,3 (1− cos(θ2,3)) +R1,2 (1− cos(θ1,2)) (106)
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Figure 18: Evolutions of the three phases in the three-phase Rayleigh-Taylor instability problem. From left
to right, top to bottom, t is 0.00, 0.50, 0.75, 1.00...10.00. Blue: Phase1, Yellow: Phase2, and White: Phase3.
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Figure 19: The location of front and height of the water column in the three-phase dam break problem. a)
Location of the front Z vs. t, and b) location of the height H vs. t.
Figure 20: Evolution of the three phases in the three-phase dam break problem. From left to right, top to
bottom, t is 0.00, 0.50, 0.75, 1.00...10.00. Blue: Water, Yellow: Oil, and White: Air.
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Figure 21: Evolution of the three phases in the three-phase rising bubble with moving contact lines, where
θT1,2 =
pi
2 , θ
T
2,3 =
pi
2 . From left to right, top to bottom, t is 0.00, 0.3, 0.4, 0.5...2.5. Blue: Air, Yellow: Oil, and
White: Water.
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Figure 22: Evolution of the three phases in the three-phase rising bubble with moving contact lines, where
θT1,2 =
pi
2 , θ
T
2,3 =
2pi
3 . From left to right, top to bottom, t is 0.00, 0.3, 0.4, 0.5...2.5. Blue: Air, Yellow: Oil,
and White: Water.
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Figure 23: Evolution of the three phases in the three-phase rising bubble with moving contact lines, where
θT1,2 =
pi
6 , θ
T
2,3 =
2pi
3 . From left to right, top to bottom, t is 0.00, 0.3, 0.4, 0.5...2.5. Blue: Air, Yellow: Oil,
and White: Water.
Figure 24: Schematic of a drop on a homogeneous flat surface.
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Figure 25: Schematic of a floating liquid lens.
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