We investigate the numbers d k of all (isomorphism classes of) distributive lattices with k elements, or, equivalently, of (unlabeled) posets with k antichains. Closely related and useful for combinatorial identities and inequalities are the numbers v k of vertically indecomposable distributive lattices of size k. We present the explicit values of the numbers d k and v k for k < 50 and prove the following exponential bounds:
Vertical decompositions and additive functions
For the enumeration of classes of finite posets or lattices, so-called ordinal resp. vertical decompositions are of particular use (see, for example, [6, 7] ). Roughly speaking, ordinal and vertical summation consists of placing the posets "above" each other, perhaps identifying extremal elements. As we are mainly interested in unlabeled (i.e. isomorphism classes of) posets and lattices, it suffices here to give the formal definitions only for sufficiently disjoint ground sets: The ordinal sum of two posets P 1 = (X 1 , 1 ) and P 2 = (X 2 , 2 ) with (o) X 1 ∩ X 2 = ∅ can be defined as P 1 ⊕ P 2 = (X 1 ∪ X 2 , ), where x y ⇐⇒ x 1 y or x 2 y or (x, y) ∈ X 1 × X 2 .
Although this is also defined for lattices, one rather considers the vertical sum in that case, where the only difference to the former is that now the top element 1 of the lower summand and the bottom element ⊥ 2 of the upper summand are identified instead of becoming neighbours: If L 1 = (X 1 , 1 ) and L 2 = (X 2 , 2 ) are lattices with (v) X 1 ∩ X 2 = { 1 } = {⊥ 2 }, their vertical sum can be formally defined as the lattice L = (X 1 ∪ X 2 , ) with as above. The ordinal [vertical] sum of two isomorphism classes is of course the isomorphism class of the sum of two representatives that fulfill (o) [(v For graph theorists it may be of interest that the ordinal decomposition of a poset into indecomposable summands corresponds to the partition of the incomparability graph into connected components. By Birkhoff's Theorem [3] , the unlabeled finite posets are in one-to-one correspondence with the homeomorphism classes of finite T 0 spaces [1] and also with the unlabeled finite distributive lattices, by assigning to each poset P its topology (hence distributive lattice) A(P ) of all lower sets (also known as downsets, decreasing sets, lower segments, order ideals). On the other hand, the latter are just the complements of upper sets (also known as upsets, increasing sets, upper segments, order filters), and each upper, resp. lower set is generated by a unique antichain (in the finite case). Therefore, the cardinalities of the following entities are counted by the same number d k :
-unlabeled distributive lattices with k elements, -non-homeomorphic T 0 spaces with k open (closed) sets, -unlabeled posets with k antichains (upper sets, lower sets).
The above one-to-one correspondence does not preserve ordinal sums, but instead sends the ordinal sum of P and Q to the vertical sum of A(P ) and A(Q). Therefore, the same symbol v k may denote the number of all -vertically indecomposable unlabeled distributive lattices with k elements, From Lemma 1, we infer immediately (cf. [6, 7] ):
Corollary 2
The numbers v k are related to the numbers d k by
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A useful representation of finite distributive lattices
We shall use a special case of A. Day's "doubling construction" [4] , generating larger lattices from given ones. Let D = (k, ), be a distributive lattice of height n, where we adopt the usual set-theoretic definition of natural numbers k = {0, 1, . . . , k −1}. Consider an element z ∈ D and the principal filter I = ↑z := {d ∈ D : z d}. Let ψ : I ↑ → I be the unique isomorphism from the distributive lattice I ↑ with underlying set {k, . . . , k+|I|−1} onto I such that ψ is strictly increasing with respect to the usual order on the natural numbers. Define the order relation ↑ on k + |I| by . This construction reflects the extensions of the corresponding poset P of ∨-irreducible (equivalently: ∨-prime) elements by one new maximal point n (see [5] ): the join map from A(P ) to D is an isomorphism, and for any Z ∈ A(P ), there is a unique poset P ∪ {n} containing P as a subposet such that n becomes a maximal element generating the principal ideal Z ∪ {n}. Now, the above isomorphism extends to one between A(P ∪ {n}) and D ↑z where z = Z.
. Since every poset of size n + 1 arises from one of size n by the one-point extension process described above, every finite distributive lattice with more than one element is isomorphic to one of the form D ↑z. Directly, this can also be seen as follows. Any ∧-prime element x in a finite distributive lattice E has a unique cover u, and there is a least element y not dominated by x. This y, henceforth denoted by u \ x, in turn is ∨-prime and covers a unique element z. The intervals [z, x] and [y, u] of E are isomorphic via transposition:
Moreover, E is the disjoint union of ↓ x = {e ∈ E : e x} and ↑y = {e ∈ E : y e}. Now, it is easy to verify that if x is a coatom in E and D is the principal ideal ↓x then the whole lattice E is isomorphic to D ↑z.
This observation makes it possible to generate any finite distributive lattice up to isomorphism by a finite number of "doublings" of principal filters.
Theorem 3 Every distributive lattice (D, ) of finite cardinality k > 1 and height n is isomorphic to a lattice of the form
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Thus, we see that D is uniquely determined, up to isomorphism, by the sequence ϕ(z 1 ), . . . , ϕ(z n ). Without loss of generality, let ϕ be the identity map. Finally, we show that the sequence 0 = z 1 , . . . , z n is increasing. Assume i < j but z j < z i . Since z j is covered by y j and y j
£
Notice that in the above theorem several different sequences (e.g. (0, 0, 1) and (0, 0, 2)) may describe the same isomorphism type, and that not every increasing sequence (z 1 , . . . , z n ) ∈ k n corresponds to a distributive lattice. For example, it is not difficult to see that the construction yields the following inequality: The previous construction may be used to generate a set of representatives (coded by finite sequences of natural numbers) for the isomorphism classes of finite distributive lattices with at least two elements. Define recursively such representative d-sequences as follows. The empty sequence is a representative d-sequence (for the 2-element chain).
is minimal among all z for which D ↑z is isomorphic to D ↑z n . By our earlier remarks on the doubling construction, this selects from each isomorphism class of finite distributive lattices one representative which is coded by the (increasing) sequence (z 2 , . . . , z n ). Indeed, if D is any distributive lattice of height n and size k then D is isomorphic to D 0 ↑ z 1 ↑ . . . ↑ z n for some sequence(s) of natural numbers z 1 = 0, z 2 , . . . , z n . Taking the lexicographically smallest among these sequences, one obtains a representative d-sequence (proof by induction, using the unique extensions of isomorphisms from
. Similarly, one checks that different representative d-sequences represent non-isomorphic lattices. Figures 1 and 2 show how all distributive lattices with 8 elements or height 4 arise in this way, the vertically indecomposable ones being framed by bold lines.
A second ordinal decomposition of a poset
In this section we need a notion of canonicity adopted from [8, 9] which is useful for various kinds of ordered structures. For the sake of consistency with the forerunners, we prefer here a downward numbering of elements. Of course, an upward numbering would work as well.
Here, an n-poset is a poset P with underlying set n = {0, . . . , n − 1}. We write i ≺ j if j is a cover of i in P and define the weight
Since a finite poset is uniquely determined by its covering relation, the map P → w P is injective. Let P, Q be n-posets. Then we say that w P is (lexicographically) smaller than w Q if there is an i n − 1 such that w P (i) < w Q (i) and w P (k) = w Q (k) for all k = 0, . . . , i − 1. We call an n-poset C a canonical poset if there is no n-poset isomorphic to C that has a smaller weight. It was shown in [8, 9] that for every canonical n-poset C the sequence w C is increasing, i.e. w C (0) · · · w C (n − 1).
The set P 1 of all maximal elements in a finite poset P is called the first level of P . One recursively defines the i-th level P i of P to be the first level of the subposet P \ It is well known and easy to see that an element x ∈ P is contained in P i iff i is the maximal cardinality of a chain in P with least element x, denoted by d P (x) (the depth of x). Notice that x y implies d P (x) > d P (y). The height of the poset P will be denoted by h(P ). The last nonempty level {x ∈ P : d P (x) = h(P ) + 1} consists of minimal elements only, but there may also be minimal elements of P in higher levels. It was proven in [8, 9] that every canonical poset P is level-monotone (="levelized" in the cited papers), i.e. d P (x) d P (y) for all x, y ∈ P with x y.
Let p, q be natural numbers and let P = (p, P ), Q = (q, Q ) be canonical posets. Set
r r r r r r r r r r r r p p p p p p p p p p p p p p p p p p p− 1 Q P +q Since P and Q are level-monotone, the element q − 1 is minimal in Q and q is maximal in P +q . Now, it is easy to verify that and 2 are order relations on p + q. Also, it is not hard to see that the "canonical sum" (p + q, ) is the canonical representative for the ordinal sum P ⊕ Q. More involved is the proof of the following property of the "canonical 2-sum" P + 2 Q := (p + q, 2 ).
Theorem 6
If P = (p, P ) and Q = (q, Q ) are ordinally indecomposable canonical posets then R = P + 2 Q is also an ordinally indecomposable canonical poset.
Proof. Let ϕ be a permutation of p + q such that the poset R = (p + q, {(x, y) : ϕ(x) 2 ϕ(y)}) is canonical. In order to prove that R is canonical, we have to verify that the vector
Let t, . . . , q − 1 be the minimal elements in Q and let q, . . . , q + s be the maximal elements in P +q . We shall only consider the case t < q − 1, i.e. that Q has at least two minimal elements. Otherwise, it would follow from the ordinal indecomposability of Q that it has only one element. In that case some of the weights below have to be computed in a different way but the reader may easily check that all arguments stay correct. Since P and Q are canonical, they are level-monotone. Then R is also level- If d R (q) = h(Q) + 2 then the fact that the canonical poset R is also level-monotone implies that ϕ[q] = q and, since Q is canonical, that ϕ| q is an automorphism of Q, i.e. w R (x) = w R (x) for x ∈ q. Then
for every element y ∈ p +q \{ϕ −1 (q)}. Since R is canonical, w R is increasing and, therefore, ϕ(q) = q. Now,
In this case, {q − 1} is the last level of Q and {q − 1, q} constitutes a whole level in R and in R . Since all covers of q − 1 dominate q in R, it follows from the minimality of w R that ϕ(q − 1) = q − 1 and ϕ(q) = q. Again, we see that ϕ| q is an automorphism of Q and w R (q) = would be lexicographically smaller than
contradicting the canonicity of P . Now, in order to prove that R is ordinally indecomposable, let us assume the contrary. Then there is a nonempty proper upper set S of R such that the relation ((p+q)\S)×S is contained in 2 . Since q 2 q−1, we have S = q, whence S ⊆ q or q ⊆ S. In the first case, S ∩ p +q is a nonempty proper upper subset in P +q with (p +q \ S) × (S ∩ p +q ) ⊆ P +q , i.e., P +q and P are ordinally decomposable. In the second case, S ∩ q is a nonempty proper upper set of Q and (q \ S) × (S ∩ q) ⊆ Q , i.e. Q is ordinally decomposable, a contradiction. The above theorem says that + 2 is an operation on the set of ordinally indecomposable canonical posets. It is not difficult to check from the definition that this operation is associative. If the canonical posets P = (p, P ), Q = (q, Q ) have i and j antichains, respectively, then P + 2 Q has i + j antichains because every nonempty antichain of P + 2 Q different from {q − 1, q} is either contained in Q or in P +q , while the empty antichain is contained in both.
An ordinally indecomposable canonical poset R will be called canonically 2-decomposable if there are ordinally indecomposable canonical posets P, Q with R = P + 2 Q. We denote by w k the number of canonically 2-indecomposable posets with k antichains.
If R = (r, R ) is an ordinally indecomposable but canonically 2-decomposable poset then there is a smallest p < r such that there are ordinally indecomposable posets P = (p, P ), Q = (q, Q ) with R = P + 2 Q. Then, clearly, P and Q are unique, and associativity of + 2 assures that P is canonically 2-indecomposable. Hence the number of those posets which are ordinally indecomposable but canonically 2-decomposable, have k antichains, and whose first canonically 2-indecomposable summand has exactly i antichains, is w i · v k−i . Since a nonempty poset has at least 2 antichains, it follows that
Corollary 7 The numbers w k of canonically 2-indecomposable posets with k antichains are related to the numbers v k of ordinally indecomposable posets with k antichains by the identities
It would be reasonable to call a poset (ordinally) 2-indecomposable if it is indecomposable and augmenting the order relation by one arbitrary pair never produces a decomposable poset. The number of such posets with k antichains is, of course, at most w k . But, unfortunately, not every 2-decomposable poset is canonically 2-decomposable (consider the disjoint union of a singleton and a 3-chain) and, what is more important, there is no formula like that in the previous corollary for 2-indecomposable posets. A poset is 2-indecomposable if its incomparability graph is 2-edge-connected. the corresponding (formal) power series and its partial sums, regarded as polynomials. The "summatorial" sequence (s k ) and its partial sums are given by
Exponential estimates for summatorial sequences
and their coefficients are determined recursively by
We say that a proposition holds "eventually" when it holds for all k larger than some k 0 .
Lemma 8
The following statements are equivalent:
(2) There is no integer m > 1 with a k > 0 =⇒ m|k. 
where we used the recursion formula l 1 + · · · + l u times.
£
In the subsequent lemmas, we always assume that (1)- (3) 
Proof. By continuity, there is a τ > σ with a <m (
δ for all j with m j < 2m. Let k 2m and assume that s j τ −j δ has also been established for all j with m j < k. Then
Hence, by induction,
Let s denote the radius of convergence for s (x) . If the series 1 − a(x) has a smallest positive root , then = s , since by nonnegativity of the a k and monotonicity of a(x), the series s(x) surely converges for 0 x < and diverges for x > .
The criterion in Lemma 9 is not only sufficient but also necessary for the estimate
Corollary 10 For σ > 0, the following statements are equivalent:
Proof. 
As another consequence of Corollary 10, we get
Corollary 12 If a(
Now we derive upper exponential bounds for s k from those for a k .
Lemma 13
Suppose there are constants m ∈ AE , γ > 0, and σ > α > 0 such that
Then there is a τ with α < τ < σ and the electronic journal of combinatorics 9 (2002), #R24
If, in addition,
then there exists an integer n with m n < 2m and
Proof. By continuity, there is a τ with α < τ < σ such that (2) holds for τ instead of σ.
Then s j δτ j for m j < 2m. Consider a k 2m such that s j δτ j for all j with m j < k. Then, by (1),
using (2) (with τ for σ) and the definition of δ.
. Under hypothesis (4), we get δ = s n τ −n for some n with m n < 2m, and
£ Again, it is not hard to see that the bounds provided by Lemma 13 cannot be improved essentially:
Then the following statements are equivalent:
Proof. For (a)=⇒(b), first find some γ > 0 so that a k γα k for all k. As lim a <m (
(1 + a( 
(e)=⇒(a): Cauchy-Hadamard gives
The practical application of our lemmas is based on the following 
Proof. For m m 0 , the polynomial a <m (x) is not zero. The equation
+ . Of course, σ m is then also the unique positive root of a m (x). Moreover,
yields a m+1 (σ m ) = −a m 0, and as a m+1 (x) → ∞ for x → ∞, it follows that σ m σ m+1 . For 0 < σ < σ m , we have a( 
is strictly increasing because a <m ( 
and as α lies between 0 and σ, the previous inequality is equivalent to (2) in Lemma 13, whence s k σ k eventually. Thus 
£
In all, we see that full information about the coefficients a j (j < m) provides a twosided asymptotical estimate
If the numbers a j are known even for j < 2m then so are the numbers s j , and one obtains from the proofs of Lemmas 9 and 13 concrete estimates
Note that, for the upper bound, the hardest part may often be to determine α and γ so that a k γα k at least for all k m.
Distributive lattices with less than 50 elements
For efficient applications of the theory developed in the previous sections, one needs sufficiently many of the numbers v k and w k for small k. We determined v k for k 49 with the orderly algorithm described in [8, 9] . The numbers d k and w k are then obtained by Corollaries 2 and 7, the results are shown in Table 1 and Figure 3 . Seeking a good fit, one may approximate these values in the following form: Proposition 17 For k < 50,
except for k ∈ {2, 8} in the third case. 
Lower and upper bounds for v k and d k
We are now going to apply the general results established in Section 4 to the two cases that concern us here, viz.
(1) a k = v k+1 , the number of all ordinally indecomposable posets with k nonempty antichains, or, equivalently, the number of all vertically indecomposable distributive lattices with k + 1 elements, and
, the number of all posets with k nonempty antichains, respectively, of all distributive lattices with k + 1 elements.
(2) a k = w k , the number of all canonically 2-indecomposable posets with k antichains, and s k = v k , the number of all ordinally indecomposable posets with k antichains.
Before we turn to numerical evaluation, let us note a few qualitative results that do not require any concrete calculation of the involved numbers. We know that, in both cases, (s k ) is the summatorial sequence of (a k ). Thus, s(x) = (1 − a(x) ) −1 , and as a(x) = xv(x) and d(x) = 1 + xs(x) in the first case, we get
and in the second case,
. 
and V k = ∅ for k ∈ {1, 2, 3, 4, 5, 7}. For k 8, let V k be the smallest system such that
In other words, we construct larger subsets from smaller ones by replacing the top square [
As is easily seen, condition (ii) assures that, for each A ∈ V k , there is exactly one quadruple (A, ξ, η, ζ) with A = A (ξ,η,ζ) . By construction, each A ∈ V k is a sublattice of (ω, ) 3 , hence distributive (cf. Section 2). The unique other lattice A ∈ V k that is isomorphic to A is the lattice A = {(y, x, z) : (x, y, z) ∈ A}. For δ = 2, 4, 5, 8, 11, or 12, there are exactly 2, 1, 1, 4, 2, or 6 possibilities for (ξ, η, ζ), respectively, so that
for k 13, and |V k | 2 · 1.678 k−10 for 14 k 25. Hence also |V k | 2 · 1.678 k−10 for k 26. For 8 k 13, the proposition is verified directly.
£
The representation of an isomorphism type by an increasing sequence 0 = z 1 z 2 · · · z n k − 2 (for k 2) instantly provides us with an exponential upper bound on d k . Making the sequences strictly increasing,
One can improve this upper bound by considering vertically indecomposable lattices first. Such lattices don't have "knots", i.e. nonextremal elements comparable to all other elements; thus, each step of the doubling construction must give at least two new elements. Hence, 2n k, z 2 = 0, and z n k − 4. Therefore, putting = k/2 , v k satisfies
Now, the inequalities
which follow from the known estimate n! = (2πn) 
and
.
Numerical evaluation yields
f (α) < 2.3295 < 2.33 for all α > 2, providing already the asymptotical result
To obtain the explicit estimate v k 2.33 k−4 for all k, one has to be more careful. Putting Corollary 21 (Fig. 4 As we see, the base of the lower bound obtained here does not exceed the one from Theorem 18. However, the w k will probably serve for better bounds when more numerical material will be known. 2.33
