In order to improve two factor matrices simultaneously for the low rank tensor approximation in the Tucker form, a special system of nonlinear matrix equations over a certain product Stiefold manifold must be resolved at every update. The solution to the system consists of orbit varieties invariant under the orthogonal group action, which thus imposes challenges on it analysis. This paper proposes a scheme similar to the power method for subspace iterations except that the polar decomposition is used as the normalization process and that the iteration applies to both the orbits and cross-sections. The notion of quotient manifold is employed to factor out the effect of orbital solutions. The dynamics of the iteration is completely characterized. An isometric isomorphism between the tangent spaces of two properly identified Riemannian manifolds is established to lend a hand to the proof of convergence,
(1.1)
Suppose that A : S (p 2 , q 2 ) × S (p 2 , q 2 ) → Ê p1×p1 and B : S (p 1 , q 1 ) × S (p 1 , q 1 ) → Ê p2×p2 are two given bilinear maps with a certain symmetric properties which will be specified in the subsequent discussion. This paper concerns about solving the nonlinear matrix equation
where the products on the right-hand side of (1.2) are the polar decompositions of the matrices on the lefthand side, respectively. Such a problem arises as a basic computational mechanism when solving the so called Tucker nearest problem. We can rid of the reference to P 1 and P 2 by the substitution of    P 1 = Q ⊤ 1 A(Q 2 , Q 2 )Q 1 ,
provided that the products on the right hand sides are known to be symmetric and positive semi-definite. The system (1.2) is thus cast as an under-determined polynomial system
in the unknowns Q 1 ∈ Ê p1×q1 and Q 2 ∈ Ê p2×q2 , whose solutions will be shown to have rich algebraic properties known as orbit varieties [4] . To motivate where the system of nonlinear matrix equations arises and why it is useful, we briefly outline the background of the Tucker nearest problem. Low rank approximation is one principal tool of great power and interest when dealing with entangled and large-scale data. In recent years, scientists and practitioners turn to higher-dimensional arrays, i.e., tensors, for the advantage of greater descriptive flexibility and more fine-grained data collection. Inevitably, the sizes grow rapidly and content analytics becomes a much more challenging task. Low rank tensor approximations, if done properly, are appealing for at least the benefits of storage saving and feature finding. Among a variety of structured or unstructured low rank tensor approximations, the Tucker nearest problem is one of the most fundamental and important formulations with versatile applications.
For convenience, let k denote the set {1, . . . , k}. Let a • b denote the tensor product enumerated in such a way that, if a ∈ Ê m and b ∈ Ê n , then its vectorization is given by vec(a•b) = vec(ab ⊤ ) = [a 1 b 1 , a 2 b 1 , . . . , a m b 1 , a 1 b 2 , . . . , a m b n ] ⊤ .
(1.5)
Given an order-k tensor T ∈ Ê I1×...×I k and a fixed rank parameter r = (r 1 , . . . , r k ) of positive integers, the Tucker nearest problem is to find scalars c j1,...,j k and vectors v (ℓ)
subject to the condition that
is minimized. The collections
and V (ℓ) are referred to respectively as the core tensor and the factor matrix in the literature. It can be argued that, given V (ℓ) ∈ S (I ℓ , r ℓ ), ℓ ∈ k , the optimal C is given by [1, Formula (12) ]
In this way, the Tucker nearest problem is equivalent to the problem of maximizing the Frobenius norm of the core tensor C defined in (1.9) subject to the constraint that V (ℓ) ∈ S (I ℓ , r ℓ ), ℓ ∈ k . A conventional approach to maximizing C F is to matricize (1.9) in terms of the mode-d folding. Specifically, it can be shown that [1, Formula (11) ]
(1.10)
where d can be any integer in the set k and
Such a reformulation motivates the notion of alternating directions that updates one factor matrix V (d) a time for d ∈ k . That is, for a fixed Υ [d] , we solve the optimization problem
for V (d) and repeat this procedure by varying d. It can easily be proved that the optimal V (d) ∈ S (I d , r d ) is given by the first r d left singular vectors of Υ [d] .
In a similar vein, it is possible to reorganize the elements in such a way that we can deal with two updates of the factor matrix simultaneously. See [1, Formula (10) ]. In order to accomplish this two-factor update, we need the mechanism for solving the constrained optimization problem max Q1∈S (p1,q1),Q2∈S (p2,q2)
where Ω ∈ Ê m×p1p2 with m ≥ p 1 p 2 is a fixed matrix. The first order optimality condition of (1.12) results in the nonlinear matrix equation (1.2) . We now give more specifics of the first order optimality condition. Let Θ := Ω ⊤ Ω(Q 2 ⊗Q 1 ) ∈ Ê p1p2×q1q2 be partitioned as a p 2 × q 2 block matrix with blocks of size p 1 × q 1 , which is then regarded as an order-4 tensor
respectively. Then, at a critical point (Q 1 , Q 2 ) of (1.12), the projection of the gradient ∇g(Q 1 , Q 2 ) onto the product space S (p 1 , q 1 ) × S (p 2 , q 2 ) must be zero. Upon exploiting the topology of the Stiefel manifold, it can be shown that the optimal matrices Q 1 ∈ S (p 1 , q 1 ) and Q 2 ∈ S (p 2 , q 2 ) for the problem (1.12) are the matrices satisfying
where the products on the right-hand side of (1.15) stand for the polar decompositions of the matrices on the left-hand side, respectively. We shall further explore the structure of (1.15) to cast it in the form (1.2). This work is about a numerical procedure and the associated convergence analysis for solving the system (1.15) in particular and the system (1.2) in general. Even though the scope of this paper is limited to only a special type of nonlinear matrix equation, solving (1.15) is an indispensable part for solving the Tucker nearest problem as outlined above. To our knowledge, current updating techniques for the Tucker nearest problem have been limited to one factor matrix a time. The lack of simultaneous factor matrix updating might be attributable to the nonlinearity such as that involved in (1.15) that seems too complicated to handle. Our contribution in this paper therefore is innovative. Additionally, the equation (1.2) resembles a nonlinear eigenvalue problem with eigenvalues being replaced by positive semi-definite matrices. Our numerical procedure resembles the conventional simultaneous subspace iteration where the normalization is being carried out by positive semidefinite matrices. In all, there might be enough mathematics of interest in this study.
Basics.
The tensor Θ involved in (1.15) is a function of both unknown matrices Q 1 and Q 2 . So the polar decompositions on the right-hand sides are implicitly defined. Though it is true that the symmetric and positive semi-definite matrices P 1 and P 2 are uniquely determined from   
any attempt of substituting them into (1.15) only makes the nonlinearity more tangled. We have to search for some indirect approach.
Bilinear formulation.
The operator-like multiplications defined by (1.13) and (1.14) and the way the optimality condition (1.15) comes into sight are natural from tensor point of view [10, 11] , but appear cumbersome to manipulate. The following reformulation sheds better insight into the symmetry innate to the system (1.15), which will help motivate a way to solve the polar equations.
Then the multiplication (1.13) can be expressed as
Proof. Let the colon ":" denote unspecified arrays of indices. The (i, j)-th block of Θ is a p 1 × q 1 matrix given by
By definition (1.13),
The relationship (2.2) follows by factoring Q 1 out of the summation.
A similar relationship holds for the multiplication (1.14).
and Ω ⊤ Ω = [W ij ] is partitioned in the same way as in Lemma 2.1. Then
In particular, the first optimality conditions (1.15) is now expressed as finding Q 1 ∈ S (p 1 , q 1 ) and Q 2 ∈ S (p 2 , q 2 ) such that (1.2) with the specially defined A and B is satisfied. We think that (1.2) is in a much manageable form than (1.15). The remaining task will be on developing a numerical method for solving (1.2) and proving its convergence.
Symmetry and invariance.
The operators A and B defined by (2.3) and (2.5) enjoy two important properties 1 -a sense of symmetry as well as the invariance under the right group action by orthogonal matrices -which we characterize below. These properties are important tools for our convergence analysis.
It also holds that
The symmetry in (2.6) is obvious from the definitions (2.3) and (2.5). We also see that
which offers another kind of symmetry. COROLLARY 2.4. If the bilinear maps A and B are defined via (2.3) and (2.5), respectively, then both
Let the special case S (q, q) of orthogonal matrices be denoted as O(q). It should be straightforward to see from the definitions of (2.3) and (2.5) that the bilinear maps A and B are invariant under the right group action by orthogonal matrices in the following sense.
is a solution to (1.2) , then the entire orbit
by the right group action is also a solution. The solutions to the system (1.2) therefore are not isolated.
For our application (1.12), note that every such a right actioned pair (
2.3. Quotient manifold. By Corollary 2.4, the constrained system (1.2) is equivalent to the free system (1.4). The latter is independent of P 1 and P 2 . A careful check reveals that the first subsystem in (1.4) involves only (p 1 − q 1 )q 1 independent equations while third subsystem involves q1(q1+1) 2 equations. Similar counts hold for the second and the fourth subsystems. In total, the system (1.4) is under-determined and has q1(q1−1)
, but there might be disjoint orbits as the following example shows. Example 1. Consider the case (Q 1 , Q 2 ) ∈ S (3, 2) × S (2, 1). Let Z ∈ Ê 3×3 be an arbitrary symmetric and positive definite matrix such that its eigenvalues are distinct and that its smallest eigenvalue is sufficiently away from zero. Define
Take Q 1 to be any two of the three orthonormal eigenvectors of Z. Then
which has Q 1 as its eigenvector. It is readily observable that (1.4) is satisfied, but there are at least three disjoint orbits because the eigenvector of Z are linearly independent. Given that the system (1.4) has orbit varieties and every element in the orbit results in the same objective value, it is sufficient to reconsider the system as over the quotient manifold 2
(2.11)
In this way, we "shrink" an orbit of infinitely many points in S (p 1 , q 1 ) × S (p 2 , q 2 ) to a single point in the quotient manifold over which the polynomial system (1.4) has the same numbers of equations and unknowns. Without causing ambiguity, we shall use the same notation Q i , i = 1, 2, to represent interchangeably between the orbit
In what follows, the calculation is applied to points in S (p 1 , q 1 ) × S (p 2 , q 2 ) as usual, but we shall use the induced metric in the quotient manifold S (p 1 , q 1 )/O(q 1 ) × S (p 2 , q 2 )/O(q 2 ) to argue the convergence.
Numerical Method.
At first glance, the system (1.2) resembles a nonlinear eigenvalue problem [8] , except that in place of eigenvalues are the symmetric and positive semi-definite matrices P 1 and P 2 . It is natural to formulate an iterative scheme analogous to the conventional power method for eigenvalue computation [5] . To deal with the nonlinearity, the simplest approach might be to alternate directions in the iteration. We thus propose the scheme
where poldec denote any algorithm for computing the polar decomposition, such as that [6] . We remark again that the expression (3.1) is invariant under the right group action by orthogonal matrices (see (2.10)), so it can be interpreted as an iteration on orbits. Since there is a one-to-one correspondence of elements among orbits, it suffices to consider the evolution of just one "cross-section" as indicated by the scheme. The notion of crosssections will be explained in Section 3.3 in the context of Riemannian geometry. The primary concern is what the iterative dynamics will lead to. Our goal is to prove that the sequence {(Q 1,[s] , Q 2,[s] )} will converge to a limit point in S (p 1 , q 1 ) × S (p 2 , q 2 ) that solves (1.2) .
Recall that if Z = QP is the polar decomposition of Z ∈ Ê p×q , then
whereas Z, Q = P, I = trace(P ). , respectively. These properties will exploited to prove the convergence. We shall argue the convergence in two aspects. We first prove the convergence of the traces in general, which then will be employed to argue the convergence of the iterates under mild assumptions.
Convergence of traces.
Assuming the generic condition that the given Ω is of full column rank, the matrix W = Ω ⊤ Ω is symmetric and positive definite. By (2.3) ) singular must satisfy some very special polynomials whose algebraic varieties are of measure zero. To rigorously describe these varieties might be too distracting for the presentation of this paper, so we will assume that our iterates do not hit these zero-measure sets.
Under such an assumption, we may thus write Q 
Diminishing increments. We first prove the diminishing increment between successive iterates. Define
It might be informative to summarize the above proof as a sequence of telescoping inequalities Observe that in the process the variables are updated one a time and push up the values of h per step. Observe also the two ends of this chain ensure that the telescoping behavior repeats for all s. 
The interlacing of the chain, together with the convergence of traces, ascertains that these differences converge to zero simultaneously. Taking the difference of the above two equations again, we see that ) are positive definite, the assertion is proved.
Convergence of orbits.
The Stiefel manifold S (p, q) is a Riemannian manifold. Its tangent space
where K ∈ Ê q×q and W ∈ Ê p×q are arbitrary, and K is skew-symmetric. The group action by O(q) on S (p, q) is proper and free. Thus the set S (p, q)/O(q) is a differentiable manifold. The quotient map
is a submersion, that is, its differential
is surjective for every Q ∈ S (p, q). On the other hand, the orbit [Q] is itself a submanifold in S (p, q) with 
we quickly see from (3.17 ) that if Q ⊥ denotes the matrix in S (p, p − q) such that the augmented matrix
Any element X ∈ T Q S (p, q) has a unique decomposition
where, without causing ambiguity, we use the same inner product notation ·, · on both sides. LEMMA 3.3. The map ´X µ,´Y µ defined in (3.25 ) is independent of its representatives and is an inner product over the quotient space
Proof. Suppose that X 1 , X 2 ∈´Xµ and Y 1 , Y 2 ∈´Y µ. Then
, it must be that Ψ X1 = Ψ X2 . It follows that
Likewise, since Ψ Y1 = Ψ Y2 , the second term is also zero. The conjugate symmetry and linearity of (3.25) are obvious. We also check that if ´X µ,´X µ = 0, then Ψ X = 0, implying that X ∈ T Q [Q].
COROLLARY 3.4. The quotient manifold S (p, q)/O(q) is a Riemannia manifold equipped with an inner product that is isometric to the inner product in T Q S (p, q)/T Q [Q] defined by (3.25) . Indeed, its tangent space
It thus follows that S (p, q)/O(q) can be endowed with a metric, known as the geodesics, for measuring the distance between orbits. That is, , it suffices to consider by the isometric isomorphism described above the pullback curve Recall the following lemma from the theory of parameter continuation [9, Theorem 7.1.1] concerns geometrically isolated solutions to a generic polynomial system. LEMMA 3.6. Let P (z; q) be a system of n polynomials in variables z ∈ n and parameters q ∈ m . Let N (q) denote the number of geometrically isolated solutions to P (z; q) = 0 over the algebraically closed complex space. Then, 1. N (q) is finite, and it is the same, say N , for almost all q ∈ m ; 2. For all q ∈ m , N (q) ≤ N ; 3. The subset of m where N (q) = N is a Zariski open set. That is, the exceptional subset of q ∈ m where N (q) < N is an affine algebraic set contained within an algebraic set of codimension one. Since Ê n (indeed, the closure of any infinite subset) is Zariski dense in n , the above statements hold for almost all parameters q ∈ Ê m , except that the number of real-valued isolated solutions varies as a function of q and is no longer a constant. For our applications, we only need the fact that the real roots of a polynomial system are finite and geometrically isolated for generic q.
Our polynomial system (1.4) is parameterized by W which, in turns, is related to the given order-k tensor T , but is under-determined. In no way can the solutions be isolated. However, the solutions are structured into orbit varieties. By regarding (1.4) as a system over the quotient manifold S (p 1 , q 1 )/O(q 1 )×S (p 2 , q 2 )/O(q 2 ), we have the same number of equations and unknowns (orbits). Lemma 3.6 can be applied, that is, there is a generic behavior of the solution set, interpreted as orbits, to (1.4) with respect to the parameter W . COROLLARY 3.7. For generic W ∈ Ê p1p2×p1p2 , there are finitely many and geometrically isolated orbit varieties in the form (2.9) for the polynomial system (1.4 
Conclusion.
A mechanism needed for the simultaneous updating of two factor matrices in the low rank Tucker tensor approximation leads to a nonlinearly coupled matrix equation. The solution set is invariant under the orthogonal group action and, hence, consists of orbit variety. An iterative scheme analogous to the conventional power method for subspace iterations is proposed to track one cross-section of the orbits. The convergence analysis is much harder because the matrices used for iteration are themselves part of the dynamics. We resort to the notion of Riemannian manifolds and their quotients as a tool. In particular, we establish an isometric isomorphism (3.21) between the quotient space T Q S (p, q)/T Q [Q], which is the tangent space of the Stiefold manifold modulo the tangent space of one orbit, and the tangent space T [Q] (S (p, q)/O(q)) of the Riemannian manifold S (p, q)/O(q). Using the induced Riemannian metric, the convergence theory of the orbits as well as of the iterates is completed.
5.
Appendix. By now, our theory is complete for the general case. It might be illuminating to consider two special cases to further demonstrate the intriguing dynamics discussed above.
Example 2. The iterative scheme corresponding to the case q 1 = q 2 = 1 looks very much like the conventional power method . Normally, the new bases would be obtained from the QR decomposition, but our scheme uses the bases from the polar decomposition. It is well known in the literature that the simultaneous q-dimensional subspace iteration will converge to the subspace spanned by the eigenvectors corresponding to the first q dominant eigenvalues. Even though the polar decomposition is used in place of the QR decomposition, the same convergence result prevails. The group action by orthogonal matrices simply changes one orthonormal basis to another one, but does not change the corresponding subspace.
