Abstract-A control algorithm for finite-time stabilization of a chain of integrators with arbitrary order is introduced. The method is based on Implicit Lyapunov Function (ILF) approach with applying properties of homogeneous systems. Scheme of control parameter tuning is presented in Linear Matrix Inequality (LMI) form. The method is simple in implementation and does not assume any additional computational on-line procedures that is an improvement with respect to [8] , [11] . The theoretical results are supported by numerical simulations.
I. INTRODUCTION
Frequently, strict quality requirements are imposed for design, operation and control of complex technical processes. One such requirement is completion of all transients in a finite time. In particular, this issue is relevant in control design for a variety of robotic and mechatronic devices, safety evaluation, aerospace applications, vehicles control systems, etc. Therefore the problems of finite-time control and finite-time observation are intensively studied for many years (see, for example, [1] - [4] and [5] - [7] correspondingly).
Solutions of the problem of control design for chain of integrators are quite sought-after. This is motivated by the fact that control scheme for chain of integrators can be easily extended to larger classes of systems (see, for example, [8] ). Moreover, in many applications the nominal models have the form of chain of integrators, for instance, mechanical planar systems. There is a number of research results on the finite-time stabilization or regulation of a chain of integrators (see, for example, [9] , [10] ). However, most of them do not find an application in practice because of constructive and computational complexity. For instance, the methods mainly do not suggest constructive algorithms of parameter tuning and ensure only existence of suitable control parameters.
One of effective methods for the finite-time stability analysis is the method of Implicit Lyapunov Function (ILF) [8] , [19] , [20] . This method allows to check all stability conditions directly using implicitly defined Lyapunov function which is a solution of some algebraic equation. Note that for such a stability analysis there is no need to solve this equation. Another issue that can be useful in analysis of finitetime stability is property of homogeneity. For instance, if an asymptotically stable system is homogeneous of negative degree, then it is finite-time stable.
The paper [11] is related to development of method for finite-time control of multiple integrators of arbitrary order together with implicit Lyapunov function of closed-loop system. Conditions of finite-time stability are formulated in the form of LMI that essentially simplifies the process of tuning of control parameters. However, the practical realization of the ILF control algorithm requires development of special computational procedure for on-line computation of the ILF value at the current state (the control law depends on ILF value explicitly).
The present paper addresses the problem of a control design for the finite-time stabilization of a chain of integrators with arbitrary order. The paper represents an extension and simplification of results in [11] . The developed finitetime control law does not depend on implicitly defined Lyapunov function that allows to avoid any additional online procedures. The result is obtained by using the method of Implicit Lyapunov Function with applying properties of homogeneous systems. As in [11] parameter tuning is presented in LMI form.
The paper is organized as follows. Notation used in the paper is given in the next section. Problem statement is considered in Section III. Some background notions about finitetime stability, ILF method and homogeneity are introduced in Section IV. Control design algorithm and some remarks about proposed control scheme are presented in Section V. Section VI contains simulation results for effectiveness demonstration of proposed control. Finally, concluding remarks and possible directions for future research are presented in Section VII.
II. NOTATION
Through the paper the following notation will be used:
• R + = {x ∈ R : x > 0}, where R is the set of real number;
• · is the Euclidian norm in R n , i.e. x = x 2 1 + · · · + x 2 n for x ∈ R n ;
• the positive (negative) definiteness (semi-definiteness) of a symmetric matrix P = P T ∈ R n×n is denoted by P > 0 (P < 0, P ≥ 0, P ≤ 0); • for a symmetric matrix P = P T the minimal and maximal eigenvalues are denoted by λ min (P ) and λ max (P ), respectively;
• a continuous function σ : R + ∪{0} → R + ∪{0} belongs to the class K if σ(0) = 0 and the function is strictly increasing;
is the diagonal matrix with the elements λ i on the main diagonal.
III. PROBLEM STATEMENT Consider the control systeṁ
where x ∈ R n is the state vector, u ∈ R is the control input,
that describes a chain of integrators. The aim of the paper is to develop the finite-time stabilizing control algorithm to the system (1), which satisfies two restrictions:
• it has the form of the explicit full-state feedback and its application does not require additional on-line computations; • it admits the simple computational scheme (e.g. LMIbased) scheme for parameters tuning.
IV. PRELIMINARIES A. Finite-time Stability
Consider the system of the forṁ
where x ∈ R n is the state vector, f ∈ R + × R n → R n is a nonlinear continuous vector field, which can be discontinuous with respect to the state variable. In this case the solutions x(t, x 0 ) of the system (2) are understood in the sense of Filippov [13] .
According to [13] an absolutely continuous function x(t, x 0 ) is called a solution of the Cauchy problem associated to (2) if x(0, x 0 ) = x 0 and for almost all t > 0 it satisfies the following differential inclusioṅ
where co(M ) defines the convex closure of the set M , B(x, ε) is the ball with the center at x ∈ R n and the radius ε, the equality µ(N ) = 0 means that the measure of the set x ∈ R n is zero. Assume that the origin is an equilibrium of the system (2) and it has uniqueness of solutions in forward time.
The origin of system (2) is said to be globally finite-time stable if:
• Finite-time attractivity: there exists so-called settling time function T : R n \{0} → R + such that lim t→T (x0) x(t, x 0 ) = 0 for all x 0 ∈ R n \{0}.
• Lyapunov stability: there exists a function δ ∈ K such that x(t, x 0 ) ≤ δ( x 0 ) for all x 0 ∈ R n .
Notice that [11] , [12] :
• finite-time stability is obtained through an "infinite eigenvalue assignation" for the system at the origin; • the settling time function T (x 0 ) evaluates the time for a solution to reach the equilibrium; • the right hand side of the ordinary differential equation cannot be locally Lipschitz at the origin.
B. Homogeneity
Homogeneity [15] - [17] is an intrinsic property whereby objects such as functions or vector fields remain consistent with respect to some scaling operation called a dilation.
For fixed r i ∈ R + , i ∈ {1, ..., n} called weights and λ > 0 one can define:
• the vector of weights r = (r 1 , ..., r n )
T ;
• the dilation matrix
and correspondingly
Definition 2 [17] :
) for all λ > 0 and x ∈ R n . Let us introduce the homogeneous unit sphere
where x r represents the homogeneous norm of x ∈ R n defined by
for ρ ≥ max i r i . Obviously, each homogeneous norm is r-homogeneous of degree 1 and positive definite. For any x ∈ R n there are y ∈ S r and λ = x r such that x = D(λ)y [18] .
Theorem 1 [18] Let f be a r-homogeneous continuous vector field on R n such that the system (2) is a locally asymptotically stable. Then it is globally asymptotically stable and there exists a continuously differentiable r-homogeneous Lyapunov function V for (2) . Note that in accordance with [18] there exist constants c 1 , c 2 > 0 such that
where m is degree of r-homogeneous Lyapunov function.
Theorem 2 [18]
Let f : R n → R n be defined on R n and be a continuous r-homogeneous vector field with a negative degree. If the origin of the system (2) is locally attractive then it is globally finite time stable.
C. Implicit Lyapunov Function Method
The theorem given below presents the ILF method for finite-time stability analysis.
Theorem 3 [8] , [12] If there exists a continuous function
such that C1) Q(V, x) is continuously differentiable for ∀x ∈ R n \{0} and ∀V ∈ R + ; C2) for any x ∈ R n \{0} there exist V − ∈ R + and V + ∈ R + :
holds for ∀V ∈ R + and ∀x ∈ R n \{0}; C5) the inequality
∈ Ω, where 0 < µ ≤ 1 and η > 0 are some constants.
Then the origin of the system (2) is globally finite-time stable with the following settling time estimate
ηµ .
V. MAIN RESULT
Introduce the ILF function
where P = P T ∈ R n×n is a symmetric positive definite matrix, D(λ) is the dilation matrix of the form
and
.
Theorem 4
If the following statements hold: 1) the system of matrix inequalities
2) there exists a c u that satisfies one of the two following inequalities:
where the coefficients c 1 and c 2 correspond to the inequality (5) . Then the control of the form
where k = yX −1 stabilizes the origin of the system (1) in a finite time.
Let us make some remarks about presented control scheme:
• For practical implementation of the control (11) feasibility of inequality (9) or (10) is required. Therefore, it is necessary to estimate the coefficients c 1 and c 2 .
In this case in accordance with (7) one can conclude that the Lyapunov function V (x) is r-homogeneous
The inequality (12) can be rewritten in the following form
From the other side,
If P ≥ I n (or X ≤ I n that coincides with the fourth inequality of (8) for β = γ), then z i ≤ 1 and hence |z i | ≤ 1. For ρ = 1 + (n − 1)µ using inequality of arithmetic and quadratic means one can obtain
On the other hand, if we choose µ ∈ 0, 
Thus, one can rewrite the system (8)
and inequalities (9), (10) take the forms
correspondingly for µ ∈ 0,
• The advantage of proposed control scheme is based on simple tuning of control parameters presented in LMI.
For any fixed α, µ ∈ R + the first three inequalities of the system (8) are feasible at least for sufficiently small µ ∈ (0, 1] [11] . Moreover, the last three inequalities of the system (8) are defined by the inequality
which also becomes feasible for sufficiently small µ, since I n − H V cu x r → 0 for µ → 0. Thus, one can always find such µ for which the system (1) is finite-time stable with control in the form (11).
• If c u satisfies the inequality (9) then the control (11) is bounded with |u(x)| ≤ (c 2 x r ) 1−µ √ γ. Indeed,
coincides with the matrix inequality γ y y
2−2µ .
• In order to estimate the settling time function the following matrix inequality
can be added to (8) for some ν > 0. Then the settling time function estimate has the form
• The system (1) is r-homogeneous of degree −µ with the vector of weights r = (1+(n−1)µ, 1+(n−2)µ..., 1) T . Indeed, since homogeneous norm is r-homogeneous of degree 1, i.e. D(λ)x r = λ x r :
• In comparison with the results of the work [11] the control (11) does not require any additional computational power for on-line computation of the ILF value at the current state. This issue significantly simplifies the practical realization of the developed finite-time control scheme.
VI. NUMERICAL EXAMPLE
Consider the system (1) for n = 2. Define the finite-time control u in the form (11) with the parameter µ = 0.5, where the matrix P ∈ R 2×2 and the vector k ∈ R 1×2 are obtained from the system of matrix inequalities (8) As γ = β in accordance with (13) and (14) we can select c 1 = 0.7937, c 2 = 38.9465 and coefficient c u due to (16) should satisfy the following expression 39.6850 ≥ c u ≥ 38.9465.
The simulation results for c u = 39 and x 1 (0) = 3, x 2 (0) = 1 are presented in the Fig. 1, Fig. 2 . The system states are shown in the Fig. 1. Fig. 2 presents the control signal u with its bounds. The corresponding simulation results for control algorithm presented in [11] with the same values of P , k, µ, α and β are shown in the Fig. 3, Fig. 4 . Fig. 3 . Transients of the system states for the finite-time control presented in [11] Fig. 4 . The control signal u with its bounds for the finite-time control presented in [11] VII. CONCLUSIONS The paper presents control algorithm for finite-time stabilization of chain of integrators with arbitrary order. The control design procedure is based on application of the ILF method and some properties of homogeneous systems. Tuning of control parameters is presented in the form of linear matrix inequalities. Numerical example demonstrates the effectiveness of proposed control.
This work is an extension of the paper [11] and in comparison with it obtained control u does not require online procedure for computation of the ILF value at the current state. This issue allows to simplify the practical realization of the control scheme.
There are many possible directions for further research. For instance, studying robustness with respect to delays or extension of the present result for MIMO and nonlinear systems.
