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Abstract
We consider the question: When is the inverse of a Hilbert space operator the limit (in the
standard operator topologies) of a sequence of polynomials in the operator? A necessary and
sufficient condition is given for the norm topology and there is a discussion of the problem for
the strong and weak topologies.
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1. Introduction
Let A be a bounded linear operator on a complex Hilbert space H . If H is finite
dimensional then, by elementary linear algebra, there exists a complex polynomial
p such that A−1 = p(A). This paper considers the infinite dimensional analogue of
this fact. The existence of a polynomial p such that A−1 = p(A) is equivalent to A
being algebraic, the existence of a polynomial q such that q(A) = 0, and this is of
course not the case for most operators on infinite dimensional Hilbert space. Thus
the natural question to raise is: When is A−1 a limit of polynomials in A? We answer
this question for the uniform operator topology and give partial results as well as
discuss the difficulties in the case of the strong and weak operator topologies. These
issues are related to a classical paper of Wermer [7].
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2. Background and notation
L(H) will denote the algebra of bounded linear operators on the complex Hilbert
spaceH , and for A ∈ L(H), σ(A) will denote the spectrum of A, ρ(A) will denote
its resolvent, and LatA will denote the set of all closed invariant subspaces of A. A
will stand for the strong closure of the algebra of polynomials in A which is identical
to its weak closure [4, Chapter 7]. It is elementary that if B ∈ A, LatA ⊆ LatB. In
general, LatA ⊆ LatB does not imply B ∈ A. Operators which have this property
are said to be reflexive [4, Chapter 9]. We will use the fact that normal operators are
reflexive [6].
A can be characterized in terms of invariant subspaces. For each natural number
n, let H (n) denote the orthogonal direct sum of n copies of H . If (x, y) denotes the
inner product of the vectors x, y ∈ H andH (n) = {〈x1, x2, . . . , xn〉 : xi ∈ H}, then
the inner product onH (n) is given by
(〈x1, . . . , xn〉, 〈y1, . . . , yn〉) =
∑
(xi, yi).
For A ∈ L(H), A(n) will denote the operator onH (n) defined by
A(n)〈x1, . . . , xn〉 = 〈Ax1, . . . , Axn〉.
Then [5, p. 117],
A = {T ∈ L(H) : LatA(n) ⊆ Lat T (n), ∀n ∈ Z+}.
Sufficient conditions for A−1 ∈ A were given in [1–3]. It is important to note that
the statement that. A−1 is a weak limit of a sequence of polynomials in A is stronger
than the statement that A−1 ∈ A.
3. The uniform closure
For an invertible operator A, 0 ∈ ρ(A). Since σ(A) is compact, ρ(A) contains an
unbounded connected component, which we denote by ρ∞(A).
Theorem 3.1. For an invertible elementA in a Banach algebraB, A−1 is a uniform
limit of polynomials in A if and only if 0 is in the unbounded component of the
resolvent set of A.
Proof. Sufficiency is classical (see [5, p. 246]). We present the argument for com-
pleteness. If 0 ∈ ρ∞(A), then by Runge’s theorem there exists a sequence pn of
polynomials such that, on a neighborhood of σ(A), |pn(z)− z−1| converges to 0
uniformly. It follows from the Riesz functional calculus that A−1 is a uniform limit
of a sequence of polynomials in A.
For the converse, suppose there exists a sequence pn of polynomials such that
‖pn(A)− A−1‖ converges to zero as n→∞. Since the spectral radius of an
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operator is never greater than its norm, it follows from the spectral mapping theorem
for functions analytic on σ(A) and the spectral radius theorem that
sup{|pn(z)− z−1| : z ∈ σ(A)}  ‖pn(A)− A−1‖.
Thus on σ(A), |pn(z)− z−1| converges to 0 uniformly. But this implies that 0 ∈
ρ∞(A). For suppose that 0 is in a bounded component of ρ(A). By uniform conver-
gence, for  > 0 and z ∈ σ(A), there exists N() such that for n > N(), |pn(z)−
z−1| < . For each such z and n there exists a neighborhood O,z such that for λ
in this neighborhood, |pn(λ)− λ−1| < . Fix such an n. These neighborhoods then
provide an open cover for σ(A). Using the argument of Lemma 2.3 of [4], we obtain
a rectifiable curve C such that on C |pn(z)− z−1| <  and the winding number of
0 with respect to C is 1. If L denotes the length of C, then | ∮ z−1 dz|  | ∮ [z−1 −
pn(z)] dz| + |
∮
pn(z) dz|  L. If  is chosen sufficiently small we obtain a contra-
diction. This completes the proof. 
4. Strong limits of polynomials
A related property to the property that A−1 is a limit of a sequence of polynomials
in A is that every invariant subspace of A is invariant for A−1. In the finite dimen-
sional case, a simple dimension argument shows that A and A−1 have the same
invariant subspaces. In the infinite dimensional case there are of course many invert-
ible operators which do not satisfy LatA ⊆ LatA−1. The simplest example is the
backward bilateral shift U acting on the Hilbert sequence space H = l2(−∞,∞).
This is a special case of the following class of operators. Suppose A1 is an invert-
ible operator on H such that its matrix representation with respect to the standard
orthonormal basis is upper triangular and let A = A1U . Let Mn denote the sub-
space l2(−∞, n]. Then UMn = Mn−1 and A1Mn−1 ⊆ Mn−1. Thus AMn is properly
contained in Mn and Mn is not invariant for A−1. Now suppose A is an invertible
operator with an invariant subspace M which is not invertible for A−1. Since every
invariant subspace is the closed linear span of cyclic invariant subspaces it contains,
we assume that M is cyclic; there exists a nonzero vector x in M such that M =∨{Anx : n  0}. Since M is not invariant for A−1, AM is properly contained in
M , and by cyclicity, the dimension of M  AM is one. For the same reason the
dimension of AnM  An+1M is one, and this holds for the subspaces A−nM as
well. Thus we have a nest {Mn = AnM : −∞ < n <∞} of invariant subspaces of
A such that the dimension of Mn Mn+1 is one. Since M is cyclic, ⋂Mn = 0. If
en is a unit vector in Mn Mn+1, then {en : −∞ < n <∞} is an orthonormal basis
for L =∨{Mn : −∞ < n <∞} which is a joint invariant subspace for A and A−1.
Let U denote the bilateral shift on L determined by the given orthonormal basis. It
follows from AMn = Mn+1 that Aen ∈ Mn+1, so that A restricted to L factors as
A1U where the matrix representation of A1 with respect to the given orthonormal
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basis is upper triangular. We summarize: An invertible operator A on a Hilbert space
H has an invariant subspace M which is not invariant for A−1 if and only if there
exists an invariant subspace L for A and A−1 (which may be H ) and an orthonormal
basis such that the restriction of A to L is the product of an upper triangular operator
and the backward bilateral shift for that basis.
It is easy to construct an example of an invertible operator A which does not
satisfy the conditions of Theorem 3.1 but for which LatA ⊆ LatA−1. Let {λn} be
a sequence of complex numbers which is dense on the unit circle, and let {en} be a
corresponding orthonormal basis for the Hilbert space H . Define A to be the uni-
tary operator for which for each n, Aen = λnen. By [7, Theorem 6] there exists a
sequence pn of polynomials such that pn(A) converges strongly to A−1. In this case
σ(A) is the unit circle so that 0 is in the bounded component of ρ(A) but LatA ⊆
LatA−1. This raises the following question: If LatA ⊆ LatA−1, must A−1 be the
strong limit of a sequence of polynomials in A? My thanks to my colleague Alex-
ander Markus for pointing out to me that a negative answer is given by adapting an
example from [7].
A bounded linear operator A onH is complete if its root vectors have dense linear
span inH . A admits spectral synthesis (see [7]) if every invariant subspaceM of A
is the closed linear span of the root vectors of A it contains. It is easy to see that
if A admits spectral synthesis then LatA ⊆ LatA−1. Spectral synthesis for normal
operators was studied in [7]. Our next result is analogous to Lemma 1 from [7].
Lemma 4.1. Let T be an invertible normal operator on H whose eigenvectors {en}
(with corresponding eigenvalues {λn}) form an orthonormal basis for H . For a
sequence pn of polynomials, weak and strong convergence of pn(T ) to T −1 are
both equivalent to:
(a) pn(λi)→ λ−1i for all i.
(b) There exists K > 0 such that |pn(λi)|  K for all n, i.
Proof. If (pn(T )x, y) converges to (T −1x, y) for all x =∑ xiei , y =∑ yiei in
H , then
∑
pn(λi)xiyi converges to
∑
λ−1i xiyi . Let Bn,i = pn(λi)− λ−1i . Then∑
Bn,iwi → 0 for all {wi} ∈ l1. For fixed n, |Bn,i | is a bounded sequence and the
sequence (in n) Bn,i is a (weakly) convergent, sequence of bounded linear functional
on l1. Thus |Bn,i | is bounded for all n, i. This proves (b). Noting that for each i,
Bn,i → 0 as n→∞ gives (a).
Conversely, if (a) and (b) hold, we have that
‖(pn(T )− T −1)x‖2 =
∑
|pn(λi)− λ−1i |2|xi |2
which approaches 0 as n→∞. This proves the lemma. 
Example 4.2. Let T be a normal operator on H such that the set of eigenvalues
consists of a dense sequence λi on the unit circle, a dense sequence σi on the circle
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|z| = 34 and the point λ0 = 12 . By [6, Theorem 4], spectral synthesis holds for T , so
that Lat T ⊆ Lat T −1. If there exists a sequence of polynomials pn such that pn(T )
converges to T −1, then by Lemma 4.1, |pn(λi)|  K . Since {λi} is dense on the unit
circle, |pn(z)|  K on the unit disc for all n. Thus there exists a subsequence pnk
which converges uniformly in the disc {|z|  34 } to a function f analytic in this disc.
Since pn(σi)→ 1σi , |f (σi)| = 43 for all i and thus for all z in this disc, |f (z)|  43 .
But f ( 12 ) = limpn( 12 ) = 2, which is a contradiction.
We thus have a normal operator T for which Lat T ⊆ Lat T −1 but T is not a
weak or strong limit of polynomials in T . On the other hand, T is reflexive and
thus Lat T ⊆ Lat T −1 implies that T −1 is in the strong closure of the algebra of
polynomials in T . This suggests the question: If A is an invertible operator on H
and LatA ⊆ LatA−1, is A−1 in the strong closure of the algebra of operators in A?
It has been shown [8] that LatA ⊆ LatB and AB = BA does not necessarily imply
that B is in the strong closure of the algebra of polynomials in A. Our question is: Is
A−1 special? The next lemma leads to an interesting formulation of this question.
Lemma 4.3. If LatA ⊆ Lat−1 implies LatA(2) ⊆ LatA−1(2), then it implies
LatA(n) ⊆ LatA−1(n) for all natural numbers n.
Proof. Suppose that for any operator A, LatA ⊆ LatA−1 implies LatA(2) ⊆
LatA−1(2). Then LatA(2) ⊆ LatA−1(2) implies LatA(4) ⊆ LatA−1(4), and by induc-
tion, LatA(2n) ⊆ LatA−1(2n). Since, for any n, LatA(n) ⊆ LatA−1(n) implies
LatA(k) ⊆ LatA−1(k) for 1  k  n we have LatA(n) ⊆ LatA−1(n) for all n. 
So suppose M is an invariant subspace of A(2). M can be represented as the graph
G(T ) of a closed relation T whose domain is {x ∈ H such that (x, y) ∈ M}. That
M is invariant for A(2) is equivalent to AT x = T Ax for all x in the domain of T .
Thus LatA(2) ⊆ LatA−1(2) if and only if each closed relation that commutes with A
commutes with A−1. Our question thus becomes: Does LatA ⊆ LatA−1 imply that
every closed relation that commutes with A also commutes with A−1?
5. Remarks and examples
We close with some remarks:
1. If A is an invertible operator such that every invariant subspace of A is comple-
mented by another invariant subspace (special case: every invariant subspace for
A reduces A) then it is clear that LatA ⊆ LatA−1.
2. It is well known [4] that for a unicellular operator A every invariant subspace is
in fact hyperinvariant. Thus if A is invertible, LatA ⊆ LatA−1.
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3. Suppose there exists a positive integer n such that LatAn = LatA−1 and assume,
without loss of generality, that ‖A−1‖  1. Then LatA ⊆ LatA−1. For suppose
M is invariant for A but is not invariant for A−1. Then AM is a proper closed
subspace of M . Denote its orthocompliment in M by N and let x be a nonzero
vector in N . Let K =∨{(An)ix : i = 0, 1, 2, . . .}. By assumption, K is invari-
ant for A and for any ε > 0 there exists a polynomial q such that ‖q(An)x −
Ax‖ < ε. Since x ⊥ Ax we can assume that q(0) = 0. For if q has a constant
term, then q(An)x = Ar(A)x + λx and then ‖Ar(A)x + λx − Ax‖ < ε. Since
x ⊥ [Ar(A)− A]x, ‖[Ar(A)− A]x‖ < ε. Thus
‖A−1q(An)x − x‖ = ‖A−1[Ar(A)− A]x‖  ε.
But A−1q(An) is a polynomial in A so x ∈ AM , which is a contradiction.
4. A positive answer to our question would give a new invariant subspace theorem
of sorts. For if A has no nontrivial invariant subspaces then LatA ⊆ LatA−1.
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