Abstract
' xS ds À R T 0 V ðx; sÞds with xð0Þ ¼ x 0 ; xðTÞ ¼ x 1 : When the potential V has a subquadratic growth with respect to x; J T admits a minimum critical point for any T40 (infinitely many critical points if the topology of M is not trivial). When V has an at most quadratic growth, i.e., V ðx; sÞpld 2 ðx; % xÞ þ k; this property does not hold, but an optimal arrival time TðlÞ40 exists such that, if 0oToTðlÞ; any pair of points in M can be joined by a critical point of the corresponding functional. For the existence and multiplicity results, variational methods and Ljusternik-Schnirelman theory are used. The optimal value TðlÞ ¼ p= ffiffiffiffiffi 2l p is fulfilled by the harmonic oscillator. These ideas work for other related problems. r 2003 Elsevier Science (USA). All rights reserved.
Introduction
Let ðM; /Á; ÁSÞ be a complete connected finite dimensional Riemannian manifold and V ðx; sÞ a function on M Â R: The aim of this paper is to study the connectedness of any two points x 0 ; x 1 AM by means of trajectories for a potential, i.e., solutions of the equation D s ' x þ r x V ðx; sÞ ¼ 0 ð1:1Þ
(here, D s ' x is the covariant derivative of the tangent field ' x along x induced by the Levi-Civita connection of /Á; ÁS while r x V ðx; sÞ is the partial derivative of V with respect to x).
When V 0 this problem is equivalent to the geodesic connectedness of M: If M is complete, Hopf-Rinow theorem implies the existence of connecting geodesics; otherwise, subtler conditions can be obtained (see [3, 24] ). As the set of all the geodesics is invariant by affine reparametrizations, the arrival time between x 0 and x 1 becomes irrelevant. This is not more true in the general case. So, if a fixed arrival time T40 is imposed, the problem is equivalent to the following variational one: in the set of the absolutely continuous curves x ¼ xðsÞ on M such that R T 0 / ' x; ' xS dso þ N and which satisfy the boundary conditions xð0Þ ¼ x 0 ; xðTÞ ¼ x 1 :
Writing the Lagrangian Lðx; y; sÞ ¼ /y; yS=2 À V ðx; sÞ; this Bolza problem with M ¼ R n is the most classical one since the beginning of calculus of variations (the setting in a general Riemannian manifold was well-known in the decade of the 1960s, see for example [14] ; see also [10] for a survey and [22] for related results). But, as pointed out by Ekeland et al. in [12] , the most classical works deal with a Lagrangian L satisfying the inequality Lðx; y; sÞXa þ bjyj p ð1:3Þ for some p41; b40; aAR: In this case, J T is bounded from below and an absolute minimum of this functional is found under very general conditions.
A typical case when L does not satisfy (1.3) appears if M ¼ R n and V ðx; sÞ behaves as jxj p as infinity, for some p40: Nevertheless, in the setting of variational methods one only needs for the functional J T to be coercive (see (3.2) ). This condition holds if the potential V ðx; sÞ is subquadratic, i.e., for some fixed k; mAR; % xAM; pA½0; 2Þ; it is V ðx; sÞpmd p ðx; % xÞ þ k for all ðx; sÞAM Â R ð1:4Þ
(here, dðÁ; ÁÞ is the distance canonically associated to /Á; ÁS). As we will check below, in this case for all T40 the functional J T attains its infimum and each one of its minimum points is solution of ðP T Þ: Moreover, when M is not contractible in itself, Ljusternik-Schnirelman theory ensures the existence of infinitely many solutions. Let us point out that the problem with a subquadratic V ðx; sÞ has been studied also in non-complete Riemannian manifolds (see [2, 17, 23] ) or when V is non-smooth (see [16] ). Nevertheless, V ðx; sÞ is not necessarily coercive if (1.4) holds with pX2: The above-mentioned article [12] studies the case 2opo4 and is improved by Bolle in [7] for any p42; so, they state the following result: if V ðx; sÞ is a C 2 ; independent of s ðV ðx; sÞ V ðxÞÞ; even in x (V ðxÞ ¼ V ðÀxÞ for all xAR n ) and superquadratic (jxj p oV ðxÞ; for large x and some p42) potential then for all T40 the functional J T admits infinitely many critical points. Clearly, J T is not bounded from below; thus, the found critical levels are of mini-max type and never a minimum (other techniques which work also in the superquadratic case can be found in [4] ).
As far as we know, the case of a quadratic growth for V ðx; sÞ has not been systematically studied, in spite of its obvious physical interest. Recall that p ¼ 2 is the power of the harmonic oscillator which appears, for example, in linearized problems. When the potential is independent of s and radial, V ðx; sÞ V ðjxjÞ; a typical question is the study of solutions of (1.1) by quadratures (for example, see [1, Chapter 2, Section 8]); this may suggest the expected results for general cases which are not explicitely solvable. On the other hand, in [11] some Hamiltonian problems are considered in R n : transforming our Lagrangian problem ðP T Þ in a Hamiltonian one, the results of this reference are applicable when V ðx; sÞ has an at most quadratic growth (but simultaneously V ðx; sÞ must be superlinear). At any case, such a result can be improved as remarked below (see Remark 1.2(3)).
The main goal of this paper is to characterize the (at most) quadratic case accurately. Concretely, by using variational methods, we will prove the existence of an optimal arrival time TðlÞ40 such that, if TAð0; TðlÞÞ; then the corresponding problem ðP T Þ admits at least one solution (or infinitely many ones if the topology of M is not trivial). The optimality of TðlÞ is shown just by the harmonic oscillator, which can be used as a counterexample to the existence of solutions (see Example 3.6). At any case, by choosing TAð0; TðlÞÞ the connectedness of each two points by solutions of (1.1) is proven even in the quadratic case. Summing up, the following result can be proved: 
(3) The best bound obtained in [11] for the existence of solutions of ðP T Þ is To1= ffiffi ffi l p (see Proposition 2.3, Lemma 2.7 and the related comments in [11] ). Essentially, it is deduced from an estimate of dðxðsÞ; % xÞ in terms of the norm of ' xðsÞ: On the contrary, our bound (1.6) is obtained by means of a reduction to a onedimensional problem (Lemma 3.4, Step 1 of the proof), which is solved by using a Fourier series (see Step 3 of the same proof). Hence, it improves the estimate in [11] by a factor p= ffiffi ffi 2 p
and cannot be further improved (see Example 3.6). Let us point out that in [11] additional assumptions are used which are irrelevant for our problem (see for example formulas (2.2) and (2.39) in [11] ).
(4) For simplicity, our Lagrangian is written as L ¼ T À V with Tðx; y; sÞ ¼ /y; yS=2: By the way, some more general choices are possible. In fact, for example, if m40 exists such that Tðx; y; sÞXm/y; yS=2; for all xAM; yAT x M; sA½0; d; then the conclusions of Theorem 1.1 hold just putting in (1.6)
Such a result holds also for any Lagrangian satisfying directly the assumption Lðx; y; sÞXm/y; yS=2 À ld 2 ðx; % xÞ À md p ðx; % xÞ À k with m; l; m; p; k as above.
(5) At last, let us point out that the same conclusions of Theorem 1.1 still hold if the Riemannian metric is not complete, but it admits a convex boundary (see [9] ). Furthermore, the results in Theorem 1.1 apply to the study of geodesic connectedness of a class of relativistic spacetimes, the so-called gravitational waves (see [8] ).
Variational and topological tools
From now on, let ðM; /Á; ÁSÞ be a smooth connected n-dimensional (nAN) Riemannian manifold and take T40:
Let H 1 ð½0; T; MÞ denote the set of curves x : ½0; T-M such that for any local chart ðU; jÞ of M; with U-xð½0; TÞa|; the curve j3x belongs to the Sobolev space H 1 ðx À1 ðUÞ; R n Þ; n ¼ dim M: By the way, H 1 ð½0; T; MÞ is equipped with a structure of infinite dimensional manifold modelled on the Hilbert space H 1 ð½0; T; R n Þ and for any xAH 1 ð½0; T; MÞ the tangent space at x to H 1 ð½0; T; MÞ admits the identification Let us remark that, if M is smooth enough, i.e., at least of class C 3 ; then by the Nash Imbedding Theorem (cf. [19] ) M can be smoothly isometrically imbedded in an Euclidean space R N ; so we can assume that /Á; ÁS is the standard Euclidean metric on such a space. 3 Hence, H 1 ð½0; T; MÞ can be identified with a submanifold of the Hilbert space H 1 ð½0; T; R N Þ and in particular we can assume H 1 ð½0; T; MÞ gAACð½0; T; R N Þ:
gðsÞAM for all sA½0; T ; where ACð½0; T; R N Þ is the set of the absolutely continuous maps (for more details, cf. [20] ).
Fixed two distinct points x 0 ; x 1 AM; define the subset
It is known that O T ðx 0 ; x 1 Þ is a submanifold of H 1 ð½0; T; MÞ whose tangent space in xAO T ðx 0 ; x 1 Þ is given by 
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3 Differentiability C 3 will be the highest order of differentiability needed for the Riemannian manifold; so, ''smooth'' can be taken just as C 3 : Notice also that this order of differentiability is needed only for Nash Theorem; otherwise we would need just differentiability C 1 for the problem ðP T Þ and C 2 for (1.1).
Clearly, it is J T AC 1 ðO T ðx 0 ; x 1 Þ; RÞ and standard calculations imply 
where if sA½0; T we have defined Clearly, CAH 1 ð½0; T; R N Þ and ' C ¼ Àc a.e. in ½0; T; so, integrating by parts, we obtain
Hence,
which implies that ' x À C is constant a.e. in ½0; T: Then, x is in C 1 ð½0; T; MÞ since C is continuous. But in this case the maps e 1 ; e 2 ; y; e k can be choosen in C 1 ð½0; T; R N Þ; so it is CAC 1 ð½0; T; R N Þ; too. Whence, xAC 2 ð½0; T; MÞ: The last part of the proof follows by density arguments while the vice versa can be proved quite easily. & As just proved, the given problem is reduced to the study of critical points of the functional J T in the Hilbert manifold O T ðx 0 ; x 1 Þ:
To this aim, we want to apply the classical Ljusternik-Schnirelman theory; thus, for completeness, we recall its main tools (for more details, see [21] ). Definition 2.3. Let X be a topological space. Given ADX ; cat X ðAÞ is the LjusternikSchnirelman category of A in X ; that is the least number of closed and contractible subsets of X covering A: If it is not possible to cover A with a finite number of such sets it is cat X ðAÞ ¼ þN:
We write catðX Þ ¼ cat X ðX Þ:
As an example, useful in the proof of Theorem 1.1, let us state the following result due to Fadell and Husseini (cf. [13] ). In order to apply the arguments introduced in the previous section, we need some technical remarks and some more information about the functional J T :
Remark 3.1. Let us recall that dðÁ; ÁÞ is the distance induced on M by the Riemannian metric /Á; ÁS if, fixed any pair of points a 1 ; a 2 AM; it is 
(for more details, see [18] ).
Remark 3.3.
In what follows, we will assume l40; m ¼ 0 in (1.5). This will not be restrictive. In fact, if m40 the effect of the subquadratic term can be absorbed by the quadratic term by taking l slightly bigger. That is, as ld 2 ðx; % xÞ þ md p ðx; % xÞoðl þ eÞd 2 ðx; % xÞ þ k 0 for any small e40 and a suitable k 0 AR; the results will follow by taking the limit e-0: On the other hand, if lp0 we can reduce the problem to the previous one by taking a new l40 arbitrarily small. Lemma 3.4. If the potential V and the parameter l are such to satisfy hypothesis (1.5) with l40; m ¼ 0; and if 0oTpd is such that hypothesis (1.6) holds, then functional J T admits a lower bound in O T ðx 0 ; x 1 Þ: Even more, J T is coercive, i.e.,
Proof. First of all, (1.2) and hypothesis (1.5) imply 
is coercive in O T ðx 0 ; x 1 Þ: The proof will be carried out in three steps:
Step 1: Reduction of the n-dimensional problem (coercivity of F l T ) to a 1-dimensional problem (coercivity of G l T ). Taken any xAO T ðx 0 ; x 1 Þ it can be proved that there exists s 0 ¼ s 0 ðxÞA½0; T such that
In fact, if we assume
condition (3.5) holds if there exists s 0 A½0; T such that hðs 0 Þ ¼ R: But this is trivially true since h : ½0; T-R is continuous and by (3.1) it follows that
i.e., hð0ÞpRphðTÞ: So, let us introduce a new function y : ½0; T-R defined by
Clearly, by (3.5) it follows that y is continuous in ½0; T and there exists ' y a.e. in ½0; T: Concretely, it is ' yðsÞ ¼ j ' xðsÞj a:e: in ½0; s 0 Àj ' xðsÞj a:e: in s 0 ; T; ( hence, Furthermore, by (3.6) it follows that dðxðsÞ; % xÞpyðsÞ for all sA½0; T; ð3:8Þ hence, (3.4), (3.7) and (3.8) imply
Whence, by (3.7) and (3.9) it is enough to prove that the further new functional 
Now, putting r ¼ 2lðT þ 2eÞ 2 =p 2 ;
which is greater than 0; because ro1 by (3.12), and Wirtinger's inequality can be claimed (see Remark 3.2) . Whence, by (3.3), (3.9) (with (3.4)), (3.14) (with (3.10)) and (3.16) it follows that J T is bounded from below in O T ðx 0 ; x 1 Þ: At last, in order to complete the proof, we have just to prove that
is coercive in H 1 0 ð½0; p; RÞ:
Step 3: Proof of the coercivity of g by means of Fourier series. Let ðz m Þ m be a sequence in H 1 0 ð½0; p; RÞ such that 
x n ,0 weakly and n n -0 strongly in H 1 ð½0; T; R N Þ: ð3:21Þ
We claim that x n -0 strongly in H 1 ð½0; T; R N Þ: In fact, by (2.1) and (3.19) it follows that
/r x V ðx n ; sÞ; x n S ds
/r x V ðx n ; sÞ; x n S ds:
Moreover, by (3.21) it is x n -0 uniformly in ½0; T while by (3.20) it follows that the set fr x V ðx n ðsÞ; sÞ: sA½0; T; nANg is bounded, so
/ ' x; ' x n S ds ¼ oð1Þ;
/' n n ; ' x n S ds ¼ oð1Þ;
/r x V ðx n ; sÞ; x n S ds ¼ oð1Þ which imply R T 0 / ' x n ; ' The following example proves that the upper bound in (1.6) is the best one we can obtain in the quadratic growth (1.5). 
