Reliable communication over the discrete input and continuous output noncoherent multiple-input multipleoutput (MIMO) Rayleigh fading channel is considered when the SNR per degree of freedom is low. The input constellations are required to satisfy peak and average power constraints. When the peak-to-average power ratio of the input constellation is limited (PAPR-limited) and in the low SNR regime, the mutual information upto second order in SNR is maximized jointly over input signal matrices and their respective probabilities, over all T + 1 point constellations (where T is the coherence length). Even though the problem considered is a finite dimensional non-convex optimization, it admits an elegant solution in closed form. The constellation obtained is referred to as Space Time Orthogonal Rank one Modulation (STORM), and it provides new insights into noncoherent MIMO comunications in the low SNR regime. By deriving an appropriate upper bound, it is shown that in most cases with even moderate values for PAPR and T , STORM is near-optimal with respect to the maximum mutual information achievable with unconstrained cardinality. For the case when the peak-power constraint is a fixed constant (peakconstrained), STORM achieves the capacity per unit energy, while having a wideband slope T times that of the conventional approach of MIMO ON-OFF signaling. This translates to increased bandwidth efficiency or PAPR reduction by a factor of T in the wideband regime. The above results are also extended to the more general spatially correlated MIMO Rayleigh fading model.
I. INTRODUCTION
In this paper, we consider the problem of communicating reliably over a MIMO block Rayleigh fading channel in the low SNR regime. We assume the noncoherent model, wherein neither the transmitter nor the receiver are assumed to have instantaneous channel state information (CSI), while both have knowledge of the channel distribution. In scenarios where the mobile receivers are moving at a high speed or when the number of transmit antennas is large, channel estimation at the receiver might be insufficient due to the small coherence times involved. The problem of the receiver acquiring CSI is further exacerbated in the low SNR regime, where the channel estimates can be unreliable. As a result, the more common assumption of perfect CSI at the receiver (that of coherent communications) may not hold true in such cases.
A more fundamental rationale for studying the noncoherent model is as follows. Since in practice the channel is not known to the receiver at the start of communication, an information theoretic formulation of the noncoherent problem-which implicitly accounts for the resources needed for (implicit) channel estimation without constraining the transmission scheme in any way-is more fundamental than the coherent formulation. Systems that assume coherent transmission by arguing that the channel can be acquired at the receiver by the use of pilot-symbol assisted transmission to perform explicit channel estimation are inherently suboptimal in general while not taking into account the resources (power and degrees of freedom) needed for pilot transmissions (as they should).
The capacity of the noncoherent MIMO channel was first investigated in the seminal work of Marzetta and Hochwald [1] , where a characterization-albeit partial-of the capacity achieving input distribution was given. Subsequently, Zheng and Tse [2] derived the capacity at asymptotically high SNR, in the process establishing the optimality of isotropically distributed unitary random matrices in the high SNR regime. Hassibi and Marzetta [3] evaluate the mutual information of the channel with the input being an isotropically distributed unitary random matrix at general SNR. The problem of finding the true capacity at general SNRs of the noncoherent MIMO Rayleigh fading channel, and the inputs that achieve it, still remains an open problem in communication theory.
In recent times, research in noncoherent communications has largely shifted focus to the low SNR regime, see for instance [4] [5] [6] [7] [8] [9] . This regime is commonly encountered in wideband (WB) and ultrawideband (UWB) channels, where the signal power is spread over a large bandwidth, consequently rendering the SNR per degree of freedom low. A well known characteristic of the optimal signals in the low SNR regime is that they have a high peak-to-average power ratio (PAPR) in general. It is shown in [4] that under certain regularity conditions on the signal, which include making the fourth and sixth moments finite, the noncoherent MIMO capacity grows as O(SNR 2 ). This is the capacity that can be expected when the average power is low and the peak-to-average power ratio (PAPR) is not too large, which is the case with many practical modulation schemes. Similar expressions for the mutual information upto the second order are obtained in closed form in [10, 11] with different assumptions on the fading matrices and peak-power constraints. In one of the key contributions here, we maximize this mutual information jointly over input matrices and their respective probabilities from a constellation of cardinality T + 1.
To ensure that the optimal constellations are practically meaningful, we impose a peak-power constraint per antenna and per time slot in our optimizations, in addition to the average power constraint. We perform the optimizations over two different constraint sets which ensure that the input satisfies certain regularity conditions. In the first case, we assume the input to satisfy regularity conditions and constrain the maximum peak-power to be a constant times the average power constraint, thereby ensuring that the PAPR of the optimal constellation is finite. We therefore refer to this case as PAPR-limited. In the second case, the PAPR of the input is directly constrained, and we refer to it as the PAPR-constrained case. These constraints are explained in detail in Section II.
The optimization of the mutual information at low SNR jointly over the signal matrices as well as their independent, identically distributed (i.i.d.) Rayleigh fading MIMO channels, while point 4 refers to the spatially correlated Rayleigh fading MIMO model.
PAPR-limited case
(a) We obtain STORM via a global maximization of the mutual information at low SNR jointly over signal constellation matrices and their probabilities, in closed form. This is optimal among all constellations of cardinality T + 1.
(b) It is shown analytically that STORM is near-optimal in terms of capacity per unit time even for moderate PAPRs. Therefore, using more than T + 1 points does not provide much improvement over the T + 1 point STORM. An additional convenience, is that the entries of STORM can be transmitted using PSK symbols with an additional zero point. An alternate version of STORM, which is available whenever T -dimensional Hadamard matrices are known, requires just BPSK symbols with an additional zero point to transmit the entries.
(c) Numerical examples are provided to show that STORM is a good candidate even from the important viewpoint of spectral efficiency. In fact, to operate at the maximum possible spectral efficiency, STORM should be used at a low but non-vanishing SNR that can be determined through Monte-Carlo simulations.
PAPR-constrained case
(a) It is shown that a T + 1 point single-antenna version of STORM maximizes the mutual information, among all T + 1 point constellations. Moreover, such a constellation is near-optimal with respect to the mutual information with unconstrained cardinality. It is also sufficient to use one transmit antenna in this case.
3. Peak-constrained case (a) We derive the optimal two point ON-OFF strategy using the simplified formula in [15] , and obtain the capacity per unit energy. We refer to this optimal two point constellation as MIMO-OOK. It achieves the capacity per unit energy as SNR → 0.
(b) It is shown that STORM also achieves the capacity per unit energy in the limit of low SNR. However, its wideband slope is T times that of MIMO-OOK. This would imply that for the same transmission rate, the bandwidth required by STORM at a given energy per bit is less than that of MIMO-OOK by a factor of T in the wideband regime, to achieve the same spectral efficiency. This would also imply that for the same mutual information per unit energy and at any low but non-vanishing SNR, STORM requires a lower PAPR (by a factor of T ) relative to MIMO-OOK. Thus, the potential gains of STORM in terms of bandwidth or PAPR (at low but non-vanishing SNR) over MIMO-OOK are significant. 4 . The above results are also extended to the more general spatially correlated MIMO Rayleigh fading model.
II. SYSTEM MODEL
We begin by describing some notational conventions. For an integer N , I N is an N ×N identity matrix and 1 N is the N length column vector of ones. Matrices are denoted by the boldfaced capital letters, and vectors by bold faced small letters. The symbol ⊗ denotes the Kronecker product. The matrices X T , X and X * denote the transpose, complex-conjugate, and conjugate transpose of X, respectively. The notation [X] ij refers to the (i, j) th element of the matrix X. The notation X (m) refers to the m th row of the matrix X. We denote the block diagonal matrix with the matrices A 1 , . . . , A N along the block diagonal and zeros elsewhere by blockdiag(A 1 , A 2 , . . . , A N ). E[.] denotes the expectation operator. We use the notation o(ρ) to mean that lim ρ→0 o(ρ) ρ = 0. The symbol X C is used to denote the complement of the set X. The symbol is used to denote generalized inequality ,i.e., if A B then B−A is positive semidefinite.
We consider a MIMO channel with N t transmit and N r receive antennas. The random channel matrix H ∈ I C Nt×Nr is assumed to be constant for a duration of T symbols after which it changes to an independent value. It has independent, identically distributed (i.i.d.) CN (0, 1) entries and the knowledge that the entries have this distribution is available to the transmitter and receiver. The realizations of H however, are unknown at both ends. Assuming that the transmitted symbol is X ∈ I C T ×Nt , the output of the channel can be written as
The entries of N are i.i.d. CN (0, 1) random variables. The symbol X is drawn from a finite constellation C. We impose a peak-power constraint
This peak-power constraint is most natural as it restricts the peak-power per antenna and per time slot to at most K. We define the PAPR of a constellation C as
We consider three cases based on the types of constraints imposed, in this paper.
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In this case, apart from the peak-power constraint (2), we also assume that
so that the average SNR at each receive antenna is constrained to be P . In addition, it is assumed that K P is a fixed constant. This condition ensures that the maximum peak-power also goes to zero as the average-power constraint P → 0. This condition also limits the PAPR of the optimal constellation in the constraint set, even though only the peak and average powers of the constellation are directly constrained.
(ii) PAPR-constrained case : In this case, the average power constraint assumed is
which is a tighter constraint than L i=1 P i tr(X i X * i ) ≤ P T and also implies the latter. In addition, we impose a constraint on the PAPR as
(iii) Peak-constrained case : Here, the average power constraint (4) and the peak-power constraint (2) are assumed to hold. In this case, K is assumed to be a fixed constant independent of P . Here, in contrast to the PAPR-limited case, the peak-constraint does not go to zero as the average-power constraint goes to zero.
For convenience, we will denote the average energy per block of T symbols by E = P T , in all three cases.
The probability density function (p.d.f.) of Y conditioned on X being sent is given by
III. MAXIMIZING THE MUTUAL INFORMATION AT LOW SNR
Throughout this paper, we will consider a discrete input (of cardinality L) and continuous output channel over which the constellation {X i } L i=1 with corresponding transmission probabilities {P i } L i=1 is used. Then the mutual information between the transmitted and received signals, normalized by the block length T is given by
with units nats/s/Hz. The mutual information for the noncoherent MIMO Rayleigh fading channel under an average power constraint on the input signals is not known in closed form for a general SNR. At asymptotically low SNR and when the input signal satisfies certain regularity conditions to avoid inputs being prohibitively peaky, the authors in [4] show that the mutual information is zero upto first order for the continuous input and continuous output channel. Moreover, the mutual information upto the second order in P is also obtained in closed form, through a Taylor series expansion. For the sake of completeness, we state the key theorem in [4] , slightly modified to suit discrete input p.m.f.s and the power normalizations in this paper. The expression for mutual information upto second order was also derived earlier in [10] and [11] , but with more stringent conditions on the input distribution.
Theorem 1: (Rao and Hassibi [4])
Let p(Y) denote the p.d.f. of Y.
First order result :
∂P exists at P = 0, and (ii) lim P →0 E[tr{(XX * )
2 }] P = 0, the mutual information between the transmitted and received signals X and Y is zero to first order in P , i.e. ,
Second order result : If in addition (i)
= 0, then the mutual information between X and Y up to second order in P is given by
A similar analysis tailored to the discrete input and continuous output case yields the same expression as in (8) with the expectations involving a discrete input and probability mass function (p.m.f.), while those in [4] involve a continuous input and p.d.f.
In this section, we consider the PAPR-limited and PAPR-constrained cases, where signal constellations satisfy the regularity conditions in Theorem 1, and thereby have a mutual information that is of second order in P . We then seek to maximize (8) jointly with respect to
under an average power constraint i P i tr(X i X * i ) ≤ E and a peak power constraint
In [4] , the authors use a continuous input and output version of the low SNR mutual information in (8) and maximize this expression with respect to the input distribution under two different peak constraints.
Their solution however relies on the assumption that the input signal has the form
where Φ is an isotropically distributed unitary random matrix and V is a diagonal matrix with nonnegative entries. While this assumption entails no loss of generality for the case when only the average power is constrained [1] , this is not the case when there is also a peak-power constraint |V i | 2 ≤ K, which is utilized in [4] . Due to this reason, the maximizations in [4] lead to the conclusion that a single antenna alone should be used in the low SNR regime, which is misleading. In [11] , the authors perform this maximization under a more relaxed peak-constraint tr(XX * ) ≤ ǫ and over the input p.d.f. and again obtain the same conclusion that a single antenna alone should be used. The optimization problem that we consider here does not restrict the signals (sub-optimally) to be of the form (9) . Moreover, we assume the most natural peak-power constraint from a practical standpoint namely X ∞ ≤ √ K for each X ∈ C, in addition to an average power constraint. These assumptions along with the discrete input formulation, result in a significantly different problem from that considered in [4] and [11] , and is also harder to solve.
In contrast to [4] , our results indicate that at sufficiently low SNR, it actually helps to use more transmit antennas in the PAPR-limited case. In an alternate formulation, where the PAPR is directly constrained in addition to the average power constraint, we show that a single antenna constellation is sufficient to maximize the mutual information for a cardinality of T + 1.
We first state the main theorems and their consequences for the PAPR-limited case. constellations with a cardinality of L be S L , which is defined as follows.
We may assume without any loss of generality that KN t T ≥ E, since if KN t T < E, the average-power
≤ E is never active due to the more restrictive peak-power constraint
We may therefore choose E = KN t T without any loss of generality in such a case. Let ζ = K P , which is a constant by definition in the PAPR-limited case. When P i = 0, the symbol X i is not used. Therefore, it can be seen that the set of feasible constellations in S L is also included in the set S L ′ for any L ′ > L. Let I * low,L be the maximum possible mutual information upto second order achievable by any constellation in the set S L . We define the maximum mutual information when there is no upper limit on the cardinality L as I * low = lim L→∞ I * low,L . If we were to optimize jointly over
and L, it would amount to maximizing the mutual information at low SNR over the p.m.f. and hence result in I * low . It will be subsequently shown that the problem of
provides a solution which is near-optimal in the PAPR-limited case. Another key insight is that even with moderate PAPR, there isn't much to be gained by considering a cardinality more than T + 1. We thus succeed in bypassing the much harder problem of optimizing over the p.m.f., without much loss in terms of the maximum mutual information with unconstrained cardinality.
The following theorem is one of the main results in this paper. It provides the optimal constellation of cardinality T + 1 that maximizes the mutual information upto second order while satisfying peak and average power constraints. Theorem 2 also provides an upper bound on the maximum mutual information achievable when there is no cardinality constraint (I * low ), using which it can be shown that using more than T + 1 points does not help much.
Theorem 2: (PAPR-limited case)
Let T ≥ 2. Then the maximum mutual information with an unconstrained cardinality can be bounded as
A constellation that achieves the leftmost equality in (10) has cardinality L = T + 1, which is the smallest possible, and together with its p.m.f. is given by
In other words, each of the L − 1 = T non-zero constellation points is formed from a column of a T × T DFT matrix and this column is repeated over the N t antennas.
Proof:
The proof is given in Section III-C.
Since the optimal signal constellation is a set of T + 1 matrices with their corresponding probabilities, it can be viewed as a space-time code employing unequal transmission probabilities, that achieves the maximum mutual information upto second order at low SNR. Based on its structure, we call the optimal constellation as Space Time Orthogonal Rank one Modulation (STORM). It is called so because each non-zero matrix consists of a distinct column of the T × T DFT matrix repeated along the columns, thereby making each signal matrix of unit rank. Furthermore, every constellation matrix is orthogonal to the other constellation matrices by construction.
It can be seen that for STORM described in (11) and (12), the PAPR as defined in (3), is KNt P = ζN t ≥ 1. Clearly, the ratio between the upper and lower bounds in (10) is nearly 1 when ζN t T >> 1. We emphasize here that this is true even for moderate and practical values of ζ, N t and T . As an example, for ζ = 3, N t = 3 and T = 4, the ratio is 0.97. Therefore, even for moderate values of ζ, N t and T , the T + 1 point STORM is near-optimal with respect to the maximum mutual information with unconstrained cardinality, and there is not much to be gained in using more points.
Recently, [16] and [17] considered a SISO Rayleigh fading channel with the noncoherent assumption, with the fading process modeled as stationary and ergodic. With only a peak-constraint ρ, it is shown in [16] that using PSK symbols results in an achievable rate that is at most ρ 2 2 + o(ρ 2 ) away from capacity, and near-optimal for channels with sufficient memory (slowly time-varying). The authors of [17] identify a non-bursty ON-OFF signaling scheme that achieves the capacity under both peak and average power constraints. While the above results were obtained for a different fading process (we use the block-fading model) and only for SISO channels, the results are intuitively related to our work via the channel memory which is a measure of coherence (here T ).
A. Remarks
Since STORM achieves a significant fraction of I * low even for moderate values of η and T , the following insights from its structure and mutual information are of great interest.
1. It can be seen that the mutual information of STORM is an increasing function of the maximum peak power K. This is expected, since peaky signaling is known to achieve the noncoherent capacity in the low SNR regime when there is only an average power constraint.
2.
A convenient feature, is that the entries of STORM can be transmitted using PSK symbols with an additional zero point. An alternate version of STORM (provided at the end of Section III-C), which is available whenever T -dimensional Hadamard matrices are known, requires just BPSK symbols with an additional zero point to transmit the entries.
3. Consider the special case when KN t T = E. This is the case when there is only a peak-constraint imposed on the input. In this case, it can be seen that STORM has no zero point and is given by
The advantage of the constellation indicated in (13) is that the constellation points are equiprobable and the PAPR is one, which facilitates practical implementation.
4. When the i th non-zero signal of STORM is transmitted, the received signal is
where the 1 × N r vector h T = 1 T Nt H. Clearly, h would be distributed as CN (0, N t I). Since the effective channel (14) involves just N r unknown channel coefficients, the implicit estimation of the channel for the noncoherent scheme involves only N r coefficents and not the original N t N r coefficients. At low SNR, the implicit estimation of a large number of channel coefficients is difficult due to the low received power per path. The unit rank structure of the signals in STORM helps to circumvent this difficulty by focusing the power on just N r effective unknown path gains, thereby making best use of the multiple transmit antennas.
5. The cutoff rate for the discrete input (of cardinality L) and continuous output channel is given by
The cutoff rate was initially advocated as a design criterion for modulation schemes in [18] and [19] . The cutoff rate is a lower bound on the random coding exponent, and also provides an exponentially accurate description of the attainable error probability when communicating at the critical rate [18] . We refer to the argument of max(.) in (15) as the cutoff rate expression. For the noncoherent MIMO channel at low SNR, the cutoff rate expression is easily shown to be (c.f. [20] )
An interesting property of CR low (cf. [13] ) is that when the input constellation satisfies the regularity conditions, the cutoff rate expression approaches a value that is equal to half the mutual information in the limit of low SNR. In other words,
In the limit of low SNR therefore, CR behaves identically to the mutual information. Therefore, the T + 1 point STORM maximizes both the mutual information as well as the cutoff rate expression upto second order, at low SNR (or STORM achieves the T + 1 point cutoff rate upto second order).
6. The symbols sent by all transmit antennas at any given time are the same. Therefore, the fading gains add up and multiply the transmitted symbol to form the received symbol at each receive antenna. So, why not just use a single transmit antenna? The answer is that multiple transmit antennas are used because the peak-power constraint limits the symbol power per antenna and per time slot.
7. In noncoherent constellation design literature, an often used design criterion is to maximize the worst case chordal distance in a constellation which is given by min j =i tr I − X * i X j X * j X i . For STORM, the worst case chordal distance is the maximum possible as for every i = j, X * i X j = 0 Nt×Nt .
8. It can be seen that the mutual information of STORM increases linearly with T and N t when K, P and N r are fixed. It should be noted that the mutual information increases linearly with T but not indefinitely, since the asymptotic result holds for a smaller P as T is increased. An explanation for this large rate of increase with T and N t is that when the maximum peak power per antenna and time slot is limited, it helps to spread the power across more constellation matrices, as well as spatio-temporal dimensions in the manner described by STORM.
9. The entries of all signal matrices in STORM have equal magnitudes, with the exception of the zero matrix. This shows that with the exception of the zero signal matrix, the power is spread equally, thereby minimizing the maximum peak power among all transmit antennas and time slots.
10. The difference of any two different matrices in STORM has a unit rank, and hence the scheme has a theoretical diversity order of N r at high SNR, based on the rank criterion for coherent spacetime codes [21] . Constellation design at high SNR for the coherent MIMO channel is typically geared towards achieving the maximum (full) diversity (which is N t N r for our channel model). Theorem 2
shows that optimal noncoherent constellations at low SNR have quite the opposite properties as good coherent constellations at high SNR.
B. Direct constraint on the peak-to-average power ratio
In this subsection, we consider the problem of maximizing the mutual information when a direct constraint on the PAPR is imposed, in addition to the average power constraint (PAPR-constrained case). We
show that a solution to this problem can be readily obtained, through the proof of Theorem 2. Define the sets of constellations S L and R L as
The set R L uses an average power constraint
) ≤ E and also implies the latter. Therefore, the average received SNR per received antenna is still P . The set R L also imposes a maximum PAPR constraint of η. With R L as the set of feasible constellations, we wish to find the maximum mutual information at low SNR. We retain the definitions for I * low,L , I * low as before but with the set R L instead of S L . The following result can be obtained easily through the proof of Theorem 2.
Proposition 1: (PAPR-constrained case)
The maximum mutual information with an unconstrained cardinality can be bounded as
STORM with K = ηP Nt achieves the leftmost equality in (17) .
The RHS of (18) is precisely the problem solved in Section III with K = ηE T Nt and moreover, it can be seen that the solution also lies in R L | L=T +1 . In this case therefore,
Notice that lim P →0
is independent of N t , and so is the upper bound on I * low . This indicates that even a T + 1 point single antenna constellation whose points (vectors) are the zero point and the T columns of the T × T DFT matrix, is near-optimal.
This conclusion is different from the case in Theorem 2, since the PAPR is fixed here. Again, even for moderate values of η and T , the ratio between the upper and lower bounds in (19) is nearly 1 (See Figure   2 ). Therefore, it is sufficient to use T + 1 points as indicated and a single transmit antenna, without much loss in terms of the mutual information with unconstrained cardinality.
Remark :
Even though N t = 1 suffices to achieve the leftmost equality in (17) in the PAPR-constrained case, using STORM with more transmit antennas does not decrease the achievable mutual information. Moreover, since K = ηP Nt , having more transmit antennas may be beneficial since the maximum peak-power per antenna and time slot decreases with increasing N t , when the PAPR is a fixed constant.
C. Proof of Theorem 2
In this subsection, we give the proof of Theorem 2. We need the following definitions first from [22] .
Definition 1:
A convex maximization problem is an optimization problem in the following form :
where f (x) is a convex function and X ⊂ ℜ n is a convex set.
Definition 2:
A point x on the boundary of a convex set X is called an extreme point if there are no
Lemma 1: A closed, bounded convex set in ℜ n is the convex hull of its extreme points.
Lemma 2:
The global maximum of a convex function f over a compact convex set X is attained at an extreme point of X.
Proof: Since X is a compact set, f must attain its global maximum at some point in the set. It suffices to show that for every x ∈ X, there exists an extreme point s such that f (s) ≥ f (x) holds. By Lemma 1, we can find extreme points x 1 , . . . , x K and constants 0 < λ k < 1 ∀k such that
where the left inequality is through the Jensen's inequality. Therefore, f attains its global maximum at an extreme point.
Definition 3:
A polyhedron is defined to be the set of points P = {x ∈ ℜ n : Ax ≤ b, where A ∈ ℜ m×n and b ∈ ℜ m . A bounded polyhedron is called a polytope. The extreme points of a polytope are referred to as vertices.
The following proposition characterizes the vertices of a certain polytope, and will be useful for the proof that follows.
Proposition 2:
Consider the polytope defined by
which is the intersection of the half-
D consists of L − 1 entries that are either Q or 0, and exactly one entry c such that 0 ≤ c ≤ Q.
Proof: Given in Appendix-B
We are now ready for the proof of Theorem 2.
Proof: The problem that needs to be solved here is
subject to
where I low is given in (8) . Maximizing lim P →0 I low P 2 is equivalent to maximizing
Since terms of the form tr X * j X i X * i X j are non-negative, (25) follows by replacing all negative terms in (24) by zero. Let x ik denote the k th column of the matrix X i . The equality in (25) occurs iff x * jk x il = 0 ∀k, l, j = i. We proceed by considering the maximization of the bound in (25) and show later that the inequality in (25) can indeed be achieved with equality by the signal constellation that maximizes (25) when L ≤ T + 1. Now, our optimization problem is
In Appendix-A, we provide a simple argument that shows that the joint maximization of (26) is a nonconvex optimization problem. Our strategy for solving the joint optimization in (26) is to maximize the objective function over
fixed in the first stage and maximizing the resulting objective function over
. We will show that the optimization in the first step can be solved by a formulation as two successive convex maximization problems and the one in the second step is a convex minimization problem. By exploiting this structure and jointly optimizing over
, we will be obtaining the L-point p.m.f. that maximizes the upper bound on mutual information (26).
Optimization over
, we decompose the problem again into two steps. In the first step, we fix
. The second step would be to optimize over the choice of d i , i = 1, . . . , L. Geometrically, we are first finding the matrices
that maximize the objective function over the contour tr(X i X * i ) = d i ∀i. We will show that this first step can be solved via a convex maximization formulation. Our next step would be to optimize
, thereby obtaining the contour for which the objective function achieves its maximum value for an arbitrary but fixed {P i } L i=1 . We will show that the second step can also be solved as a convex maximization problem.
, it is clear that the objective function in (26) is maximized when for each i, X i is chosen according to
Let the eigenvalues of the positive semidefinite matrix X i X * i be {λ m } T m=1 . Then, the solution of (27) is upper bounded by the solution of
with equality when the additional constraints X i ∞ ≤ √ K hold for each i, for the set of matrices that achieve the maximum in (28) . Since the objective function in (28) is convex while the constraint set is a polytope, the problem in (28) is also a convex maximization problem, and a globally optimal solution exists at a vertex of the constraint set. In this case, the T + 1 vertices of the constraint set can be found by inspection to be
The points in (29) are the vertices of the constraint set since none of them can be expressed as a convex combination of any other points in the set, and any point in the set can be expressed as a convex combination of the points in (29) . Therefore, since all the vertices except the all zero vector give the same value d 2 i , this is the maximum of the function. This in turn implies that the matrices {X i } L i=1 have to be of unit rank for the objective function to achieve its maximum value of
If more than one of the d i s are zero, they would all correspond to the same signal point 0 T ×Nt and their respective probabilities would simply add up, resulting in one effective zero symbol matrix. Therefore, L = L ′ + 1 or L = L ′ depending on whether or not there is a zero symbol.
We next show that when L ′ ≤ T , there exists a set {X i } L i=1 which satisfies the strict peak power constraint so that it solves (28) as well as (27) . Consider the matrices
The set of matrices in (30, 31) are of unit rank and satisfy tr ( (25) holds with equality. When L ′ > T , the set of v i in (30) can no longer be selected orthogonal to each other. Nevertheless, a set of rank one matrices with the structure given in (30) but with a non-orthogonal set of v i (normalized the same way), still solves both (27) and (28) . Therefore, the expression
serves as an upper bound on the maximum mutual information achievable by a cardinality unconstrained constellation, which is I * low . Now that we know how to design
, this is a convex maximixation problem over a polytope, and hence a global optimum is achieved at a vertex of the polytope. Using Proposition 2, each vertex of the constraint set would consist of L − 1 entries that are either KN t T or 0, and at most one entry c such that 0 < c < KN t T .
For the special case when (33) is a strict inequality, it can be easily seen based on the proof of Proposition 2 that the vertex of the constraint set cannot have an entry c such that 0 < c < KN t T . This observation can be used to simplify the ensuing optimization over the probabilities.
Optimization over {P
. Now that we know the structure of the optimal d for an arbitrary but fixed [P 1 P 2 . . . P L ] T , in the next step we will optimize the objective function over the probabilities. In order to determine the optimal set of probabilities, we may assume without loss of generality that the optimal d and the corresponding probabilities are
(35)
For convenience, we introduced the symbol M to denote the number of entries in d that are KN t T . Note that when P M +1 = 0, there is no entry c such that 0 < c < KN t T for the constellation. Also observe that in the special case when (33) is strict, we could take P M +1 = 0 for the optimal constellation without any loss of generality, and this simplifies the subsequent convex minimization problem. The cardinality of the constellation L depends on the number of non-zero probabilities in the optimal constellation and is related to M by L ≤ M + 2 in general.
With the structure of the optimal d, we next determine the optimal set of probabilities in terms of arbitrary but fixed M and c. Following that, we find the values of M and c that maximize the resulting objective function. For convenience, we consider minimizing the negative of the objective function in (32) after the optimal d is substituted as follows.
The optimization over P in (37) is a convex minimization or convex optimization problem [23] . The
Lagrangian can be written as
It can be verified that Slater's conditions [23] are satisfied and hence strong duality holds. Therefore, the Karush-Kuhn-Tucker (KKT) conditions are both necessary and sufficient for the optimal solution P and are given below.
By eliminating the slack variable µ, we get
From (46), we find that P i can take one of two values, P i = 0 or
We may assume that the M probabilities P i for 1 ≤ i ≤ M are the same. This is because even if some probabilities are different, the points which have zero probability are not used in the constellation anyway.
Moreover, since we will determine the optimal M only later, we may assume
. . = P M without any loss of generality and denote these probabilities by "P i ".
Similarly from (47), P M +1 can take one of two values, P M +1 = 0 or
We consider 4 cases to find the solutions to the KKT conditions, starting from the simplest. It may be recalled that KN t T ≥ E.
Case 1 :
The strict inequality in (50) implies that λ = 0 from (44). Since the power constraint is a strict inequality, we may take P M +1 = 0 from the discussion that follows (36). Therefore, P i = 1 M is necessary to satisfy (49). From (51), we obtain β =
The strict inequality in (50) together with P M +1 = 0 implies that this case holds when KN t T < E, which is never true. Therefore, this case does not occur.
Case 2 :
The strict inequality in (50) implies that λ = 0 from (44). Since the power constraint is a strict inequality, we may take P M +1 = 0 from the discussion that follows (36). Since P M +2 > 0, we have β = 0 from (45). Therefore, P i = 1 2 from (51) and P M +2 = 1 2 . From (50), this case applies when KN t T < 2E and M = 1.
Case 3 :
we must have β = 0 by (45). There are three sub-cases here, viz., (i)
. Substituting this value of λ in (51) and (52), we obtain
Using the above probabilities in the objective function f given in (37), we observe that
which means that f is a concave function over c. Since P M +1 ≥ 0, we get from (52) that λ ≤ c.
Therefore, the range of c in this case is given by λ ≤ c ≤ KN t T . Since the optimization of f over c is a concave minimization problem, the minimum is either at c = λ or c = KN t T by Lemma 2.
Choosing c = λ gives P M +1 = 0 from (52), λ = KN t T −
2E
M and therefore
Consequently, from (49) we get that
If c were instead chosen to be KN t T , then from (53) and (54),
and therefore P M +2 = 1 − E KNtT . Since we are yet to optimize over M , the above solution clearly is identical to that obtained in (56) and (57). So we may choose c = λ itself as the solution.
For c = λ, since λ ≥ 0, this case requires KN t T ≥ 2E M . Moreover, the power constraint equality requires that KN t T ≥ E. Hence, this sub-case solves the convex optimization problem for the cases
Even for sub-cases (ii) and (iii), it can be easily verified that we get essentially the same solutions as the previous sub-case.
Case 4 :
The cases KN t T ≥ E , M ≥ 2 and KN t T ≥ E , M = 1 are solved completely through Cases 2 and 3. This is true because by strong duality, the constellations obtained in Cases 2 and 3 are both necessary and sufficient for optimality. Moreover, since KN t T < E does not occur, we do not solve for Case 4 since we will get no new solutions or insights.
The last step is to find the best possible M . We revert to the problem which is a maximization of the objective function f for convenience. From Case 3, which yields the only pertinent solution for T ≥ 2, the objective function with the optimal probabilities given in (56) and (57) is
Notice that f is an increasing function of M , and M needs to be chosen as large as possible. However, if M is chosen so that M > T , inequality (25) would be strict since it is not possible to make the columns of all pairs of different constellation matrices orthogonal. Therefore, M = T is optimal among M satisfying M ≤ T . When we take the limit as M → ∞, we get an upper bound on the mutual information which is not achievable (hence the strict inequality for the upper bound in (10)).
To complete the proof, notice that we may use the jointly optimal P and d with the structure of constellation points given in (30, 31) so that the upper bound in (25) is achieved with equality when M ≤ T . Therefore, the optimal constellations have been obtained for the case M ≤ T . When M ≥ T ,
we can obtain an upper bound on the maximum achievable mutual information by letting M → ∞ in (58) (and multiplying by the factor Nr   2T ).
An alternate version of STORM :
The constellation suggested in equations (30) and (31) uses the columns of a T × T DFT matrix, and achieves the upper bound in (25) while satisfying the crucial peakpower constraint. It turns out that using columns of a T -dimensional Hadamard matrix (when it exists) also achieves the same goal, since the columns are orthogonal and the entries are of equal magnitude. The advantage of using a Hadamard matrix instead of DFT matrix is that it is enough to transmit real symbols for each entry, specifically, BPSK with an additional zero point. Hadamard matrices of dimension T exist when T = 2 n for any natural number n and also for many multiples of 4.
Remark :
From the proof of Theorem 2, we only require the columns of X i , i = 1, . . . , L to be orthogonal to each other, and for each entry to have unit magnitude, while having the cardinality as large as possible. Let
. . , L, where {θ im } , ∀i, m is any set of phases. It can then be seen that for any constellation {X i } L i=1 satisfying the above mentioned properties, the constellation {B i } L i=1 whose matrices are
also satisfies the properties needed for Theorem 2. Therefore, the DFT or Hadamard matrix version of STORM may be used with the above variations in phases, without any loss in performance. This means that phase differences between streams through different antennas do not affect the performance of STORM.
D. Optimal spectral efficiency
In Section III, we obtained signal constellations that nearly achieve the maximum mutual information at low SNR even for moderate values of block length T and PAPR η. In this subsection, we will justify that even when the criterion for optimality is to minimize the energy per nat [5] for reliable communications, STORM is still a good candidate. We will use the notation
to denote the normalized energy per nat, in line with common usage [5] .
In the PAPR-limited case, the regularity conditions described in [4] are satisfied and the mutual information at low SNR therefore grows as O(SNR 2 ). For the optimal scheme, lim SNR→0 is quite small. Since the mutual information at a general SNR is not available in closed form, these numerical results strongly support the tractable approach of maximizing the low SNR approximation with respect to input constellations to ascertain the most spectrally efficient constellations.
Such an approach resulted in STORM as detailed in the earlier part of this section. With STORM, one should however not operate at vanishing SNRs, but instead operate in the vicinity of the SNR at which En N 0 min occurs.
We next propose an alternative method using the cutoff rate expression in the PAPR limited case, to find the SNR at which En N 0 min occurs. It was mentioned earlier that in the limit of low SNR, CR behaves identically to the mutual information. Even in the non-asymptotic low SNR regime, the approximation seems to be quite reasonable. Since the optimal spectral efficiency typically occurs in the non-asymptotic low SNR regime, using the cutoff rate expression evaluated specifically for STORM can provide a good engineering guideline on the regime to operate in. Using the structure of STORM defined in (11 ) and (12), CR can be simplified to get
Since CR is a lower bound on the mutual information, the energy per nat for STORM is upperbounded as
We want to find arg min
The second derivative of the objective function in (62) with respect to P is difficult to study analytically.
Nevertheless, based on extensive numerical simulations, it appears that the objective function P T CR is convex over P, P ≥ 0 and therefore, (63) is a convex optimization problem (See Figure 1) . The solution of (63) obtained using standard numerical algorithms for convex optimization from any initial starting point is identical, further supporting the conjecture that (63) is a convex optimization problem. The utility in using CR instead of the mutual information itself is that numerically, it can be seen that both formulations give very close values for the optimal SNR to operate at. While using mutual informations requires Monte-carlo simulations, using CR just involves a single variable convex optimization algorithm.
E. A low complexity block decoder
In some applications, decoding of a block of symbols at a time may be required. This need arises for instance in uncoded systems, where there is no coding across blocks. Another possibility is when there is coding across blocks, but hard decision decoding is employed at the receiver so that the blocks of symbols are first decoded via the MAP rule following which the outer code is decoded. In all such cases, we show in this section that the optimal MAP decoding of STORM can be simplified using FFT algorithms.
Consider the T + 1 point STORM as described in (11) and (12) . The optimal MAP rule to decode a block at the receiver is
For convenience, we will first ascertain the maximum in (65) among the non-zero signal matrices, and then compare it with the metric for the zero matrix. Substituting STORM, we get that the maximum metric among non-zero matrices is
The term (I T + KN t v i v * i ) −1 can be simplified by applying the Woodbury's identity, i.e., using
Also, using the identity |I + AB| = |I + BA|, (66) becomes
Clearly, among the non-zero constellation matrices, the MAP metric is maximized when Y * v i 2 is maximized. Let V be the T dimensional DFT matrix. Then each row of the matrix Y * V would represent the DFT of the corresponding row of Y * . The non-zero constellation matrix with the maximum MAP metric would therefore correspond to the column of Y * V with the maximum l 2 -norm. The N r DFTs involved can be efficiently computed using FFT algorithms. Now, the metric corresponding to the zero matrix would be
Since this is a constant for a given received signal, we can divide the metric in (67) by (68) and then take the natural logarithm of the resulting expression to get the final simplified decoding rule.
where
IV. PEAK-CONSTRAINED CASE
In this section, we consider the case where the peak-constraint K is a fixed constant independent of P .
We refer to this case as the peak-constrained case.
In [15] , Verdu considers a problem where the transmission of an input symbol x in the alphabet is assigned a cost b [x] . Let the capacity in bits per channel use as a function of the average cost β be denoted by C(β). The maximum number of bits that can be transmitted reliably through a channel per unit cost is shown in [15] to be
For the important case when the input alphabet contains a zero-cost symbol (say "0"), the capacity per unit cost is shown in [15] to be
) is the Kullback-Liebler distance between the conditional probabilities of a zero symbol and a non-zero symbol. When the cost associated with each input symbol in the alphabet is its energy, this quantity is referred to as the capacity per unit energy (denoted by C ue ).
In the next theorem, we obtain the capacity per unit energy for the i.i.d. MIMO block Rayleigh fading channel under a peak power constraint per antenna and per time slot. While the capacity per unit energy is also obtained in [7] , the authors use a more indirect method involving the reliability function while we directly solve (75) for the matrix channel model in (1).
Theorem 3:
The capacity per unit energy for the i.i.d. MIMO block Rayleigh fading channel with a peak power constraint on the input signal
and is achieved as P → 0 by the two point constellation given as
where z = [z 1 z 2 . . . z T ] T and is such that |z i | = 1 ∀i.
Proof: Since we are dealing with a discrete memoryless matrix channel (1), with the cost-function given by b(X) = tr(XX * ), the capacity per unit energy under a fixed peak power constraint is given by
Using the expression for the Kullback-Liebler distance which can be obtained easily (c.f. [14] ), we get
Let the matrix XX * have eigenvalues
. Then we may upper bound (81) by
The expression in (83) is obtained by noting that since − i log(1 + λ i ) is a convex function of X that satisfies both tr(XX * ) = KN t T as well as
where z = [z 1 z 2 . . . z T ] T and is such that |z i | = 1 ∀i. From [15] , we know that to achieve the channel capacity per unit energy, it is enough to transmit one non-zero symbol, given in (85), apart from the symbol 0. The corresponding probabilities are also given in [15] .
We refer to the two point constellation in Theorem 3 that achieves the capacity per unit energy as
MIMO-OOK.

A. STORM achieves the capacity per unit energy
Consider STORM given in (11) and (12), where the peak-power constraint K is a fixed constant independent of P . It can be seen that in this case, the regularity conditions in Theorem 1 are not satisfied by STORM. Therefore, in the limit as P → 0, the mutual information would not be o(P ).
The wideband slope (S 0 ) is defined in [5] as the increase of bits per second per hertz per 3 dB (b/s/Hz/3 dB) of E b achieved at
. Let the mutual information of a scheme be I(SNR) (in nats/dimension).
Then the Taylor series expansion of the mutual information is
The normalized minimum energy per bit and wideband slope for the scheme are [5] 
A key insight provided by [5] is that even though different schemes may achieve
, an analysis of their wideband slopes could reveal vast differences in the rate of growth of spectral efficiencies around
. This parameter is therefore critical in the analysis of wideband channels, where the SNR is low, but non-vanishing.
The normalized minimum energy per bit
is the reciprocal of the capacity per unit energy (in bits per joule). From Theorem 3, for the noncoherent MIMO iid Rayleigh fading channel with an average and peak-power constraint,
We will first show that STORM also achieves the
. Following that, we will show that STORM has a wideband slope that is T times that of MIMO-OOK.
Proposition 3:
With K being a fixed constant independent of P , the T + 1-point STORM given in (11) and (12) achieves
The wideband slopes of MIMO-OOK and STORM are respectively,
Proof: See Appendix-C.
When the signals are just subject to an average power constraint, it is shown in [5] that S 0 = 0 for the noncoherent MIMO channel. Therefore, it is extremely difficult to implement signals whose energy per bit approaches
as the bandwidths required would be prohibitively large. However, when there is an additional peak-power constraint K which is a fixed constant, and for the case KN t T < 1, Proposition 3 shows that S 0 > 0. Hence, it is realistic to design signals that achieve the
in this scenario as SNR → 0. For the SISO Rician fading channel with average and peak-power constraints, [6] obtains similar insights by deriving the minimum bit energy and wideband slope.
While both MIMO-OOK and STORM achieve
, the wideband slope of STORM is higher by a factor of T . This means that at a certain energy per bit and for the same transmission rate, and as SNR → 0, the bandwidth needed by STORM for the same spectral efficiency is less than that of MIMO-
OOK by a factor of T .
Another way of expressing this is for the same mutual information per unit energy at low SNR, MIMO-OOK requires an operating SNR which is 10 log 10 T dB less than that of STORM. This can be seen from (86), (87), (89) and (90). Since the peak-power is a fixed constant, this implies that the PAPR of MIMO-OOK at any small but non-vanishing SNR would be more than that of STORM by a factor of T .
Since in the low SNR regime, peakiness of the signal constellations is a crucial factor, using STORM can potentially result in large reductions in the required PAPR and facilitate implementation. Even though the optimal scheme in the peak-constrained case is yet unknown, STORM offers a concrete solution whose structure is also simple and practical. Following in the footsteps of [15] , many recent papers in noncoherent communications focus on the two point ON-OFF scheme to achieve the capacity per unit energy. STORM delineated in this section is a specific example of generalized ON-OFF signaling (c.f.
Section V.B. in [5] ) that is also convenient to implement. This demonstrates that there are compelling reasons to look beyond the two point ON-OFF scheme in the low SNR regime.
V. SPATIALLY CORRELATED FADING
One of the main aims of this section is to show that the structure of STORM and the insights obtained from it can be quite robust to the specific fading model employed. In this section, we extend the results of Sections III and IV to more realistic channels that exhibit spatially correlated fading. We show that for such channels, a different version of STORM turns out to be optimal. The proofs in this section demonstrate that the non-convex optimization techniques introduced in Section III to maximize the mutual information at low SNR in closed form, may be applicable to more general fading models as well.
For our analysis, we use the general spatial correlation model of [24] , referred to in [25] as the UnitaryIndependent-Unitary (UIU) model, which subsumes the well known separable transmit and receive correlation model of [26, 27] and the virtual channel representation model of [28] . Justification for the UIU Rayleigh fading model is given in [29] based on physical measurements.
We briefly describe the UIU Rayleigh fading model next. The received signal is modeled as
where X is the transmitted symbol matrix and W is the noise matrix. It is assumed that W has i.i.d. CN (0, 1) entries. The symbols {X} are normalized so that the average transmit power con-
For convenience, we denote the average transmitted energy per block of T symbols by E = P T . We also assume a peak power constraint on the signal matrices,
The peak-power constraint restricts the norm of each row of every constellation matrix to be at most √ KN t . Even though this peak-power constraint is different from
we will justify later that this form of constraining the peak-power is more natural for the spatially correlated case. As per the UIU Rayleigh fading model, H has correlated, circularly symmetric, complex gaussian entries and is represented by
where U t and U r are the transmit and receive unitary matrices.
The elements of H in (92) are uncorrelated and zero-mean, circularly symmetric, complex gaussian, but not necessarily with the same variance. Define h = vec(H) and h = vec( H). Assuming that E h h * = Λ, which is a non-negative diagonal matrix, we have
Clearly, the diagonal matrix Λ would have as its non-negative entries, the eigenvalues of Σ. For convenience, we denote Λ = blockdiag (Λ 1 , Λ 2 , . . . , Λ Nr ), where Λ k , ∀k are diagonal matrices with entries λ kl , l = 1, . . . , N t . The normalizations in (91) are assumed to be such that
The output of the channel in (91) can be written as
March 9, 2007 DRAFT Post-multiplying (94) with U r and then applying a vec operation to (94), we get
where X = I Nr ⊗ XU t , y = vec(YU r ) and n = vec(WU r ). The pdf of y conditioned on X being sent is given by
For the UIU Rayleigh fading model, the mutual information upto second order can be obtained using a similar analysis as that used in [4] . The resulting expression is
Under different regularity conditions and for more general channels, the authors in [10] also obtain the mutual information upto the second order. When the expression for mutual information at low SNR in [10] is specialized to the UIU Rayleigh fading model, it can be seen to be identical to (97). For any given constellation, the optimal eigenvalue matrix Λ is obtained in [30] for the UIU-Rayleigh fading channel at asymptotically low SNR. Specifically, it is shown that a rank-one Λ is optimal at low SNR.
In this section, we seek to maximize (97) jointly with respect to
under an average power constraint i P i tr(X i X * i ) ≤ E and a peak power constraint X
For simplicity in notation, we retain the definitions given just prior to Theorem 2 for the spatially correlated case as well. For instance, when we use the notation I * low in this section, we refer to the maximum mutual information when there is no cardinality constraint, for the spatially correlated channel.
As in the i.i.d. case, we may assume without any loss of generality that KN t T ≥ E. We consider the PAPR-limited case, and assume that ζ = K P is a fixed constant. Analogous to Theorem 2 for the i.i.d. case, we next state the theorem for the correlated case. The proof is subsequently provided.
Theorem 4: Let T ≥ 2 and l * = arg max l k λ 2 kl . Then the maximum mutual information with an unconstrained cardinality can be bounded as
A constellation that achieves the leftmost equality in (98) has cardinality L = T + 1, which is the smallest possible, and together with its p.m.f. is given by
In other words, the i th non-zero constellation point is formed by taking the outer product of the i th column of a T × T DFT matrix and column l * of the transmit unitary matrix.
Proof:
The problem that needs to be solved here is
where I low is given in (97).
Maximizing the dominant term in (97) is equivalent to maximizing
Inequality (106) is obtained by replacing the second term in (105), which is non-positive, by zero. Let x ik be the k th column of the constellation matrix X i , ∀i, k. Then, a sufficient condition for equality to hold in (106), is that x * ik x jl = 0 , ∀k, l, j = i. We next maximize (107) and show that the constellation that achieves this maximum, also achieves the equality in (106) when L ≤ T + 1.
We first introduce the additional set of variables {d i } L i=1 into the optimization, and note that the maximum of (107) is
The solution of (108) also maximizes (106) if it satisfies the additional constraint X
We will solve this optimization problem (108) in two steps. In the first step, we will optimize the
fixed. In the second step, we will further maximize the resulting function over {P i } L i=1 . While we optimize the objective function in (108) over
, we will omit mentioning the constraints involving only {P i } L i=1 for convenience.
The solution obtained by optimizing the objective in (108) over
The inequality in (111) follows from (108) since max tr(A)=g ik tr A 2 = g 2 ik = {tr(A)} 2 where A = X i Λ k X * i , and the maximum occurs iff A is of unit rank. The equality in (111) hence holds when X i is of unit rank ∀i. To solve the maximization in (111), we first fix {d i } L i=1 and solve
= max
Clearly, g(a i ) = l λ kl a il is a convex function of a i , and h(t) = t 2 is an increasing convex function of t. The objective function in (114), which is a linear combination of terms of the form h • g, is therefore also a convex function of a 1 , a 2 , ... , a L [23] . The optimization in (114) hence involves independent convex maximizations over polytopes in a i for each i. Since a convex maximization problem over a polytope has a solution at the vertex of the polytope (which is easily determined here), (114) can be easily solved. Define l * = arg max l k λ 2 kl . Then, it can be seen that (114) is solved when for each i, only a il * is non-zero while the remaining a il , l = l * are all zero. This would imply that for each i, only one column of X i is non-zero. Now, (108) can be written as
The joint maximization in (115) is identical to that encountered in (32) (upto a scale factor) and therefore, we can simply use the solution obtained there. For the case of KN t T ≥ E and within the set S L | L=T +1 , it turns out that one example of an optimal constellation is of cardinality L = T + 1 and is given by
The constellation described in (116) and (117) also satisfies the upper bounds in (106), (108) and (111) with equality. Therefore, in the set S L | L=T +1 , the constellation in (116) and (117) is optimal. The upper and lower bounds on lim P →0 I * low P 2 for the spatially correlated case can also be inferred analogous to the spatially i.i.d. fading case.
The T non-zero matrices in the optimal constellation are of unit rank, and each is the outer product of a column of a T × T DFT matrix and the transmit eigenvector corresponding to the effective strongest path. Since the matrices are all of rank one and are orthogonal to each other, this constellation is also referred to as STORM.
Remarks :
1. We used the peak-power constraint
in the spatially correlated case. The problem with imposing the constraint
is as follows. Since the effective channel model (95), employs the symbols X i = X i U t , the specific U t of the channel factors into the optimal solution crucially. This complicates the optimizations considerably, while hindering an elegant closed form solution. With the alternative constraint X
instead, each row of X i has the same l 2 -norm as X i and constraining this norm appears natural. Moreover, this approach is tractable in closed form, even though it is still a complicated non-convex optimization problem.
2. When we consider the popular virtual channel model, which is a special case of the UIU Rayleigh fading model an interesting conclusion can be drawn. It can be shown that the same constellation is the solution when either peak-power constraint (118) or (119) is used. This can be attributed to the fact that both U t and U r are DFT matrices in the virtual channel representation and hence all elements of the unitary matrices have the same magnitude. It turns out that each non-zero matrix in the optimal constellation has entries with equal magnitude.
We next find the capacity per unit energy for the spatially correlated channel model described earlier in this section.
For the UIU Rayleigh fading model, the capacity per unit energy is given by
The quantity C ue is achieved as P → 0 by the two point constellation given as
T and is such that |z i | = 1 ∀i.
Proof: For the UIU Rayleigh fading model, the Kullback-Liebler distance between two conditional probabilities can be easily derived to be
Using the formula for the capacity per unit energy in [15] , we have
where X = XU t . We may upper bound (126) as
To see how inequality (127) is obtained, first note that − log det (I + B) is a convex function of the eigenvalues of B = XΛ k X. Therefore, since a convex maximization problem has a solution at an extreme point of the constraint set,
Hence for equality to hold in (127), the supremum in (127) should be achieved by a XΛ k X * that is of unit rank, and the constraints X (m) ≤ √ KN t ∀m should also hold for the corresponding X. We denote the l th column of X by x l and next solve the problem
where we denote a l = 
Since
is a monotonically decreasing function of c, the solution to (131) is
It can be seen that the X that achieves (132) is of unit rank and that the conditions for equality in (127) and (131) are met by the corresponding X given in (121).
VI. CONCLUSION
Under peak and average constraints, a new constellation referred to as STORM is obtained via a finite dimensional non-convex optimization of the mutual information upto second order at low SNR jointly over the signal matrices and their respective probabilities (T + 1 constellation points), in closed form.
It is shown that the T + 1 point STORM is near-optimal with respect to capacity per unit time in the PAPR-limited case for even moderate values of PAPR and T . In contrast to most existing schemes for the noncoherent MIMO channel at low SNR, STORM is a practical constellation due to its discrete structure with a finite number of points and because it has a moderate PAPR in general. It is shown numerically that STORM is still a good candidate, even when the criterion is spectral-efficiency. For the PAPR-constrained case, we show that a single antenna version of STORM is near-optimal. For the noncoherent MIMO channel, the capacity per unit energy is derived in the peak-constrained case and the optimal two point scheme (called MIMO-OOK) is obtained. It is shown that STORM has a wideband slope that is T times that of MIMO-OOK. Therefore, for a given energy per bit and in the wideband regime, STORM requires a bandwidth that is less than that of MIMO-OOK by a factor of T . Also, for the same mutual information per unit energy and at any low but non-vanishing SNR, STORM requires a lower PAPR (by a factor of T ) than MIMO-OOK. This shows that there are potentially large gains in terms of bandwidth or PAPR using more than two points in the constellation as in STORM. The structure and mutual information of STORM provides many new insights into noncoherent MIMO communications in the low SNR regime. The above results are also extended to a more general spatially correlated fading model, viz., UIU-Rayleigh fading.
Future Research Directions :
1. The constellation matrices in STORM are orthogonal, are each of rank one, and the entries employ PSK symbols with an additional zero point. Due to this structure, STORM may lend itself to simplified low-complexity decoders in a natural manner, when there is coding across blocks (possibly utilizing ideas in Section III-E).
2. STORM may be extended to more general channel models, for instance, ones where there is correlation across time and antennas, and Ricean fading.
APPENDIX
A. Proof of non-convexity
In this subsection, we provide a simple argument that shows that the maximization of (25) is a nonconvex optimization problem.
We need the following definition of matrix convexity.
Definition 4:
A function f : ℜ n×n → ℜ m×m is matrix convex with respect to matrix inequality if for any positive semidefinite X 1 , X 2 and for any θ ∈ [0, 1]
is a set of complex matrices, the optimization over the signals amounts to an equivalent joint optimization over the real and imaginary parts of X i given by X i = X i + j X i , ∀i. In order to show that this joint optimization is non-convex, we will consider the contour given by X i = 0 , ∀i. With the imaginary parts being zero, the function in (25) becomes i P i (1 − P i ) tr X i X * i X i X * i It can be seen that g( X) = X X * is matrix-convex over X, and h(A) = tr(AA * ) is a non-decreasing convex function over positive semidefinite matrices A. Therefore, the composition f ( X) = h • g = tr X X * X X * is a convex function over X [23] . Further, since tr( X X * ) and X ∞ are convex functions of X [23] , the constraints i P i tr( X i X * i ) ≤ E and X i ∞ ≤ √ K are convex sets in { X i } L i=1 . For an arbitrary but fixed set of probabilities {P i } L i=1 , the objective function is convex in { X i } L i=1 , while the constraint set is the intersection of convex sets and is hence convex. Therefore, the problem of optimizing (25) 
is a convex maximization problem and not a convex optimization problem. Since for a fixed {P i } L i=1 , the problem of optimizing over {X i } L i=1 is a non-convex optimization problem for the imaginary parts of X i fixed, the joint optimization over {P i } L i=1 and {X i } L i=1 is also non-convex.
B. Characterization of vertices : Proof of Proposition 2
The following lemma, which is a well known result, characterizes the necessary and sufficient conditions for a point to be a vertex of a general polytope.
Lemma 3:
With the same notations as in Definition 3, let a T i , 1 ≤ i ≤ m denote the rows of the matrix A. Further, for x ∈ P, let I = i ∈ {1, . . . , m} : a T i x = b i describe the inequalities which are binding (active) at x, and let A I be the matrix with rows a T i , i ∈ I. Then x ∈ P is a vertex of P iff rank (A I ) = n.
Proof of Proposition 2 : Let d be the L-length column vector
T . Consider the polytope described by the set
Assuming that d is the L-length column vector with the optimal {d i } L i=1 , we may express the polytope which is the intersection of (33) and (34) in the standard form Ad ≤ b given in Definition 3, to get
where q = [P 1 P 2 . . . P L ] T , while 1 L is the L-length column vector of ones and 0 L is the L-length column vector of zeros. Let x be a vertex of the polytope described by Ad ≤ b. Then, the rows of A which satisfy a T i x = b i should form a matrix with rank L by Lemma 3. If the constraint (33) is satisfied with equality, there are at least L − 1 more linearly independent rows of A that are active constraints.
Let exactly k of the inequalities of the form d j ≤ Q, where j ∈ J be satisfied with equality, where J ⊆ {1, 2, . . . , L}. Then clearly, d j = 0 cannot be satisfied for j ∈ J. Therefore, there are at least L − 1 − k equalities among the remaining L − k inequalities of the form d j ≥ 0 where j ∈ J C . This in turn implies that at most only one of the entries of x can be other than Q or 0, when (33) is satisfied with equality. This remaining non-negative entry, which we denote by c, would have a value less than or equal to Q.
C. Proof of Proposition 3
Proof: In the peak-constrained case, both STORM as well as MIMO-OOK are examples of generalized ON-OFF signaling (c.f. Section V.B. in [5] ). Theorem 10 in [5] provides the E b N 0 min and S 0 achieved by a generalized ON-OFF signaling scheme. We summarize their result here.
The generalized ON-OFF signaling scheme has a (1 − δ) mass at the all-zero matrix 0 T ×Nt . The input pdf conditioned on the input being nonzero is denoted by P X , with distribution F X . With the input pdf conditioned on the all-zero matrix given by P 0 , the input pdf is
Denoting the pdf of the output conditioned on the input by P Y |X , the output pdf corresponding to P X is given by
The expressions for 
where ∆(.||.) denotes the Pearson's χ-divergence,
Evaluating
for STORM, we get
T N r (KN t T − log e (1 + KN t T ))
= KN t T log e 2 N r (KN t T − log e (1 + KN t T )) .
For STORM, 
Equation (144) is got by applying the Woodbury's identity and simplifying.
The above expression can be evaluated using the following result [31] . Let z be distributed as CN (0, K). 
The other two terms in the expectation of (146) are written as
Combining (147) and (148), we get
Combining this with the expression for E P X D P Y |X ||P Y |X=0 used to get (142), we get the required wideband slope S 0 for STORM. For MIMO-OOK, using a similar derivation as for STORM, it can be seen that
Therefore, the required wideband slopes follow. 
