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Introduction
Humanities scholars have experimented with the poten-
tial of different text mining techniques for exploring large 
corpora, from co-occurrence-based methods to sequence-
labeling algorithms (e.g. Named entity recognition). LDA 
topic modeling (Blei et al., 2003) has become one of the 
most employed approaches (Meeks and Weingart, 2012). 
Scholars have often remarked its potential for distant 
reading analyses (Milligan, 2012) and have assessed its 
reliability by, for example, using it for examining already 
well-known historical facts (Au Yeung, 2011). However, 
researchers have observed that topic modelling results 
are usually difficult to interpret (Schmidt, 2012). This 
limits the possibilities to evaluate topic modeling outputs 
(Chang et al., 2009).
In order to create a corpus exploration method provid-
ing topics that are easier to interpret than standard LDA 
topic models, we propose combining two techniques 
called Entity linking and Labeled LDA; we are not aware 
of literature combining these two techniques in the way 
we describe. Our method identifies in an ontology a series 
of descriptive labels for each document in a corpus. Then 
it generates a specific topic for each label. Having a direct 
relation between topics and labels makes interpretation 
easier; using an ontology as background knowledge limits 
label ambiguity. As our topics are described with a limited 
number of clear-cut labels, they promote interpretability, 
and this may help quantitative evaluation. 
We illustrate the potential of the approach by applying 
it to define the most relevant topics addressed by each 
party in the European Parliament’s fifth term (1999-2004).
The structure of our work is as follows: We first describe 
the basic technologies considered. We then describe our ap-
proach combining Entity Linking and Labeled LDA. Based 
on the European Parliament corpus (Koehn, 2005),1 we 
show how the results of the combined approach are easier 
to interpret or evaluate than results for Standard LDA. 
Basic technologies
Entity Linking
Entity linking (Rao et al., 2013) tags textual mentions 
with an entity from a knowledge base like DBpedia (Auer 
et al., 2007). Mentions can be ambiguous, and the chal-
lenge is to choose the entity that most closely reflects 
the sense of the mention in context. For instance, in 
the expression Clinton Sanders debate, Clinton is more 
likely to refer to DBpedia entity Hillary_Clinton than to 
Bill_Clinton. However, in the expression Clinton vs. Bush 
debate, the mention Clinton is more likely to refer to 
Bill_Clinton. An entity linking tool is able to disambigu-
ate mentions taking into account their context, among 
other factors. 
LDA Topic Modeling
Topic modeling is arguably one of most popular text 
mining techniques in digital humanities (Brauer and 
Fridlund, 2013). It addresses a common research need, as 
it can identify the most important topics in a collection of 
documents, and how these topics are distributed across the 
documents in the collection. The method’s unsupervised 
nature makes it attractive for large corpora.
However, topic modeling does not always yield satis-
factory results. The topics obtained are usually difficult 
to interpret (Schmidt, 2012, among others). Each topic is 
presented as a list of words. It generally depends on the 
intuitions of the researcher how to interpret these tokens 
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in order to propose concepts or issues that these lists of 
words represent.
Labeled LDA
An extension of LDA topic model is Labeled LDA 
(Ramage et al., 2009). If each document in a corpus is 
described by a set of tags (e.g. a newspaper archive with 
articles tagged for areas like “economics”, “foreign policy”, 
etc.), Labeled LDA will identify the relation between LDA 
topics, documents and tags, and the output will consist of 
a list of labeled topics.
Our approach
Labeled LDA has shown its potential for fine grained 
topic modeling (e.g. Zirn and Stuckenschmidt, 2014). 
The method requires a corpus where documents are 
annotated with tags describing their content. Several 
methods can be applied to automatically generating tags, 
e.g. keyphrase-extraction (Kim et al., 2010). Our source 
for tags is Entity linking. Since entity linking provides 
a unique label for sets of topically-related expressions 
across a corpus’ documents, it can help researchers get 
an overview of different concepts present in the corpus, 
even if the concepts are conveyed by different expressions 
in different documents. 
Our first step is identifying potential topic labels via 
entity linking. Linked entities were obtained with DBpedia 
Spotlight (Mendes et al., 2011). Spotlight disambiguates 
against DBpedia, outputting a confidence value for each 
annotation.2 Annotations whose confidence was below 
0.1 were filtered out. We also removed too general or too 
frequent entities (e.g. Country or European_Union)
We then rank entities' relevance per document with tf-
idf (Jones, 1972), which promotes entities that are salient in 
a specific subset of corpus documents rather than frequent 
overall in the corpus. Finally, we select the top five entities 
per document as per tf-idf. These five entities are used as 
labels to identify, with Labeled LDA, the distribution of 
labeled topics in the corpus. 
Experiments and Results
Using the Stanford Topic Modeling Toolbox,3 we per-
formed both Standard LDA (k=300) and Labeled LDA 
(with 5 labels)4 on speech transcripts for the 125 parties 
at the European Parliament (1999-2004 session). The 
corpus contains 125 documents, representing one party 
each. Documents were tokenized and lemmatised; stop-
words were removed. DBpedia entities were detected with 
Spotlight and ranked by tf-idf, as described above.
We present the outputs of Labeled LDA with entity 
labels (EL_LDA) for three parties, compared to both 
Standard LDA and to the top-ranked entities for each 
party (by tf-idf). In each case, we show topics with rel-
evance above 10%. Results for the remaining parties are 
available online.5
Figure: Linked entities (tf-idf-ranked), standard LDA topics and 
EL-LDA topics for speeches by Les Verts (France).
Figure: Linked entities (tf-idf-ranked), standard LDA topics and 
EL-LDA topics for speeches by the Conservative Party (UK).
Figure: Linked entities (tf-idf-ranked), standard LDA topics and 
EL-LDA topics for speeches by Partido Nacionalista Vasco (Spain).
Discussion
Labeled LDA combines the strengths of Entity Linking 
and standard LDA. Entity Linking provides clear labels, 
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but no notion of the proportion of the document that is 
related to the entity. Standard LDA’s relevance scores do 
provide an estimate to what an extent the topic is relevant 
for the document, but the topics are not expressed with 
clear labels. Labeled LDA provides both clear labels, and 
a quantification of the extent to which the label covers the 
document's content.
An advantage of Labeled LDA over Standard LDA 
is topic interpretability. Consider the UK Conservative 
Party's topics. In each standard LDA topic, there are words 
related to the concepts of Industry and Business in general, 
and some words related to the UK appear on the first topic. 
However, in each topic, some other words (e.g. government, 
directive, decision, measure, health, consumer) are related to 
other concepts, like perhaps Legislation or Social policy. A 
researcher trying to understand the standard LDA topics 
is faced with choosing which lexical areas are most rep-
resentative of each topic: is it the ones related to Industry, 
Business, and the UK, or is it the other ones? The clear-cut 
labels from Labeled LDA are more interpretable than a 
collection of words representing a topic.
The Labeled LDA topics may be more or less correct, 
just like Standard LDA topics. But we find it easier to 
evaluate a topic via questions like "is this document about 
Industry, Business and the UK, in the proportions indicated 
by our outputs?" than via questions like "is this document 
about issues like house, british, amendment, market, in-
dustry, government, (and so on for the remaining topics)"?
The topics for French party Les Verts illustrate Labeled 
LDA’s strengths further. Most of the Standard LDA topics 
contain some words indicative of the party's concerns (e.g. 
environment or development). However, it is not easy to 
point out which specific issues the party addresses. In 
Labeled LDA, concrete issues come out, like Genetically 
modified organism.
Topic label Development aid shows a challenge with 
entity linking as a source of labels. Occurrences of the 
word development have been disambiguated towards the 
entity Development_aid, whereas the correct entity is likely 
Sustainable_development. These errors do not undermine 
the method’s usefulness. Efficient ways to filter out such 
errors exist; this is conceptually similar to removing ir-
relevant words from Standard LDA topics. However, we 
need to be aware of and address this challenge. 
Regarding Partido Nacionalista Vasco (Basque 
Nationalist Party), the Standard LDA topic misses the 
word basque, which is essential to this party. Labeled 
LDA identifies Basque people as a dominant concept in 
this party’s interventions. 
Outlook
Our method performs Labeled LDA using Entity 
Linking outputs as labels. Its main advantage is provid-
ing a specific label for each topic, that improves topic 
interpretability, and can simplify human evaluation of 
topic models. 
More evaluation is needed to fully assess the approach. 
We will consider two possible complementary evaluations: 
first, a crowdsourced task where participants evaluate the 
coherence of Labeled LDA topics with the corpus docu-
ments. Second, an assessment of our topics by political 
science experts. We’re mostly interested in evaluating the 
approach for diachronic comparisons.
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Notes
1  http://www.statmt.org/europarl/
2  Spotlight outperforms other systems when corpus entities 
often correspond to common-noun mentions like democracy, 
vs. proper-noun mentions (e.g. Greenpeace). See Cornolti et 
al., 2013 and Usbeck et al., 2015. 
3  http://nlp.stanford.edu/software/tmt/tmt-0.4/
4  Each document (party) is labeled with 5 entities. Some entities 
are shared across parties. For the 125 parties, this gives 300 
distinct labels. This corresponds to k=300 topics in Standard 
LDA.
5  https://sites.google.com/site/entitylabeledlda
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Introduction
Today, cultural heritage sites, museums and other 
places of historical or societal value can often be visited 
on the Internet. Panoramic images and virtual tours allow 
the user to access distant sites from home via handheld 
devices as well as conventional desktop devices. In this 
way, these applications strongly reduce the threshold for 
getting acquainted with various cultures, their respective 
artefacts and unique heritage.
But can this popular and usually touristic way of pre-
sentation be used to introduce valid scientific information 
to a broad public? This question has been posed at the 
Academy of Sciences and Literature | Mainz regarding its 
project "Die Deutschen Inschriften".
The research project “Die Deutschen Inschriften”
The long term research project “Die Deutschen 
Inschriften” is a joint undertaking of six German Academies 
of Sciences and the Austrian Academy of Sciences. The 
research focuses on collecting, editing and interpreting 
medieval and early modern Latin and German inscrip-
tions. They often occur in conjunction with figurative 
elements or spatial as well as architectural features. The 
inscriptions themselves are mostly in medieval Latin or 
in historical or regional varieties of the German language. 
The geographical area of research consists of Germany, 
Austria and South Tyrol. The inscription records range 
from approximately 500 AD to 1650 AD (Brandi, 1937; 
Kloos, 1973; Nikitsch, 2008). The project’s scholars carry 
out their research within a wide scope of interests ranging 
from art history, philology and linguistics to the history 
of ideas. The research results are published in 90 volumes. 
More than 43 of these volumes, including over 17.000 
records, are currently accessible through the online data-
base “Deutsche Inschriften Online” (German Inscriptions 
Online, www.inschriften.net).
Virtual cultural heritage
Observing an item within a cultural heritage site in 
isolation frequently limits the understanding of it. This 
is due to its removal from the big picture of the entire 
ensemble in its historical, cultural and spatial context.
Two different approaches of representing historical 
sources in their spatial context are being explored by 
the projects “Inschriften im Bezugssystem des Raumes” 
(Inscriptions in their Spatial Context, IBR) and the virtual 
tours through St. Stephan in Mainz and St. Michael in 
Hildesheim. Project IBR utilised methods of laser scan-
ning and semantic web technologies, in this regard aiming 
at a more specialised target audience. The virtual tours 
of St. Stephan and St. Michael on the other hand were 
developed as a means to visualise the spatial cultural 
sphere for an audience with a lower degree of specialized 
knowledge. In doing so the applications were generally 
aiming at a broader audience (Lange/Unold 2015; www.
spatialhumanities.de/ibr/startseite.html; www.inschriften.
net/hildesheim/ rundgang.html)
The virtual tour’s objective was to arrange the scientific 
edition’s epigraphical items in their spatial context and 
to put the scientific sources on display to a diverse audi-
ence in an easy accessible and comprehensible manner. 
