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Let V,,(q) denote the n-dimensional vector space over the finite field with q
elements, and Y”(q)  be the lattice of subspaces of Y,(q). Two rank- and order-
preserving maps from Y”(q)  onto the lattice of subsets of an n-set are constructed.
Three equivalent formulations of these maps are given: an inductive procedure
based on an elementary combinatorial interpretation of a well-known pair of
difference equations satisfied by the Gaussian coefftcients  1; 1 , a direct set-
theoretical definition, and, a direct definition involving a certain pair of modular
chains in Y”(q).  The direct set-theoretical definition of one of these maps has
already been given by Knuth. Knuth’s map, however, may be systematically
discovered by means of the inductive procedure and the direct lattice-theoretic
definition shows how it can be generalized. As a further application of the pair of
difference equations satisfied by [ i 1 , a direct-combinatorial proof of an identity of
Carlitz  that expands Gaussian coefftcients  in terms of binomial coefficients has
been formulated.
1. INTRODUCTION
Let GF(q) denote the f inite field with q elements, V,(q) the  n-
dimensional vector space over GF(q), Pn(q)  the lattice of subspaces of V,(q),
and B, the lattice of subsets of an n-set. Here, both Yn(q) and B, are ordered
by inclusion, and rank in 2$(q) and B, is dimension and cardinality, respec-
t ive ly .
In 151, Goldman and Rota posed the problem of giving an explanation for
the dual interpretation of various Eulerian  formulas both as enumeration of
subspaces or of linear transformations in vector spaces with given properties,
and on the other hand, as partitions of a number with given properties. As a
partial solution to this problem Knuth [6] discovered a rank- and order-
preserving map (see Eq. (1.5)) from Pn(q)  onto B, which he used to relate
partitions to the combinatorics of both finite-vector spaces and finite sets.
We shall construct two rank- and order-preserving maps 4, and #2  from
Fn(q) onto B,. In Section 2 we shall give three equivalent formulations of
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each of these maps: an inductive procedure (see (2.11)) based upon an
elementary combinatorial interpretation of (1.1) and (1.2); a direct set-
theoretical definition (see (1.4) and (1.5)); and, a direct definition involving
a certain pair of modular chains in Y”(q)  (see (1.10) and (1.11)). The direct
set-theoretical definition of @z has already been given by Knuth [6].
However, Knuth’s map can be systematically discovered by means of our
inductive procedure in (2.1 l), and our direct lattice-theoretic Definition 1.9
combined with Proposition 2.16 shows how it can be generalized.
Our starting point is the following well-known [2, p. 351 pair of difference
equations satisfied by the Gaussian coefficients [ z ] which count the number
of k-dimensional subspaces of V,(q).
and
[“;‘]=P+l  [J+[ ;].





where (t ) is the number of k-element sets of B,  .
First, we shall put together an inductive construction of 4, by combining
the combinatorial interpretation of (1. la) in [ 1, 51  with the standard [4]
interpretation of (1.2). A similar inductive procedure involving (1. lb) and
(1.2) yields #z. Our inductive construction of 4, and & immediately leads to
the direct set-theoretical
DEFINITION 1.3. Let Z be a k-dimensional subspace  of V,(q).  The maps
0,  and #z are then determined by means of:
4,(Z) = {m,,...,  m,l, (1.4a)
where
m, = min{j ] 3(z 1 V*‘*Y zn) E z3 zj  f O}Y (1.4b)
RZi = min(j  ( 3(z, ,...,  ZJ  E Z, z,, = 0 ,...,  z+, = 0, xj # 0); (1.4c)
and
fw) = b, ,..., $1, (1Sa)
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where
Izl = max(j 1 3 (Z, ,...,  Zn) E Z, Zj # 0}, (1Sb)
n,  = max{j 1 3 (zi ,...,  ZJ E Z, z,~ =o )...)  z,i~,=o,xj#o}. (1Sc)
To obtain our third formulation of Qi and & we first view V,(q) as the
linear combination over GF(q) of the n basis vectors xi, x2 ,...,  x,, where xi is
the vector (O,..., 0, 1, O,...) with 1 in the ith coordinate and 0, otherwise. That
is,
V,(q)  = (XI  7**., XJ, (1.6a)
V”, l(S) = V,(q)  0 (x,+,)3 (1.6b)
V&7) = vn+ I(s)* (1.6~)
Now, consider the two chains S and T of subspaces of V,(q) given by
where,





Ti = (x, ,..., xi). (1.8b)
This given, it is not difficult to show that the formulation of 4,  and $z given
by Definition 1.3 is equivalent to
DEFINITION 1.9. Let Z be a k-dimensional subspace  of V,(q) and Si and
Ti be given by (1.7b)  and (1.8b),  respectively. The maps 4,  and 4, are then
determined by
(n-ii l)E#,(Z) if and only if ZnSi#ZnSi-,, (1.10)
and
i E &(Z) if and only if Z n Ti # Z r7 Tim,. (1.11)
It turns out that Definition 1.9 is essentially a special case of Stanley’s
lattice-theoretical formulation of rank- and order-preserving maps that is
implicit in 171. In Section 2 we shall describe this situation in more detail.
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Section 3 contains a further application of the pair of difference equations
given by (1.1). Indeed, we shall give a direct-combinatorial proof of an
identity of Carlitz [3]  that relates Gaussian coefficients to binomial coef-
ficients.
2. RANK- AND ORDER-PRESERVING MAPS
We first present the inductive construction of #, and &. To this end we
give the combinatorial interpretation of (1.1) and (1.2) that is found in
1174,  51.
We start with the interpretation of (1. la) from [S].  Choose a basis
x1  ,...I  x,+  1 as in (1.6). Now let U be a k-dimensional subspace  of V,,+,(q).
There are two possibilities for U:
Case  1 . U includes the whole line spanned by x,+  , . If so, then
U n V,(q) is a subspace  of dimension k - 1,  ad this intersection can be
chosen in [ k!!  i ] ways, accounting for the first term on the right-hand side of
(I.la).
Case  2 . U does not include the vector x, + , . But then, the projection of U
onto V,(q) along the line x,+ , is a subspace  of dimension k, call it W, of
V,(s)*
One then obtains U by choosing such a W, and then “lifting it up,” e.g.,
choosing a basis y, ,..., yk of W, and adding to each yi a multiple of x,+  , .
There are altogether qk  ways of performing the latter operation, and [t J
ways of performing the former. This accounts for the second term on the
right-hand side of (1. la).
In order to make use of the above interpretation of (l.la) we need the sets
S,(S) and d,(S) given by
DEFINITION 2.1. Let S be any k-dimensional subspace  of V,(q) and
(yi ,...,  yk) any basis of S. The sets 6,(S) and d,(S) are determined uniquely
by
and
b(S)  = i(Y l~,Yk,  xn+1)) (2.2a)
= ISO  (%+JL (2.2b)
AI(S)-  ~(Y~+~~~,+~~~~~~~k+~k~,+~)I~i~  GG)L
If S = 0,  then d,(S) is also 0.
(2.2c)
40 STEPHEN C.MILNE
Remark 2.3. It is clear that I]S,(S)]]’  = 1, ]]A,@)]]  = qk, and each of the
subspaces in A,(S) is k-dimensional. In addition, the definition of 6,(S) and
A,(S) is independent of which basis (y,,...,  yk) of S that we use. This
independence is an immediate consequence of the fact that if (z, ,...,  zk) is
any other basis of S, then
where C = ((c,~))  is the invertible k x k matrix such that yi = xi”=,  cijzj.
The combinatorial interpretation of (l.lb) which is implicit in [ 1,5]  is
similar to that of (1.1 a). Indeed, for U a k-dimensional subspace  of I’, + ,(q)
there are two possibilities:
Case 1. ll is contained in V,(q).  If so, then Un V,(q) can be chosen in
[ t ] ways, accounting for the second term on the right-hand side of (1.1 b).
Case 2. U is not contained in V,(q).  But then, U n V,(q) is a subspace
of dimension (k - l), call it IV,  of V,(q).  One then obtains U by choosing
such a W and then adjoining a vector in V,,+,(q) - V,,(q)  to W. There are
altogether q”-k+’ ways of performing the latter operation, and [ kF, ] ways
of performing the former. This accounts for the first term on the right-hand
side of (l.lb).
Just as above we define the sets 6,(S) and A@)  by means of
DEFINITION 2.4. Let S be any k-dimensional subspace  of V,(q).  The sets
b(S)  and AAS) are determined uniquely by
(2Sa)
and
Ads) = iSI. (2.5b)
Remark 2.6. It is clear that IlA2(S)ll  = 1 and each subspace  in 6,(S) is
(k + 1)dimensional. Since there are (q”+’  - 4”) vectors x in
v,+ 1(q)  - v,,(q),  and (qkt’ - qk) of them lead to the same subspace
S @ (x), it is immediate that ]IS,(S)]l = (q”+’  - q”)/(qk+’  -q”) = qnpk.
The combinatorial interpretation of (1.2) is well known [4]  and can be
regarded as a degenerate case of (1.1). Now, for U, a k-element subset of
B n + , , there are two possibilities:
’ If X is a set, then by I/X/I  we mean the cardinality of X.
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Case 1. ZJ  contains the element {n + 1). If so, then Un B, is a (k - l)-
element set, and this intersection can be chosen in ( k!!l  ) ways, accounting
for the first term on the right-hand side of (1.2).
Case 2. lJ does not contain the element {n + 1 }. If so, then U n B, can
be chosen in (t ) ways, accounting for the second term on the right-hand side
of (1.2).
Just as before it is convenient to define the sets 6,(S) and d3(S)  by
DEFINITION 2.7. Let S be any k-element subset of B,. The sets S,(S)
and d&S) are determined uniquely by
d,(S) = {S u (n + 1 I}, (2.8a)
and
d3(S) = PL (2.8b)
Thinking of B, as Yn(l)  and PQq)  as its underlying collection of
subspaces it is not hard to see from the above discussion that gn+  ,(q) is the
disjoint union
p”+ l(4) = C si(s)  0 di(s), (2.9)
s s Y,(q)
where q = 1 or a prime power, and i = 1,2,3.
If 4,  is a map from 4p,(q)  onto B,, then by considering (2.2) and (2.8)
simultaneously we are naturally led to a mapping of Yn+ 1(q) onto B,, ,
which extends 4,. Similarly, considering (2.5) and (2.8) simultaneously leads
to a mapping of 9” + ,(q) onto B, + , which extends &: Y”(q) -+ B,. Indeed, it
is immediate from (2.9) and the construction of the sets Si(S)  and Ai that
the following inductive definition of 4,  and #z is well defined:
DEFINITION 2.10 (Inductive construction of 4, and &). In what follows
i = 1,2.  Choose a basis x, ,..,,  x,+  1 as in (1.6). The mapping gi: 5$+,(q)-’
B n+ 1 which extends Qi: Pn(q)  + B, is uniquely determined by means of
4((0)  = 0, (2.1 la)
#AT> = 14iCs>l u in + ll, i f  TE Si(S), (2.1 lb)
= 4iCs>, if T E Ai( (2.1 lc)
We are now ready to prove one of the main results of this section.
THEOREM 2.12. Each of the relations (1.4), (1. IO), and (2.11) uniquely
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determines the same mapping ),: Yn(q) -+ B,. Also, each of the relations
(1.5),  (1.1 l), and (2.11) determines the same mapping &: Yn(q) -+ B,.
ProoJ: For i = 1, 2 let $f , #f, and 4: be the mappings of Y”(q) onto B,
determined by Definitions 2.10, 1.3, and 1.9, respectively.
First, we shall show that 4; = $f on each Y”(q). We shall proceed by
induction on n. Clearly, #i(0)  = #f(0) = 0. Given that the mappings 4f and
4: of gm(q) onto B, are the same it is not hard to see that df and & are
equal on Pn+ I(q) as well. By (2.9) it is clear that we need only consider two
possibilities for T E Y” + I(q).
Case 1. T E Si(S) for some S E pn(q). Since x,+, only affects the
(n + 1)th coordinates of the vectors in 6,(S) it is clear that if T E 6,(S),  then
&(T)  = (&(S)}  U (n + 1). On the other hand, since every vector
XE Vn+dq)-  v,(q) h a s a nonzero  (n + 1)th coordinate it is immediate that
if T E 6,(S),  then #t(T)  = {d:(S)}  U (n + l}. But now both dj! and (b f satisfy
(2.1 lb) and the inductive hypothesis implies that 4;(T)  = d:(T) provided that
T E Si(S).
Case 2. T E d,(S) for some S E Yn(q). Let (y,  ,...,  yk) be a basis of S
and consider A,(S). For suitable choice of the a,, (y, + a,~,,, ,,...,  yk +
akx,+,)  is a basis of T. It is now immediate from (1.4) that #~(S)E#:(T)
and #f(T) - #i(S) is either (n + 1) or 0. If (n + 1) E @f(T) we must have
X n + , E T. This implies, however, that we can find a, ,...,  ak E GF(q) which
are not all 0 such that
X <-nt1=  _ ~JY~  + a,x,+  J (2.13)
Since y, ,..., yk E V,(q) are independent, (2.13) clearly gives a, = ..a  = ak = 0
and a,a, + +.. + akak = 1 which is a contradiction. Thus, we must have
#i(T) = $:(S) if TE d,(S). On the other hand, since A,(S) = {S} it is
immediate that d:(T) = #i(S) if TEA,(S). Thus, both $f and #f satisfy
(2.1 Ic) and the inductive hypothesis implies that 4!(T)  = #f(T) if T E A,(S).
We complete the proof of Theorem 2.12 by showing that di = 4:. It is not
hard to see that (1.4) is equivalent to (1.10). Indeed, since
ZnSizZnsi-, it is immediate from (1.7) and (1.10) that (n-i+ l)E
#f(Z) if and only if there exists a vector z = (z,, z~,...,  z,,)  E Z with
z,-~+,#O  and z,=z~=...=z,-~= 0. Starting with i = n and working
down to i = 1 it is clear by (1.4) that (n - i + 1) E #i(Z)  if and only if
(n-i+ l)E#:(Z). That is, #i=$:.
By a similar argument it follows that (1.4) is equivalent to (1.11). Just
note that (1.8) and (1.11) imply that i E g:(Z)  if and only if there exists a
vector z=(z,,z z ,...,  z,)EZ with zi#O and ~~+,=z~+~=...=z,=O.
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Again, starting with i = n and decreasing to i = 1 it is clear from (1.5) that
i E #l(Z)  if and only if i E #i(Z). Thus 4: = 4:. Q.E.D.
The three formulations of 4, and 4, given by Theorem 2.12 lead to a very
simple proof of
THEOREM 2.14. As determined by either Definition 2.10, 1.3, or 1.9 the
mappings /Jo: p”(q)-+  B, are both rank and order preserving. That is,
II#i(Z>II  = dim  Z (2.15a)
W E Z implies that tii(  W) s gi(Z). (2.15b)
Proof. The rank-preserving property (2.15a)  follows immediately by
induction from (2.9),  Definition 2.10, and Theorem 2.12. Indeed, just recall
that for i = 1.2 we have
dim T= 1 + dim S, if TE Si(S),
= dim S, if T E Ai(
The order-preserving property (2.15b)  is an easy consequence of
Definition 1.9 and Theorem 2.12. Indeed, suppose that W c Z and i E &( W).
By (1.11) we have Wn Ti# WA TimI. But then, WCZ implies that
W n (Z n Ti) # W n (Z n Ti _ ,), which is clearly equivalent to
(Z n Ti) # (Z n Ti-,). Thus, again by (1.1 l), i E #2(Z) .and we obtain
4*(W)  G q$(Z). For d1  the proof is the same. Just replace i by n - i + 1.
Q.E.D.
We shall now describe how Definition 1.9 is essentially a special case of
Stanley’s lattice-theoretical formulation of rank- and order-preserving maps
that is implicit in [7].
Let L be a finite lattice and C = {s < C, < C, < ..  . < C, = I} a maximal
chain of L, where 0 denotes the bottom element and 1 the top element of L.
If for every chain K of L the sublattice generated by all the meets and joints
of K and C is distributive, then C is known as a modular or M-chain and we
call (L, C) a supersolvable lattice (or SS-lattice).
Now, if L is an SS-lattice whose M-chain C has length n (or cardinality
n + l), then every maximal chain K of L has length n since all maximal
chains of the distributive lattice generated by C and K have the same length.
Thus, L has defined on it a unique rank function r: L + (0, 1, 2,...,  n)
satisfying r(0)  = 0, r(I) = n, r(y) = r(x) + 1 if y covers x.
This given, it can be shown that Stanley’s construction of the sets T(Z,  J)
in 171 implies
PROPOSITION 2.16. Let L be an SS-lattice with M-chain C = (6 < C, <
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c, < **a < C, = I},  and rank function r. Let B, be the lattice of subsets of
{ 1,  L., n) ordered by inclusion. Define 4: L --)  B, by means of
i E 4(x> ifandonlyif xACi~xACi-,. (2.17)
We then have
II  4(4ll  = r(x) (2.18a)
X<Y implies that 6(x)  5 o(y). (2.18b)
Remark 2.19. If u is any permutation of { 1, 2,...,  n), then let 8: B, -+  B,
be determined by 6((i,  ,...,  ir})  = (a(i,)  ,..., o(i,)).  If 4 is defined by (2.17),  then
it is immediate that ]Ic?(((x))]l  = r(x) and x < y implies that B@(x))  E
B@(y)).  That is, the composition 6 o 4 is also rank and order preserving.
It turns out that the chains S and T of Y”(q)  given by (1.7) and (1.8) are
both modular chains. Thus, by setting L = Pn(q)  and C = T it is clear from
(1.8) and (1.11) that the rank- and order-preserving map #2 is a special cse
of Proposition 2.6. On the other hand, the map 4I is a secial case of
Remark 2.19. Just set L = Pn(q),  C = S, and define u by u(i) = n - i + 1.
A natural question to ask at this point is whether or not all rank- and
order-preserving maps of Yn(q)  onto B, can be obtained as in Remark 2.19.
We shall close this section by noting that there is no permutation u of
{ 1,  L., n) such that 4, = 6 o &. To see this let xi be as in (1.6),  k < n, and
ii, , r,  i, ,...,  ik} a (k + 1)-element set of (1,2,...,  n} such that
i, < r < i, < ..a  < i,. NOW it is clear that $i((Xi,,  xi2 ,...,  Xi,)) = (i,,  i, ,...,  ik}
which is also #z((xi,,  xi *,..., xi,)).  If there were a u such that 4,  = B 0 &, then
B must take {i, , i, ,..., ik} onto itself. These relations, however, cannot both
occur since
while
#*((xi,,  X,  t xi27 Xi3r-.*, xik)) = {il,  iz,...,  ik}.
Thus, no such u exists and 4, cannot be trivially obtained as a permutation
composed with o2 ; #,  , however, can be thought of as a “projective-space
dual” of $?.
3. AN EXPANSION OF GAUSSIAN COEFFICIENTS
IN TERMS OF BINOMIAL COEFFICIENTS
It is well known that lim 4+, ]i] = (z).  On the other hand there is a relation
between Gaussian and binomial coefficients that does not involve limits.
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Indeed, as part of an investigation of a certain problem in Abelian groups
Carlitz [3]  discovered the identity
(3.1)
where,
F ( n +  l,k)=F(n,k-l)+(qk-  l)F(n,k), (3.2a)
with
F(0, 0) = 1 and F(n, k) = 0 unless 0 < k < n. (3.2b)
In order to give a direct-combinatorial proof of (3.1) we shall first put
together a combinatorial interpretation of the array ((F(n,  k)) determined by
(3.2). To this end we need
DEFINITION 3.3. Let xi be as in (1.6) so that V,(q) = (x, ,..., xn). A
subspace  S of V,,(q) is an (n - j)-dimensional coordinate plane of V,,(q) if
and only if there exist 0 < i, < i, < ..  . < ii & n such that
s = {(z,  )...) ZJ  E V,(q) 1 Zil  = zi2 = . . * = Zii  = 0). (3.4)
The vector space V,(q) is an n-dimensional coordinate plane of itself.
This given, we have
THEOREM 3.5. Let F(n,  k) be deJned as in (3.2). Then, F(n,  k) counts
the number of k-dimensional subspaces S of V,,(q) such that there is no
(n - I)-dimensional  coordinate plane of V,,(q) which contains S.
ProoJ Let a,(n, k) be the set of k-dimensional subspaces of V,(q) which
are not contained in any (n - 1)-dimensional coordinate plane of V,,(q) and
let G,(n,  k) denote the k-dimensional subspaces of V,(q) that are contained
in an (n - I)-dimensional  coordinate plane of V,,(q), It is clear that’
Q,(n,  k) n .R,(n,  k) = 0, (3.6a)
lIQ,(n,  k>ll  + llQ,(n,  k>ll  =
Now, let S be any k-dimensional subspace  of V,,(q) and (y , ,...,  yk) any basis
of S. It is not hard to see that: (yl,...,yk) E R,(n, k) if and only if
(Y,  v*-*v  Yk,  %  t 1 > E  ai(n  + 1,  k -I-  l),  (YI  + 0x,+1,-.,  yk  -I-  ox,,+  I>  E  R,(n  + 1,
k), and  (Y , ,...,  yk) E Ri(n, k) if and only if (y,  + six,, i ,,..,  yk + akx,+ ,) E
R,(n+l,k)anda,a,...a,#O.
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A direct induction based on these observations, (3.6),  (2.2),  Remark 2.3,
and (2.9),  yields
with
Il.R,(n  + 1, k>ll  = ll.n,h  k - 1111  + (qk  - 1) IIn,@,  k>llT (3.7a)
lIQIP3  O>ll  = 1 and lI.R,h  k>ll  = 0 unless 0 < k < n. (3.7b)
Theorem 3.5 follows at once from (3.7) since (3.2) has a unique solution.
Q.E.D.
In view of Theorem 3.5 it is interesting to note that if S,(n,  k )  =
F(n,  k) q(:)  (q - l)-(n-k), then the polynomial S,(n,  k) is the q-analog of the
Stirling nurnbers of the second kind determined by
S 9 (n + 1, k) = q’k-“S,(n,  k  - 1) + ((qk  - l)/(q  - 1)) S&z, k).
We now give our combinatorial proof of the identity in (3.1). To this end,
let Yn,,(q)  be the set of all k-dimensional subspaces of V,(q) and S any
element of Yn,k(q).  It is immediate that if S is contained in two dr&eerent
coordinate planes T,  and T, of V,(q), then
T, n T, is a coordinate plane of both T, and T,, (3.8a)
dim(T,  n T,)  < min(dim T,, dim T,), (3.8b)
SGT,~T,. (3.8~)
Since V,(q) is an n-dimensional coordinate plane of itself and S E y/,,,(q)  it
is clear from (3.8) that there is a unique coordinate plane T(S) of minimal
dimension j such that S c T(S) and k < j < n.
Now, denote by CP,,j(q)  the set of allj-dimensional coordinate planes of
V,(q). Clearly, if we set S, - S, if and only if T(S,)  = T(S,),  then - is an
equivalence relation on Yn,,(q)  whose equivalence classes are of the form
(3.9)
where To  is a j-dimensional coordinate plane of V,(q) with k < j < n. It then
follows that Yn,k(q)  is the disjoint union
n
%,,k(q)  = \‘ x
j:k  ToPCPn,j(q)
v,(Td (3.10)
Using the basis (x1  ,..., x”) of V,(q) to define the coordinate planes of the Jo
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dimensional coordinate plane r, it is not hard to see from (3.8) that w,(T,,)
is equal to the set
w*(T,,)  z {S  E Yn,,(q)  1 S c r, and S is not contained
in any (j - 1)-dimensional coordinate plane of T,,}(3.11)
Since r,, is isomorphic to V,(q),  Theorem 3.5 implies that
(3.12)
As there are clearly (; ) j-dimensional coordinate planes of V,(q) and
IIPn,k(q)ll = [ i 1, identity (3.1) follows immediately from (3. lo), (3.1 l), and
(3.12). Q.E.D.
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