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1 Introducción
1.1 Introducción a la microelectrónica
La continua tendencia a  reducir  la  escala  de  integración ha  incrementado la  demanda de 
circuitos analógicos y digitales de baja tensión de alimentación en diseños VLSI, dentro de un 
mismo  circuito  integrado.  El  procesamiento  de  señal  digital  ha  sustituido  a  muchos  circuitos 
analógicos en los últimos años, debido a sus múltiples ventajas:  principalmente en términos de 
rango dinámico, coste, precisión, herramientas de diseño y testeabilidad. No obstante, los circuitos 
analógicos siempre serán necesarios en la interacción entre la parte digital y las señales analógicas 
externas, y aunque constituyen una pequeña porción del área total del chip, pueden ser el factor que 
limite el funcionamiento de todo el sistema. El diseño de circuitos analógicos y digitales en un 
mismo  circuito  integrado  es  una  tarea  desafiante  debido  a  que  los  principales  parámetros 
analógicos, como ancho de banda, ganancia, velocidad y linealidad sufren drástica degradación a 
tensiones de alimentación reducidas.
La necesidad de baja tensión de alimentación está impuesta por el escalado de la tecnología. 
Por otra parte, el incremento de equipos electrónicos portátiles, como ordenadores, comunicaciones 
inalámbricas y electrónica de consumo, ha empujado a la industria a producir diseños con muy bajo 
consumo de potencia. La baja tensión permite reducir el tamaño y el peso de las baterías, y el bajo 
consumo  aumenta  su  duración.  Actualmente,  la  investigación  biomédica  también  requiere  de 
dispositivos de muy bajo consumo.
En cuanto a  las  tecnologías de fabricación,  existe  actualmente una gran demanda para la 
integración de sistemas digitales  y  de señal  mixta de baja  tensión mediante tecnología CMOS, 
debida principalmente a su bajo coste y alta fiabilidad. Su principal competencia para la fabricación 
de circuitos integrados de señal mixta es la  tecnología BiCMOS, ya que el  uso de transistores 
bipolares  proporciona  varias  ventajas  particularmente  adecuadas  para  baja  tensión:  mayor 
transconductancia  para  una  determinada  corriente,  menor  offset,  mayor   y  meno  ruido.  Sin 
embargo, estas ventajas deben ser sopesadas frente al incremento de coste de todo el sistema.
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En contraste con los circuitos digitales, es muy difícil mostrar soluciones generales  para baja 
tensión y bajo consumo en circuitos analógicos. Esto se debe a que los circuitos analógicos tienen 
muchas  especificaciones  tales  como ancho  de  banda,  rango dinámico,  respuesta  en  frecuencia, 
distorsión, precisión, respuesta transitoria, tiempo de establecimiento, estabilidad y eficiencia. Por 
lo  tanto,  el  camino  más  adecuado  para  el  diseño  de  circuitos  analógicos  de  bajo  consumo es 
establecer  un compromiso entre especificaciones contradictorias,  como precisión y respuesta en 
frecuencia, o ancho de banda, velocidad y consumo de potencia.
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1.2 Sistemas de control y medida
Actualmente los sensores son elementos clave en numerosas aplicaciones de medida, control e 
instrumentación. Dichos sensores a menudo proporcionan una señal analógica de pequeña amplitud 
y que además se relaciona de una manera no-lineal con la magnitud a medir, por lo cual es necesario 
un acondicionamiento de la señal para poder ser presentada, registrada o simplemente para que 
pueda ser posteriormente procesada mediante algún instrumento. La siguiente figura muestra los 
bloques de un sistema básico de medida.
Figura 1.1
El avance en la microelectrónica y el desarrollo en el campo de los sensores de Si han hecho 
posible la integración del circuito de acondicionamiento junto al dispositivo del sensor, dando lugar 
a sistemas conocidos como “smart sensors”. Normalmente la salida de estos sistemas es una señal 
acondicionada,  a menudo en forma digital,  y lista para ser empleada en unidades de procesado 
externas. Entre las ventajas de esta aproximación están una mayor flexibilidad, mayor modularidad, 
y una minimización de los errores provocados por el ruido y las interferencias en la transmisión de 
la señal de salida del sensor.
Una de las principales tareas de acondicionamiento en dichos sistemas es la conversión de una 
señal analógica de comportamiento no-lineal respecto a la magnitud a medir a una señal digital 
proporcional a es magnitud. En la literatura se han propuesto varias técnicas para conseguir ese 
objetivo.
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Una muy común ha sido la linealización analógica realidad antes de una etapa convencional 
de conversión analógico-digital. El bloque analógico que realiza tal linealización debe ser tal que su 
función  de  transferencia  sea  la  inversa  de  la  del  sensor.  Así  por  ejemplo,  amplificadores 
logarítmicos  son  extensamente  empleados  para  acondicionar  sensores  con  una  característica 
exponencial.  La  principal  desventaja  de  este  método  es  su  sensibilidad  a  las  condiciones 
ambientales (principalmente la temperatura) y su falta de flexibilidad.
Figura 1.2
Otro método muy común es la linealización digital llevada a cabo tras la conversión A/D de la 
señal de salida del sensor, empleando una memoria ROM.
Otro método es la linealización empleando un convertidor A/D que tenga una característica no 
lineal inversa a la del sensor de manera que esta última se cancele; de este modo la linealización y 
conversión A/D se desarrolla en un solo dispositivo.
Por  último,  otra  técnica  interesante  es  la  realización  de  un  conversor  que  tenga  una 
característica lineal a tramos que aproxime la inversa de la función de transferencia del sensor. La 
siguiente figura muestra un esquema de las dos últimas.
Figura 1.3
Esta última es la opción que se elige para este proyecto.
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1.3 Conversión lineal vs conversión no lineal
La conversión  A/D no lineal  es  una  interesante  alternativa  en  el  campo de  interfaces  de 
sensores de bajo coste que deben generar una salida digital proporcional a un parámetro a medir a 
través de un sensor con características no lineales. Esta solución da lugar a una precisión razonable 
ocupando muy poca área de silicio, dado que una característica de conversión A/D bien diseñada 
(esto es, ajustada a la inversa de la característica de transferencia del sensor) requiere el mínimo 
número de bits para alcanzar una determinada resolución.
Para probar esta  afirmación, la  Figura 1.4 representa la salida de un sensor que mide un 
parámetro P y la conversión A/D subsiguiente. En la Figura 1.4a, se asume que el sensor tiene una 
respuesta lineal. Primero, el parámetro  es convertido en una tensión por el sensor (o una corriente 
si  es  el  caso)  y posteriormente digitalizado usando un ADC convencional,  que da lugar  a  una 
conversión A/D lineal. Si el parámetro  debe ser medido en un cierto rango  con resolución 
, y dado que (debido a la linealidad den sensor supuesta) tal   da lugar a una variación de 
tensión  constante a la salida den sensor, el número de bits requeridos para la conversión A/D 
lineal es de . Considérese ahora el caso más realista mostrado en la Figura 1.4b, donde 
se asume que la respuesta del sensor es no lineal. Esto hace que los intervalos uniformes de entrada 
de ancho  correspondan a intervalos de ancho no uniforme en tensión de salida. Para obtener la 
precisión necesaria (la misma del caso anterior), una conversión A/D lineal debería poder resolver 
al  menos   en la  salida del sensor,  donde   es el  intervalo de ancho mínimo.  Así,  si  por 
ejemplo , se al convertidor A/D con respecto al de la Figura 1.4a para obtener la misma 
precisión global. En general, serán necesarios  bits para obtener la deseada precisión con un 
ADC con respuesta lineal si el menor intervalo de tensión es 2m veces más pequeño que el intervalo 
de la Figura 1.4a. Por tanto, y sin obtener más precisión en la medida del parámetro , se obtiene:
• Mayor  consumo  de  área  y  complejidad  en  el  ADC  lineal  dado  que  aumenta  su 
resolución
• La necesidad de una linealización digital posterior dado que la no linealidad del sensor 
todavía está presente en los datos digitales.
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Figura 1.4
a) Sensor y ADC con características lineales
b) Sensor con característica no lineal y ADC con característica no lineal ajustada a la inversa 
del sensor
Por tanto, un ADC lineal mucho más grande y complejo es preciso, tan sólo para adaptarse al 
intervalo más pequeño, que además sólo aparece en una zona muy limitada de la característica, 
estando sobredimensionado de forma innecesaria  en el  resto del  rango de conversión.  Si  como 
muestra la Figura 1.4b, se emplea una conversión A/D cuya característica se ajusta a la inversa de la 
característica del sensor, los dos inconvenientes de la solución anterior se resuelven. Dado que los 
intervalos de conversión ahora se adaptan a la distribución no uniforme de la tensión de entrada al 
ADC, la resolución en la medida del parámetro   se mantiene, manteniendo al mismo tiempo el 
número de bits  de la Figura 1.4a. Esta solución permite, por tanto, alcanzar la resolución deseada 
con un ADC con el mínimo número de bits de resolución.
Además la no linealidad es cancelada,  de forma que el  código de salida está  relacionado 
linealmente  con el  parámetro  de entrada  ,  y  por  tanto no se precisa una linealización  digital 
adicional. Ambos beneficios conducen a una implementación muy compacta del circuito resultante.
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1.4 Objeto y ámbito del PFC
En proyectos anteriores, se han presentado métodos de linealización por tramos PWL que 
presuponen la posibilidad de escoger unos valores de resistencias y condensadores a voluntad, o 
también una elección de la posición o número de nodos intuitiva.
El objetivo del PFC es desarrollar un método de linealización por tramos que cumpla con 
estos tres apartados.
• Que sea rápido computacionalmente
• Que distribuya los nodos de la manera más óptima posible
• Que tenga en cuenta la limitación en la elección de los valores de resistencias en 
circuitos integrados.
Cada uno de estos objetivos se encuadran en el ámbito de un convertidor A/D con una etapa 
de  FOLDING descrito  en  el  apartado  4.1.  No obstante,  cada  parte  aporta  conclusiones  por  sí 
mismas que se podrían estudiar independientemente y, por tanto, bien puede aplicarse en distintos 
ámbitos de este trabajo.
El  propósito  del  PFC  es  encontrar  aproximaciones  lineales  por  tramos  para  curvas  que 
representen  funciones  de  transferencia  de  circuitos  integrados  como  convertidores  A/D  para 
sensores. Típicamente son funciones del estilo  o .
La mayoría de métodos de linealización restringen la aproximación a que los vértices o nodos 
reposen sobre la curva original. En nuestro caso no será necesaria esta restricción y observaremos 
patrones que de otra forma quizá no aparecían.
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2 Método de linealización por tramos PWL
2.1 Método
El  método  para  aproximar  una  función   mediante  una  aproximación  por  tramos   
consiste en la utilización de unas funciones base triangulares de la forma:
Ec.(2.1)
centradas en los nodos .
Un ejemplo de funciones base triangulares a lo largo del intervalo  con cinco nodos 
equidistantes sería:
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Figura 2.1
Como se puede observar, en la Figura 2.1, cada centro del triángulo coincide con los pies de 
cada triángulo adyacente.
Una vez establecidas estas funciones, la PWL final  se obtendrá mediante:
Ec.(2.2)
donde  los  coeficientes   se  eligen  minimizando  el  error   mediante  mínimos 
cuadrados.
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Figura 2.2
La  Figura 2.2 muestra una aproximación de 4 tramos de la función   en el 
intervalo . Para ello se han utilizado 5 funciones triangulares como base, se han calculado los 
coeficientes  por  los  que  multiplicar  cada  triángulo  y  el  resultado  de  sumarlos  todos  es  una 
aproximación lineal a tramos de .
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Como se puede apreciar, el coste computacional de este método es muy pequeño, pues sólo 
requiere de la  resolución de un sistema de ecuaciones  sin  solución por el  método de mínimos 
cuadrados. Expresado de forma matricial, sería:
Ec.(2.3)
Ec.(2.4)
donde el operador   es el operador de MATLAB de división por la izquierda equivalente a 
mldivide. Esta operación requiere del cálculo de la matriz pseudo-inversa de .
Ec.(2.5)
En las Ec.(2.5), el vector   está compuesto por las muestras ordenadas de , el vector   
contiene los coeficientes   de los que se habla en la  Ec.(2.2) y  está compuesta por   filas que 
corresponden a cada función dibujada en la Figura 2.1.
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2.2 Distribución lineal de nodos
El caso más sencillo es el de la distribución lineal de los nodos. En este caso las distancias 
entre los nodos son siempre las mismas. Esto es, para una distribución de N nodos:
Ec.(2.6)
Un ejemplo de una aproximación sería este:
Figura 2.3
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Y el error cometido en la aproximación :
Figura 2.4
En la gráfica se observa que una mejor elección de los nodos podía haber llevado a una 
reducción del error. En este caso concreto, invirtiendo en la parte izquierda de la gráfica un mayor 
número de nodos, el error máximo disminuiría en esa parte. Aún a riesgo de aumentar el error en la 
parte derecha de la gráfica, sería sin duda una buena opción.
14
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Otros ejemplos para otros tipos de curvas serían los que se muestran en las  Figura 2.5 y 
Figura 2.6:
Figura 2.5
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Y sus correspondientes errores:
Figura 2.6
De estas gráficas de la Figura 2.6 podemos obtener varias conclusiones.
Para el caso de la función  encontramos que una distribución lineal de los nodos es lo 
más apropiado para que el error máximo en cada segmento se mantenga constante.
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Para los casos de funciones   encontramos que el error aumenta a medida que nos 
alejamos del lugar de origen . Se ha observado que para la función  el error cometido 
en  los  nodos siguen un crecimiento  lineal.  Se cree,  aunque no se ha  demostrado,  que el  error  
cometido  en  los  mismos  nodos  de  la  aproximación  lineal  siguen  una  curva  proporcional  a  la 
segunda  derivada  de  .  Esto  es,  para  el  caso  ,  el  error  cometido  en  los  nodos  es 
constante. Para , el error cometido es lineal, etc.
Para el caso,   como su derivada segunda es negativa, hemos observado que los 
“picos” se invierten y el error en esos puntos  es positivo.
Figura 2.7
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2.3 Distribución no lineal de los nodos
2.3.1 Principios básicos
En el caso de la distribución no lineal de los nodos, buscaremos un método de elección de la 
posición de los nodos que nos permita minimizar el error máximo cometido por la aproximación.
Para  ello,  comenzamos  definiendo  la  función de  distribución  de  nodos  ,  que  será  la 
función discreta que recolocará los nodos  que en un principio se distribuían de forma equidistante 
a sus nuevas posiciones  de tal forma que:
Ec.(2.7)
donde  es el primer nodo y  el último, y
Ec.(2.8)
Por ejemplo, para , queda claro que la  óptima es 
2.3.2 Caso funciones polinomiales
Experimentos prácticos han mostrado que para funciones del tipo  con  para  
definida en un intervalo simétrico del tipo , la   óptima es una del tipo
Ec.(2.9)
Donde la función  se define como:
Ec.(2.10)
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Por ejemplo,  en el  caso de   con un número elevado de tramos  ,  podemos 
observar que el error máximo de cada segmento se mantiene más o menos constante.
Figura 2.8
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Y el error resultante de la aproximación.
Figura 2.9
Los lóbulos del centro parecen tener un comportamiento diferente debido a que el método 
utilizado para resolver el sistema de ecuaciones descrito en la  Ec.(2.5) busca minimizar el error 
cuadrático medio y no el error máximo cometido. Además, la matriz parece está desacondicionada 
al tener muchos valores en ese segmento muy cercanos a cero y otros grandes en comparación. Una 
línea de futuro se abre en este campo buscando métodos de linealización que busquen un resultado 
diferente para aplicaciones concretas.
Aunque no está demostrado, los resultados para cualquier orden de potencias han resultado 
ser igualmente excelentes.
Cabe destacar que para el caso de una función del tipo  los resultados son 
idénticos que para el caso equivalente .
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Se  explica  teniendo  en  cuenta  que  sumar  una  constante  sólo  altera  los  valores  de  los 
coeficientes  en la misma cantidad que C.
En el caso de sumar una recta con pendiente, se entiende si nos damos cuenta de que la recta 
de pendiente constante a lo largo de toda la función sólo aumentará la pendiente de los tramos en 
esa constante B, pero no variará la posición de los nodos óptimos.
Por ejemplo, se muestra que el caso  es equivalente al caso 
Figura 2.10
Se puede  observar  en  la  Figura  2.10 que  el  error  presenta  las  mismas  características,  al 
margen de que en el caso  el error cometido es el doble que en el caso  
puesto que la potencia  lleva un coeficiente 2.
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2.3.3 Caso funciones analíticas
Una línea de futuro de estudio se abre si tratamos de usar los resultados del punto anterior 
para deducir un método teórico y hallar la función  óptima de cualquier función infinitamente 
derivable, que mantenga el error máximo cometido en los nodos de forma constante haciendo uso 
de la aproximación de Taylor.
Sabemos  por  Taylor,  que  casi  cualquier  función   infinitamente  derivable,  puede 
aproximarse por:
Ec.(2.11)
Por ejemplo,  comenzaremos  aproximando   por  su polinomio de  Taylor  de  orden 6  y 
hacemos notar que no nos interesan los dos primeros términos porque no alteran las posiciones de 
los nodos óptimos como observamos en el caso de la Figura 2.10.
Ec.(2.12)
Esto es, una función 6-derivable se puede aproximar por la combinación lineal de polinomios 
de orden 6.
Por lo tanto, bastaría con calcular las funciones de distribución de cada una de las potencias y 
la nueva función de distribución a partir de las anteriores.
Por ejemplo, se ha comprobado que si los coeficientes son todos positivos (o negativos), se 
puede encontrar la función  aplicando una fórmula de “linealidad” de funciones de distribución.
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Sean dos funciones ,  cuyas distribuciones de nodos óptimas son  y  (con 
simetría impar en el origen ), se cumple que la distribución óptima de nodos  de la función 
 es
Ec.(2.13)
Sin  embargo,  no  se  ha  demostrado  matemáticamente  ni  se  ha  encontrado  su  forma  con 
coeficientes de distinto signo. Aquí encontramos por tanto una nueva línea de futuro estudio.
En caso de encontrarlo, puesto que conocemos de forma empírica las  para las funciones 
polinomiales,  bastaría  con  descomponer  en  su  polinomio  aproximado  de  Taylor  la  función  a 
aproximar y calcular su  óptima.
Por ejemplo, para el caso particular , apuntamos
Ec.(2.14)
En este caso, todos los coeficientes son positivos.
A continuación se muestran algunos resultados utilizando esta aproximación.
Incluyendo pocos términos en la serie de Taylor, la aproximación no es muy buena en la parte 
derecha de la gráfica, pero si incluimos muchos, se acumula error en el primer segmento:
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y1(x) y2(x) F1(x) F2(x)
F (x)
y(x) = k1y1(x) + k2y2(x)
Fi(x)
F (x)
F (x) =
1
k1 + k2
(k1F1(x) + k2F2(x)) si k1k2 ¸ 0
y(x) = arcsin(x)
arcsinx =
1X
n=0
(2n)!
4n(n!)2(2n+ 1)
x2n+1 , para jxj < 1
x = 0
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Figura 2.11
La  Figura  2.11a  muestra  la  aproximación  lineal  con   tramos  de  la  función 
 en el intervalo [-0.75,0.75]. Para esta aproximación, se ha utilizado la aproximación 
de orden  de la serie de Taylor.
Ec.(2.15)
Nótese que aunque el orden sea , las potencias de la aproximación llegan hasta ; y por 
ello, el polinomio aproxima mejor la función de lo que se pudiera intuir.
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y(x) = arcsin(x)
Pr(x) =
rX
n=0
(2n)!
4n(n!)2(2n+ 1)
x2n+1
r = 2
L = 21
r 2r + 1
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Los nodos se distribuyen con el método descrito y su resultado se muestra en la Figura 2.11b. 
Como  se  puede  apreciar  en  la  Figura  2.11d,  la  aproximación  es  menos  exacta  conforme  nos 
alejamos del punto .
La Figura 2.11c muestra el error de la aproximación lineal a tramos. Se puede observar que el 
error  cometido  por  la  aproximación  de   hace  que  los  lóbulos  vayan  aumentando 
progresivamente conforme nos alejamos del origen.
En una segunda aproximación, aumentamos el orden de  hasta .
Figura 2.12
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Pr(x)
P2(x)
r = 4
x = 0
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Como se esperaba, al aumentar el orden de la aproximación de Taylor, el error en los bordes 
de  la  gráfica  disminuye,  tanto  en  la  Figura  2.12c  como  en  la  Figura  2.12d.  Sin  embargo,  la 
inexactitud del método con potencias cada vez más altas en los lóbulos centrales hace que el error 
máximo se eleve.
En el caso de querer realizar la aproximación en un tramo no simétrico, como por ejemplo 
 el  método consistiría  en  realizar  un simple  truncamiento de la  aproximación lineal  de la 
misma función en un tramo simétrico.
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3 Comparación con otro método
El método elegido para comparar los resultados es el presentado en el PFC “Conversor AD de 
aproximaciones sucesivas no-lineal”, cuya referencia se encuentra en el apartado de Bibliografía.
Este método es el siguiente: construye un segmento de longitud unidad, comprueba que el 
error en ese segmento no supera el máximo dado. Si es así, amplía la longitud del segmento en otra 
unidad y repite el proceso. Cuando encuentra que en algún punto del segmento, el error absoluto no 
es admisible pues supera el máximo dado, se detiene en el punto anterior y comienza a buscar el 
siguiente nodo del siguiente segmento. Esto es, realiza una búsqueda iterativa de la posición del 
siguiente nodo, recorriendo la gráfica de izquierda a derecha (o a la inversa) y comprobando que el  
error no supera en ningún punto el error máximo especificado.
Después, intenta mejorar el  resultado disminuyendo el  error máximo admitido y mantiene 
como resultado final aquella aproximación con mínimo error máximo que tiene el mismo número 
de tramos.
Para la primera comparación, nos centramos en el caso de aproximar  por 9 tramos 
tratando de minimizar el error. Los resultados se muestran en la Figura 3.1.
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Figura 3.1
Las gráficas de la derecha muestran la función   y su aproximación por tramos con el 
método que  utilizamos  y  su  error   mientras  que  las  de  la  izquierda  muestran  el 
método en el que los nodos se encuentran ajustados a la curva que hemos descrito en este apartado.
Se puede observar que el error máximo cometido con nuestro método es casi la mitad, y que 
el error cuadrático medio (ECM) es inferior a la mitad.
Ec.(3.1)
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yPWL(x) ¡ y(x)
y(x) = x2
ECM =
rPn
i=1[yPWL(xi)¡ y(xi)]2
n
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Para un segundo caso, tomamos la función  y la comparamos con una asignación de 
nodos no lineal correspondiente a .
Figura 3.2
Para este caso, donde el número de segmentos es de  , el error máximo sigue siendo 
menor y el ECM es casi un tercio con nuestro método.
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F (x) = x
2
4
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Para el caso estudiado en la Sección  2.3.3 Caso funciones analíticas, comparamos nuestro 
método utilizando un polinomio de orden ,  utilizando un número de segmentos .
Figura 3.3
En la Figura 3.3, observamos que el error máximo es algo menor y el error cuadrático medio 
es todavía bastante menor.
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4 Restricción en las posiciones de los nodos
Una de las aplicaciones de las aproximaciones PWL es la de compensar la no linealidad de 
sensores en conversores A/D. En general, un sensor no presenta una respuesta lineal frente a la 
magnitud a medir y es común el uso de este tipo de aproximaciones y fabricar un circuito con una 
función  de  transferencia  inversa  a  la  no  linealidad  del  sensor.  Esto  es,  en  sensores  con 
comportamiento senoidal, se buscan conversores A/D con curvas tipo .
Sin embargo,  debido al  método de fabricación de los circuitos  integrados,  no nos  resulta 
posible poder escoger a voluntad los valores de las resistencias necesarios para colocar los nodos de 
la recta en las posiciones deseadas. En esta sección se mostrará un convertidor A/D de ejemplo y se 
explicará una solución a este problema.
4.1 Convertidor A/D
En la figura siguiente, se muestra un esquema general de un convertidor A/D no lineal con 2² 
tramos.
Figura 4.1
Este  convertidor  sirve  para  realizar  una  conversión  A/D  de  una  magnitud  de  entrada  y 
aplicarle una función de transferencia aproximada por 4 tramos. El ADC no lineal permite realizar 
la codificación de los 2 bits más significativos, mientras que el ADC lineal codificará los bits menos 
significativos de la señal que ha pasado por el circuito de folding.
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4.1.1 Convertidor tipo flash no lineal
El convertidor flash no lineal será el encargado de codificar los bits más significativos. La 
figura siguiente muestra el esquema interno de un convertidor tipo flash que usaremos de ejemplo 
para mostrar la relación entre las resistencias y el voltaje en los nodos o codos de la aproximación.
Figura 4.2
El funcionamiento es muy simple. La respuesta del codificador se muestra en la siguiente 
tabla:
(S1,S2)=(0,0) (S1,S2)=(0,1) (S1,S2)=(1,0) (S1,S2)=(1,1)
Con 
Por tanto,  se  puede deduce  que las  posiciones  de los  nodos vendrán  restringidas  por  los 
valores de estos cocientes de resistencias.
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4.2 Método de la fracción más cercana al nodo
Hemos visto en el ejemplo anterior que no es posible elegir con libertad las posiciones de los 
nodos puesto que dependen directamente de valores de resistencias; y que en circuitos integrados la 
distribución de nodos resulta muy difícil de precisar.
Sin  embargo,  aunque  en  integración  de  circuitos  no  se  puede  precisar  el  valor  de  una 
resistencia concreta, el método de fabricación permite diseñar con bastante exactitud el valor de una 
resistencia para que sea el doble o el triple (un número entero de veces) que otra.
Por lo tanto, se puede fabricar un circuito integrado con la posición de los nodos en valores 
que se puedan expresar de la forma N/D donde N y D son números enteros.
En este PFC, utilizamos una función de MATLAB llamada  bestrat_sum basada en  bestrat 
(incluida en fractions-toolbox -disponible en internet-) que encuentra los valores de numerador N y 
denominador D que más se aproximan a un número racional con un D máximo.
Esta función se fundamenta en el  cálculo de fracciones continuas, donde un número   se 
puede representar de la forma:
Ec.(4.1)
donde  es entero y el resto de  son enteros positivos.
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De esta forma, se definen también las fracciones continuas de orden n a las expresiones de la 
forma:
Ec.(4.2)
donde   es un real no negativo y los demás son estrictamente positivos. También se suele 
emplear la siguiente notación: 
Una vez anotado esto, se define también la sucesión  por:
Ec.(4.3)
y la recurrencia para 
Ec.(4.4)
La fracción  se llama la k-ésima reducida de la fracción continua.
Se pueden demostrar los teoremas de las mejores aproximaciones racionales que dicen que:
Teorema #1
La k-ésima reducida  del desarrollo en fracción continua de  es la mejor aproximación 
de  por una fracción de denominador menor o igual a  :
Ec.(4.5)
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[a0; a1; a2; a3; : : : ; an]
pk=qk
k ¸ 2
pk=qk
pk=qk x
x qk
x = a0 +
1
a1 +
1
a2 +
1
. . .
an¡2 +
1
an¡1 +
1
an
(
p0 = a0
q0 = 1
(
p1 = a0a1 + 1
q1 = a1
(
pk = akpk¡1 + pk¡2
qk = akqk¡1 + qk¡2
¯¯¯¯
x¡ p
q
¯¯¯¯
<
¯¯¯¯
x¡ pk
qk
¯¯¯¯
) q >= qk
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Teorema #2
Sea  un número real positivo no nulo y  una fracción irreducible tal que:
Ec.(4.6)
Entonces,  es una de las reducidas del desarrollo de  en fracción continua.
Teorema #3
(Teorema de Hurwitz) Sea  un irracional positivo. Existe una cantidad infinita de racionales 
tales que:
Ec.(4.7)
Además, la constante  es la mejor posible.
Gracias a estas propiedades, podemos calcular con la función bestrat la fracción que mejor se 
aproxima a un número cuyo denominador no exceda un número entero dado.
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En nuestro caso, la limitación viene dada por la suma . Esto es, la superficie máxima de 
ambas resistencias  y .
Para un número decimal , se denota:
Ec.(4.8)
Se debe cumplir la condición:
Ec.(4.9)
Se deduce que:
Ec.(4.10)
La condición de denominador máximo se corresponde con  mediante la relación:
Ec.(4.11)
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function [n d] = bestrat_sum(r)
%BESTRAT_SUM Encuentra el racional n/d mas cercano a r tal que n+d<=MAX
%   Sintaxis [n d] = bestrat_sum(r)
%   Necesario tener instalado Fractions Toolbox. Se puede obtener aqui:
%   www.mathworks.es/matlabcentral/fileexchange/24878-fractions-toolbox
 
MAX=1000;
tol=1e-20;
[rnum rden]=rat(r,tol);
ent=fix(r);
num=mod(rnum,rden);
den=rden;
fraccion_r=fr(ent,num,den);
 
% Se debe cumplir que para r=N/D , N+D<=MAX -> D<=MAX/(1+r)
dmax=floor(MAX/(1+r));
[n d]=rat(bestrat(fraccion_r,dmax));
 
end
Para un valor de MAX=50, el error cometido por la desviación de la posición de los nodos, no 
varía prácticamente nada.
Para MAX=20, el error cometido varía poco o muy poco.
Para MAX=10, el error cometido es bastante elevado.
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Figura 4.3
El error cuadrático medio se mantiene igual en el segundo caso y en el tercero se duplica.
Se explica observando que el número de valores que se pueden formar con  es muy 
limitado y los nodos se ven forzados a alejarse mucho de sus posiciones óptimas.
Hay  que  notar  que  para  un  span  elevado,  al  aumentar  la  parte  entera  de  la  fracción,  el 
numerador  aumenta  considerablemente  y  así  también  lo  hará  la  superficie  que  ocuparán  las 
resistencias. Por ello, es recomendable considerar una normalización y trabajar en un span .
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5 Conclusiones y líneas de futuro
Este proyecto posee tres apartados bien diferenciados.
En el primero, en la descripción del método utilizado de las matrices base triangulares y la 
resolución de los coeficientes por el cálculo de una matriz pseudo-inversa, vemos que su sencillez 
trae consigo una gran eficiencia computacional. El método es sencillo y se puede aplicar en un 
elevado número de aplicaciones. Como contrapartida, en algunos casos donde los nodos deben estar 
ajustados a la curva original, este método no resulta válido.
En  el  segundo,  en  el  estudio  de  las  posiciones  óptimas  de  los  nodos  de  la  PWL y  el 
comportamiento del error, hemos comprobado la existencia de distintos patrones, que aunque no se 
han demostrado, nos han permitido obtener un método aproximado para el caso de una función 
analítica . Sin embargo, quedaría como línea de futuro la demostración matemática 
de varios fenómenos observados como han sido:
• Que la “envolvente” de los lóbulos del error en la construcción de una PWL con los 
nodos distribuidos equidistantes siguen la forma de la derivada segunda de la original.
• Que las curvas de la forma  con  en el intervalo , tienen como 
función de distribución de nodos óptima . Ec.(2.9).
También quedan como objeto de estudio, casos especiales, como:
• Que la resta de dos funciones trae efectos sobre las funciones de distribución de nodos 
diferentes que en el caso de la suma.
• Que con valores cercanos a cero en los segmentos, el cálculo de la matriz pseudo-
inversa padece de desacondicionamiento y aunque el ECM pueda ser bajo, el error 
máximo se eleva.
En el  tercer  apartado,  se ha visto que con el  método utilizado,  no es necesaria  una gran 
inversión en superficie de Silicio para no perder exactitud en el método de linealización por tramos.
No obstante, aunque aún queda mucho por trabajar, se han obtenido muchas conclusiones 
interesantes  en un campo en el  que no se han encontrado apenas artículos  científicos haciendo 
referencia al estudio del error como se ha hecho en este proyecto.
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Aproximación Lineal a Tramos
Mediante Funciones Base Triangulares
Iñigo Alcalde Unzu
Tutor: Miroslav Zivanovic
  
Introducción
Objetivo
 Método linealización por tramos 
RÁPIDO.
 Distribución de nodos óptima.
 Que tenga en cuenta la limitación 
de los valores de resistencias en 
integración de circuitos.
Aplicación
 Linealización de curvas inversas a 
la característica de transferencia 
de sensores en conversores A/D.
MSB LSB
S&H FOLDING
ADC FLASH
NO LINEAL
2 BITS
ADC 
FLASH
 LINEAL
5 BITS
Vin
Residuo
Vin
Vref
CO
DI 
FIC
AD
OR
S1
S2
R4
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R1
V3
V2
V1
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Las funciones base triangulares
Las funciones base triangulares 
(B-splines) se forman de 
manera que:
 Cada triángulo tiene altura 
unidad y el máximo coincide 
con el pie del triángulo 
adyacente.
 La primera función es la mitad 
derecha de un triángulo.
 La última función es la mitad 
izquierda de un triángulo.
Ejemplo: construcción de 5 
triángulos equidistantes
  
Las funciones base triangulares
 El método consiste en hallar los 
coeficientes por los que 
multiplicar cada función para 
que al sumarlas todas, 
aproximemos la curva de la 
mejor manera posible.
 Se trata de resolver un sistema 
de ecuaciones.
L = 4 y(x) = sin(x) + 0:3 0 · x · 3¼=4
Ejemplo: escalado de 5 funciones 
triangulares para aproximar      y(x)
  
Resolución del sistema de 
ecuaciones
 Para hallar los mejores coeficientes, construímos el sistema de 
ecuaciones que resolveremos por mínimos cuadrados:
                 donde
                                     es el vector fila de la función que queremos      
                                    aproximar.
                                    es el vector fila con los coeficientes incógnita     
                                   por los que multiplicaremos cada función           
                                   triangular.
                                                es la matriz donde cada fila es una         
                                               función triangular base para construir la 
                                               aproximación lineal a tramos.
Y = CA
A =
0BBB@
A00 A01 ¢ ¢ ¢ A0N
A10 A11 ¢ ¢ ¢ A1N
...
...
. . .
...
AL0 AL1 ¢ ¢ ¢ ALN
1CCCA
Y =
¡
y0 y1 ¢ ¢ ¢ yN
¢
C =
¡
c0 c1 ¢ ¢ ¢ cL
¢
  
Distribución de nodos 
equidistante
 El caso más simple es el de la distribución equidistante de nodos.
 En el caso de                , la distribución es óptima.
 Se aprecia que los lóbulos tienen una ”envolvente” que responde a la 
derivada segunda de la función a aproximar.
y(x) = x2
  
Función de distribución de nodos
Definimos función de distribución 
de nodos           de forma que:
         recolocará los nodos       
distribuídos de manera 
equidistante en sus nuevas 
posiciones.
 La función tiene rango 
comprendido entre:
 Se entiende que la función es 
estríctamente creciente.
Ejemplo: función de distribución de 
21 nodos entre 0 y 2
F (x)
F (x) xi
F (x0) = x0 y F (xN ) = xN
  
Distribución de nodos para xn
Estudios empíricos muestran 
que para el caso
                  en el intervalo
la función de distribución 
óptima es:
y(x) = xn [¡xN ; xN ]
F (x) = xN
¯¯¯
x
xN
¯¯¯ 2
n ¢ sign(x)
sign(x) =
½
1 para x ¸ 0
¡1 para x < 0
  
Distribución de nodos para xn
 Los lóbulos/segmentos 
son estrechos en los 
extremos y anchos en el 
centro.
 El error máximo se 
mantiene más o menos 
constante en todos los 
segmentos salvo en el 
centro, debido al método 
de resolución del sistema 
de ecuaciones.
Ejemplo: error cometido en la aproximación de                 
lineal empleando distribución no lineal de nodos
y(x) = x4
  
Distribución de nodos para xn
Extensión del caso                 :
Presentamos un resultado 
parcial:
 Los casos:
y
son equivalentes en lo referente 
a función de distribución de 
nodos.
 El efecto de sumar una recta o 
una constante no afecta a la 
distribución óptima.
y(x) = xn
y(x) = Axn +Bx+ C
y(x) = xn
Ejemplo: comparación de dos casos 
equivalentes con la misma          óptima.F (x)
  
Distribución de nodos:
Suma de polinomios
 Las funciones de distribución de nodos centradas en el origen tienen 
la propiedad de que se comportan con cierta ”linealidad”:
Si                      la función resultante no es necesariamente estríctamente creciente y 
no es cierto.
Si F1(x) ¶optima para y1(x) y F2(x) para y2(x)
+
F (x) ¶optima para y(x) = k1y1(x) + k2y2(x)
k1k2 < 0
F (x) =
1
k1 + k2
(k1F1(x) + k2F2(x)) si k1k2 ¸ 0
  
Distribución de nodos:
Series de Taylor
 En el caso de otras funciones generales podemos usar las series de 
Taylor para descomponerla en serie de potencias:
Por ejemplo, para una aproximación hasta orden 6:
 Gracias a esto, calculamos las 5 funciones de distribución de cada 
término y aplicamos el resultado anterior para aproximar la nueva 
función de distribución.
y(x) =
1X
n=0
y(n(x0)
n!
(x¡ x0)n
y(x) =
6X
n=2
y(n(0)
n!
xn
  
El método. Funciones analíticas
arcsin x =
1X
n=0
(2n)!
4n(n!)2(2n+ 1)
x2n+1 , para jxj < 1
Pr(x) =
rX
n=0
(2n)!
4n(n!)2(2n+ 1)
x2n+1
  
Comparaciones (I)
 Con ese método, los vértices 
caen siempre sobre la curva.
 Se realiza una búsqueda iterativa 
de la posición del siguiente nodo 
para que no sobrepase un error 
máximo dado.
 En el caso de aproximar la curva   
              , el error máximo es casi 
la mitad.
 El ECM es menos de la mitad.
ECM =
rPn
i=1[yPWL(xi)¡ y(xi)]2
n
Comparamos con el método descrito por Mª Ángeles Díaz de Cerio en
”Desarrollo de un ADC De interpolación lineal a tramos en tecnología
CMOS de 0.5μm”.
Ejemplo: Aproximación y error de               
con ambos métodos y
número de segmentos L=9.
y(x) = x2
y(x) = x2
  
Comparaciones (II)
Comparamos ahora las 
aproximaciones de ámbos 
métodos para el caso
 El error máximo es inferior que 
con el método iterativo con 
nodos ajustados a la curva.
 Aunque aumenta en el segmento 
central por del 
desacondicionamiento.
 El ECM es bastante menor que 
la mitad.
Ejemplo: Aproximación y error de               
con ambos métodos y L=11.
y(x) = x4
y(x) = x4
  
Comparaciones (III)
Ahora comparamos el caso de 
la función
 El desacondicionamiento es 
grande en el método de la 
resolución del sistema de 
ecuaciones.
 Sin embargo, el error cuadrático 
medio es menor en nuestro 
caso que en el de los nodos 
ajustados a la curva.
Ejemplo: Aproximación y error de                            
con ambos métodos y L=13.
y(x) = arcsen(x)
ECM1 = 2:19 ¢ 10¡4 ECM2 = 1:80 ¢ 10¡4
y(x) = arcsen(x)
  
Aplicación del mapeo de nodos 
en un convertidor A/D
 En este ejemplo, las posiciones de 
los nodos vienen dadas por 
cocientes de resistencias:
MSB LSB
S&H FOLDING
ADC FLASH
NO LINEAL
2 BITS
ADC 
FLASH
 LINEAL
5 BITS
Vin
Residuo
Vin
Vref
CO
DI 
FIC
AD
OR
S1
S2
R4
R3
R2
R1
V3
V2
V1
E3
E2
E1
(S1,S2)=(0,0)
(S1,S2)=(0,1)
(S1,S2)=(1,0)
(S1,S2)=(1,1)
R1 +R2 +R3
RT
<
V in
V ref
< 1
R1 +R2
RT
<
V in
V ref
<
R1 +R2 +R3
RT
R1
RT
<
V in
V ref
<
R1 +R2
RT
0 <
V in
V ref
<
R1
RT
RT = R1 +R2 +R3 +R4
  
Aplicación del mapeo de nodos 
en un convertidor A/D
 Suponemos que las posiciones de 
los nodos tienen la forma de un 
decimal    .
 Suponemos que las resistencias 
del circuito se pueden expresar de 
la forma
 Trataremos de aproximar    como 
el cociente de resistencias
 El algoritmo busca los      y      que 
mejor aproximan    y que cumplan
 Estudios empíricos muestran 
buenos resultados con MAX a 
partir de 20 o 30.
Rk = nkR0 8nk 2 N
r = n1R0n2R0 =
n1
n2
r
r
n1 + n2 < MAX
Ejemplo: Efecto del parámetro MAX en el 
error de linealización de                  .
r
y(x) = x2
n1 n2
  
Conclusiones y líneas de futuro
Conclusiones
 Cada apartado trae resultados por 
separado que pueden utilizarse en 
distintas aplicaciones.
 El método de funciones 
triangulares B-splines resulta 
rápido y sencillo.
 La función de distribución de 
nodos parece una herramienta útil 
al observarse una relación 
matemática con la función a 
aproximar.
 No es necesario invertir en una 
gran superficie de Si para sintetizar 
resistencias que no aumenten el 
error de la aproximación.
Líneas de futuro
 Aplicación de cada apartado en 
diferentes aplicaciones.
 Demostración matemática del 
comportamiento de la ”envolvente” 
en la distribución equidistante de 
nodos.
 Demostración matemática de la 
fórmula de la función de 
distribución de nodos para xn.
 Estudio del caso de sumar 
funciones de distribución de 
distinto signo.
 Comportamiento de las funciones 
de distribución con otros métodos 
de linealización que se centren en 
error máximo y no ECM.
