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Resumen– Con la aparicio´n cada vez mayor de nuevas tecnologı´as y nuevos softwares, las empre-
sas necesitan poder tratar estos nuevos servicios en un entorno que les proporcione la seguridad
de saber que, si algo falla, el entorno de produccio´n de la empresa no se vera´ afectado. Para ello,
en este trabajo se plantea la idea de crear un entorno (llamado comu´nmente Preproduccio´n) lo ma´s
parecido a un entorno real. Dependiendo del taman˜o de la infraestructura de una empresa, crear un
entorno ide´ntico al real puede suponer un coste muy elevado. Por esta razo´n en este proyecto se ha
trabajado con varias herramientas Open Source, para comprobar si a trave´s de ellas, se puede crear
un entorno competente que simule la realidad. La herramienta principal en la que se ha basado este
proyecto es PfSense, un firewall virtual con una gran capacidad para proteger la infraestructura. La
finalidad de este proyecto consiste en poder analizar el desempen˜o de un entorno virtualizado o ,
por el contrario, si es necesario duplicar un entorno a nivel fı´sico, con el coste que conlleva.
Palabras clave– Firewall, PfSense, Nagios, Vmware Workstation, VPN, DCHP, Active Direc-
tory, DMZ, Preproduccio´n, Crontab, Squid Proxy, NAT.
Abstract– With the growing emergence of new technologies and new software, companies need
to be able to handle these new services in an environment that gives them the security of knowing
that, if something goes wrong, the production environment of the company will not be affected. For
this, in this project the idea is to create an environment (commonly called Preproduction) the closest
thing to a real environment. Depending on the size of the infrastructure of a company, creating an
environment identical to the real one can be very expensive. For this reason, in this project we
have worked with several Open Source tools, to see if through them, you can create a competent
environment that simulates reality. The main tool on which this project has been based is PfSense,
a virtual firewall with a great capacity to protect the infrastructure. The purpose of this project is to
analyze the performance of a virtualized environment or, conversely, if it is necessary to duplicate an
environment at a physical level, with the cost involved.
Keywords– Firewall, PfSense, Nagios, Vmware Workstation, VPN, DCHP, Active Directory,
DMZ, Pre-production, Crontab, Squid Proxy, NAT.
F
1 INTRODUCCIO´N
HOY en dı´a, es habitual que cada poco tiempo sal-gan al mercado nuevos softwares, actualizacionestanto de sistemas operativos como de aplicaciones,
nuevos servicios, etc. Cuando una empresa se plantea im-
plementar estas nuevas herramientas, existe el temor que el
entorno deje de funcionar correctamente, ya que dentro de
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la infraestructura existen muchas dependencias entre soft-
wares (Firewall, backup, bases de datos...).
Es por ello por lo que las empresas acostumbran a dispo-
ner de varios entornos de infraestructura:
Desarrollo: Entorno que se utiliza para realizar modi-
ficaciones en alguna aplicacio´n, an˜adir nuevas carac-
terı´sticas o corregir algunos errores.
Preproduccio´n: Entorno que se utiliza para probar y
testear las nuevas aplicaciones, modificaciones, servi-
cios, etc. Se trata de la fase previa antes de llevar a
produccio´n los nuevos cambios.
Produccio´n: Entorno principal de cualquier empresa.
Se trata del entorno crı´tico donde se encuentran to-
dos los servicios finales, usuarios y aplicaciones. Sin el
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correcto funcionamiento de este entorno, difı´cilmente
una empresa puede ofrecer el servicio correspondien-
te.
Fig. 1: Flujo de cambios entre los entornos.
Este proyecto esta basado sobre el entorno de Prepro-
duccio´n. Se trata de un entorno indispensable en cualquier
empresa, sobretodo en las que ofrecen servicios. Este en-
torno debe ser configurado y desarrollado para obtener una
re´plica exacta (o lo ma´s parecida) al entorno de Produccio´n.
Una vez desarrollado, permite realizar pruebas como testear
nuevas aplicaciones, nuevas funcionalidades desarrolladas,
verificar nuevas configuraciones de cualquiera de los ser-
vicios, etc. Si los resultados son satisfactorios, dan la ga-
rantı´a que en el entorno de Produccio´n los nuevos cambios
tendrı´an que funcionar adecuadamente.
En cualquier empresa de mediano/gran taman˜o, la inver-
sio´n en la infraestructura acostumbra a ser de gran valor, ya
que existen una gran variedad de elementos como cabinas
de almacenamiento, switches, Firewall, servidores fı´sicos...
Este hecho conlleva a que, desarrollar un entorno de Prepro-
duccio´n de manera fı´sica implique un coste muy elevado,
ya que supone duplicar la compra de todos los elementos.
Por ello, en este proyecto se plantea la idea de elaborar es-
te entorno virtualizando todas las ma´quinas y servicios para
poder crear un entorno igual al de produccio´n, pero con me-
nos coste. Debido a que se trata de una simulacio´n y no una
re´plica de un entorno real, se ha realizado con herramientas
Open Source.
La principal y ma´s importante herramienta es el Firewall
PfSense, uno de los firewalls gratuitos ma´s utilizados en el
mundo [1]. Se trata de un software Open Source con ba-
se Debian (Linux) que el fabricante pone a disposicio´n de
cualquier usuario. Se trata de un firewall muy reconocido a
nivel mundial ya que es efectivo, esta´ bien documentado y
se le esta´ dando seguimiento por parte de los desarrollado-
res con el fin de estar a la altura de las demandas de seguri-
dad de hoy en dı´a.
Adema´s, se ira´n an˜adiendo nuevos servicios y funcionali-
dades que permitira´n ir conformando el entorno que se quie-
re crear, como la Alta Disponibilidad, que permite crear un
clu´ster de nodos PfSense o el servicio NDMP usado para
compartir informacio´n con las herramientas de monitoriza-
cio´n.
Para realizar este proyecto se ha usado como virtualiza-
dor una computadora propia que corre Windows 10, con 16
Gb de RAM y procesador Intel Core i5 7600k de 3,8 GHz.
2 MOTIVACIO´N
La motivacio´n principal de este proyecto consiste en
crear y valorar el funcionamiento de un entorno de pre-
produccio´n a trave´s de herramientas Open Source, ya que
habitualmente la confianza reside en los grandes softwares
de pago. En cualquier infraestructura de una empresa con
un mı´nimo de recursos, se puede encontrar como mı´nimo
un firewall, servidores fı´sicos que proporcionan servicios
(SQL, Exchange, etc), software de backup, switches que
administran las conexiones internas, etc. Si uno se pone a
hacer ca´lculos, entre la parte fı´sica de cada elemento y las
licencias, el coste puede llegar a ser muy elevado. En este
proyecto, adema´s de crear de forma virtual un entorno de
preproduccio´n, se trabajara´ con el firewall PfSense.
Otro aspecto a destacar es la demanda de seguridad de
hoy en dı´a. Cada vez son ma´s comunes las infecciones a
sistemas a trave´s de Pishing, Ransomware, Botnets, etc.
En este proyecto se tratara´ de configurar el firewall de la
manera ma´s ajustada posible a la infraestructura con el fin
de garantizar unos mı´nimos de seguridad. En un entorno
de preproduccio´n ma´s completo, son muchos los factores
que intervienen en la seguridad general de la empresa co-
mo los antivirus, herramientas de monitorizacio´n, agentes
instalados en las computadoras, Firewall, configuracio´n de
los switches, etc. En este caso, al no disponer de suficien-
tes recursos para dividir lo´gicamente las subredes a trave´s
de switches, todo el tra´fico sera´ controlado por el Firewall
y gracias a ello podremos crear reglas y configuraciones es-
pecı´ficas.
Por u´ltimo, este proyecto permitira´ crecer a nivel perso-
nal con el conocimiento y implementacio´n de herramientas
importantes usadas a nivel mundial como Active Directory,
Nagios, VPN. . .
3 OBJETIVOS
En esta seccio´n, se detallan los objetivos principales a
desarrollar en este proyecto. A lo largo de la explicacio´n
te´cnica, se comentara´n las dificultades encontradas para lle-
gar al objetivo y si ha sido posible alcanzarlo o no.
Se han esocgido estos objetivos ya que son la base de
creacio´n de cualquier entorno. Como se puede observar, los
pilares ba´sicos de este proyecto son la seguridad de la infra-
estructura, la gestio´n de los usuarios y la monitorizacio´n. A
partir de ahı´, las herramientas elegidas pueden variar depen-
diendo de las preferencias de la persona que implemente un
laboratorio. Los objetivos que se pretenden son:
Dar a entender la importancia de tener un entorno de
Preproduccio´n correctamente configurado para reali-
zar pruebas.
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Desplegar el firewall PfSense con las correctas confi-
guraciones de seguridad.
Administracio´n de certificados.
Gestio´n de usuarios a trave´s de Active Directory.
Desplegaruna herramienta de monitorizacio´n de la in-
fraestructura.
Gestionar sistema de backup del firewall.
Objetivos extra.
3.1. La importancia de tener un entorno Pre-
produccio´n
Tal y como se ha comentado en la introduccio´n, es im-
portante configurar un correcto entorno de preproduccio´n
para desarrollar test y pruebas de nuevos servicios antes de
trasladar estos cambios al entorno de produccio´n. A lo lar-
go de este proyecto se mostrara´ la base a desplegar de la
infraestructura.
3.2. Desplegar el firewall PfSense con las co-
rrectas configuraciones de seguridad
La base principal de este proyecto consiste en el desplie-
gue de este Firewall virtualizado. El firewall es la capa que
separa la infraestructura interna de Internet, por lo que es
muy importante establecer unas reglas ba´sicas para el con-
trol de tra´fico de red. Adema´s, es importante desarrollar una
correcta configuracio´n para la comunicacio´n entre las su-
bredes dentro de la infraestructura, ya que ası´ se evitara´n
comunicaciones innecesarias. Por ejemplo, en caso de ser
vı´ctima de una intrusio´n y que un atacante obtenga el con-
trol de la computadora de un usuario final, se evitara´ el pi-
votamiento entre servidores.
3.3. Administracio´n de certificados
Cuando se exponen servicios Web a Internet o a la propia
corporacio´n, es recomendable obtener un certificado para
poder realiza conexiones seguras (HTTPS) y garantizar la
privacidad entre los usuarios y los servicios.
3.4. Gestio´n de usuarios a trave´s de Active
Directory
En cualquier empresa en la que existan distintos roles
(Administracio´n, Sector IT, Marketing...) es recomendable
gestionar los permisos acorde con sus responsabilidades.
Cada tipo de usuario, dependiendo de su rol, debe tener ac-
ceso a ciertos servicios, servidores o softwares y por el con-
trario, tener el acceso denegado a otros. En este proyecto
se definira´ un dominio a trave´s de Active Directory [2] pa-
ra poder gestionar los usuarios. Se ha decidido utilizar esta
herramienta debido a que en la mayorı´a de las empresas,
gran parte de los usuarios finales utilizan computadoras con
Windows. Es una herramienta muy potente de gestio´n que
permite realizar configuraciones muy explı´citas.
3.5. Desplegar una herramienta de monitori-
zacio´n de la infraestructura
Es importante dispner de una herramienta que monitorice
a tiempo real los elementos que se consideren oportunos,
en general servidores que ofrecen algu´n tipo de servicio o
el firewall, ya que, sin un correcto funcionamiento de e´stos,
el desempen˜o global puede verse seriamente afectado. Para
este proyecto, la herramienta utilizada es Nagios [3].
3.6. Gestionar sistema de backup del firewall
Implementar un sistema de backup implica que en caso
de desastre (como puede ser la sustitucio´n de un firewall
por mal funcionamiento, la corrupcio´n de una base de datos
o la entrada de un Ransomware), se disponga de una co-
pia de los datos que existı´an para poder restablecerlos cuan-
to antes. En un entorno bien construido, es necesario tener
backup de toda la informacio´n crı´tica. En este proyecto, de-
bido a la limitacio´n de recursos, se configurara´ el sistema
de backup de manera que realice una co´pia del fichero de
configuracio´n del firewall.
4 ESTADO DEL ARTE
Actualmente existe una gran variedad de software que
permiten virtualizar ma´quinas y crear redes virtuales entre
ellas, como por ejemplo VMware [4] y VirtualBox [5]. Vir-
tualBox es una herramienta Open Source, disponible para
cualquier usuario. Los pros de este software es que es de
libre uso, pero, por contra, tiene un lı´mite de creacio´n de
cuatro subredes internas. Para proyectos ba´sicos fa´cilmen-
te se alcanzara´ este lı´mite. Por el contrario, VMWare es un
software de pago que dispone de varias herramientas de vir-
tualizacio´n (VMWare Workstation, VMWare ESX). Se trata
de herramientas muy potentes utilizadas a nivel mundial.
Inicialmente se decidio´ utilizar VirtualBox para este pro-
yecto, pero debido a la limitacio´n comentada anteriormente
y otros aspectos explicados en la seccio´n te´cnica, se tuvo
que cambiar a VMWare Workstation a los inicios de pro-
yecto.
Por otro lado, en cuanto a los Firewalls Open Source, la
comunidad informa´tica coincide en que PfSense se trata del
firewall ma´s completo, con mayor documentacio´n por par-
te del fabricante y varios servicios gratuitos que se pueden
instalar [6]. La principal competencia de PfSense es el Fire-
wall IPFire. Se trata tambie´n de un software Open Source.
Son dos firewalls muy parecidos a nivel funcional, pero con
algunas diferencias que pueden decantar a los usuarios a de-
cidirse por uno u otro. IPFire, es un software ma´s ba´sico y
so´lido. Tiene las funcionalidades algo limitadas a cambio de
ser ma´s fa´cil de configurar y evitar errores. Por el contrario,
PfSense es un software ma´s avanzado que empieza desde
un nivel muy ba´sico, pero admite la instalacio´n de nuevos
servicios de manera muy ra´pida que permiten aumentar el
nivel de complejidad hasta donde se desee. Se trata de un
software ma´s enfocado a usuarios que dispongan de expe-
riencia y tengan el conocimiento suficiente para desplegar
servicios y aplicar configuraciones que no sean incorrectas.
Debido a estos detalles se ha preferido trabajar con Pf-
Sense. En este proyecto, no se aprovechara´ ni mucho menos
el potencial entero de esta herramienta, ya que se dispone de
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un tiempo limitado para ejecutar las tareas basadas en el Fi-
rewall y se trata de un entorno sencillo que, al no disponer
de mucho tra´fico interno no se pueden hacer informes reales
de la eficacia de los servicios. Por cambio, se obtiene la cer-
teza que, en caso de desplegar este software en un entorno
mayor, se podrı´an aplicar configuraciones de seguridad ma´s
complejas que con IPFire.
Cabe destacar que a dı´a de hoy los entornos cloud han
crecido de tal manera que grandes empresas como Ama-
zon, disponen de una cantidad muy grande de servidores de
virtualizacio´n, donde a cambio de divisas se pueden utili-
zar sus recursos para desplegar ma´quinas virtuales y cloud
privadas.
Puede resultar una alternativa muy u´til, ya que alquilar
este servicio significa no invertir en una infraestructura de
virtualizacio´n propia, sino que solo es necesario encargarse
de la configuracio´n y el mantenimiento.
Serı´a necesario realizar un presupuesto del valor anual
que supondrı´a virtualizar de manera local el entorno de pro-
duccio´n o virtualizarlo a trave´s de servicios que ofrecen
grandes empresas.
5 IMPLEMENTACIO´N DE CAMBIOS A PRO-
DUCCIO´N
Tal y como se lleva comentando a lo largo del proyecto,
el entorno creado es utilizado para realizar pruebas antes de
llevar un cambio a produccio´n. En esta seccio´n, se explicara´
brevemente el diagrama de flujo que se obtiene desde que
se decide realizar un cambio hasta que se implanta en el
entorno de produccio´n. Para poder explicar este proceso,
se ejemplificara´ con el despliegue de un servidor Domain
Controller para obtener una redundancia con el principal.
En primer lugar, el encargado del entorno de produccio´n
harı´a una peticio´n al entorno de preproduccio´n para analizar
la viabilidad de su propuesta. Una vez aceptada, el personal
encargado del entorno de preproduccio´n se deberı´a encar-
gar de realizar un ana´lisis de impacto de este nuevo servidor
(Aumento de uso y memoria del servidor de virtualizacio´n)
y en caso de ser viable, empezar con el desarrollo y configu-
racio´n. Se virtualizarı´a un Windows server y se configurarı´a
para que el servidor DC principal replicase toda la informa-
cio´n contra el nuevo servidor. Una vez obtenida esta redun-
dancia, se harı´a una prueba de desastre, donde la prueba
debe consistir en apagar el servidor principal para compro-
bar que el servidor secundario sigue ofreciendo servicio a
la red y que los usuarios y servicios no tienen pe´rdida de
servicio. Todo este proceso es necesario documentarlo pa-
ra poder realizar la misma configuracio´n en el entorno de
produccio´n y tenerlo para posibles copias en un futuro.
Una vez terminado y aprobado el trabajo en el entorno de
preproduccio´n, en este caso, se podrı´a exportar la ma´quina
virtual creada con el Windows Server y desplegarlo en los
hosts de virtualizacio´n de produccio´n.
Al asegurar el correcto funcionamiento, habrı´a termina-
do todo el proceso de aplicar un cambio en el entorno de
produccio´n.
6 METODOLOGI´A Y HERRAMIENTAS
6.1. Metodologı´a
En esta seccio´n se explicara´ la metodologı´a seguida para
realizar el proyecto.
Cada objetivo explicado anteriormente, se ha desarrolla-
do siguiendo las siguientes etapas.
En primer lugar, una fase de ana´lisis, donde se estudia la
ubicacio´n del nuevo servicio o servidor, el funcionamiento,
las posibles consecuencias o cambios que puede provocar y,
por u´ltimo, las especificaciones te´cnicas (IP, reglas nuevas
en firewall, etc.).
Seguidamente, una fase de desarrollo donde se imple-
menta el nuevo objetivo para que tenga una funcionalidad
total.
Por u´ltimo, una fase de pruebas donde se verifica el co-
rrecto funcionamiento, para dar por concluido el objetivo.
6.2. Herramientas
A continuacio´n, se detallan todas las herramientas utili-
zadas para este proyecto.
VMWare Workstation: software de virtualizacio´n, en-
cargado de desplegar todo el entorno utilizado.
Nagios: software Open Source encargado de la moni-
torizacio´n del sistema.
PfSense: firewall Open Source encargado de la seguri-
dad y administracio´n de tra´fico interno y externo.
Active Directory: Servicio propio de Microsoft Win-
dows, encargado de la gestio´n de usuarios y dominios.
OpenVPN: software Open Source encargado de poder
establecer conexiones VPN hacia la infraestructura in-
terna [7].
SquidProxy: servicio integrado en PfSense que permi-
te reducir el nu´mero de peticiones web gracias a un
sistema de cache´ [8].
Pages: software propio de MacOS utilizado para reali-
zar toda la documentacio´n [9].
7 PLANIFICACIO´N
En esta seccio´n se comenta la distribucio´n de tareas para
realizar este proyecto.
Se han creado 8 fases correspondientes a los distintos ob-
jetivos:
Fase 0: Desarrollo del escenario principal. Consiste en
el despliegue de las ma´quinas principales, la creacio´n
de las distintas subredes y el firewall con las pertene-
cientes reglas base.
Fase 1: Implementacio´n de Nagios. Se instala en un
servidor Ubuntu dedicado y se configura para que
empiece a monitorizar las principales infraestructuras
crı´ticas. Se an˜adira´n ma´s hosts a medida que avance el
proyecto.
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Fase 2: Sistema de Backup. Se crea un script lanza-
do por el mismo servidor donde se encuentra Nagios.
Realiza una copia de seguridad del fichero de confi-
guracio´n del firewall para poder restaurar en caso de
desastre.
Fase 3: Implementacio´n Active Directory. Se desplega
un Windows Server con el servicio de Active Direc-
tory. Se crea un dominio local para poder configurar
grupos de usuarios.
Fase 4: Implementacio´n VPN. Se instala y configura
este servicio integrado en PfSense para poder realizar
conexiones desde Internet.
Fase 5: Implementacio´n de certificados. Se utiliza
Let’s Encrypt para obtener certificados va´lidos para el
servidor web.
Fase 6: Pruebas de seguridad. Se realizan pruebas ba´si-
cas de seguridad para asegurar el correcto desempen˜o
de la infraestructura.
Fase 7: Tareas opcionales.
8 DESARROLLO DEL PROYECTO
En esta seccio´n, se explicara´n ma´s a fondo las diferentes
partes del proyecto y las problema´ticas, si las ha habido, a
la hora de poder cumplir el objetivo.
8.1. Escenario principal
En esta primera fase del proyecto, se disen˜a y desarrolla
el esquema de infraestructura que definira´ el proyecto y se
despliega el Firewall. Para ello, se crean 3 subredes princi-
pales: una red Productiva, una red de Monitorizacio´n y una
red DMZ.
A continuacio´n, se muestra el diagrama de red creado:
Fig. 2: Diagrama de red infraestructura
La red Productiva contiene los hosts que utilizan usuarios
finales y un servidor Domain Controller que administra el
dominio. En la red de Monitorizacio´n se encuentran todos
los hosts encargados de ofrecer algu´n servicio de monitori-
zacio´n o backup. En un entorno real, es recomendable tener
servidores dedicados a cada una de las tareas. En este caso,
por falta de recursos, un servidor Linux engloba los servi-
cios de Nagios y Backup. Por u´ltimo, se encuentra la red
DMZ (Demilitarized Zone). La principal caracterı´stica de
esta red es que no puede acceder a la red interna de la in-
fraestructura. Esta configuracio´n se realiza por razones de
seguridad, para evitar que los hosts que tienen publicado un
servicio a Internet (DNS, Servidor Web...) en caso de infec-
cio´n, los atacantes encuentren bloqueos para acceder a otras
redes.
En el Firewall, se han creado un conjunto de reglas ba´si-
cas para obtener una cierta seguridad. Para la red WAN (co-
nexiones que provienen de Internet) se ha establecido que
las conexiones al servidor web alojado a la DMZ solo pue-
da realizarse por el protocolo HTTPS. Tambie´n una regla
que se crea automa´ticamente con la creacio´n del tu´nel VPN.
Todo el dema´s tra´fico esta´ bloqueado.
Para la red productiva, se ha establecido que posea co-
nexiones hacia la red DMZ, ya que como se ha comentado
anteriormente, se encuentran los DNS, servidores Web, etc.
Tambie´n se ha configurado acceso a Internet y a la subred
de Monitorizacio´n.
Para la red DMZ, se ha establecido que no disponga
de ninguna conexio´n con la infraestructura interna. Si por
algu´n motivo fuera conveniente una conexio´n, como por
ejemplo una conexio´n desde el servidor web a un servidor
que aloja un base de datos, serı´a necesario crear una regla
muy especı´fica.
Por u´ltimo, en la red de Monitorizacio´n se ha permitido
el acceso a la DMZ, al Firewall, a la red Productiva y a
Internet. Esto es debido a que en esta subred se encuentra
Nagios y el sistema de backup, por lo que necesitan acceder
a los hosts de las distintas redes.
8.2. Active Directory
Se ha desplegado un servidor Windows 2012 R2 en la su-
bred de Produccio´n que ofrece el servicio de Active Direc-
tory a la red interna. En este caso, se ha creado un dominio,
TFG.local. En un entorno real, se podrı´a considerar si crear
un solo a´rbol de dominio o un bosque, dependiendo de las
caracterı´sticas y necesidades de la empresa. Una vez pues-
to en marcha el servidor, se ha configurado para que actu´e
como DHCP y DNS de la red productiva. Se ha configura-
do para que herede el DNS del firewall, es decir, actualiza
su tabla de DNS a partir de los valores de la tabla del DNS
del Firewall. Para el servicio DHCP, se ha creado un rango
de IP iniciado en 10.10.1.16 hasta 10.10.1.100. El grupo de
IP’s iniciado en 10.10.1.1 hasta 10.10.1.15 se ha reserva-
do para hosts que proporcionan servicios como el Firewall,
Servidor DC o nuevos servicios que se podrı´an implementar
en un futuro.
Se han creado grupos de usuarios de prueba para compro-
bar el correcto funcionamiento. Existe el usuario Adminis-
trador que posee todos los privilegios para acceder a cual-
quier host dentro del dominio y realizar cualquier accio´n.
Se trata de un usuario al que u´nicamente debe tener acce-
so el administrador de sistemas principal. Por otro lado, se
pueden crear tantos grupos de usuarios como se desee, frag-
mentando ası´ los accesos segu´n el departamento al que co-
rrespondan, para poder facilitar la administracio´n de privi-
legios. Por ejemplo, los usuarios de cualquier grupo que no
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sean de IT no deben tener acceso al servidor Domain Con-
troller.
Una vez desplegado el servidor, creado el dominio y los
grupos de usuarios correspondientes, solo falta an˜adir al do-
minio todos los hosts que se consideren oportunos. En este
caso, se dispone de un host Windows 10, al que, una vez
an˜adido al dominio, se puede entrar con las credenciales de
los usuarios permitidos.
8.3. Nagios
En este caso, se ha desplegado un nuevo servidor Ubuntu
en la subred de monitorizacio´n. Se ha desplegado el soft-
ware Nagios siguiendo la documentacio´n que proporciona
el fabricante. Para este proyecto se ha decidido monitorizar
el servidor Domain Controller, ya que sin el funcionamien-
to correcto de este los usuarios no podrı´an “loggearse” en
su computadora, el Firewall, ya que en caso de caı´da no
existirı´a comunicacio´n entre las subredes ni salida a Inter-
net y el servidor Web, ya que en caso de caı´da o saturacio´n
es importante saberlo a tiempo real para poner solucio´n de
inmediato.
Para poder an˜adir los hosts a la monitorizacio´n de Na-
gios, existe una estructura de ficheros de configuracio´n,
do´nde en uno de ellos, ”hosts.cfg.en este caso, se an˜aden
los nuevos hosts con nombre, IP y grupo que pertenecen.
Para los hosts Windows, para poder realizar una moni-
torizacio´n ma´s a fondo, es necesario instalar un agente en
la computadora llamada NSSClient++. Este agente permi-
te obtener datos que serı´an imposibles de recolectar exter-
namente, como uso de CPU, porcentaje de ocupacio´n del
disco, etc. Para los hosts Linux, el equivalente es el NRPE
(Nagios Remote Plugin Executor).
Fig. 3: Interfaz de Nagios.
8.4. Gestio´n de certificados
Para esta fase, como se ha comentado se ha decidido utili-
zar Let’s Encrypt [10]. Se trata de una entidad certificadora
que permite crear conexiones seguras (HTTPS) con el ser-
vicio web publicado a Internet. En este proyecto, debido a
la escasez de tiempo para poder realizar todas las tareas, se
opto´ por utilizar una ma´quina virtual vulnerable, OWASP
[11], que ofrece una interfaz ba´sica a trave´s del puerto 80
(HTTP).
No ha sido posible crear un certificado para esta ma´qui-
na virtual debido a que el uso de la terminal se encuentra
muy restringido y son varios los comandos que se necesi-
tan ejecutar para realizar una solicitud de certificado. En un
entorno real, se dispondrı´a de un servidor Apache que ofre-
ce un servicio web que serı´a ma´s fa´cil de administrar. En
este caso, no ha sido posible ejecutar esta solucio´n por dos
motivos, el primero la falta de recursos de co´mputo para
desplegar un nuevo servidor de Apache y el segundo, por-
que´ conllevarı´a crear un mı´nimo de co´digo para mostrar una
interfaz web.
8.5. Sistema de backup
En algunos softwares de virtualizacio´n ma´s avanzados,
como VMWare ESX [12], se configura un servidor fı´sico
con amplios recursos y dentro de e´l corren las ma´quinas
virtuales. Existen software privados y Open Source que se
conectan al servidor y ejecutan copias de las ma´quinas vir-
tuales para luego almacenarlas donde se indique. En este
caso, al no disponer de este tipo de software, se ha descar-
tado realizar un sistema automa´tico de backup general. En
cambio, se ha podido realizar una automatizacio´n de bac-
kup del fichero de configuracio´n del firewall. Este fichero
es crı´tico debido a que contiene toda la informacio´n del Fi-
rewall, como reglas, interfaces, IP’s, VPN, etc. En caso de
no disponer de este fichero, en caso de corrupcio´n del Fi-
rewall serı´a necesario implementar toda la configuracio´n a
mano otra vez.
Para poder realizar el backup, se ha implementado un
Script proporcionado por el fabricante [13] que abre una
sesio´n remota contra el Firewall y hace una copia del fiche-
ro de configuracio´n. Este Script es lanzado desde el mismo
servidor que se encuentra Nagios a trave´s de Crontab, una
herramienta propia de Linux que permite establecer la asi-
duidad con la que lanzar el script que se indique.
En el Script se ha integrado la creacio´n de carpetas con
fecha para poder identificar correctamente las copias de se-
guridad. Se ha configurado para que se ejecute cada viernes
a las 18:00h.
Fig. 4: Script que ejecuta el backup del firewall.
8.6. Squid Proxy
Corresponde a tareas opcionales. Se trata de una herra-
mienta que viene integrada con PfSense. La finalidad de es-
te servicio es reducir el consumo de ancho de banda a trave´s
de un caching de las pa´ginas web ma´s visitadas. En una in-
fraestructura con un nu´mero considerable de usuarios, es
importante disponer de servicios que reduzcan el consumo
de ancho de banda para ası´ evitar una saturacio´n de red. A
trave´s de un mecanismo que guarda las peticiones web ma´s
concurrentes, permite ofrecer esa pa´gina web sin que el Fi-
rewall tenga que realizar una consulta.
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8.7. VPN
Se trata de un servicio que viene integrado con PfSense.
A trave´s del firewall, instalando el paquete correspondien-
te, permite la creacio´n de un tu´nel VPN donde se pueden
configurar todos los para´metros, como subred interna a la
que se obtendra´ conexio´n, usuarios que pueden conectarse
a trave´s de la VPN, etc. Una vez especificados todos los
campos, esta funcionalidad permite descargar un ejecutable
OpenVPN que puede trasladarse al host que se le desea dar
acceso remoto a la infraestructura.
8.8. High Availability
Corresponde a tareas opcionales. En cualquier infraes-
tructura, es necesario tener redundado cualquier servicio pa-
ra que, en caso de fallada, la pe´rdida de servicio sea mı´nima.
Para este proyecto, inicialmente se planteo´ el hecho de crear
un clu´ster de Firewalls en modo Activo-Pasivo, es decir, los
dos nodos del firewall constantemente se comunican para
compartir el fichero de configuracio´n, pero solo uno traba-
ja, el Ma´ster, el otro nodo se encuentra en reposo”. Cuando
el nodo Slave detecta una pe´rdida de comunicacio´n con el
Ma´ster, entiende que este ha caı´do y automa´ticamente to-
ma el relevo. Al existir una IP virtual, a trave´s del protocolo
CARP, al que se conectan los hosts de la infraestructura,
automa´ticamente el nodo Slave es el receptor de todo el
tra´fico. Una vez detecta que el nodo Ma´ster se encuentra
operativo otra vez, le delega la responsabilidad y vuelve al
estado de reposo”.
Las buenas pra´cticas del fabricante indican que es nece-
sario crear una red dedicada para la comunicacio´n entre los
nodos del Firewall. Esto es debido a aspectos de seguridad y
rendimieimgnto, ya que no es conveniente que el tra´fico ge-
nerado por los firewalls para compartir informacio´n sobre
la configuracio´n circule por otras redes en las que existan
usuarios.
Fig. 5: Diagrama lo´gico del funcionamiento de un clu´ster.
9 CONCLUSIONES
A continuacio´n, una vez finalizado el desarrollo del pro-
yecto, se extraen conclusiones a partir de los resultados ob-
tenidos.
Como se ha podido observar a lo largo del proyecto, ya
sea en los informes de progreso o en este artı´culo final, cada
herramienta o servicio que se ha instalado ha tenido alguna
que otra dificultad a la hora de implantarlo.
En cuanto a virtualizacio´n, Virtual Box es un software
Open Source muy conocido, pero vistos los resultados del
proyecto, no es una herramienta que permita crear un en-
torno completo. Una de las mayores deficiencias que tiene
es la limitacio´n para crear subredes. Esta limitacio´n impi-
de crear las subredes que se consideren oportunas. En un
entorno real, probablemente existira´n ma´s de 10 subredes
dedicadas (Servidores, administracio´n, TI, backup. . . ). A
parte, a lo largo del proyecto se han observado comporta-
mientos irregulares en las ma´quinas virtuales y fallos en las
conexiones de red. Por ello, se decidio´ cambiar de software
de virtualizacio´n y utilizar VMWare Workstation.
En aspectos de firewall y de seguridad, PfSense ha cum-
plido con la mayor parte de expectativas. Se trata de un soft-
ware intuitivo, muy bien documentado por parte del fabri-
cante, que permite instalar nuevas funcionalidades (Como
la Alta Disponibilidad, Squid Proxy...) y so´lido en cuan-
to a la aplicacio´n de nuevas configuraciones. Por contra,
no tiene au´n desarrolladas herramientas de seguridad como
las que actualmente se encuentran en otros Firewalls de pa-
go, como por ejemplo el servicio DNS Watch del fabricante
Watchguard, que se trata de un servicio cloud que inspec-
ciona las consultas DNS para comprobar que no se intenta
acceder a una pa´gina marcada como maliciosa. Otro con-
tra, seguramente el ma´s importante, es que, en los Firewall
de pago, viene incluido un servicio de soporte que propor-
ciona respaldo y informacio´n respecto la herramienta. El
software de PfSense es gratuito, pero es necesario contratar
el soporte para obtener este respaldo. El balance de PfSen-
se es positivo y podrı´a ser u´til para recrear un entorno de
Preproduccio´n. Es una herramienta muy completa, que dis-
pone de una gran cantidad de servicios que permiten crear
configuraciones complejas.
En este proyecto en particular, los servicios adicionales
usados (VPN, alta disponibilidad y Squid Proxy) han resul-
tado un e´xito. Se trata de servicios muy u´tiles en cualquier
infraestructura que PfSense ofrece y permite configurarlos
de manera ra´pida.
Se ha conseguido instaurar completamente el Active Di-
rectory tal y como se planeo´ inicialmente. Un servidor Do-
main Controller que proporciona un dominio a la red donde
se encuentra y permite que las computadoras Windows que
se encuentran en ella puedan entrar en dominio. A la vez,
este servidor disminuye el uso de recursos del Firewall ya
que actu´a como DNS y DCHP. Si bien es cierto que en un
escenario real este servidor debe ser redundado, ya que en
caso de fallada los usuarios no podrı´an autenticarse en nin-
guna computadora.
Por u´ltimo, en cuanto a la monitorizacio´n y backup, co-
mo se ha observado anteriormente, tambie´n ha cumplido
con las expectativas iniciales. Nagios, se ha mostrado co-
mo una herramienta muy so´lida y eficaz. Realizando test de
desastre, muestra una media de 10 segundos desde que cae
un host hasta que Nagios notifica la caı´da. Un tiempo corto
como para poder intervenir ra´pidamente. Por contra, el des-
pliegue y configuracio´n de Nagios resulta muy tedioso. La
configuracio´n, al principio, no resulta nada intuitiva, ya que
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cuesta encontrar los ficheros base del software y encontrar
que ficheros esta´ utilizando para obtener los hosts y grupos
a analizar. Una vez se descubre la jerarquı´a de los ficheros,
resulta ma´s fa´cil de configurar ya que existen plantillas para
cada tipo de dispositivo a monitorizar.
En el aspecto de backup, el script utilizado desarrollado
por el fabricante resulta muy u´til. Se ha comprobado con
e´xito varias veces la restauracio´n del firewall a trave´s de los
ficheros de configuracio´n de backup y ha sido un e´xito.
En general, cabe destacar la importa´ncia de tener un en-
torno de estas caracterı´sticas en cualquier empresa que ofre-
ce un servicio, ya sea a Internet o a la propia empresa o em-
presas dedicadas a la creacio´n de software. Se trata de em-
presas que en algu´n momento, necesitan realizar cambios,
ya sean actualizaciones de SO, nuevas funcionalidades de
la App, etc. Sin un entorno que les permita realizar estas
pruebas y verificar su funcionamiento, siempre existira´ el
miedo al implementar directamente cambios en el entorno
de produccio´n que un servicio no arranque y pueda afectar
al correcto desempen˜o de la infraestructura.
10 TRABAJO FUTURO
En este proyecto, se ha trabajado en la creacio´n de un
escenario base de un entorno de preproduccio´n. Se ha cons-
truido un entorno simplificado, con las funcionalidades ma´s
ba´sicas sobre las que poder seguir construyendo un esce-
nario cada vez ma´s complejo. La limitacio´n principal para
poder desarrollar un escenario complejo, ha sido la limita-
cio´n de recursos por parte de la computadora usada para vir-
tualizar las ma´quinas. En un entorno donde la base de vir-
tualizacio´n fuera ma´s potente, permitirı´a crear un entorno
ma´s complejo, con ma´s redunda´ncias y nuevos servicios.
Por ejemplo:
En un entorno de produccio´n, un servidor Domain
Controller es un servicio crı´tico. Si falla, los usuarios
no pueden entrar en sus computadoras. Para ello, serı´a
conveniente tener redundado este servicio desplegando
otro servidor DC.
Se podrı´a desplegar un servidor que contenga las bases
de datos que lee el servicio web. Una vez desplegado,
crear las reglas de Firewall correspondientes para que
el servidor Web solo pueda hacer conexiones internas
a las bases de datos. Las dema´s conexiones, como se
ha comentado anteriormente, restringidas.
Se podrı´a desplegar servidores LDAP y RADIUS pa-
ra controlar las autenticaciones dentro de la infraes-
tructura. Aumentarı´a el nivel de seguridad dentro de la
empresa.
Se podrı´a desplegar un servidor que actu´e como DNS
y situarlo en la DMZ, ya que se trata de un servicio
publicado a Internet.
Como se ha visto, en este proyecto, todo el tra´fico in-
terno entre las distintas subredes circula a trave´s del
Firewall. En un entorno ma´s complejo, se podrı´a llegar
a saturar. Por ello, serı´a conveniente utilizar Switches
virtuales que realicen las comunicaciones internas, ası´
se reducirı´a la carga del Firewall.
Al disponer de una infraestructura con ma´s servicios,
se podrı´an proponer mejoras respecto a la monitoriza-
cio´n a trave´s de Nagios, con nuevos hosts, ma´s servi-
cios a monitorizar. Tambie´n nuevas medidas de segu-
ridad por parte del Firewall.
Como se puede observar, un entorno de preproduccio´n
puede crecer de hosts y servicios hasta do´nde los re-
cursos permitan. Los anteriores ı´tems son ejemplos de
nuevas funcionalidades que se podrı´an implantar en
este proyecto. Los entornos de preproduccio´n deben
ser una re´plica del entorno de produccio´n, esto impli-
ca que cada infraestructura sera´ un caso distinto. En
este proyecto se ha trabajado en la base que contiene
cualquier infraestructura.
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APE`NDICE
A.1. Terminos utilizados
Ransomware: El ransomware es un co´digo malicioso pa-
ra secuestrar datos, una forma de explotacio´n en la cual el
atacante encripta los datos de la vı´ctima y exige un pago por
la clave de descifrado. El ransomware se propaga a trave´s de
archivos adjuntos de correo electro´nico, programas infecta-
dos y sitios web comprometidos. Un programa de malware
ransomware tambie´n puede ser llamado criptovirus, cripto-
troyano o criptogusano. Fuente: https://www.ccn-cert.cni.es
DMZ: Abreviatura de “demilitarized zone” (zona desmi-
litarizada). Subred fı´sica o lo´gica que proporciona una capa
de seguridad adicional a la red privada interna de una orga-
nizacio´n. La DMZ agrega una capa de seguridad de red adi-
cional entre Internet y la red interna de una organizacio´n, de
modo que las partes externas so´lo tengan conexiones direc-
tas a los dispositivos de la DMZ y no a toda la red interna.
Fuente: https://www.ccn-cert.cni.es
DHCP: Abreviatura de “Protocolo de Configuracio´n
Dina´mica de Host”. Se trata de un protocolo de red es-
tandarizado que se utiliza en las redes de Protocolo de In-
ternet (IP) para distribuir dina´micamente los para´metros
de configuracio´n de la red, como direcciones IP. Cuando
una computadora entra en una red, solicita la direccio´n IP
y los para´metros de red de forma automa´tica a un servi-
dor DCHP. Fuente: https://myhourdoc.zendesk.com/hc/en-
us/articles/210288513-DCHP-with-networks
CARP: Abreviatura de ”Protocolo de Redundancia de
Direcciones Comunes”. Es un protocolo automa´tico de
conmutacio´n por error y redundancia introducido por
OpenBSD en octubre de 2003. CARP esta´ disen˜ado pa-
ra compartir una direccio´n IP comu´n entre varios hosts
en el mismo segmento de red para proporcionar redun-
dancia de conmutacio´n por error a mu´ltiples servidores
o hosts. Es una alternativa al Protocolo de redundancia
de enrutador virtual (VRRP) del Grupo de trabajo de
ingenierı´a de Internet (IETF) y al Protocolo de redun-
dancia de reserva en caliente (HSRP) de Cisco. Fuen-
te: https://www.techopedia.com/definition/25696/common-
address-redundancy-protocol-carp
