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Abstract: We scan for massive type IIA SU(3)-structure compactifications of the type
AdS4 × CP3 with internal symmetry group SO(4). This group acts on CP3 with cohomo-
geneity one, so that one would expect new non-homogeneous solutions. We find however
that all such solutions enhance their symmetry group to Sp(2) and form, in fact, the ho-
mogeneous family first described in [1]. This is in accordance with [2], which argues from
the CFT-side that although new vacua with SO(4) symmetry group and N = 2 supersym-
metry should exist, they fall outside our ansatz of strict SU(3)-structure, and instead have
genuine SU(3)×SU(3)-structure. We do find that the SO(4)-invariant description, which
singles out one preferential direction in the internal space, is well-adapted for describing
the embedding of AdS4-filling supersymmetric D8-branes on both the original ABJM con-
figuration as its massive Sp(2)-symmetric deformations. Supersymmetry requires these
D-branes to be of the coisotropic type, which means in particular that their world-volume
gauge field must be non-trivial.
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1. Introduction
Supersymmetric compactifications with fluxes have become an important ingredient in the
search for realistic vacua of string theory, since some or even all of the moduli can be stabi-
lized (for reviews see e.g. [3, 4, 5, 6]). Apart from phenomenological reasons, the philosophy
behind imposing supersymmetry is that solving for the supersymmetry conditions is much
easier than solving all the equations of motion, while it has been shown that for (eleven-
dimensional and type II) supergravity these supersymmetry conditions completed with the
Bianchi identities indeed imply the equations of motion [7, 8, 9, 10]. To obtain solutions
with a positive cosmological constant, however, one has to break supersymmetry. A fur-
ther complication for constructing compactifications with a non-negative four-dimensional
cosmological constant is that in the presence of fluxes the no-go theorem of [11] requires the
introduction of negative-tension sources. Although in string theory they can be provided
for by orientifolds, these localized sources complicate the explicit form of the solution. The
strategy is then to construct solutions with a negative cosmological constant, with AdS4
as the external space, and take care of both uplifting to dS4 and supersymmetry breaking
in a later stage.
Because of the gauge/gravity correspondence type IIA solutions with an AdS4 factor
are also interesting as geometries potentially dual to a three-dimensional conformal theory.
Following [12], where the three-dimensional CFT is a Chern-Simons-matter theory, there
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has been lot of progress in this direction recently. In this way these solutions can inspire
the construction of new three-dimensional CFTs or, conversely, the CFTs can lead the way
to the construction of new geometries.
The supersymmetry and Bianchi conditions for type IIA AdS4 flux solutions with strict
SU(3)-structure were first worked out in [8].1 They lead to very specific requirements on
the internal geometry. In particular, only the SU(3)-structure torsion classes W1 and W2
can be non-zero and they can be chosen to be purely imaginary.
Prominent examples of solutions to these equations are homogeneous constructions
on coset manifolds [13, 14, 15, 16, 1, 17]. In particular, in [1] a family with one shape
parameter was constructed on CP3 = Sp(2)S(U(2)×U(1)) . Changing the shape parameter, these
Sp(2)-invariant solutions interpolate between the solution of [18] – with vanishing Romans
mass and standard Fubini-Study metric – and a second, squashed, massless solution. While
the two endpoints of the family can be lifted to M-theory and correspond to the standard
S7 and the squashed S7-solution respectively, the rest of the family has non-zero Romans
mass and includes in particular a nearly-Ka¨hler solution (i.e. W2 = 0). It was argued
that a similar story applies to SU(3)U(1)×U(1) , although it was later found [17] that these SU(3)-
invariant solutions actually have two shape parameters. The effective four-dimensional
theory corresponding to an expansion in terms of left-invariant forms on these cosets was
studied in [19, 20]. It was found in [21] that this expansion actually corresponds to a
consistent reduction.
The generic solution in the family hasN = 1 supersymmetry. However, for the massless
solution on CP3 with Fubini-Study metric, the supersymmetry enhances to N = 6. At the
same time the bosonic symmetry group enhances from Sp(2) to SU(4) and corresponds to
the description of CP3 as the coset manifold SU(4)S(U(3)×U(1)) . It got recently a lot of attention
as the dual geometry for the original ABJM gauge/gravity correspondence [12] in the limit
where the type IIA description is valid. The geometry then also has a Ka¨hler form and
becomes Einstein, so we will dub it the massless Ka¨hler-Einstein solution in the following.
Also for the squashed massless case, a CFT dual has in the meantime been proposed [22].
A natural question that arises then, namely whether also CFT duals can be found
for the interpolating solutions with non-zero Romans mass, was addressed in [2] (see also
[23]). Surprisingly, not only these could be found, but in fact several massive deformations
of the ABJM Chern-Simons-matter theory were proposed with different numbers of super-
symmetries and different global symmetry groups: N = 0 with SO(6)-symmetry, N = 1
with Sp(2) symmetry, N = 2 with SO(4)×SO(2)R and finally N = 3 with SO(3)×SO(3)R.
It was argued that the N = 0 theories correspond to AdS4 solutions with the standard
Fubini-Study metric on CP3, but with different fluxes (and in particular of course non-zero
Romans mass) from the ones in the N = 6 configuration. Similar non-supersymmetric
AdS4 vacua were constructed in [24, 25], and it would be interesting to investigate whether
they also allow for CFT duals. The second family with N = 1 supersymmetry and Sp(2)
1I use here the terminology strict SU(3)-structure for a supersymmetry ansatz where the same globally-
defined internal spinor enters in both the left- and right-moving supersymmetry generator of type II super-
gravity, in order to distinguish it from the more general SU(3)×SU(3)-structure ansatz, where two different
internal spinors enter.
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bosonic symmetry group then corresponds to the dual of the above interpolating solutions,
while we come back to the last two families in a minute.
In this paper I will scan for supersymmetric solutions on CP3 with strict SU(3)-
structure and a SO(4) symmetry group, embedded in SU(4) such that it acts with co-
homogeneity one on CP3.2 With only one transversal coordinate this would provide the
easiest setup for constructing non-homogeneous solutions. Unfortunately, we find that all
such solutions enhance their symmetry group to Sp(2) and are in fact the known family of
N = 1 solutions mentioned before, in disguise.
This is in agreement with the results of [2], where although the third family of three-
dimensional Chern-Simons-matter theories presented there has SO(4) global symmetry, it
also has N = 2 supersymmetry and SO(2) R-symmetry. It was then argued that the
geometric dual to this CFT could not be described with a strict SU(3)-structure ansatz,
but would instead have two genuine SU(3)×SU(3)-structures. The reason is that the
supersymmetry conditions of [8] directly relate the (3,0)-form Ω with the NSNS-flux H. So
if both supersymmetries would be of the strict SU(3)-structure type, they would correspond
to the same Ω and thus the same almost complex structure. Since from the metric and
the almost complex structure one can then also find the two-form J , the SU(3)-structures
and thus supersymmetries would in the end be entirely the same. Furthermore, since the
R-symmetry requires both supersymmetries to be of the same type, they must be both
SU(3)×SU(3). The only way around the argument is for m = 0 where also H = 0 and
there is no relation anymore between Ω and H. This loophole makes it possible for the
standard ABJM CP3 to beN = 6 and still have strict SU(3)-structure. In the meantime the
geometries with SU(3)×SU(3)-structure corresponding to these N = 2 (and also N = 3)
CFTs were constructed in [29] to first order in the mass parameter. A similar geometry on
M1,1,1 was obtained in [30].
The SO(4)-invariant setup is however useful to describe supersymmetric AdS4-filling
D8-branes. Indeed, these D-branes will have one transversal direction and wrap the five-
dimensional internal cycle on which the SO(4) acts homogeneously. According to [31,
32] the supersymmetry conditions for D-branes force them to be generalized calibrated.
Just as for the supergravity background, they are also sufficient to ensure that the D-
brane solves its equations of motion. In the case of AdS4 compactifications there are
some additional subtleties that were studied in detail in [33]. One interesting aspect is,
for instance, that the so-called D-flatness condition will follow automatically from the
F-flatness conditions. For space-time-filling D6-branes, for example, that means that a
Lagrangian cycle will automatically be special (with respect to the SU(3)-structure (J,Ω)
associated to the bulk supersymmetry). For the particular case of space-time-filling D8-
2 There is another inequivalent embedding of SO(4) in SU(4), which acts with cohomogeneity three.
This is the symmetry group of the Lagrangian D-branes of [26, 27, 28]. The difference can also be seen
on how it acts on the 6 (the antisymmetric two-tensor) of SU(4), the representation under which the
supersymmetry generators transform. Under the first SO(4)=SU(2)×SU(2) – the one considered in this
paper – it decomposes as 6→ (1,1)⊕ (1,1)⊕ (2,1)⊕ (1,2), and there are two supersymmetry generators
singled out corresponding to the two first terms in the decomposition. For the second SO(4) we find
6 → (3,1) ⊕ (1,3). The N = 3 supersymmetry preserved by a Lagrangian D6-brane correspond then to
the first term.
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branes, the supersymmetry conditions imply that they must be coisotropic [34], which
means in particular they must have a non-trivial world-volume gauge field. Examples of
coisotropic D-branes are still quite rare: there are constructions on the torus (see e.g. [35]
for an application) and in the context of the world-sheet approach (see e.g. [36]). In the
latter case it is however not yet clear whether the D-flatness condition can be satisfied.
Coisotropic D-branes (on the Hitchin moduli space) also played role in the construction of
[37]. In this paper, I construct coisotropic embeddings on the whole family of N = 1 Sp(2)-
invariant solutions. In the Ka¨hler-Einstein limit these coisotropic D-branes will preserve
N = 2, while away from the limit they preserve the N = 1 of the bulk.
In section 2 I study the constraints on the solutions from having the SO(4) symmetry
group with the embedding in SU(4) discussed above. I find that the solution should have
cohomogeneity one, and that the five-dimensional orbits of SO(4) form the coset T 1,−1 =
SO(4)
U(1) , better known as the base of the conifold [38]. I rewrite the starting point, namely
the N = 6 massless solution with Fubini-Study metric, in terms of coordinates reflecting
the SO(4)-symmetry. In section 3.1 I review the conditions for strict SU(3)-structure
of [8], which I solve in section 3.3, starting from the ansatz suggested by the symmetry
analysis of section 2. In section 3.4, I show that the single resulting family of solutions
is actually equivalent to the known family of Sp(2)-invariant solutions. In section 4 I
construct coisotropic D-brane embeddings on this family.
2. Setup: SO(4)-invariant ansatz
In this section I analyse the constraints that the SO(4) symmetry group imposes on the
metric and the form fields of the solution. It turns out that the SO(4) symmetry is not
large enough to make the solutions homogeneous. Instead, they have cohomogeneity one,
which is the next easiest case. The ansatz for the metric and the form fields will then
depend on functions in only one variable.
2.1 Symmetry group and codimension-one foliation
The ABJM theory [12] consists of a U(N)k×U(N)−k Chern-Simons theory with chiral
multiplets
(A1, A2, B
∗
1 , B
∗
2) (2.1)
transforming as a 4 under the global symmetry group SU(4). According to [2] turning on
the Romans mass, in the N = 2 branch this global symmetry is broken to SO(4)×SO(2)R.
The SO(4)=SU(2)A×SU(2)B part acts such that
(A1, A2) , (B1, B2) (2.2)
transform as 2A and 2B respectively.
The dual of the massless ABJM theory in the regime where type IIA is valid, is the
AdS4×CP3 solution of [18]. The internal space CP3 is then equipped with the Fubini-Study
metric and is described by the coset
SU(4)
S(U(3)×U(1)) . (2.3)
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The homogenous coordinates of CP3,
(Z1, Z2, Z3, Z4) ∼= λ(Z1, Z2, Z3, Z4) , with λ ∈ C∗ , (2.4)
then transform as a 4 just like the (Ai, B
∗
i ) in eq. (2.1). We therefore deduce that for the
deformed geometry the isometry SO(4) should act such that
(Z1, Z2) , (Z3, Z4) (2.5)
transform as 2A and 2B respectively. This particular SO(4)-embedding thus breaks 4 →
(2,1)⊕ (1,2) and as we will discuss in section 3.4 also 6→ (1,1)⊕ (1,1)⊕ (2,1)⊕ (1,2).
As discussed in footnote 2 and as we will show presently, it is this embedding of SO(4)
that acts with cohomogeneity one on the internal space.
So let us study the orbits of SO(4). First we turn to special points with coordinates
of the form
(Z1, Z2, 0, 0) . (2.6)
One can easily check that they are rotated into each other by SU(2)A and that the part of
the original isotropy group S(U(3) × U(1)) that belongs to SO(4) is U(1) × SU(2)B . The
SU(2)B factor cancels out in numerator and denominator so that the orbit is
CP
1
A = {(Z1, Z2) : (Z1, Z2) ∼= λ(Z1, Z2)} =
SU(2)A
U(1)
. (2.7)
Likewise, the orbit of the points of the special form
(0, 0, Z3, Z4) (2.8)
is also a CP1, which we call CP1B .
Let us now turn to the orbit through a point with coordinates of the form
(0, Z2, Z3, 0) . (2.9)
Since acting with SO(4) one can bring a generic point in this form, this is the generic case.
We find that this time the part of the isotropy group S(U(3)×U(1)) that belongs to SO(4)
is a U(1) acting like
(Z1, Z2, Z3, Z4)→ (eiφZ1, e−iφZ2, e−iφZ3, eiφZ4) . (2.10)
We conclude that the orbit of SO(4) through this point is five-dimensional and given by
the coset manifold
SO(4)
U(1)
= T 1,−1 , (2.11)
which is better known as the base of the conifold (see e.g. [38]). It has the topology of
S2 × S3. CP3 can thus locally be considered as a foliation with the generic leaves taking
the form of the coset T 1,−1. This is not globally a foliation though, since this description
breaks down at special points of the forms (2.6) and (2.8), where the leaves collapse to two-
dimensional CP1s. When constructing metrics on CP3 in this description it is therefore
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CP
1
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1
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Figure 1: Representation of the geometry of the solutions on CP3. As explained in the text, the
coset T 1,−1 can be seen as a U(1)-bundle over CP1A × CP1B. How the sizes of these CP1s vary with
t depends on the solution and is described by the metric (2.28) in the Ka¨hler-Einstein case or by
the metric (3.32) for the general solution. In all cases the U(1) and CP1A,CP
1
B shrink to zero for
t→ 0,+∞ respectively.
important to carefully check the regularity on these degenerate orbits. That CP3 could be
locally seen as a foliation in this way was noted before in [39].
Another way to see this foliation, which allows for a better handle on the location of
the two special loci, is to start from a generic point (Z1, Z2, Z3, Z4) and note that the
action of SO(4)=SU(2)A×SU(2)B allows to go to any other point with the same absolute
values |Z1|2+|Z2|2 and |Z3|2+|Z4|2. Since these are homogenous coordinates, there is only
meaning to the relative factor t = (|Z1|2+|Z2|2)/(|Z3|2+|Z4|2). This implies that the orbit
of the point (Z1, Z2, Z3, Z4) contains all the points with the same relative factor t. The
two special orbits then correspond to sending the factor t to zero and infinity respectively.
The first two coordinates can be seen to describe a CP1 = S2, for which we can choose
inhomogeneous coordinates fixing the scaling freedom. For the last two coordinates the
absolute value |Z3|2 + |Z4|2 is then fixed so that we find an S3. In the special loci, the
radius of this three-sphere or the one with the roles of (Z1, Z2) and (Z3, Z4) interchanged
goes to zero. See figure 1 for a an illustration of the geometry.
The space T 1,−1 can also be considered as a U(1)-bundle over CP1A×CP1B. Indeed the
two CP1s are described by the homogeneous coordinates (Z1, Z2) and (Z3, Z4) respectively,
and the U(1) describes the relative phase between the two factors.
It will turn out that in the massless Ka¨hler-Einstein limit the SO(2)R symmetry that
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rotates both SO(4)-invariant supersymmetries into each other, acts as follows
(Z1, Z2)→ eiφ/2(Z1, Z2) , (Z3, Z4)→ e−iφ/2(Z3, Z4) . (2.12)
Let us now study the coset T 1,−1, which makes up the geometry of the five-dimensional
orbits, in a bit more detail.
2.2 The coset T 1,−1
Imposing that our solutions respect the SO(4) symmetry group, implies that the metric,
the SU(3)-structure and the form fields should all be invariant under the left action of
this group. In this section we construct the most general form of the SO(4) left-invariant
metric and forms on the T p,q cosets. For a review on coset manifolds and their description
in terms of left-invariant forms see [40, 41]. For an overview of the T p,q coset in particular
– which also explains its description as a U(1) bundle over CP1 × CP1 – see [38]
As explained in these reviews (and also in [17, 19]) on a coset manifold G/H we must
split off the generators Ha of the algebra corresponding to the group H that is projected
out from the rest of the generators Ei of G. This induces a split of the structure constants:
[Ha,Hb] = f
c
abHc ,
[Ha,Ki] = f
j
aiKj + f
b
aiHb ,
[Ki,Kj ] = f
k
ijKk + f
a
ijHa ,
(2.13)
where for a reductive coset, which is the case for us, the split basis can be chosen such that
f bai = 0. The decomposition of the Lie-algebra valued one-form
L−1dL = eiKi + ω
aHa , (2.14)
for L ∈ G, defines then a coframe ei(y) on G/H. The left-invariant l-forms φ are then the
forms which can be expanded in terms of the coframe ei with coefficients constant over the
coset, and moreover satisfy
f ja[i1φi2...il]j = 0 . (2.15)
In our case however, we must allow the coefficients to depend on the one coordinate
transversal to the coset. Likewise a left-invariant metric must have coefficients constant
over the coset in the coframe basis ei and satisfy the condition
fka(igj)k = 0 . (2.16)
The exterior derivatives of the one-forms of the coframe can be expressed in terms of the
structure constants as follows:
dei = −1
2
f ijke
j ∧ ek − f iajωa ∧ ej . (2.17)
Acting with the exterior derivative on left-invariant forms, the condition (2.15) will ensure
that all terms containing ωa drop out.
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Suppose the SU(2)A/B factors in SO(4) are generated by λA,B = − i2σA,B, where σA,B
are the Pauli matrices, then we propose the following split for the generators of the algebra
of SO(4)
(E1, . . . , E5) = (λA1, λA2, λB1, λB2,
1
2p
λ3A +
1
2q
λ3B) ,
H1 =
1
2p
λ3A − 1
2q
λ3B .
(2.18)
Here H is the generator of the U(1) that is projected out.
This leads to the structure constants:
f512 = f
6
12 = p , f
5
34 = −f634 = q , f125 = f251 = 1
2p
, f345 = f
4
53 =
1
2q
,
f126 = f
2
61 =
1
2p
, f346 = f
4
63 = − 1
2q
.
(2.19)
If p 6= q one can choose the following coordinate representation3 for the one-forms
(ei, ωa):
e1 = − sinψ dθ1 + sin θ1 cosψ dφ1 ,
e2 = cosψ dθ1 + sin θ1 sinψ dφ1 ,
e3 = − sinψ dθ2 − sin θ2 cosψ dφ2 ,
e4 = − cosψ dθ2 + sin θ2 sinψ dφ2 ,
e5 = − [(p− q) dψ + p cos θ1 dφ1 + q cos θ2 dφ2] ,
ω1 = − [(p+ q) dψ + p cos θ1 dφ1 − q cos θ2 dφ2] ,
(2.20)
where (θ1,2, φ1,2) are spherical coordinates on CP
1
A,B respectively, satisfying 0 ≤ θ1,2 < π,
0 ≤ φ1,2 < 2π, and ψ describes the U(1)-bundle, with 0 ≤ ψ < 2π.
From eq. (2.10) describing the action of the U(1) we find that the case of interest is
p = −q = 1. One finds then from (2.16) that in the coframe basis ei, a left-invariant metric
should satisfy
g11 = g22 = m1 , g33 = g44 = m2 , g55 = m3 , g13 = g24 = m4 , g14 = −g23 = m5 ,
(2.21)
with (m1,m2,m3,m4,m5) five functions of the transversal coordinate. In the explicit rep-
resentation (2.20) the metric becomes
ds2 = m1
[
(dθ1)
2 + sin2 θ1(dφ1)
2
]
+m2
[
(dθ2)
2 + sin2 θ2(dφ2)
2
]
+
m3 [2dψ + cos θ1dφ1 − cos θ2dφ2]2
+ (−m4 cos 2ψ +m5 sin 2ψ)(dθ1dθ2 + sin θ1 sin θ2dφ1dφ2)
+ (m4 sin 2ψ +m5 cos 2ψ)(sin θ2dθ1dφ2 − sin θ1dθ2dφ1) . (2.22)
3For p = q this particular representation is not so great, since the terms with dψ drop out of e5. For
this case another more suitable coordinate representation can be found by changing some signs. Here we
are interested in the case p = −q = 1 anyway.
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Furthermore, from (2.15) one finds that the left-invariant forms are spanned by
1− forms : e5 ,
2− forms : e12, e34, e14 − e23, e13 + e24 ,
3− forms : e125, e345, e145 − e235, e135 + e245 ,
4− forms : e1234 ,
5− forms : e12345 .
(2.23)
Finally, we remark that the structure constants (2.19) are invariant under a shift of ψ:
ψ → ψ + φ(t) , (2.24)
where we can allow the shift to depend explicitly on the transversal coordinate t. This
implies that the conditions we will impose on our solutions in section 3 are invariant under
this shift, which will thus send SO(4)-invariant solutions to SO(4)-invariant solutions. If φ
is constant, the shift reduces to the SO(2)R symmetry (2.12). The non-constant part we
will appropriately gauge away.
2.3 Starting point: the massless Ka¨hler-Einstein geometry
The starting point of the analysis is the N = 6 SU(4)-invariant vacuum on CP3 with the
standard Fubini-Study metric in terms of the homogeneous coordinates (Z1, Z2, Z3, Z4).
I will rewrite this vacuum in terms of the coordinates induced by the local foliation with
T 1,−1 leaves. Only the SO(4) isometry group and N = 2 supersymmetry are then manifest.
Corresponding to the description of T 1,−1 as a U(1)-bundle over CP1×CP1, appropriate
coordinates are
z =
Z1
Z2
, w =
Z3
Z4
, ψ =
1
2
arg
(
Z1Z2
Z3Z4
)
, (2.25)
where z and w are inhomogeneous coordinates for CP1A,B respectively. Furthermore it will
be convenient to choose a transversal coordinate ξ as follows
tan2 ξ = t =
|Z1|2 + |Z2|2
|Z3|2 + |Z4|2 , (2.26)
and thus 0 ≤ ξ ≤ pi2 . If we further replace the inhomogeneous coordinates (z, w) for both
CP
1s by the respective spherical coordinates (θ1,2, φ1,2) we find in the end:
Z1 = λ sin ξ cos
θ1
2
exp
i
2
(ψ + φ1) ,
Z2 = λ sin ξ sin
θ1
2
exp
i
2
(ψ − φ1) ,
Z3 = λ cos ξ cos
θ2
2
exp
i
2
(−ψ + φ2) ,
Z4 = λ cos ξ sin
θ2
2
exp
i
2
(−ψ − φ2) ,
(2.27)
where λ is the inessential overall complex factor of the homogeneous coordinates.
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The Fubini-Study metric becomes in these coordinates:
a−1ds2 = dξ2 +
sin2 ξ
4
[
(dθ1)
2 + sin2 θ1(dφ1)
2
]
+
cos2 ξ
4
[
(dθ2)
2 + sin2 θ2(dφ2)
2
]
+ sin2 ξ cos2 ξ
(
dψ +
1
2
cos θ1dφ1 − 1
2
cos θ2dφ2
)2
, (2.28)
where we introduced a constant overall scale a > 0.
Note that the orbits indeed correspond to T p,q with p = −q = 1, and furthermore to
putting
m1 =
sin2 ξ
4
, m2 =
cos2 ξ
4
, m3 =
sin2 ξ cos2 ξ
4
, m4 = m5 = 0 , (2.29)
in the coset metric of (2.22). The transversal coordinate ξ is chosen so that gξξ = a is
constant. These coordinates for CP3 were already proposed in [39].
Since it is just the standard Fubini-Study metric in new coordinates, we know that
this metric is regular on the degenerate orbits ξ → 0 and ξ → π/2, where respectively
the first and the second CP1 as well as the fiber collapse. It is a useful exercise to check
this explicitly, since it shows us what to pay attention to when imposing the boundary
conditions on the general solutions. In the limit ξ → 0 the metric becomes
a−1ds2 = dξ2 +
ξ2
4
[
(dθ1)
2 + sin2 θ1(dφ1)
2 + (2dψ + cos θ1dφ1 − cos θ2dφ2)2
]
+
1
4
[
(dθ2)
2 + sin2 θ2(dφ2)
2
]
. (2.30)
For constant (ξ, θ2, φ2) the second term in the first line becomes the standard metric of an
S3. Checking the volume of this S3(ξ) we find:
vol(S3(ξ)) =
(
ξ
2
)3 ∫
sin θ1dθ1dφ12dψ = (2π
2)ξ2 , (2.31)
the standard volume of an S3 with radius ξ. For this calculation the prefactor 1/4 in front
of the second term in the first line, together with the period of ψ is crucial. It follows that
the part of the metric in the first line is just the flat R4 metric, and thus regular. In a
completely analogous way, the metric is also regular for ξ → π/2.
The standard closed Ka¨hler form J ′ is in these coordinates given by
a−1J ′ =
sin2 ξ
4
e12 +
cos2 ξ
4
e34 +
sin 2 ξ
4
e5 ∧ dξ . (2.32)
Note that this is not the two-form J of the SU(3)-structure associated to either of the
supersymmetries. In particular, J ′ is only associated to a U(3)-structure – the one in the
denominator of the coset description (2.3) – since it will induce an integrable complex
structure of which the (3,0)-form is globally only well-defined up to a factor. The existence
of these two two-forms, J ′ and J , and the associated integrable and non-integrable complex
structures is a generic property of twistor spaces [42, 43]. See also [1] for a discussion of this
in the context of the homogeneous N = 1 type IIA solutions. We will construct the two-
forms associated to the SU(3)-structures in the next section after we review the conditions
these SU(3)-structures have to satisfy.
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3. Supersymmetry conditions and Bianchi identities
3.1 Review of the conditions for supersymmetric AdS4 solutions
In this subsection we review the conditions for supersymmetric strict SU(3)-structure AdS4
flux compactifications, first derived in [8]. These conditions are equivalent to the set of
supersymmetry conditions and Bianchi identities without sources, which as we mentioned
in the introduction suffices to imply all the remaining equations of motion.
It is found that the internal manifold should posses an SU(3)-structure. This consists
of a real two-form J and a complex decomposable three-form Ω satisfying the compatibility
and normalization condition
Ω ∧ J = 0 , (3.1a)
Ω ∧ Ω¯ = 4i
3
J3 6= 0 , (3.1b)
and such that the associated metric is positive-definite. Especially the condition for Ω to
be complex decomposable is quite complicated and was studied in [44]. In fact, it was
shown in that paper that this implies that ImΩ is (up to a sign) determined by ReΩ. This
works as follows: from ReΩ we can construct first an almost complex structure. We define
I˜kl = εlm1...m5(ReΩ)km1m2(ReΩ)m3m4m5 , (3.2)
where εm1...m6 is the epsilon-tensor in six dimensions, and then properly normalize it
I = I˜√
−tr 16 I˜2
, (3.3)
so that I2 = −1.
H(ReΩ) = tr
1
6
I˜2 (3.4)
is called the Hitchin function. This procedure only works if the Hitchin function is strictly
negative, which imposes a condition on ReΩ. The metric can then be constructed from I
and J through
gmn = ImlJln , (3.5)
and ImΩ is given by
ImΩ = ∓1
3
Ikl dxk ∧ ιlReΩ . (3.6)
Furthermore, the only non-zero SU(3)-structure torsion classes are the scalar W1 and
the primitive (1,1)-form W2, so that
dJ = −3
2
iW1ReΩ , (3.7a)
dΩ =W1J ∧ J +W2 ∧ J . (3.7b)
They can be chosen to be both purely imaginary, and the sourceless Bianchi identity for
F2 imposes moreover
dW2 = ic2ReΩ , (3.8)
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where from the defining properties of W2 we find for the proportionality factor
c2 = −1
8
|W−2 |2 . (3.9)
The warp factor A and the dilaton Φ are constant, and the Romans mass is given by
16
5
e2Φm2 = 3|W1|2 − |W2|2 ≥ 0 , (3.10)
imposing an inequality on the torsion classes. Finally the RR- and NSNS fluxes are then
given by
H =
2m
5
eΦReΩ , (3.11a)
F2 =
f
9
J + F ′2 , (3.11b)
F4 = fvol4 +
3m
10
J ∧ J , (3.11c)
where we have defined
eΦf =
9i
4
W1 , eΦF ′2 = iW2 . (3.12)
Massaging these conditions a bit and keep only the essential, in the end we have to
solve the following problem. Find a geometry with two-forms J, W˜2, L and a three-form
ReΩ so that
dJ = c1ReΩ , (3.13a)
W˜2 = c˜2
c1
J + L , dL = 0 , (3.13b)
J ∧ReΩ = 0 , L ∧ReΩ = 0 , (3.13c)
ReΩ ∧ ImΩ(ReΩ) = −2
3
J3 6= 0 , (3.13d)
d [ImΩ(ReΩ)] = W˜2 ∧ J , (3.13e)
where the notation ImΩ(ReΩ) stresses that ImΩ should be found from ReΩ through
the procedure outlined in eqs. (3.2-3.6), making the conditions containing ImΩ the most
involved. After we find a solution to the above conditions we must still check for positivity
of the metric. The relation with the parameters introduced earlier is as follows
c1 = −2
3
eΦf ,
W˜2 = 2
3
c1J − iW2 ,
c˜2 =
2
3
(c1)
2 + c2 ,
e2Φm2 =
5
4
(
2c˜2 − (c1)2
)
=
5
4
(2ρ− 1) (c1)2 ≥ 0 .
(3.14)
We introduced the parameter
ρ =
c˜2
(c1)2
, (3.15)
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which considering m2 ≥ 0 and c2 ≤ 0 obeys 12 ≤ ρ ≤ 23 . The limiting cases correspond to
the massless and nearly-Ka¨hler case respectively.
Since we want to construct a solution that respects the SO(4) isometry, we expand the
unknown forms in left-invariant forms, which we build from the forms of (2.23) and the
extra left-invariant one-form dξ,
J =k1(ξ)e
12 + k2(ξ)e
34 + k3(ξ)dξ ∧ e5 + k4(ξ)
[
cos θk(ξ)(e
13 + e24) + sin θk(ξ)(e
14 − e23)] ,
ReΩ =u1(ξ)e
125 + u2(ξ)e
345 + u3(ξ)
(
e145 − e235)+ u4(ξ) (e135 + e245)+
u5(ξ)dξ ∧ e12 + u6(ξ)dξ ∧ e34 + u7(ξ)dξ ∧
(
e14 − e23)+ u8(ξ)dξ ∧ (e13 + e24)
L =l1(ξ)e
12 + l2(ξ)e
34 + l3(ξ)dξ ∧ e5 + l4(ξ)(e14 − e23) + l5(ξ)(e13 + e24) ,
(3.16)
where the introduction of the angle coordinate θk(ξ) will be convenient later on, and we
do not display W˜2 since it can be trivially expressed in terms of J and L through (3.13b).
Before solving these conditions in general, we will first use them to find the SU(3)-
structures corresponding to the two SO(4)-invariant supersymmetries of the massless
Ka¨hler-Einstein geometry.
3.2 The massless Ka¨hler-Einstein geometry revisited
In this case we already know the metric explicitly and that such J and ReΩ, corresponding
to the two supersymmetries invariant under SO(4), exist. We just want to find them in the
coordinate system of section 2.3. It turns out that to find most of J (i.e. apart from θk(ξ))
we do not have to solve the full set of conditions (3.13). It suffices to plug the ansatz for
J , (3.16), into (3.5), and further impose I2 = −1 (for a proper complex structure) and
J ∧ dJ = 0 (which follows from (3.13a) and (3.13c)). The other conditions then become
relatively simple, and in the end we find for J and Ω:
a−1J =− sin
2 ξ cos 2 ξ
4
e12 +
cos2 ξ cos 2 ξ
4
e34 +
sin 2 ξ
4
dξ ∧ e5
+
sin2 2 ξ
8
[
cos θk
(
e13 + e24
)
+ sin θk
(
e14 − e23)]
a−3/2Ω =
(
dξ − i
4
sin 2 ξ e5
)
∧ 1
2
[
cos2 ξ (ie3 + e4)− sin2 ξ e−iθk(e1 − ie2)
]
∧ 1
4
sin 2ξ
[
ieiθk
(
e1 + ie2
)
+ e3 + ie4
]
,
(3.17)
where θk(ξ) = θk is constant and we chose the upper sign in (3.6). We find furthermore
c1 =
4√
a
, c˜2 =
1
2
(c1)
2 . (3.18)
Note that in general we can get three more solutions by using one or both of
J → J , ReΩ→ −ReΩ , ImΩ→ −ImΩ, c1 → −c1, c˜2 → c˜2 ,
J → −J, ReΩ→ ReΩ, ImΩ→ −ImΩ, c1 → −c1, c˜2 → c˜2 ,
(3.19)
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where the second line corresponds to choosing a different sign in (3.6). In the following we
will always choose c1 > 0 and the upper sign in (3.6).
The angle θk corresponds to the freedom of rotating the SU(3)-structure with SO(2)R.
In more detail, applying the transformation (2.12) on the solution results in θk → θk +2φ.
It does not change the metric, nor, since m = 0 any of the fluxes4. It follows that the
solution has two SO(4)-invariant supersymmetries.
Furthermore we remark that the coset T 1,−1 is invariant under
(e1, e2)↔ (e3, e4) , e5 → −e5 , (3.20)
which is completed with
ξ → π
2
− ξ , θk → −θk , (3.21)
into a symmetry of the solution, which, as we will find, extends to the general solution.
Finally, it will be convenient later on to use the freedom of reparameterizing ξ to put
k4(ξ˜) = ξ˜. For the m = 0 solution above we find then
ξ˜ =
a
8
sin2 2 ξ , k1(ξ˜)k2(ξ˜) = ξ˜
2 − a
8
ξ˜ , k1(ξ˜) + k2(ξ˜) =
a
4
− 2ξ˜ . (3.22)
3.3 Solving the conditions
In this section, we put ourselves to the task of solving the equations (3.13) for general
1/2 ≤ ρ ≤ 2/3. As it turns out, the equations (3.13a)-(3.13c) are relatively easily to solve
and put:
u1(ξ) = u2(ξ) = l4(ξ) = l5(ξ) = 0 ,
k3(ξ) =
[
k1(ξ)k2(ξ)− k4(ξ)2
]
′
k1(ξ)− k2(ξ) ,
l3(ξ) = −l′1(ξ) , l2(ξ) = d1 − l1(ξ) ,
l1(ξ) = d1
k1(ξ) [k1(ξ) + k2(ξ)]
′ − [k4(ξ)2]′
[k1(ξ) + k2(ξ)][k1(ξ) + k2(ξ)]′ − 2[k4(ξ)2]′ ,
u3(ξ) = −k4(ξ) cos θk(ξ)
c1
, u4(ξ) =
k4(ξ) sin θk(ξ)
c1
,
u5(ξ) =
k1(ξ) [k1(ξ) + k2(ξ)]
′ − [k4(ξ)2]′
c1[k1(ξ)− k2(ξ)] , u6(ξ) = −
k2(ξ) [k1(ξ) + k2(ξ)]
′ − [k4(ξ)2]′
c1[k1(ξ)− k2(ξ)] ,
u7(ξ) =
[k4(ξ) sin θk(ξ)]
′
c1
, u8(ξ) =
[k4(ξ) cos θk(ξ)]
′
c1
,
(3.23)
where prime denotes the derivative to ξ. This leaves four unknown functions k1(ξ), k2(ξ),
k4(ξ), θk(ξ), and one unknown constant d1. It turns out that none of the equations in
(3.13) puts a constraint on θk(ξ). This follows from the fact that (2.24) is a symmetry of
the equations and the solutions with different θk(ξ) are related to each other by this shift.
4This is somewhat less obvious for F2, but can still be checked using (3.11,3.12).
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We will gauge-fix the non-constant part of this coordinate reparametrization by requiring
gξψ to vanish, which forces θk(ξ) = θk to be constant.
To proceed it will be convenient to also fix the reparametrization freedom of ξ by
introducing a new coordinate ξ˜ such that k4(ξ˜) = ξ˜. Furthermore, if we introduce
p(ξ˜) = ξ˜2 − k1(ξ˜)k2(ξ˜) , s(ξ˜) = k1(ξ˜) + k2(ξ˜) , (3.24)
and square the left- and right-hand side of (3.13d) – removing the square root in (3.3) – it
takes the following simplified form
ξ˜2
{
[s(ξ˜)− ξ˜s′(ξ˜)]2 + p(ξ˜)[4− s′(ξ˜)2]
}
{
1
2
[
p(ξ˜)2
]
′
}2 = (c1)4 . (3.25)
This is still not easy to solve unless s′(ξ˜)2 = 4, which is indeed the case for the massless
solution (3.22). We will first make this ansatz, and discuss the alternative case afterwards.
The ansatz s′(ξ˜)2 = 4
More specifically, we put
s(ξ˜) = e1 − 2ξ˜ , (3.26)
where we made the same choice of sign as in (3.22). There is no loss of generality in this
sign choice, since it can be changed using (3.19). We can then solve (3.25) and find
p(ξ˜)2 =
e1
(c1)2
ξ˜2 + e2 . (3.27)
Finally we turn to condition (3.13e). It should hold when we wedge it with the most
general left-invariant two-form, which contains five degrees of freedom. Because we have
already imposed that W˜2 is a (1,1)-form, it is automatically satisfied when wedging with a
(2,0)- or (0,2)-form. This removes two degrees of freedom. One more degree of freedom is
eliminated because (3.13e) is independent of θk(ξ). So we need only impose
dImΩ ∧ L = W˜2 ∧ L ∧ J ⇐⇒ W˜2 ∧ L ∧ J = 0 , (3.28a)
dImΩ ∧ J = W˜2 ∧ J ∧ J ⇐⇒ W˜2 ∧ J ∧ J = 2
3
c1J
3 . (3.28b)
Of course, we found it prudent to check the full (3.13e) after finding the solutions.
Plugging in (3.26) and (3.27) we find in the end two sets of solutions in terms of ρ
e2 = 0 , e1 =
20 ∓ 8√4− 6ρ− 6ρ
(c1)2(2 + ρ)2
, d1 =
−4± 4√4− 6ρ+ 6ρ
c1(2 + ρ)
. (3.29)
Let us now transform back to the original coordinates where gξξ is constant. We need then
to solve for √
gξ˜ξ˜(ξ˜)dξ˜ = a
1/2dξ . (3.30)
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Further normalizing such that 0 ≤ ξ ≤ π/2 we find
ξ˜ =
c1(e1)
3/2
4
(
c1
√
e1 − 1
) sin2 2ξ , a = 4 e1
c1
√
e1 − 1 . (3.31)
The resulting metric is given by
a−1ds2 = dξ2 +
sin2 ξ
8
[c1
√
e1 + (2− c1√e1) cos 2ξ]
[
(dθ1)
2 + sin2 θ1(dφ1)
2
]
+
cos2 ξ
8
[c1
√
e1 − (2− c1√e1) cos 2ξ]
[
(dθ2)
2 + sin2 θ2(dφ2)
2
]
+ sin2 ξ cos2 ξ
(
dψ +
1
2
cos θ1dφ1 − 1
2
cos θ2dφ2
)2
+
sin2 2ξ
16
(2− c1√e1)
[
sin(2ψ + θk)(dθ1dθ2 + sin θ1 sin θ2dφ1dφ2)
+ cos(2ψ + θk)(sin θ2dθ1dφ2 − sin θ1dθ2dφ1)
]
. (3.32)
It is easy to check that for ξ = ǫ and ξ = π/2 − ǫ with ǫ infinitesimal, the first three
lines of the metric take exactly the same form as the metric in the massless Ka¨hler-Einstein
case in these limits, while the terms in the last two lines vanish as ǫ2. The metric is thus
regular.
Except for 2− c1√e1 = 0, which is the case for the massless Ka¨hler-Einstein solution,
the metric changes when shifting θk. Moreover the fluxes will also change. So the SO(2)R
symmetry is broken, although it still sends solutions to solutions.
Furthermore, we find that the SU(3)-structure is given by
J(θk) =
1
4(c1
√
e1 − 1)
{
2 e1 sin
2 ξ (−2 + c1√e1 − c1√e1 cos 2ξ) e12
+ 2 e1 cos
2 ξ (−2 + c1√e1 + c1√e1 cos 2ξ) e34 + 4 e1 sin 2ξ dξ ∧ e5
+ c1(e1)
3/2 sin2 2ξ
[
cos θk
(
e13 + e24
)
+ sin θk
(
e14 − e23)] } ,
Ω(θk) =
(c1)
3(e1)
3/2
8
(
c1
√
e1 − 1
) ΩKE(θk) ,
(3.33)
where ΩKE(θk) is the holomorphic three-form of the Ka¨hler-Einstein case defined in (3.17).
The fact that Ω is proportional to ΩKE means that the complex structure is the same on
all solutions with the same θk.
Beyond the ansatz
We will now show that there are no further solutions beyond the ansatz s′(ξ˜)2 = 4. An
important role is played by the regularity of the metric for ξ˜ → 0. In terms of the unknown
functions p(ξ˜) and s(ξ˜) the relevant components of the metric are:
gξ˜ξ˜ =
(c1)
2p(ξ˜)p′(ξ˜)2
ξ˜2(−4 ξ˜2 + s(ξ˜)2 + 4 p(ξ˜)) , g55 =
ξ˜2
(c1)2p(ξ˜)
,
g11, g33 =
ξ˜
2(c1)2p(ξ˜)p′(ξ˜)
[(
s(ξ˜)− ξ˜s′(ξ˜)
)(
s(ξ˜)∓
√
−4 ξ˜2 + s(ξ˜)2 + 4 p(ξ˜)
)
+ 4 p(ξ˜)
]
,
(3.34)
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where the upper/lower sign is for g11, g33 respectively. Requiring that — after an appropri-
ate coordinate transformation ξ(ξ˜) such that gξξ = 1 — the metric takes the form (2.30)
for ξ → 0, we find for the asymptotic behavior of p(ξ˜) and s(ξ˜):
p(ξ˜) = d1ξ˜ +O(ξ˜2) , s(ξ˜) = d2 +O(ξ˜) , (3.35)
with (d2)
2 = (c1)
4(d1)
4. Solving now eqs. (3.25) and (3.28) order by order in ξ˜ we recover
solution (3.26),(3.27),(3.29).
3.4 Equivalence to the family of N = 1 massive Sp(2)-invariant solutions
In this subsection we show that the family of solutions (3.32),(3.33) is equivalent to the
family of N = 1 Sp(2)-invariant solutions of [1, 17]. It will be convenient to use the
procedure discussed in section 5.1 of [29] to construct the Sp(2)-invariant solutions in
terms of the homogeneous coordinates on CP3.
As in that paper we start with C4 \ {0}, which can be considered as a C∗ bundle over
CP
3 with projection map p. We can describe the coordinates Za of C4 in terms of our
SO(4)-adapted coordinates as in (2.27), where we take λ = reiγ . The fiber coordinates are
then (r, γ). We are interested in forms α on the total space of the bundle C4 \ {0} that
are the pull-back under p of a form on the base space CP3. Such forms are called basic. A
basic form is both vertical, i.e. ιvα = 0 for all vectors v along the fiber, and invariant, i.e.
Lvα = 0. For our bundle, the vectors tangent to the fiber are spanned by
r∂r = Z
a∂a + Z¯a∂¯
a , ∂γ = i(Z
a∂a − Z¯a∂¯a) , (3.36)
and the dual one-forms are
dr
r
=
1
2r2
(Z¯adZ
a + ZadZ¯a) , η =
i
2r2
(−Z¯adZa + ZadZ¯a) . (3.37)
One can now split a form on C4 into a vertical and a non-vertical part. For the one-forms
dZa of the complex basis, for instance, one finds:
dZa =
(
δab − Z
aZ¯b
r2
)
dZb + Za
(
dr
r
+ iη
)
. (3.38)
Using this one finds immediately for the standard Ka¨hler form on C4,
J(4) =
i
2
dZa ∧ dZ¯a = rdr ∧ η + r2JFS , JFS = i
2r2
DZaDZ¯a , (3.39)
where JFS is the unit Fubini-Study Ka¨hler form. One can indeed check that JFS is vertical
and invariant. Changing to the SO(4)-adapted coordinates (2.27) it takes the form a−1J ′
of (2.32). Using Lr∂rJ(4) = 2J(4), which follows from the fact that J(4) is homogeneous of
degree two in the coordinates Za, we find furthermore:
dη = JFS . (3.40)
On the other hand, if one decomposes
Ω(4) = dZ
1 ∧ dZ2 ∧ dZ3 ∧ dZ4 = −ir3(dr + irη) ∧ ΩFS , (3.41)
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one finds that ΩFS is vertical and satisfies Lr∂rΩFS = 0. However, ΩFS is not basic since
LγΩFS = 4iΩFS 6= 0. This is related to the fact that on CP3 there is no globally defined
(3, 0)-form associated to JFS.
Let us now make a choice of Sp(2) subgroup of SU(4). Such a choice is in one-to-
one correspondence with the choice of a holomorphic symplectic form κ. This is a closed
two-form, dκ = 0, whose square gives the holomorphic (4,0)-form
1
2
κ2 = Ω(4) . (3.42)
Indeed, just like the supersymmetry generators, κ transforms as a 6 under SU(4), which
decomposes under Sp(2) as 6→ 1+5. κ then corresponds to the invariant part. Expanding
κ in a vertical and a non-vertical part, one obtains a two-form tκ and a one-form sκ as
follows
κ = r(dr + irη) ∧ sκ + r2tκ . (3.43)
By construction, these forms are vertical and one also easily checks their invariance under
r∂r. They are however not invariant under ∂γ . The simplest way to obtain this, is to first
realize that Lr∂rκ = 2κ, since κ is homogeneous of degree two in the complex coordinates
Za. Together with (3.43) one finds then
dsκ = 2 (iη ∧ sκ + tκ) , (3.44)
and finally, using (3.40),
Lγsκ = 2isκ , Lγtκ = 2itκ , (3.45)
so that sκ and tκ are not well-defined on CP
3. From (3.42) it follows that, in fact, ΩFS,
which is also not well-defined on CP3, can be written as
ΩFS = isκ ∧ tκ . (3.46)
However, it is now obvious that if we define instead
Ω = is¯κ ∧ tκ , (3.47)
the γ-charges compensate and we do obtain a well-defined (3,0)-form on CP3. This cor-
responds to a different choice of almost complex structure, replacing one one-form of the
complex basis by its conjugate. If we want (J,Ω) to still correspond to the Fubini-Study
metric we have to define J by performing the same operation, i.e. sκ ↔ s¯κ, on JFS. This
amounts to5
J = − (JFS − isκ ∧ s¯κ) . (3.48)
In fact, generalizing this construction we can define a whole family of different SU(3)-
structures (Jσ ,Ωσ), corresponding to different metrics on CP
3, as follows:
Jσ = −a
(
2
σ
JFS − i σ + 2
2σ
sκ ∧ s¯κ
)
,
Ωσ =
2ia3/2
σ
s¯κ ∧ tκ ,
(3.49)
5The overall sign in the definition of J ensures that J3 = J3FS.
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where a > 0 is an overall scale and σ is a shape parameter. One can check that these
(Jσ ,Ωσ) solve the supersymmetry conditions (3.7) and (3.8) with
−iW1 = 2 c1
3
=
2(2 + σ)
3a1/2
, |W2|2 = −8c2 = 64(1 − σ)
2
3a
. (3.50)
The condition (3.10) is satisfied for 2/5 ≤ σ ≤ 2, and the fluxes can be found from (3.11)
and (3.12). The parameter ρ of eq. (3.15) is given by
ρ =
2σ(4− σ)
(2 + σ)2
. (3.51)
Since these solutions also manifestly preserve the Sp(2) singled out by κ, they correspond
in fact to the N = 1 family of solutions first introduced in [1].
From the discussion of section 2.1 it follows that to make contact with our solutions
we should take
κ = eiθ/2dZ1 ∧ dZ2 + e−iθ/2dZ3 ∧ dZ4 . (3.52)
Indeed, our specific choice of SO(4), of which the action was defined around (2.5), leaves
both terms in (3.52) separately invariant, corresponding to 6 → (1,1) ⊕ (1,1) ⊕ (2,1) ⊕
(1,2). So any choice of θ corresponds to a choice of Sp(2) so that SO(4)⊂Sp(2). Going
through the above construction, we find that (Jσ,Ωσ) exactly matches (3.33) upon putting
e1 =
a
4
, θk = θ − π
2
. (3.53)
The transformation (2.12) corresponds to shifting θ → θ + 2φ. It will rotate the SU(3)-
structure (Jσ,Ωσ) and thus supersymmetry generator as well as the Sp(2) symmetry group.
In the massless Ka¨hler-Einstein case, σ = 2, it leaves the metric and the fluxes invariant so
that it really corresponds to an R-symmetry, while in all other cases it rotates a solution
into a different solution.
We conclude that the solutions of (3.33) enhance their symmetry group to Sp(2) and
form the N = 1 family of homogeneous solutions first introduced in [1]. Moreover, we have
shown that there are no other solutions with SO(4) symmetry group and strict SU(3)-
structure.
4. Coisotropic D-brane embeddings
Now that we have constructed the SU(3)-structures associated to the supersymmetry in
an SO(4)-invariant description, let us see whether the geometry allows for the embedding
of supersymmetric D-branes, which according to [31, 32] must be generalized calibrated.
It is known [26, 27, 28] that there are special Lagrangian D-branes wrapping RP3s, but we
will here be interested in the more exotic coisotropic D8-branes [34].
A coisotropic space-time-filling D8-brane has one transversal direction in CP3 and is
thus a priori compatible with the symmetry group SO(4), acting with cohomogeneity one.
So let us construct an SO(4)-invariant coisotropic D8-brane. To be left-invariant, the one-
form part of the D-brane source j, defining the direction transversal to the D-brane, must
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be a linear combination of the one-forms dξ and e5. In fact, the only coordinate dependence
allowed by the SO(4) symmetry group is the dependence on ξ, so if we want a localized
D-brane, we must take the transversal coordinate to be ξ. The coisotropic D-brane then
wraps T 1,−1 at some constant value ξ = ξ0. For the world-volume gauge field F we make
the SO(4)-invariant ansatz
F = f1e12 + f2e34 + f3
(
e14 − e23)+ f4 (e13 + e24) , (4.1)
with fi constant. It must satisfy
dF = H|Σ . (4.2)
The generalized calibration condition [31, 32] for a space-time-filling D8-brane becomes
(iJ |Σ + F)2 = 0 , ReΩ|Σ ∧ F = 0 . (4.3)
The first condition, which can be interpreted as an F-flatness condition in the low-energy
effective theory [45], is equivalent to the condition for a coisotropic D-brane [34], see e.g. [35,
46]. This has to be completed with the second condition, which can be interpreted as a
D-flatness condition. However, in [33] it was shown that in AdS4 compactifications the
second condition follows automatically from the first.
Let us first consider the massless Ka¨hler-Einstein background. In this case, we find
from H = 0 that F must be closed, implying f3 = f4 = 0. Furthermore, we find from (4.3)
ξ0 = π/4, 64 f1f2 = −a2 , or ξ0 = 0, f1 = 0 , or ξ0 = π/2, f2 = 0 , (4.4)
Since (4.3) then holds no matter the choice of θ in (3.17), the D-brane preserves both
SO(4)-invariant supersymmetries. Only the first possibility leads to a genuine D8-brane,
since for the last two possibilities the second respectively the first CP1 and the fiber shrink
to zero and the D-brane only wraps the other CP1.
In the full quantum theory, the closed world-volume gauge field FWV = F −B|Σ must
be quantized
1
(ls)2
∫
S2
FWV = nF , (4.5)
where ls = 2π
√
α′ is the string length, S2 is a representative of the two-cycle homology of
T 1,−1 and nF is an integer. We can take B|Σ = 0. This will boil down to
a
(ls)2
d(f˜1 + f˜2) = nF , (4.6)
where d is a coefficient of order one (depending on the details of the integral) and we
introduced the dimensionless f˜i = a
−1fi. There is no problem in choosing the f˜i such that
nF is integer and 64 f˜1f˜2 = −1 (which follows from (4.4)).
We now move on to the general massive N = 1 background (3.33), where we put (3.51)
and (3.53). This time, since H 6= 0 the condition on the exterior derivative of F is more
complicated:
dF = H|Σ = 2m
5
eΦReΩ|Σ =
√
−5σ2 + 12σ − 4
5a
ReΩ|Σ , (4.7)
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where we used (3.11a) and (3.10). The calibration conditions are still the same as in (4.3).
We find the following solution:
f1 = a sin
2 ξ0
σ(2 + σ)
√−5σ2 + 12σ − 4 sin2 2 ξ0 ∓ 8
√
σ3 [1− 3σ − (1 + 2σ) cos 4 ξ0]
8
√
5σ2 [−2 + σ + (2 + σ) cos 2 ξ0]
,
f2 = a cos
2 ξ0
σ(2 + σ)
√−5σ2 + 12σ − 4 sin2 2 ξ0 ± 8
√
σ3 [1− 3σ − (1 + 2σ) cos 4 ξ0]
8
√
5σ2 [−2 + σ − (2 + σ) cos 2 ξ0]
,
f3 = a
√−5σ2 + 12σ − 4
16
√
5σ
sin2 2 ξ0 sin θk ,
f4 = a
√−5σ2 + 12σ − 4
16
√
5σ
sin2 2 ξ0 cos θk ,
(4.8)
where the D-brane can be at any ξ = ξ0 such that 1 − 3σ − (1 + 2σ) cos 4ξ0 ≥ 0 or
1
4 arccos
(
1−3σ
1+2σ
)
≤ ξ0 ≤ pi2 − 14 arccos
(
1−3σ
1+2σ
)
. The D-brane then preserves the N = 1
supersymmetry of the background. In the Ka¨hler-Einstein limit, σ → 2, the allowed
interval shrinks to just the point ξ0 =
pi
4 and we obtain the N = 2 solution above. Moving
towards the squashed massless solution, σ → 2/5, on the other hand, the interval gets
larger and becomes 14 arccos
(−19) ≤ ξ0 ≤ pi2 − 14 arccos (−19) at this point.
Using the freedom in ξ0, again solutions can be found such that the world-volume gauge
field is quantized as in (4.5). This time the B-field is non-zero, but it can still be globally
defined. We can take B = 2m5c1ReΩ. This B-field also plays an important role in the flux
quantization of the bulk RR-charges (for a discussion see [1, 21]). Indeed, the RR-fields
have to be twisted with eB in order to obtain closed forms with well-defined periods.
5. Concluding remarks
In this paper I have shown that the only solutions on AdS4 × CP3 with symmetry group
SO(4) and a strict SU(3)-structure ansatz for the supersymmetry, are the homogeneous
N = 1 solutions of [1], which possess the larger symmetry group Sp(2). This is in agree-
ment with the results of [2], where although a Chern-Simons-matter theory with SO(4)
global symmetry was proposed, it was also argued that the geometric dual should have
SU(3)×SU(3)-structure instead. In the meantime, in [29] this dual has been constructed
to first order in the Romans mass parameter m, making use of the explicit form of the
D2-brane superpotential, obtained form the CFT. This is particularly interesting since,
so far, there were no examples of source-less supergravity compactifications with dynamic
SU(3)×SU(3)-structure (see [30] for another recent construction). The construction of the
full solution seems more difficult, since the SU(3)×SU(3) supersymmetry conditions are
more complicated than the ones for the strict SU(3)-structure ansatz. The basic procedure
should however be the same as in this paper, namely to expand the pure spinors defining
the SU(3)×SU(3)-structure in SO(4) left-invariant forms and try to solve the differential
equations in one variable. As in [29] one could also insert the extra data of the D2-brane
superpotential.
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Furthermore, I have presented probe supersymmetric D8-branes of the coisotropic type
on both the Ka¨hler-Einstein ABJM geometry as well as the massive Sp(2) family. It would
be interesting to find the dual CFT that would correspond to adding D8-branes in such a
way. Presumably, as is the case for adding special Lagrangian D6-branes [26, 27, 28] this
would add flavors to the Chern-Simons-matter theory.
Finally, one could also try to construct similar solutions on the SU(3)U(1)×U(1) manifold, for
which e.g. [47] could provide a starting point.
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