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Fourth Quarterly Progress Report, Contract NAS 9-10386 
INTRODUCTION 
This quarterly progress report to the technical monitor of the 
referenced contract is organized as follows-
Chapter I. A common technique for avoidaig the loss of positive 
definiteness of the estimation error covariance matrix in the linear 
filtering problem is to reformulate the filter equations in terms 
of the square root of the covariance matrix. The square root 
formulation utilizing the Gram-Schmidt orthogonalizatLon pro­
cedure is particularly appealing since the same set of equations 
are used both for propagation of the square root in the presence 
of process noise and for updating the square root at a discrete 
vector measurement incorporation. It is the purpose of this 
Chapter to review a particular Gram-Schmidt square root for­
mulatLon and to present an error analysis of the resulting covariance 
matrix using this technique. 
Chapter i . This chapter presents several analytic developments 
in the continuing study of computational errors in Kalman filtering 
problems which center on the derivation of conditioniug numbers 
for the scalar measurement incorporation step and the transition 
step utilizing the transition matrix. Some preliminary simulation 
results to test the validity of the analytic conditioning numbers are 
also presented. 
Chapter III. A new version of the Kalman filter that utilizes pre­
filtering of a time block of measurements to obtain a pseudo 
discrete equivalent measurement is obtained. The new version is 
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applicable to both continuous and discrete measurements. As a 
byproduct of deriving the prefiltering Kalman filter, a new tech­
nique for integrating matrix RLcattL differential equations is 
obtained. The new technique utilizes the existing square-root 
technique for propagating discrete Ricatti equations and is 
superior to existing techniques for capturing rapidly varying 
solutions. 
Chapter IV. This section contains a summary of the progress on a 
masters thesis by Joan Edwards. The navigation problem which is 
posed here used the position and velocity of a vehicle at some epoch 
as state variables imskead of current position and velocity. It is 
shown tha-t-its-forrnulation of the problem has certain computational 
advantages over the conventional one due to the simple form of its 
coasting flight equations. 
Chapter V. This section contains a summary of the progress on a: 
masters thesis by Merrill Habbe. The application of Kalman 
filtering to space navigation requires that initial conditions on both 
the state and the error covariance matrix be specified. A practical 
technique of forming this matrix is presented here using the Apollo 
navigation system as an example. This technique is compared to the 
present method of initialization on the basis of twenty-five Monte 
Carlo runs which show a marked overall improvement in filter per­
formance. 
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An Error Analysis of the Computed Covariance Matrix in the 
Discrete Gram-Schmidt Square Root Filter 
Introduction 
A common technique for avoiding the loss of positive definiteness of 
the estimation error covariance matrix in the linear filtering problem is 
to reformulate the filter equations in terms'of the square root of Uhe 
(1,2)
covariance matrix . The square root formulation utilizing the Gram--
Schmidt orthogonalization procedure is particularly appealing since the same 
set of equations axe used both for propagation of the square root ni the 
presence of process noise and for updating the square root at a discrete 
vector measurement incorporation ( 3 ) It is the purpose of this chapter to 
review a particular Gram-Schmidt square root formulation and to present 
an error analysis of the resulting covariance matrix using this technique -
Development of the Method 
Given the discrete linear system 
x(n+1) = c(n) x(n) + f(n) u(n) (1) 
with u (n) uncorrelated zero mean process noise, the optimal estimate,
_A (n+ 1)0 is given recusvely by 
A 
x'(n+l) = I(n) _(n), (2) 
where a prime denote the value of the vector before measurement incorporation. 
The recursive equation for the covariance matrix of the estimation errors, 
Pt (n+ 1), is given by 
P'(n+1) = c(n) P(n) jT(n) + r(n) Q(n) rT(n) (3) 
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with Q (n) = u (n) uT(n) A vector measurement of the state is made at 
the (n+1) st stage, 
m(n+1) H(n+1) x(n+1) + w(n+1), (4) 
with w (n+1) zero mean uncorrelated measurement noise, and the measurement 
is incorporated linearly into the sdtate estimate via 
x(n+1) = X'(n+1) + K(n+1) [m(n+1) - I-I(n+1) x(n+l)] , (5) 
where K(n+1) is any gain matrix and not necessarily the Kalman gain. 
The estimation error covariance matrix is then updated via 
P (n+l1) 1 K(n+ 1) H(n+1) ] P I(n+1) [ I- K (n+l1) H(n+ 1)]XI 

TT
 
+ K(n+1) S(n+ 1) K T(n+ 1) (6) 
with S(n+1) w(n+1) wT(n+1) and I the identity matrix. 
Define the square root matrix, B, of a symmetric positive semidefinite 
matrix A to be a matrix for which 
BB T = A (7) 
(Itis clear from the scalar case that the solution B to (7) isnot unique. ) 
Assuming that square roots of the matrices P(n), Q(n), P'(n+1) and S(n+1) 
are available (see Appendix 1), both the propagation equation (3) and the 
measurement update equation (6) may be written in the form 
P = MMT + NNT. (8) 
It is desired to find a square root of the matrix P in (8), that is a matrix 
W such that 
/ 
WW =MM + NN () 
If the matrix P is of dimension n x n,then the matrix W defined by 
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is a square root of P since ww = P Because the use of this type of 
square root increases the dimension of the square root at each propagation and 
each incorporation, it must be rejected However, the matrix WR is also a 
square root of P when R is orthogonal, and if an orthogonal matrix R can be 
found such that 
WR = [Wo], 	 (11) 
with W a square matrix, then an n x n square root matrix W will have been 
found which satisfies (9) Using the Gram-Schmidt orihogonalization procedure, 
such a matrix R and a resulting square root matrix W can be found as 
follows-
Using 	(10), define the m-dimensional vectors d via 
-i 
w= -._r ] 	 (12) 
In the nontrivial case, k, the rank of W, is between 1 and n since m > n. 
It is therefore possib e to construct k m-dtmensLonal basis vectors which 
span the subspace of -space spanned by the columns of W. The n 
vectors b are constited sequentially using the following equations 
-unit 	 ( d.(i ) $0 
0 d 0 
-1-	 ­
k0) 	 dk I f k n (13) 
_b l ; d k(M=dk (1-) - biTdk(i-1) b i <kg n 
d)0, I: -k: i 1 igknAk( 	=o 1 k~i~n 
The k nonzero 
-tb vecfr''s are orthonormal and form a basis for the 
subspace of rn-space spanned by d1 through dn Define the remaining 
6 
--
orthogonal basis vectors of m-space as el throughemic The orthogonal 
matrix 1R is defined as iollows each nonzero vector b forms the Lt 
column of R, while the remaining columns of R are composed of the m - k 
e vectors in any order Substituting the above defined R matrix into (11) 
gives the result that an n X n square root matrix W which satisfies (9) is 
lower triangular and given by 
-©
 
bi T d2 b212()
 
W b.I 2 - d ( 0 (14) 
-
bTd T d(1) - T 
- -n 2-- n 
-n -n 
where n - k columns of W are zero. Appendix 2 contains a Fortran IV 
subroutine to compute this lower triangular square root matrix 
Error Analysis Technique 
i
 
In order to explain the actual computation procedure more fully 
and to introduce a convenient device for error analysis, consider the 
n X (n+m)matrix D below 
D 0L W n , (15) 
4-fl-k 4-rn­
where W is now defined to be an n x m square root matrix of P During 
the computational procedure, the lower triangular square root matrix 
W will be constructed by columns in the leftmost n columns of D. To 
illustrate this procudure, first note that D may also be written as 
T 
D= 0 d;2 T (16) 
d nT
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Using (13), b Is given by unit (d ) (In this analysis, it is assumed that 
all the d (- of (13) are non zero The procedure Is simplified if d (i-1)
-I th 1 -1 
is 0, since the i column of W is automatically set to 0 in that case) 
Considering the generation of the first column of W and the formation of 
the first stage of the D matrix after the firstd (1)
-t asD(1) ' an n-stage process, 
stage, DW, is computed using the equations 
D I ) (,l) bIT d i = 1, 2,. .n (1) 
and the last m rows of the D matrix arc altered as follows 
<1) = o (is)} 
d i): d- b T dLb I > 
Thus the D matrix after the first stage is given by 
TId0 Tb bTd
-DW ~- -1 
( 1 1  2I) 0 (d2 "b I Td b)T 
-d d b)T (19)=i 
-1 -n 
-n 1_-n -1 
_
n m 
The second stage begins by formingb 2 = unit (d2 (1) The second 
column of D( 2 ) is given by 
D ( 2 ) (1, 2) = 0 
(20) 
D(2) 2) = b 2T d (1) > 
The last m rows of the D matrix are altered as follows 
8 
(2-
d (2) - b2Td11)b 2 >2 
1~ -1- 2 
The D matrix after the second stage, D (2) is thus given by 
T 0T 
(21) 
DM2 
bbT d 
( ) 
d1)b 
(-d3(1) bb 2 T 
T 
d 3 ( 1 ) 
Z 
b 2 )Y (22) 
From (13), 
given by 
b T d b2 T d (1) (dn(1)-b2T d (1) b2)T 
-
n -2 ­ n -2-
T 
n m 
- th (it is clear that the D matrix after-the t stage, D ( , is 
-0() 
Td ( 0T 
(23) 
-- __I_ (d Cc-)-b T d b-iT 
b 
-
Tn( - - 1) 
-­+n -(d 
T 
-t 
Q'-1) bT 
-t 
n 
and that the D matrix after the nt stage, D(n), 
In 
is given by 
9 
b T dN 
T d2(1)
2 -2 
(2D 
- Td b T d (1). b T d (n-1 )
-1-n -2 --n --n -n 
nI m 
where the leftmost n X n matrix in D (n ) is the lower triangular square 
root matrix W of (14) 
From the nature of the procedure, for perfect arithmetic, the inner 
products of the various row vectors in successive D matrices are preserved 
In particular if, in the process of forming D( ' ), all arithmetic operations 
subsequent to altering the pth row by formingb T d ' 1) and d are
-p' -p 
performed perfectly, p z t,, then the i, j element of the resulting P = WWT 
matrix may be found as the inner product of the i h and j th now vectors of 
D ( ) . If a linear error analysis is made of the computation process, 
i. e , a single error Is made in the formation of a row at the 4i h stage 
and perfect arithmetic ts used subsequently, this fact allows immediate 
evaluation of the effeIt of that type of error on the resulting covariance 
matrix P by computing the inner products of the various rows of the erroneous 
D {t) matrix and comparing those with the inner products of the rows of 
the correct DW matrix This technique will be used to analyze several 
error sources in the sequel. 
Analysis of Numerical Errors 
Consider the D matrix after the , h stage, D, rewritten as 
10 
b Td . 0T 
b4.. Ta (t- T 
D( I d )(25)T T i 
T n (  I-n - -n 
Three specific errors will be investigated in this section 
1) Percentage error in the formulation of b T- dk k . 
2) Percentage error in the formation ofdk k > 4, 
3) Formation of nonzero d W due to truncation errors 
Throughout this section, a prime denotes the computed quantity and the 
absence of a prime denotes the true value of that quantity. 
Consider first the error in the computation of b T dk(1) 1,.k 
Assume that the computed inner product is given by -
(b T dk(-l))- (R + E) bTdk(-)1) Id <<1 (26) 
Pk, k is given by 
- )) 2 + 2Pk, k -- tTdk( (27)d Idk() 
i= 1 
and the computed value of Pk, k is given by 
I. 
(3- ) ) 2 + (2c+2) b Tdk(0-1) + Idk (t),12Pk, k = - d 

j=1
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where 
d(k = d -k Q-i) _ bT d 
-tL -k 
(­ ) b 
dk() dkQ- -1) (b Ta (­ l ) = dk Q)- Cb T d (k-i) b 
The error in the computed value of Pk, k is thus given by 
pk, k Pk, k 2 (+ 2) (b Td (d-1))2 (28) 
The difference between the computed and actual values of Pk, 
is given by ...... 
P - P Eb d( d d- 1)b b T_ 
k~j k, j -PI -k 1) j -v ij 
Since dQ is orthogonal to bt, (29) becomes 
j 3> I, 
(29) 
PPk, j - Ic,j = E b-t dTd (i-i)b T d (t-1)-k -t -J (30) 
Taking absolute values of both sides of (28) and (30) gives 
'Pk,k Pk,kI 
- P CbIk I Pk, j 1 
2 +E lb Tdk(t,-1)12 
Td r1)1lb T (t-i)14 A--tk d4-i 
(31) 
As written, and with k replaced by j, (27) implies the inequalities 
lb Td CU-1)
-3 1: 3,I 
(32) 
Subsituting (32) into (31) gives 
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IPk ~ P k 1 2 iE 21 Pk, k 
P P1 I p p ~ >,jl kk, Pk, ,k 
Thus the magnitude of the fractional error in the computed value of Pk, k 
is of order I 1, as is the magnitude of the computed k,j h correlation 
coeffcLient, j > t, The error in the k, h computed correlation coefficient 
for j <Y is zero 
Using reasoning analogous to that given above, it can be verified 
that if the magnitude of the error in the computation of dk k > t, is 
bounded by 
k I (l+) I ) , 0 < E << (33) 
then the magnitude of the fractional error in P and the magnitude ofk, itthe error in the computed j, kth correlationth coefficLent, :g n 3 k 
is also of order c. 
The error which at first glance might seem to have the worst effect 
on the resulting P mdtrix is the computation of a nonzero d, vector 
whend Q) =0" This implies that the computed is a unit vector 
when it should be 0, 1 e. , a basis vector is being computed from roundoff 
and truncation noise Ihlch will in general not be orthogonal to b1 through 
b . It will now be shown that this type of error leads to errors in the 
computed P matrix of the same order' or smaller than those for the other 
types of errors investigated, and is therefore not of great concern 
This relative insensitivity of the computed P matrix to the nonorthogonality 
of the computed basis vectors seems reasonable in light of the nornunque 
nature of the matrix square root and the sequential form of (13). This will 
be discussed further in the next section 
The vector dU 
Sv d is given by (i3) as 
=d Q) dT I bb (34) 
k= 1 
13 
i 
where the bk are found sequentially from (13). Clearly, due to the many 
multiplications and additions in (39), its implementation in a finite word 
length computer could lead to a nonzero value of dt+ (4)' although d + 1 is 
a linear combination of b through b Since this nonzero valfme of 
d+ is due to roundoff and truncation errors, its norm is bounded by 
d +I Id +l 0< 1<<l (35) 
Referring to (16) it follows that 
+j )=P,+ l,+(36)
 
and thus, substitut-ng (36) into (35), 
d ()' E (37) 
From (27), with k = I, and (37), the error in the computed value of 
Pt+I Z+I is bounded in magnitude by 
<
IP +, +- Pt, +l 2 1Pt~, + (38) 
i. e., the magnitude of the fractional error in the computed value of 
2 
P4,+1, 2+ Iis of order E From (27), 
('0 , k,-- (39) 
Referring to (25), the computed value of P,+ 1,k for k> 2+ 1 is given by 
P + k -,P + d ( T d ) (40) 
t+4,±1,k -Ii -k (0 
Using the Schwartz inequality on(40) with (37) and (39) gives 
IPt+1, k - Pt+1, k E P/P (41)
1, 1 k, k 
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Expressed in terms of the computed correlation coefficient, (41) states 
kt h that the magnitude of the error in the computed t,+l, correlation 
coefficient is of order E 
To summarize, the linear error analysis presented in this section 
indicates that fractional errors made in computing the square root matrix 
lead to errors of the same order in the nomaLzed diagonal elements and 
correlation coefficients of the computed covariance matrix, i e the trans­
formation from the square root to the covariance matrix does not increase 
the relative errors 
A Numerical Exampl6 
In order to illustrate the computational procedure in general and 
the insensitivity to nonorthogonahLty of the computed basis vectors in 
particular, this example of the Gram-Schmidt square root technique is 
presented The original W matrix is given by 
1l a 0 0 o 0 
W= i 0 0 0 0 0 (42) 
1 0 0 
The correct value of Wr is 
rjr1 1 1 
P=WW 1 1 (43) 
By (15), the D matrix is given by 
0 0 0 1 0 0 0 0 0 
D= 0 
D~/ 
0 0 ! 1,0/ 0 0 0 0 
0 0 0 1 0 1 0 0 1 
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The vector b I is given by 
biT = d T 1 0 0 0 0 0] 	 (44) 
=
bTd 1, b Td -,b 1 d3 
-1-1 -1 -12-
Now, assume that all calculatlons are made correctly except that 
b Td 1 + Then the computed matrix D ( I ) s gven by 
0 0 0 	 0 0 0 0 0 
D i+ 	 0 0 - 0 0 0 0
 
0 O 10 0 1 0 0
 
Assuming that all subsequent calculations are exact, the procedure is 
as follows 
b2 =[ -i 0 0 0 0 0] 
d 3( 1 ) b2Td2(1) = E,_b2 T = 0 
1 0 0 0 0 0 0 0 0 
D2r1+E C 0 0 0 0 0 0 0 
1 0 0 I0 0 1 0 0 1 
T [0 0 	 0/,0 0 1],/7 
3T d3(2 ) f 2' 
1 0 0 0 0 0
 
D (3 ) I +C C 0 tt 0 0 0
 
1 0 /-27 o 0 0 
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Thus the conputed square root matrix is 
W 0 0 
1 0 J-/-1 
and the computed covariance matrix is given by 
L 2 )PI = WV1 WIT 1+ 1+2(+ 1+C (45) 
1 +E 3
 
This example points out the manner in which the algorithm 
given by (13) and (14) tends to minimize the sensitivity of the resulting 
cbvariance matrix to the nonorthogonalty of the computed basis vectors. 
Consider for a moment an alternative procedure in which the vectors 
b are computed sequentially using (13), but the W matrix is computed 
using, instead of (14), the equation 
b T d 
b2 -d2 N'­b 2T d 2. 
W = "- (46) 
bT bTd . b Td 
- -n 
-2 n bn --n 
In the example given above including the single numerical error, with 
bT 
b1 [1 0 0 0 0 0] 
- 2 = [-1 0 0 0 0 0) 
b3 [0 o i/' 0 //], 
17 
the computed square root matrix using (46) is given by 
1 0 0 
=W I 1 0 (47) 
The computed covariance matrix, i e., the square of (47), is 
P- = 1- -2 2 (48) 
1 2 4 
Comparison of (48) with the true covariance given by (43) indicates an error 
in the computed P2, 2 element of 100%, while the percentage error in P2, 2 
using (13) and (14) is about 200 c. 
Conclusions 
A square root farmulation of the linear filtering problem appears to 
be the most mathematically sound way to avoid loss of positive definiteness 
of the estimation error covariance matrix. The Gram- Schmidt squareroot 
formulation appears attractive because the same algorithm may be used 
both for propagation in the presence of process noise and linear discrete 
vector measurement incorporation In addition in this chapter, the 
resulting computed covariance matrix has been shown to be very insensitive 
to numerical errors in computing the square root. 
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Appendix I 	 Fortran IV Subroutine to Find Lower Triangular Square 
Root of Positive Semidefinite Matrix 
This subroutine determines a lower triangular m x rn square root 
matrix W of the given m x m matrix P such that 
WW TT = p 
The subroutine implements the equations 
W(1, 1) = , 	 (j, 1) = P(1,)/ (1, 1), > 
W(1, 0 = P(1, L)- 2V (1, k)
 
k= 1
 
L- 1 	 t> l, 3 > 
( 
w(a,L) =[P(i,j)- 2, W(j,k) W(i,k)llW(i,i) 
k= I 
Exit from the subroutine at statement 5 indicates that the matrix P is not 
positive semidefimte 
SUBROUTINE SROOT (M, P, W) 
DIMENSION 	P(M, M), W(M, M) 
L = M- 1
 
DO II= 1,L
 
K = I+l
 
DO1J=K,M
 
W(I, J) = 0.0
 
W(l,1) = P(1, 1)
 
IF (W(1, 1)) 5, 	 11, 10 
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l 
11 DO 12 J=1, M 
12 W(J,1) = 0 0 
GO TO 14 
10 W(1, 1) = SQRT(W, (1, 1)) 
DO 2 J= 2, M 
2 W(J, 1) = P(i, J)/W(1,1) 
14 DO 3 I=2,M 
W(I, I) = P(I, I) 
L= I-I 
DO 4 J= 1, L 
4 W(I, I) = W(I, I) - W(I, J) -4-2 
IF(W(, I)) 5, 6, 7 
5 CALLKEXIT 
6 DO 8 J=I,M 
8 W(,,I) = 0.0 
GOTO 3 
7 W(I, I) = SQRT (W(I, ) 
IF (I EQ M) GO TO 3 
L-- I+l 
DO 13 J=L,M 
W(J, I) = P(I, J) 
N= I-I 
DO 9 K=I,N 
9 W(J, I) = W(J, I) - W(J,K) * W(I, K) 
13 W(J, I) = W(J, I) IW(I, i) 
3 CONTINUE 
RETURN 
END 
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Appendix 2 Fortran IV Subroutine to Find Lower Triangular Square Root 
Using Gram-Schmidt OrthogonalizatLon 
This subroutine finds an n x n dimensional lower triangular square 
root matrix W such that 
N. 
WWT AA T wT 	 pjT 
where A is a given n x m matrix which is destroyed in computation 
The integer N must be less than the declared dimension of D, in this case 10 
SUBROUTINE GSMIDT (N, M, A, W)
 
DIMESION W(N,N), A(N,M), D(10)
 
L=N-I 
DO 1 I = 1, L 
K = I+l 
DO IJ = K, N 
1 	 W(I, J) = 0. 0
 
DO 2 I= 1, N
 
W(I, I) = 0. 0
 
DO 3 J= 1,M
 
3 	 W(I, I) = W(I, I) + A(I, J) ** 2 
IF(W(I, I)) 4, 4, 5 
4 	 DO 6 J=I,N 
6 	 W(J,I) = 0.0 
GO TO 2 
5 	 W(I, I) = SQRT (W(I, I))
 
IF (I. EQ.N) GO TO 2
 
DO 7 J= 1, M
 
7 	 D(J) = A(I,J)/W(I, I) 
L = 1+ 1 
DO 8 J= L,N
 
W(J, I) = 0 0
 
DO 9 K= 1, M
 
9 	 W(J, I) = W(J, I) + D(K) * A(J, K) 
21
 
DO 8 K= 1, M
 
8 A(J, K) = A(J,K) - W(J, I) - D(K) 
2 CONTINUE$ 
RETURN 
END 
22
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II Analytic Theory of Computational Errors in Kalman Filtering 
Introduction 
This chapter presents several analytic developments in the continuing 
study of computational errors in Kalman filtering problems which center 
on the derivation of conditioning numbers for the scalar measurement 
incorporation step and the iransition step utilizing the transition matrix 
Some preliminary simulation results to test the validity of the analytic 
conditioning numbers are also presented 
Statics of Numerical Truncation Error 
In this section, the rms value of the fractional error in a floating 
point word due to truncation will be developed. This result is used in the 
work which follows on bounding the norms of numerical errors in the 
computed covariance matrix 
Consider a floating point number stored as a signed fraction and an 
exponent as 
n O.n 1 n 2 n Xbk 
where there are m digits in the fraction, b is the base of the digits, k is 
the exponent, and n1 $ 0. Since the quantity of interest is the fractional 
error, the exponent term and the sign will be dropped and only the fractional 
portion x will be considered, where 
x -- O.n I n .. n . 
1 2 mn 
The truncation error $ is uniformly distributed between 0 and 1 in the 
last digit of x. Defining the variable n to be uniformly distributed between 
0 and 1, is given by 
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I b-m q (1) 
The fractional truncaton error e is defined as 
O=- (2) 
x'-. 
Now, log, x has a uniform distribution for x between- 1 and 1 
b 
Thus x is gLven by 
x = by- 1 (3) 
where y is uniformly distributed between 0 and 1. Substituting (1) and 
(3) into (2) gives 
- -ib = b-(n-1) 1 (4) 
by- 1 by 
The rms value of 0, called c, is given by 
-{ = 6 = b (m - 1) J ] 2 bb12 ydy dl (5) 
0 0
 
In order to evaluate (5) note first that 
i 2 d = 1 (6) 
d0 3 
and define 
2 y I b- dy. (7)0 
The integral I may be evaluated as follows 
I e- 2 yin b I e- 2 In b- I 212 1 (8) 
0-21n b 2b 2 In b 
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- -  
Substituting (6) - (8) into (5) gives 
C= bm b-i (9 
Tb-1(9) 
6 in b 
E as given by (9) is the rms fractional error due to truncation of a floating 
point word stored as an m digit base b signed fraction and an exponent All 
simulations to be done in this study will be made using IBM System 360 
Fortran IV programs, which utilize a single precision floating point word 
consisting of a sign, an exponent and a fraction which is 6 bytes (base 16 
digits) long Using the values b = 16 and m = 6 in (9) gives a value of 
c of 
c = 2.334 X 10 (10) 
Development of Conditioning Numbers 
For small errors, the rms value of the norm of a step error made 
in a computation satisfies the inequality 
F 2 C Ui1) 
where E is the rms normalized truncation error given by (9) and C is 
called the conditioning number of the step. In this section, C is evaluated 
for the propagation of the covariance matrix via the state transition matrix 
and for discrete scalar measurement incorporation Throughout this section, 
use is made of the fact that for floating point arithmetic in a Kalman filtering 
calculation, errors in multiplication are masked by errors in addition. 
This means, in effect, that the numerical errors may be viewed as arising 
solely from truncations in the various scalar additions 
Measurement Incorporation 
Consider the Kalman measurement incorporation equation given by 
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I PhhT P 
p' = p -- (12)
hTPh 
+ r 
The calculations may be organized as the formation of the following quantities 
a) z Ph 
b) 1 T z 
c) a = r+y 
d) U =z z 
e) V U, I 
f) P -P. -v1,3 1,3 j 
Because of the simplicity of the vector h in the simulation to follow, only 
the analysis of the types c and f errors will be presented here It is 
agsumed that the errors in the c and f calculations are uncorrelated. 
Type c Error 
Using varLatotal calculus, the error Lf the resulting covariance 
matrix due to a type cerror is given by 
T 
8pt - 6(13)LP 
Recall from [2] and [33 that the norm of 8P' is defined as 
F(6P', P) = max [cT 6P'_.q
' 
c 0 cT p C' 
with P' > 0, and that if 6P' is known, F(6P', P') may be evaluated as 
the magnitude of the largest (In magnitude) eigenvalue of F 61'. In this 
analysis and those which follow, thsnorm will be approximated by the 
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square root of the trace of the square of the matrix P-1 8P' At worst, 
in the case where all eLgenvalues are equal, this approxLmatLon is In 
times the correct value, where P' m nXn. Using this approximation 
and (13), def me the norm of the error in the covarLance matrix due to a 
type c error, F., via 
-
z T -1) ( 2 tr (zzT PF2 
c 4 
or equivalently 
2 
=(z Tp-1z)2 (68)2 (14) 
]Using the matrix inversion lemma , the inverse of P' is given from (13) 
as 
p,-I = P-i +=h-1_T (15) 
r 
Defining a = hTPh and recalling that z = Ph, (15) may be manLpulated 
as follows 
P'-lz = h+h = +a)h 
z T P'-Iz = a( = a6 (16) 
- r r 
Taking the square root of (14) and substituting (16) gives 
F _ a (17)
c rF 
The term in (17) is just the fractional error in P due to truncation, 
and its rms value is E. Thus the rms value of (17) is given by 
/ E 
F (18) 
C r 
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Type f Error 
The mean square value of the norm of the error in the computed 
covariance matrix due to a type f error is given by 
2 -l -1
Ff= tr (8P F'I ap P 1 ) (19) 
where the square of the magnitude of the largest eigenvalue is again being 
approximated by the trace Writing the trace explicitly, (19) is given by 
Ff = Z 6P , - 6? ­
k,,t (20)i. j k P, j j,k ,t 
It is assumed that the expected values in (20) are nonzero only if 
(a) i = k and j 
or 
(b) i = t, andj = k 
The procedure now is to evaluate bounds on the partial sums in (20) for 
cases (a) and (b) above The value of F2 is then approximated by the sumI f 
of these bounds on thb two partial sums. (This approximation is conserva­
tive since the sum of the partial sun-is for cases (a) and (b) includes the 
diagonal terms twice I) Proceeding, the partial sum for case (a) is 
2r F, (8P )2 (PI-1)2(1j 3 
Now, when two floating point numbers are added, the truncation 
error is in the last digit of the fractional portion of the number of larger 
magnitude. Since 
P .: I 0, 
it follows that the mean square error in P' for a type f error satisfies 
the inequality 
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- 6PtP 2 Cc2 Pt, I p ,	 (22) 
assuming that p1 -I exists, p,- 1 0 and thus 
Substituting (22) and (23) into (21) gives 
rr 	 (5P' 3)2 , -i2 :C2 p P12 (24)11,3) 1,t i41 
Through reasoning analogous to that given above, the partial sum for 
case (b) is found to satisfy an inequality identical to (24) Thus the rms 
error norm due to type I errors satisfys the inequality 
b 2 F,i 	 (25) 
Propagation via Transition Matrix 
The covariancekmatrlx is propagated using the equation 
S p, = CDP d T (26) 
The , jh element of P is given by 
p' S S 4y k pk, t%, (2 
k ~ 
In order to bound the rms value of the numerieal error due to truncation2 
in the n - 1 additions in (27) without regard to the order in which the 
sums are computed, it is necessary to establish the largest (in magnitude) 
partial sum in (27). This bound, y, on the partial sums is clearly given by 
k3
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I 
4 P k , k PoSince P is positive semidefinte, Pk, F ' 	 and y satisfies 
1T k) r3 P ). (28) 
kkL t 
Define s as the first summation in (28) and s as the second summation 
The error due to truncation in each of the additions in (27) is assumed 
uncorrelated with the other truncation errors and has a mean square 
mean square error in P satisfiesvalue less than E2 s2 s 2 Thus the 
Ithe inequality 
2 22 2 2 
6P12 (29)!E 2(n2-1) s s 
The mean square value of the norm of the error in the propagated 
covariance matrix is given as before by 
F 2 = tr(6P' P- 1 6P'' ) 
= SkD JI 1, p,-ik PkL p,-i, (30)P', R 
The expected values in (30) are assumed nonzero only if 
(a) L = kandj =
 
or
 
=(b) i tand j = k. 
The partial sum for case (a) is given by (21), and substitution of (23) 
and 	(29) yields a bound on this partial sum given by
 
2 2 2 -1t1
 P 2 (P I-1-1 2 - 7 E22 (n _ 1) s 	 s , -p - (31) 
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The right hand side of (31) may be written 
E 2 -(-1)) [ P 1,-1 I S , 2 2 
and since the partial sum for case (b) is also given by (31), the mean 
square error norm is bounded by ' 
Fp 2 2 2_ [Pfn tsi 2(2 (32)2 - I 1 
(again, (32) is conservative since the sum of the partial sums for cases 
(a) and (b) counts the diagonal terms twice ) Thus the rms norm of the 
error in the covariance matrix due to truncation errors in the propagation 
equation is bounded by 
2(n2-1) -P s (33) 
p i1,i i 
where 
s I 1t, k Ukk (34)k 
Simulation Results 
In order to test the validity of the conditioning numbers developed 
above, a series of Fortran IV programs were developed The Fortran 
language was chosen because it allows the use of both single and double 
precision arithmetic Thus, the filter equations can be computed in parallel 
in both single and double precision floating point arithmetic and the two 
results compared to give the numerical error between the "on-board" 
single precision results and the "real-world" double precision results 
In order to generate a poorly conditioned covariance matrix in a 
relatively short period of time, the plant is chosen to be an undriven tenth 
order integrator in standard observable form The initial covariance 
matrix is diagonal, with values given by 
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p = 1 0 6-2n 
n, n 
The measurement noise has a covariance of 1 The fact that the measurement 
geometry vector h in (12) has one as its first element and the rest zeros 
suplifies the measurement incor'poration equations considerably and 
obviates consideration of any incorporation errors other than types c and 
f Thus the bound on the rms norm of the error in the covariance matrix 
due to numerical errors in the incorporation step is given by (18) and (25) 
as 
E /P P I2 	 (35)i 
The time between each measurement incorporation is two seconds, and the 
bound on the rms norm of the error in the covariance matrix due to 
numerical errors in the transition step between measurements is given by 
(33) as 
E\FIYJ 	 Frrc (&, 
-l k, k 2 (36)l1 kI 1 
The precedure for evaluating the propagation error is as follows­
1) 	 The singlei precision covariance matrix is propagated using (26) 
with all arithmetic done in single precision. 
2) 	 The bound given by (36) is evaluated using the single precision 
quantities. 
3) 	 The old single precision covariance matrix (before propagation) 
and the transition matrix are converted to double precision 
and (26) is evaluated using double precision arithemtic. 
4) 	 The old double precision covariance matrix is propagated using 
(26) with all arithmetic done in double precision. 
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5) 	 The norm of the propagation step error, i e. the norm of 
the difference between the covariance matrices computed in 
1) and 3), is evaluated using the conservative approximation 
F(8P', P, /)tr[b sP' PC)2 	 (37) 
with 	P' evaluated in 4Y 
6) 	 The norm of the cumulative covariance error, i. e. the norm 
of the difference between the covariance matrices computed 
in 1) and 4), is evaluated using (37) 
A completely analogous prec~dure is used to evaluate the measurement 
incorporation errors with (26) replaced by (12) and (36) replaced by (35) 
Now, if the assumptions made in this chapter on linearity and correlation 
properties are valid, then the following relationships should hold 
I. 	 The rss value of the bounds on the previous propagation and 
incorporation step error norms computed in 2) should bound the rms 
cumulative error norm at any stage of the process. 
II. 	 The rms value of the ratios of the norm computed in 5) to the 
bound computed in 2), averaged separately for propagation and 
incorporation step errors, should be less than one 
Figure 1 presents the ratio of the norm of the cumulative error 
to the rss value of the bounds on the previous step errors. Two points 
are plotted for each stage number i; the left point is the value of the 
ratio after the i. propagation, while the right point is the ratio afterth 
the i measurement incorporation To be more explicit, if NJ is 
the 	norm of the cumulative covariance error after the 1th measurement 
incorporation, N is the norm of the cumulative covariance error 
tb P, t
after the i propagation, Bk is the bound on the rms error from the kth 
Dk isthincorporation step and k the bound on the rms error from the k 
propagation step, the left point at stage i in Figure 1 is given by 
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R2) 2Np, ( 211 

k= 1
 
while the right point is given by 
N/kI ka+~) 
According to relationship I above, the ratio of the rms cumulative 
error norm to the rss value of the bounds on the previous step error 
norms should be less than 1. Since Figure 1 displays these railos for a 
single set of initial conditions, one would not expect all of the ratios to 
be less than 1 However, the rms value of these ratios should be less 
than 1 when a large number of samples are taken The rms value of the 
ratios displayed in Figure 1 through the tenth stage is 1 27, and this would 
seem to be a reasonably good result considering the small number of samples 
involved The rather large deviations of the ratios away from 1 after 
the tenth stage are probably due to the nonlinearities introduced by 
the large errors in the single precision covariance matrix, as indicated 
by the fact that the single precision covariance matrix goes indefinite 
at the sixteenth stage The fact that the large increase in the value of 
the ratios at the eleventh stage coincides with the actual cumulative error 
norm's becoming greater than one is not clearly understood at this time 
and should be investigated further. 
According to relationship II above, the rms value of the ratio of the 
actual step error norms to the computed bounds on the step error norms 
for both the propagation and incorporation steps should be less than one 
Figure 2 presents these ratios at the various stages before the single 
precision covarLance becomes indefinite Again, the ratios look very good 
through the tenth stage and then tend to be regularly greater than one. 
The rms values of these ratios, averaged through the first ten stages, is 
. 922 for the propagation step and . 550 for the incorporation step One 
possible explanation for the decreased conservativsm of the propagation 
bound as compared to the incorporation bound rests in the choice of a 
diagonal initial covariance matrix This initial condition, coupled with 
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the fact that all elements of the transition matrix are positive, results in 
a covarLance matrix which has all positive elements Thus, all the partial 
sums in calculating P'.-. are positive, all the truncation errors round 
down, and thus all truncation errors are correlated, leading to larger step 
error norms than predicted It would be interesting to verify this explanation 
by running the same problem with an initial covariance matrix having negative 
cross correlation terms to see if the actual step error norms decrease 
relative to the predicted bounds. 
In conclusion, the simulation results tend to verify the covarLance 
matrix error norm bounds derived in this section. However, parallel 
calculstions, not presented above) to verify analogous bounds on the norms 
of the errors in the estimate indicate that these norms are conservative 
by roughly two orders of magnitude Thus, additional work must be done on 
bounding the norms of the estimate errors before a sufficiently general 
theory can be presented 
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III. 	 A Prefiltermg Version of the Kalman Filter with a New NumerLcal 
Integration Technique for Matrix RLcatti Equations 
A new version of the Kalman filter that utilizes prefilterng of a 
time block of measurements to obtain a pseudo discrete equivalent 
measurement is obtained. The new version is applicable to both contin­
uous and discrete measurements. As a byproduct of deriving the pre­
filtering Kalman filter, a new technique for integrating matrix Rrqattl 
differential equations is obtained, The new technique utilitzes the existing 
square-root technique for propagating discrete RicattL equations and is 
superior to existing techniques for capturing rapidly varying solutions. 
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I. Introduction 
Kalman filters and optimal linear regulators, both of which are 
defined in Section 2, are widely used in space guidance and navigation 
problems. For instance, when quadratic synthesis (U1) is used to design 
a system for a nonlinear guidance and navLgatlon problem both the filter 
and the regulator are used. The Kalman filter is used to generate the 
estimated perturbed state from the available measurements, their nominal 
values, the estimated control action and the nomial state. The estimated 
perturbed state along with the nominal control are then used as inputs to 
the optimal linear regulator which subsequently determines the appropriate 
perturbations to be made in the nominal control action. Quadratic syn­
thesis is used extensively for low thrust guidance systems while Kalman 
filters alone are used in almost all space navigation systems. 
Even though there are numerous examples of applications of 
Kalman filters and linear regulators, there are still several numerical 
problems associated with their implementations. The implementations 
of both the continuous measurement filter and the continuous regulator 
require the solution of a matrix RLcatti differential equation. Also, if 
quadratic synthesis is used and the optimal trajectories are generated via 
the sweep method, (12? the solution of a matrix Ricatti differential equation 
is required to generate the sweep matrix. Difficulties occur when one 
attempts to numerically integrate a RLcatti equation and 
1) the terms the solution become large and at that time 
a) the strength of the measurement noise is small relative 
to the strength of the driving noise for the Kalman filter 
b) the penalty associated with the control deviations is small 
relative to the penalty associated with the state deviations 
for the linear regulator 
2) the magnitudes of different eigenvalues of the solution are 
extremely different. 
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When the first condition occurs, the squared term in the dLfferen­
tial equation (see 2. 14) is dominant and the solution varies rapidly with 
time. An extremely small integration time step is required to capture 
the motion of the rapidly varying variables which causes the required 
computation time to increase substantially. 
When the second condition occurs, the solution becomes ill­
conditioned and slight numerical errors can cause the solutions to have 
negative eigenvalues. In order to correct this situation, more numerical 
precision is required. 
In Section 4, a technique for integrating Ricatti differential 
equations which greatly reduces the effects of the two problems previ­
ously mentioned is derived. The technique consists of calculating a 
discrete filter problem that is equivalent to either the continuous Kalman 
filter problem or the continuous optimal regulator problem. The solution 
of the associated discrete iticatti equation is then equal to the solution of 
the continuous Ricatti equation at the integration times; therefore, the 
difference equations corresponding to the discrete lticatti equation 
become the numerical integration formulas. Several techniques exist 
for propagating the square roots of solutions to discrete RicattL equations 
instead of their actualvalues. This greatly increases the accuracy of the 
solution and tends to alleviate the effects of relatively different eigenvalues. 
The calculation of the discrete equivalent system involves the 
integration of a matrix RLcattL equation over the integration time step, 
however, its initial condition is the zero matrix which eliminates problem 
1). Furthermore, if the coefficients of the continuous Ricatti equation are 
time invariant, the discrete equivalent system need be calculated only once. 
A second problem associated with the implementation of Kalman 
filters occurs when the strength of the measurement noise becomes large 
with respect to the uncertainty associated with the state estimate. When 
this occurs the effects of the measurements on the state estimate can be 
lost as a result of numerical errors. A technique is derived in Section 5 
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I 
which involves preftltering a time block of measurements in order to 
generate a single discrete measurement that is mcorporated into the 
state estimate at the end of the time block Via the discrete Kalman filter 
equations. Theoretically, this filter yields the same state estimate and 
estimate error covariance matrix-as the Kalman filter, however, com­
putationally, the effects of a time block of measurements on the state 
estimate is substantial and has a much smaller chance of being lost 
because of numerical errors In several applications of filtermg it is 
undesirable to incorporate the measurements into the state estimate at 
the rate they occur - for instance, in most radar measurement'applica­
tions. If this is the case, the use of the prefiltering-fLlter derived in 
Section 5 is desirable. 
An example of the proposed Ricatti equation numerical integration 
technique is given in Section 6. The example consists of determining the 
functional relationship between a star tracker error angle and the input 
to a single axis gyro stabilized platform that minimizes the IRMS errors. 
The desired relationship is dependent upon the solution of a continuous 
RicattL equation. The computational accuracy and time required for the 
proposed integration technique are compared with their counterparts 
associated with the fourth order Runge-K-utta equations. 
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2. Formulation of the Optimal Estimation and Control Problems 
The well known Solutions to the continuous and discrete Kalman 
filtering problems ( 1 ) ' (2) and the continuous optimal control problem with 
a linear plant and quadratic cost function ( 3 ) are presented below to provide 
a reference for the derivation of the discrete equivalent formulas. The 
dual nature of the estimation and control problems will also be discussed. 
Continuous Kalman Filter Problem 
GLven the following system dynamics 
k = Fx + Gu, E[x(O)] = -:o cov [x(O), x(O)] P 0 (2.1) 
and noisy measurement 
m = Hx+v (2.2) 
where u and v are independent white noise processes with known means 
and covariance matrices 
E [u(t)] = (t) 
E [v(t)] o 
cov [u(t), Ii(T)]I = Q(t) 6(t - ) Vt, R 
coV [v(t), Y(r)] R(t) 6(t - T) 
I
 
coy [U(t), V( )] = 0 
The maximum likelihood derivation of the Kalman filter equations specifies 
the state estimate at time T as x(T) where x(T) is-the solution of (2. 1) 
when x(0) and u(t) are chosen to minimize the functional (4 ) 
oll~ ±1 1 ]dt1 = I x(O) 2~ + TlmmHxI.1 + ilu-11 2 (2.3) 
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The state and costate equations for this optimization problem are (2), (4), (5) 
K] WT j Rm. (2.4)LTR1H 
where X(T) = 0 and x(O) = 0 + P - 11(O). The function x(t) determied as 
the solution of these equations Ls the smoothed estimate of the state for 
measurements in the interval [0, T]. The final value of x(t), x(T),(4) 
is the Kalman filter estimate of x at time T. In other words, the 
Kalman filter estimate of x(t), A(t), at time t is the smoothed estimate 
of x at time t for measurements in the interval [0, t]. 
In terms of its transistion matrix, '1(t, t0 ), the solution of (2, 4) 
for arbitrary values of x(O) and x(O) can be expressed as 
F F)x(O) 
= (t, 0) + (t) (2.5) 
where the transIstLon matrix \It, t0 ) is the solution of 
b q (t, t0 ) = F (t) q(t,t f(to, = I (2.6) 
e t 0 )0 
with 
A F(t) G(t)Q(t)GT(t) 
LHT(t)R-l (011(t) -FT() (2.7) 
and 
0(t) A=AJt0Nt,( Gr)-H-IT (()R-[ a) I(UY)m((Yl 28 
T do (2.8)] 
Using (2. 5) it can be shown that the solution to (2. 4) for the boundary 
conditions x(O) =0 + P 0X(0) and X(T) specified can be expressed as 
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x(t) = 	 [-jll1 (t, 0) - Ps(t) 'f 2 1(T,O)i 0 + 0,() 
+ Ps(t)IX(T) - 4 (T)] 	 (2.9) 
where
 
1) P s(t) X(t) Y(T) (2. 10)
 
2) 	 xtq} (t=t LX(t)]F YO)X (O o (2.11) 
LY 'tkto) Y(t , L Y(O)J I 
3) '1=t V "1 (' 	 (t, t o ) 
"'2 i(t t0) '22(t° Vo) 
4) 	 W]t) 
The smoothed estimate of x(t) is obtained from (2.9) by setting X(T) = 0, 
and the Kalman Filter estimate of x(T), q (T),is equal to the smoothed 
estimate when t = T. _ -
If in (2. 4) the final costate, X(T), is allowed to vary while the 
initial boundary condition and the differential equation are held constant, 
one concludes from (2. 9) that x(t) is a linear function of X(T). The pro­
portionality constant 
x(t)PSW 	 12)x~t)(2. 
is symmetric. Furthermore, at the terminal time (2.12) becomes 
P(T) P (T) - 5x(T) (2.13)s 	 aX(T) 
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which is statistically the Kalman filter estimate error covariance matrix. (4) 
satisfies the Ricatti differential equation(2),(4)It can be shown that P 
P= FP + PFT + GQGT _ PHT'-IHP P(0) = P 0 (2.14) 
A 
and the Kalman filter estimate of x x, satisfies the linear differential 
equation (2), (4) 
(0) = 0 (2.15)
= T-1 
x x +PH (rn-KY FO(215F+Gg R 
Continuous Optimal Control Problem 
Given the following system dynamics 
FIx + G u , x(0) x 0 (2.16) 
Find the function u(t) which minimizes the functional 
S1 2 +2 2 
f I1 +Q- U' Q + II-R-m " dt 
(2.17) 
The state and costate equations for this optimization problem are 
-Fi -H Q'I[I ­
[z:*T1 I H ] + 
IIR R-1 F' R0 I 
where X(T) = Sx(T) + xf and x(Q) = x0 . The function x(t) determined as 
the solution of these equations is the optimal state corresponding to the cost 
functional (2. 17). Properties parallel to those of the Kalman filter problem 
could now be developed for the control problem; however, if one uses the 
duality relations listed below the properties become obvious.(1) 
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(Duality Relations) 
T - t = t - t0 	 (2.19) 
>, = 	 x (T - Vt+ t) (2.20) 
x(T --t + 0t ) (2.21) 
() = Q(T - t +t) (2.22) 
R(t) R (T - t + tO) (2.23) 
F(t) F (T - Z + t0 ) (2.24) 
= t (T - t + t0 ) (2.25) 
H(t) G* (T - t + t0 ) (2.26) 
= (T - t+ t0 ) (2.27) 
ffr(T 	 + tIW) - o ) 	 (2.28) 
Applying 	the "duality relations" to (2. 18) yields 
-(_) 'Tt) R ­1 	 F~ GWQ(Tt)fi [t LIt-	 J)F(t)IL ]Ft­
+ L T (-L)-1c rJ (2.29) 
where X(O) = Sf x(O) + f and 2(T) = x 0 . The duality of the optimal control 
and Kalman filter problems is now obvious for (2. 4) and (2. 30) are identical 
if we let the state of the control problem be the costate of the Ialman tilter 
problem and vice versa. That is,the state of the Kalman filter problem 
corresponds to the costate of the control problem and vLce-versa, hence, 
the two problems are duals. Because of this duality we can express the 
solution of (2. 29), using (2. 9), as 
"X(t-= 	[T1i( ,0) - Ps(-t) q21(T,0)]xf + . (t) 
+ Ps (t) 	[:0 - OX (T )] (2.30) 
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where qI, 4 and Ps are given by (2 6), (2.8) and (2.10). If in (2. 29) the 
terminal state, -(T) = X0, is allowed to vary while the Initial boundary 
conditions and the differential equations are held fixed, one concludes 
from (2. 30) that 3(r) is a linear function of 'E0 The proportionality 
constant I I
 
P (T) P CT) = X(0) (2. 31)sx(O) 
is symmetric, and from (2.14) and the duality relations one concludes the 
well known result that P(t) satisfies the RIcattL differential equation 
dP() F T- O r + P .(T 
dt 
,T .T 
+I- (T- tQ (T -) H (T -t) - P(t) G(T-t)R - (T- O (T -t)P() 
P(0) = Sf (2,32) 
The duality between the Kalman Filter problem and the optimal control 
problem is again evident from (2. 13) and (2. 31) - under the duality 
relations the state of the Kalman Filter problem is the costate of the 
optimal control problem and vice versa. It is also true that the optimal 
control functiLon, u(t), can be generated from 
u(t) = - -(t)I G (t) [P(T - t)x(t) + C (T - t3 
+ M m (t) (2.33) 
where C is the solution of the linear differential equation. 
d C (T -1) (-) + P(t) G"(T -T) R -(T -)[m*(T-~t 
-G (T -' ()] , (0) = (2.34) 
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The duality relations of these two problems have been used to show ( G) 
that the Kalman filter problem is 1) uniformly completely controllable if 
and only If its dual, the optimal control problem, is uniformly completely 
observable, 2) uniformly completely observable if and only if the optimal 
control problem is uniformly completely controllable, and 3) vice versa, 
where 
A) The IKalman filter problem is 
1) Uniformly completely controllable if the controllability matrix 
t T) GT M (tl d (2.35) 
is bounded and positive definite for all t I > tO. 
2) Uniformly completely observable if the information matrix 
I T (C , t1 ) HT(i) H-R -I,() H r) t1 ) di (2.36) 
to­
is bounded and positive definite for all tI > t 0 . 
B) The optimal control problem is 
1) Uniformly completely observable if the observability gramian 
to i Ci- t0 ) H (T) Q(T) H('r) rF'( t 0 ) d (2.37) 
is bounded and positive definite for all t 1 > t0 
2) Uniformly completely controllable if the controllability gramian 
t G T
 
tl 1 (t0 , T) G") R-) G (T) %,(t 0 , r) dr (2.38)
 
is bounded and positive definite for all t I > t O . 
Discrete Kalman Filter Problems 
Given the following system dynamics 
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x c x+ r uE[x 0] = R%, cov [x0 x] P0 (2.39) 
and noisy measurement
 
m = n x + v (2.40)n n n ni
 
where un and vn are independent Gaussian processes, uncorrelated from
 
one sample to the next, with known mean values and covarLance matrices. 
E [un . ,pE[vn0= 
cov[Uyn U ] = Qk 6n,k 
n =0, 1, 2, .. N 
cov[vn, Vi] R k 6n,k k 0, 1, 2, .. .N 
coy [Un, vn] 0 
As was the case for the continuous Ialman filter problem, the maximum 
likelihood derivation of the Kalman filter equations specifies the state 
estimate at the Nth stage as xN , where xN is the solution of (2. 39) when 
x0 and un are chosen to minimize the functional 
N-i 
2 
-1
o_ 2 11= ; +I!I 1 2 u--9 (2.41) 
0 1 12 I -Q. I 
This problem can be solved via Dynamic Programming as follows. Let 
Ck be the optimal cost incurred from the zeroth stage, up to and mcluding 
the k stage, then, 
CO = . _7-i 2o (2.42) 
2 
~P 0 
Itiswell known that the costate isgiven by()
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xT A_ Ck
 
Xk x k bx k(2.43)
 
which yields 
= P1 (x0 and X = 0 (2.44), (2.45) 
The effects of measurement incorporations, driving noise inputs and 
propagations in tn.e on the state and costate can be determined separately 
'Let the subscripts "a" and 'b" infer after and before the operation. 
Measurement Incorporation 
The state before and after a measurement is the same, therefore, 
x a = x b (2.46) 
The cost of a measurement incorporation is im k - Hk XbII 1 therefore, 
Rk 
ca = Cb+5mk - Hkxbl11 (2.47) 
and
 
bCa bxb 
- Cb -Fm 
_k x I k 
ab kbXax  xb xRb ki k b k 
or 
~Xa = >b+Hk Rk I Hkxb HT-1 (2.48) 
Combining (2. 46) and (2. 48) in matrix form yields the following effect of 
a measurement incorporation on the state and costate equations. 
I-] 
(2.49
[> J]k XbiIk 
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WhereJk H T R1IHffi H R-1 I1 
k k k k' k k k k 
Driving Noise Input
 
The state after a driving noise input is given by
 
x = x b +Pkuk (2.50) 
The cost of a driving noise input is IlUk - A -l' therefore, 
4k
 
C = C + 2 (2.51) 
a b 1uk 
and 
a xa Z b6xa 6xb ;)x
b
 
6or a 2u b 
(2 52)Xa = Xb 
Applying the principle of opirnality to (2. 51) yields 
6Cb bxb [Uk-]TCT o 
73xb uk k k k 
or 
U k +A = Qk Fk 
Therefore, 
xa = xb + FkQkP Xb + Fkfk (2.53) 
Combining (2. 52) and (2. 53) into a matrix equation yields the following 
effect of a driving noise input on'the state and costate equations. 
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x:aI A] k ] + ['k] (2.54)
Xa 0 1 >b 0 
Twhere Ak = rFk k and 6 k = rk Mk 
Time Propagation 
The state before and after a time propagation are related by 
Xa "-I, x(2.55) 
and there is no cost associated with a time propagation. Therefore, 
bCa BCb Bxb 
Bx
a Bxb bxa
 
or 
Xa )kT >b (2.56) 
Combining (2. 55) and (2. 56) into a matrix equation yields the following 
effects of a time propagation on'the state and costate equations 
a] ] (2.57) 
kT
Xa 0 5 b 
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3. Derivation of the Discrete Equivalent Formulas 
It has been shown in Section 2 that the solutions of the IKalman filter 
problem and its dual the optimal control problem can be expressed as sol­
utions to a set of linear state and costate dLfferential equations with 
appropriate boundary conditions It was also shown that the solutLon of 
the differential equations for arbitiary initial conditions could be expressed 
in terms of their transistion matrix as 
+ 4, (3.1)
bn b0
 
and, that the solution for the particular boundary conditionsa = 0 + P0b0 
and bn = bf could be expressed as 
aN =[11 - PN 4 2l1]O +['I- PN]zP + Pb 
or 
+
aN = aN PN b (3.2) 
where 
= 
a [' - PN T.l]a + [I - PN] (3.3) 
N = [F1 1 p 0 + Twz[w2 1 P0 + ''221- (3.4) 
It will now be shown below that (3. 1) can be decomposed into stages 
N-- N P I T + *NP.- I ..2 
+*N -N .*1t3402 +'+'n n-1+On (3.5) 
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or 
an+1 1 a 1 + 	 ,1 ­
lbn+11 	 b n 
with aik, a and P obtained by applying (3. 2), (3.3) and (3.4) to each 
stage. After that discrete formulas equivalent to (3. 1) will be determined 
for a time extrapolation followed by the two permutations in time of a 
noise input and a measurement incorporation, 
Theorem 3. 1 
If IF s decomposed as T'I'I ' 2 then as defined by (3.4) 
is also given by the recursive formula 
[i,1 r2 -l +j, 12 1 [Tj 2 1 r 1 "j,22 1 
j 1, 2, .	 (3.6) 
where 
t- 12 
sit. 
3 	 2 3%,22 
Proof 
The proof will be by induction, 
(i) 	 Assume the Theorem is true for N = k
 
a) Let
 
5[A 	 BI 
"k 	 +- 1' G DJ 
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- [= 	 EA+FC EB +FD 
- GA + HC GB + HD 
then, from'the hypothesis 
+ 	 + D -1P k [AP0 B] [CP0 (3.7) 
b) Equation (3. 4) yields 
= 	 -1Fk+1 [EA + FC) 0 + (ED + FD)] [(GA + HC)PQ + (GB +HD)] (3.8) 
c) Equation (3, 5) yields 
+pk+1 = [Epk + F] Cpk 1-1
 
-

= [E (AP 0 + B) (CP 0 + D) - I+ F] [G (AP 0 + B)(CP 0 + D) 1 + HI -1 
I 
= [E (AP 0 + B) + F (CP 0 + D)][G(AP 0 + B) + H (CP 0 + D)3 ­
-= [(EA + FC) P 0 + (EB + FD)][(GA +HC) P 0 + (GB + HD)] 
d) It has now been shown that if the theorem is true for N k, 
itis true forN = k+1. 
(L) 	 By inspeotion, the theorem is true for N = 1.
 
QED
 
Theorem 3.2 
If qi is decomposed as Lf Theorem 3. 1 and 0 is decomposed 
correspondingly as 
0 = 'N- 1 + 
then, KN as defined by (3.3) is also given by the recursive formula 
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a311 3 3,21 +[I,- P] j 1,2... , N (3.10) 
Proof
 
This proof will also be by mduction.
 
(L) Assume the theorem is true for N = k 
a) Let 1) q, , andT be defined as in part (W of the proof of 
Theorem 3 1, 
2) Y -- k+"kP k-1 + i-1 4 k-2+ 1k' k-11 T2 i 
3) 4' *k+ +Wk+14 
then, from the hypothesis 
ak [A- PkC]0 +[r Pk]Y 
where Fk is given by (3.7) 
b) Equation (3.3) yields 
ak+l [(EA + C) - Pk (GA + I-IC)] + [I - Pk+l]4 
c) Equation (3.9) yields 
-Pk
k+l = [E - Pk+lG][A - PkC]0 + [B - Pk+ll[I 
+ [I :- Pk+1" k+1 
= [E - (EPk + V) (GP k + H) 'I[A - P c] 0 
+ [i j- Pk+1i Ok+1 + [E - Pk+I I CE Pk+1 IGk] 
S[(EA + FC) - P 'IGA + (EP k + F?)[(GP k -]]+H-)-IGp k
 0
 
[(A Pk+ k+1 +[E - Pk+I- G-EPk +(EPk+F)(GPk+HY-GPk ] 
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= [(EA + FC) -rPi+GA + (Ep k + F)(GPk + H) - I HC] a 0 
+ [+ [i: - Pi 4 1 ] k - Pk 1 G F - Pkill 4 
= [(EA + FC) - Pk+1 (GA + BC)] a0 
)[Ii-+ k+i ] (P¢k+i + fk+i YI
(LL) By inspection, the theorem is true for N = 1. 
QED 
It has now been shown that equations which have the form of (3. 1) 
can be decomposed as in (3.5) after which (3.6) and (3. 10) can be used 
sequentially to calculate P and aI for each stage and aN can be calcu­
lated from (3. 2). Discrete formulas equivalent to (3. ) will now be 
determined for two different decompositions corresponding to a single 
stage discrete Kalman filter problem. 
Decomposition A consists of 1) a time extrapolation, 2) a measure­
ment incorporation and 3) a noise input, in that order. The initial and 
final limes will be designated t1k and tk+l, respectively. The discrete 
state and costate in terns of the initial state and costate can be determined 
from (2.57), (2.49) an1d (2.54) 
bk+l1 L 0il1 £ lk+l 1E JVj- + [bkk1j 
k+']
+ A~ [0,O3.1 
Equation (3. 11) will yield the same value as (3.1) if the three following 
constaints are satisfied. 
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a ] = 
1) Lbk bo0 
{T- (k+l' k)kC1,~ 
3) A k A A k+l 
I (tk+1)kl 
The second constraint will be satisfied if 
__ rlk(t, tk)[l+Ak+l(ttk) Jk+l(t tk)] Ak+l(t't kT(t tk) 
_+k* ktk ) 
_ [ + (t tk) %Dk+tk 1t 
G(t) Q(t) G(t)Ti
 
= iF(t) 

HT (t) I(t) H(t) 
tk (t tk) [I + Ak(tk ) i (ttt t 
k k1 'k) jDTt'L kR+1' k+ic Ok T (t , tk) kf o J+l(trtk ) nk(t, tk) 
= = 0. Thisfor t ttk+1 and %(tkt I, Jk+l(tktk) = gk+l(t k )k k ) 

will be true if
 
1) Ak+l(ttk) = F(t) Ak+l(t, tk) + A (t t ) F T(t) + G(t) Q(t) GT(t) 
T) - ,)T 
Ak+l(t' tk) HT(t) R t ; t) = 0W4(t) Ak+l (t, t) Ak+i (tk 
(3.12) 
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2) F'(t) )- Ak+(t, tk) HT(t) R- (t) H(t) (3.13) 
=3) b- k+l ( t , tk) -J k+l (t, tk) F'(t) - F'T(t) Jk+J(t tk) 
+ HT(t) R-kI(t) H-(t) Jk+l(tk k 0 (3.14) 
The third constraint will be satisfied if 
[k+1 (t, t k ) - Ak+ (t, k ) m' (t, tk) 1 
(t t 
~~tL k+1 ' kP 
t -mk+ 1 k 1(ttk 
L k+l(t, tk) Akt[HF (t) G(t) Q(t) Fe~j - )mllt') T (t) R- 1 (t) H(t) 
-FT(t) Q [-m 1 t, tk)m 
+ 0HT(t) IR(t)n-
for tk t t1 +1 and m' (t t) . 
kk+1l+I k' k = k+lIlCk' 1k 
This will be true if 
) 6(t, t) = F(t) O(t, t k ) + G(t) (t) + A(t, t ) HT(t) R-)I(t) mt) - H(t)(t, tk)] 
e(tk tk) = 0 (3. 16) 
2) 6 m' (t t ) = -F'T(t)mk+l(t, t) + HT(t)R-I(t)L[m(t) - I1(t) 0(t. t91 
mk+l(tkt) = 0 (3.17) 
61 
Decomposition B consists of 1) a time extrapolation, 2) a noise 
input and 3) a measurement incorporation, in that order, Again the 
initial and final times will be designated t1k and tk+1 respectively. The 
discrete state and costate in terms of the initial state and costate can be 
determined from (2.57), (2.54) and (2.49). 
bak+I "+ Ik+ 
I[+J+1i 'Y J 
L~[' : (3.18)fl ?] + 

Using the same approach as was used in decomposition A, we find that 
(3.18) will yield the same value as (3. 1) if 
= k+l (t 1) --v Jk+l1(t tk tk) F() - FT() Jk+l(tt k ) 
(t) H(t) - 5 k+l(t, tk ) G(t) Q(t) GT(t) jk+(t, tk 
(3.19)J'+l(tk tk ) = 0 
2) F(t) = F(t) + G(t) Q(t) G (t) Jk+PV tk) (3.20) 
3) '- Ak+l(t, t) (t) Ak+l(t, tk) + A k+ (t,t k F(t) + G(t) Q(t)G 
Ak+1(tk, tk 0 (3.21) 
4)t) = (t) @(t,t k ) O(t k t) = I (3.22)Bt k k k' k 
=5) af (t,t k ) F(t)U(t,t k ) + G(t)[11(t) - Q(t)G (t)ri(t, J 
e(tk tk) = 0 (3.23) 
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T 	 T ­6) 	 Tm(t, t k = -F (1) Mi(t, tk) + H (t) 1 - (t) m(t) 
+ J(t k ) G(t) [p(t) - Q(t) GTCt)f(t tk)] , %(t kI ) = 0 (3.24) 
Some useful properties of the discrete equivalent systems will nowy 
be derived. 
Theorem 3.3 
If GQGT Ofor tk t tk+l thenAk+ (tt t k 0 for t k : t tk+1 
and[Ak+l(tl) 	- Ak-l(t2)] 2 0 for t k t 2 t 1 tk+I . 
Proof 
(L) 	Equation (3, 12) can be regrouped as
 
- aAkl(t, tk) 
 [ (t) - A (t'1 )H T(t) R- 1 )(t)H(t)]Ak l(t, tk) 
" A ~l(t, tk)[F(t) 1 Ak(t, tk) H T(t) R-1(t) _(t)]T 
+ G(t) 	Q(t),G T(t) Ak+1(tk' tk = a (3.25) 
(ni) The solution to (3. 25) can be expressed as 
Ak l(ttk) = ik'l't'a) (o) Q(c) G(o) T 4t (toa) dcr (3.26)
whkre-l(ta) = Q TF­
where a) = [F()--Ak(t, t k ) HIT (t) R- 1(t) I-1(t)] CDi(t, (T), 
rpI(s, s) =I 
(W) But, G(t) Q(t)T G(t) 0 for tk t ! t k+I therefore, there 
exists an LI(t) 0 such that 
X %0 	 infers X isnon-negative-definite 
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= L (t) LT(W (3.27)G(t) Q(t) GT(t) 
into (3. 26) and forming the quadratic(iv) Substituting (3. 27) 
product with any arbitrary vector C yields 
T Ak(tt )C = ) T 
fort t1t k 
for tk t+1 
(v) Furthermore 
CTA k+1 (t I , tk ) C CTAk+1(t 2' t k ) C 
TA (t) TT (t) 
=fl IILT) (ulcj(ta)CIlI dcx 0 
2
 
for tk t2 r tI tk+ .
 
QED 
Theorem 3.4
 
If QT 0 and HTR iH 0 for tk < t tk+1 , and the Kalman
 
filter problem is uniformly completely controllable (2. 35) or equivalently
 
its dual the optimal control problem is uniformly completely observable
 
(2.37), then, A1 +l(t, ti) > 0 for tk < t g tk+l
 
Proof 
(1) To the contrary, assume there exists a t1 , where tn < t1 n+I , 
such that lAk+1l(tlj tk)I = 0, then there exists a vector U such that 
SAk+1 (t i t)U 0 
X > 0 infers X is positive definite 
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(ii) Let x and y satisfy 
[T11- H GQG IX 
with y(t 1 ) I and x(t k ) =A k+l(tk' tk) y(t ) = 0, then, from (2 9) and (2.14) 
we observe that 
x(t) = A k+l(t, tl ) y(t). 
(ii) Furthermore, 
d Tdi
 
dyT~t kl(t, t k ) y(t)] dyT
= (t) x(t)] 
= xT (t) -1 t) H(t) x(t) + yT(t) G(t) Q(t) GT(t) y(t) 
or 
1 1 yT(t) Akl (t, tk ) HT C) R- I(t) t) Ak+l(t t ) y(t) dt 
tkt 
y (t) (t) Q(t) G(t) y(t) UTAk+l (tlItk)u = 0 (3.28)T dt=+ 
(iv) Both G(t) Q(t) (t) and HT (t) -1 (t) H(t) are non-negative­
definite for tk : t tk+l therefore, (3. 28) implies 
yT(t) Ak+l(t, tk) HTC(t) R 1 ) H(t) Ak+l(t0-tk) y(t) = 0 (3.29) 
and 
yT) G() Q(t) G T(t) y(t) = 0 (3.30) 
for tk t < ti. 
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(v) But, (3. 29) and (3,30) imply 
dy (t) Aklt(t 
, t1 ) y(t) = 0, t < t < t (3.31) 
(vi) But, Ak+l(t l tk)Y(tl) = 0, therefore, (3.31) implies 
YT M Ak (t t k ~) = 0, t :g t :g t 1 	 (3.32) 
(vii) Since by theorem 3.3 Ak+l(ttk) 0 for tk t s t (3.32) 
implies 
x(t) = Ak+l(t, 	tk) y(t) = 0 , tk - tt 1 (3.33) 
(vii) 	 Therefore,
 
d y(t) 

-F (t)y(t) , tk t: t I 
or 
y(t) = (t t) (3.34)F (tVh 
where
 
6 T 
- T W0 T t, T ( t i , t )
_-_c')F (tI' t) -F~t F 	 IF 
(ix) From (3. 34) we obtain 
uT tl 
t F (tilr) G(,r) 	Q(,r) GT (T )@F(tl, ) dT I) 
tk 
I y(t) G(t) Q(t) GT(t) y(t) dt = O (3.35) 
k 
(x) The integral on the left hand side of (3. 35) is the controll­
ability matrLx of the Kalman filter problem (see 2.35) which by the 
hypothesis must be positive definite for tI > tk; therefore, (3. 35) is a 
contradiction. 
QED 
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Theorem 3.5 
ifHT (t) R-1 (t) 11(t) 0 for tk t k+1, k+I(t, t k 0 for 
tik r t t+ 1 and [Jk+I(ti tk) - Jk+l(t2, tk)] 0 for t t2 t 1 tk+ " 
Proof 
(0- The solution of (3. 14) can be expressed as 
Jk+(t, t j - T(T',t)HT(') RHT(T) H(r) C]T,(Tot) dI 
t
k
 
(LL) HT (t) R 1 ( (t)M 0 for tk t < tk+I , therefore, there 
exists a matrix L 2 (t) 0 for tk t c ti, 1 such that 
L 2 (t) LT (t) = H T(t) l3- (t) H(t) for tk ! t tk­
(iii) 	 Therefore, for any vector 1j 
T ILT (r T 01 nIj2 d 213T Jk+l (t,t k .=. 2 	 F1 tk 
for tk : t t!.9t And y. 
(t t)-J +l(t 2 tk) 
IF 
2 dT 
k 

Ik1Vt12' 

for tk	 < t2 g t1 g tk+1 
. 
QED 
Theorem 3 6 
If H T - H a 0 for tk t ! tk+ and the Kalman filter problem 
is uniformly completely observable (2. 36) or, equivalently, the optimal 
control problem is uniformly completely controllable (2. 38), then, 
Jk+1 (ttk) > 0 for tk < t < tk+l. 
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0 
Proof 
(W To the contrary assume there exists a tI where tk < tI < tk+I 
such that lJk+l(t, tk)I = 0, then, there exists a vector i: such that 
T Jl+(t t) 0 
k0 1' k 
(ii) Let x and y satisfy 
[:1 0FT [
x~t1 Jlitko ndjtkl-k'x~t) I(3.36) 
= =with x(t I ) b andy(tk ) Jk+1 (tl,' tk ) x(t k ) 0, then, direct substitution 
yields 
k, t)x(tjT- [y(t) - Jk+l(tt k ) x(t)] = 
or 
y(t) Jk+l(tt k ) x(t) 
(iLL) Direct substitution yields­
a [XT(t) k+1(t,tk) x(t)] d XT(t) y(t)
 
= T W HM R-lI W H(t) x(t)
 
or 
f HT(t) RW(t) H(t) x(t) dt = 13J(t, tk) = 0 (3.37)tk 
for tk t1 i tk+1 
(iv) But IT(t) R- 1 (t)H (t) Z 0 for tk : t t therefore, there 
exists a matrix L2 (t) ; 0 for tk < t < tk+I such that 
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L 2 (t) (t)= 1T(t) R-1 (t)H1(t) 
for t t tk (3.38)k 1 +1 

(v) 	 Substituting (3.38) into (3.37) yields
 
t
S' ILT(t) .(t) I I I dt 0 
2tk 

or 
HT(t) l_-I(t)H(t) X(t) =0 
for tk t tk+ 
and (3.36) becomes 
= Fx , x(t1) 
or 
x(t) D'F (ttl) I U (3.39) 
Cv) Substituting (3. 39) into (3. 37) yields 
T1 IT ('rt 1 ) T() R-(Qr) H(r) cj)(rt 1 ) d 1) = 0 (3.40) 
tk F 
(vii) The matrix on the left-hand side of (3. 40) is the informationI
 
matrix of the Kalman filter problem (2. 36) which by the hypothesis must 
be positive definite for tI > tk, therefore, (3.40) is a contradiction. 
QED 
Parallel properties of the discrete system defined 1y (3. 19) - (3. 22) are. 
Theorem 3.7
 
-
if HT R I H 0 for t t r tt then,kz 0for < t tk. .k then, Jk+jt' tk) fokt~ k-I, 
and [Yk (tl tk) - k+lt,tk)i> 0 for tk t2 t tk+1 . 
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Theorem 3.8 
if GQG HTT R - I H 0 fortk t i tk, and the optimal 
control problem is uniformly completely controllable (2.38) or, equivalently, 
its dual the Kalman filter problem is uniformly completely observable (2. 36), 
then Jk+l(t, tk ) > 0 for tk < ttk+l 
Theorem 3.9 
If GQGT 0 for t t(,j A k+lt(1 ) - 0 for tk t t+ and 
ELAt+l(tl'tk)-Ak+l(t 2 J 0 for tk k< 
Theorem 3M10 -
If GQGT 0 for tk t tk+1 and the optimal control problem is 
uniformly completely observable (2. 37) or, equivalently, its dual the 
Kalman filter problem is uniformly completely controllable, then 
Ak+l(ttk)> 0 for tik <t g tk+1 
The proofs of Theorems 3.7 - 3. 10 are almost identical to the 
proofs of Theorems 3. 3 - 3.6 and will not be repeated here. 
It has now been shown that the solutions of the state and costate 
equations corresponding to the Kalman filter problem and its dual the 
optimal control problem can be decomposed into stages and equations 
yielding two discrete equivalent stages have been derived. In the next 
sections, it will be shown how these results can be used 1) as numerical 
integration formulas that enable one to use the discrete square root 
formulas for Rlcatti differential equations, 2) as a Kalman filter which 
prefilters time blocks of data and incorporates them into the state estimate 
as a single discrete measurement and 3) to generate the feedback gains 
for the optimal control problem. 
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4. Numerical Integration Formulas for RicattL Differential Equations 
i practice the solutions to equations such as (2. 14) or (2. 32), 
Ricatti differential equations, must be found numerically. The formulas 
derived in the preceeding section can be used as extremely accurate 
integration formulas. The formulas consist of 1) a set of differential 
equatLon's which yield a pseudo discrete system and 2) the discrete 
Kalman filter equations for a single stage. The only "formula errors 
associated with this technique are those incurred while numerically 
integrating the differential equations that defime the pseudo discrete system. 
The "round-off errors" can be substantially reduced by using the square 
root formulation of the discrete Kalman filter. 
Both (2. 14) and (2. 32) are of the form 
E = A(t) E +EAT(t) - EB(WE + C(t), E(t0) = E 0 (4.1) 
It has been shown that the solution of (4. 1) at time tk+1 in terms of the 
solution at time t k can be ex~pressed as 
E(tk+l) [ I(tk+1 tk)E(tk)+12(tk+l tk)][D21(tk+l tk)E(tk) + xIf22(tk+l tk)] -1 
(4.2)
 
where 
A(t) C(t)
 j

-W(ttk) LBt AT(t) (t,tk) TIf (tk, tk) = I 
Furthermore, ithas been shown by Theorem 3. 1 that if T is decomposed 
as T = I312 TI' (4.2) can be applied sequentially to TV \t2 and T3 to 
determine E(t). Two decompositions of 'I were determined in the pre­
ceeding section, 
Decomposition A 
=Ak+] [ 1 :] [6 
_T] (4.3) 
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where Ak+1 , Jk+1 and @k are the solutions of (3. 12), (3.14)and (3.15) 
at t = tk$. Using (3:6), we obtain the following integration formulas 
for (4. 1) 
E1 A__ E(tk) CT (4.4) 
)-
E2 = EI(Jk IEl1 + (4.5) 
E(tk+1) = 2 + Ak+1 (4.6) 
which correspond to the update formulas of the discrete Kalman filter 
estimate error covariance matrix following a time extrapolation, a 
measurement incorporation and a driving noise input, in that order. 
Decomposition B 
[1 I k+] k]k i'T] 
where , A and are the solutions to (3. 19), (3. 21) and (3. 22) 
2kn
 
at t= tk+1
. 
Using (3.6), we obtain the following integration formulas 
for (4.1) 
A-~ ( (4.7) 
E2 E I + Ak+ (4.8) 
+ I)E(tk+l) = E 2 (Jk+1 E2 (4.9) 
which correspond to the update formulas of the discrete Kalman filter 
estimate error covariance matrix following a time extrapolation, a 
driving noise input and a measurement incorporation in that order. 
It is well known(7)'(8), (9)that the round-off error associated 
with propagating E via either (4.4) - (4. 6) or (4. 7) - (4. 9) can be sub­
stantially decreased by propagating W, where E = wwT, rather than E. 
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Of the several techniques for doing this, the one presented in Chapter I 
is applicable to all three stages of either Decomposition A or B. This 
is true because (4. 5) aid (4. 9) can be expressed as 
E 2 = [I - K]E 1[I - ]T + T J K (4.5') 
SEt ) = [I - K]E 2 I- I] + KT -11K(4.6') 
xvhe re 
K E -1 -1(410
-lk+l + EI) .'(4.10) 
2-+ += E E2J(4.11) 
The technique for propagating W given in Chapter applies when 
= x_ +yyTWWT 
In most filtering problems the inverse required in (4. I0) and (4. 11) of 
nxn matrices, where n is the number of linearly independent measure­
nents, is not a difficulty because n is smal]. However, it 
has been shown that the discrete equivalent systems have been constructed 
so that if A 0, B t 0 and the Kalman filter problem is uniformly 
completely observable or the optimal control problem is uniformly completely 
controllable, Jk+l and Jk+1 will be positive definite (Theorems 3.6 and 3.8). 
Therefore, n Will be equal to the dimension of the state vector. 
A method for propagating W for equations of the form of (4. 5) 
and (4. 9) which does not require inverting nxn matrices will now be derived. 
Equations (4. 5) and (4. 9) are of the form 
-P = MU + JM) (4.12) 
Let k 
Lk = +IxxMn+ k 1,2, (4.13)x(I 1 o = N 
3=1 
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where N is the dimension of the state space and 
N 
J= xj X2T 
3=1 
then, 
P L N 
Let L 0 M, then, (4.13) can be expressed as 
Lk L lx TLl l +±1 -1 x Lk_ (4.14) 
fork = 1, 2,...,N 
But, (4,14) is in the form of the update equations for the discrete estimate 
error covariance matrix corresponding to a scalar measurement incor­
poration. The square root formulas for this operation are given in [7]. 
They are 
-~ a t.T T'- 4 5 
Lk= Lk-lI L1klXk xk Lk-l/Z ) (4.15) 
fork = 1,....N 
where -I 
1) L0 L 0 M1 
2) LT - P 
T- "T +(+ T, - ?T 1k/2
 
3) z = I + k L 1 k-i ck (I k Lk -ik k 
It has been shown that after the discrete equivalent system 
(either A k+11 Jk+l' @k or Ak+l1 k+l' 4k) has been calculated, the 
value of E at time tk+1 in terms of its value at time tk is given by 
either (4.4) - (4.6) or (4. 7) - (4. 9) Furthermore, either set of equations 
is readLly adaptable to the square root filter techniques. Let W(tk)WT(tk) 
- E(tk), then 
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W I = CPk W( k )  (4.16) 
Wi = @k W(tk) (4.17) 
where E1 1 and E = W1WI . Let E 2 = W22, E 2 W2wT 
and E(tk ) W( k-1-1 )WT(tk I ) , then, WA2 is determined from Wa1 aid 
W(tiu+)s determined from W2 via (4.15) The square root matrix 
W(tk+1 ) can also be determined from W2 and W2 is determined from 
W1 via the formulas given in Chapter I. i, 
If the system is time invariant and the statistUcs/weightings are 
stationary, the pseudo discrete system need be calculated only once (it 
does not vary). Even if the system and/or the statisics/weightings are 
time varying, the solution of the Ricatti equation that has to be integrated 
in order to determine the discrete system, either (3. 12) or (3. 19), is 
equal to the zero matrix at the initial time, Solutions to Ricatti equations 
corresponding to this initial condition appear to be well behaved. One 
source of difficulty encountered in integrating Ricatti equations is the 
squared term, therefore, an initial condition of zero tends to reduce the 
effects of this difficulty. 
A second source of errors encountered when one attempts to 
integrate Ricatti equations is caused by one of the eLgenvalues of the 
solution becoming very small with respect to the others. When this occurs, 
a slight numerical error can cause the solution to no longer by non-negative­
definite which usually leads to serious errors. It is anticipated that the 
increased accuracy resulting from being able to use the square root 
filter equations for calculating the solutions to the RicattL equations will 
greatly reduce the effects of one eigenvalue of the solution being much 
smaller than the others. 
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5. A Kalman Filter that Employs Prefilterig 
A version of the Kalman filter which prefilters the measurements 
between estimate tnges to determine equivalent discrete measurements 
that are incorporated into the state estimate at estimate times can easily 
be derived for both continuous or discrete measurements from the results 
of Section 3. This version is extremely useful when the measurement 
error is much larger than the uncertainty in the state estimate. When 
this situation occurs the effect of a single measurement on the state 
estimate is so negligible that it may be lost because of numerical errors. 
However, a time block of measurements will have a much larger effect 
on the state estimate and, therefore, be much less susceptible to numer­
ical errors. First, the continuous measurement version will be derived. 
It has been shown ihat the Kalman filter estimate of the state at 
time tk+1 as a function of the estimate at time tk can be expressed as 
X(tk+1 [t11(tk+ltk) - P(tk+I ) I21(tl+1t)] (tk) 
+ NI
-
P(t k+l) ] P1(tk+Il ) (5.1i) 
where 
1) .Bt. %(t'QkL Fe(t) YD(t'tk) , tk'tk) = I 
2) dtf(t) Fe(t) O(t) + Ht R(t) m(t =0 
3) P F(t) P + PFT(t) + G(t) Q(t) GT(1) 
- PHT(t) Rf-I(t) - (t) P , P(tk)= coy[x(tk), X(t 
Furthermore, it has been shown by Theorems 3.1 and 3.2 that if P and 
+2d are decomposed as '' = \ 32 ' and b = 03 32 + W3 W2 (5.1)1 
76
 
can be applied sequentially to I0 T2 and T5 to determinetk+1)o with 
P 1 1 P2 and P(tk+I ) being calculated from the sequential application of 
(4.2) to \I' 2 and T 3 " Two decompositions of T and 4 were determined 
in Section 3. 
Decomposition A 
[tI Ak+1] [I+ [:'k :C] 
=~~~~ k1 tkl T 
where Aj( 1,l Jk(+I" c k' ,,+, and e'k+1 are the solutions of (3. 12), 
(3. 13) - (3. 17) evaluated at t = t 1 +1 . Using (3. 10) and the results of the 
preceeding section, we obtain the following expression for X(t 
1A 'k (tk) (5.2) 
A/ I - P 2 k+l x + P 2m'+ (5.3) 
2-tk11k+1 
9(tk I X,x2 + (5.4) 
k+1+ 2 k+l 
where PV. P 2 and P(tk+I ) can be calculated from either (4. 4), (4. 5) and 
(4. 6) or one of the equivalent square root techniques (see the preceeding 
section). 
Decomposition B 
[k TAk+1] 
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]0 0+ ]
 
where Jk+l' A k kBl and Fk+l are the solutLons of (3. 19), (3. 21) ­
(3. 24) evaluated at t = tk+1 Using (3. 10) and the results of the 
preceeding section we obtain the following expression for (tk 1). 
X2 = (5.5)I(k 
+1 0k+l , (5.6) 
X(t ) [ - P(t J + i k+1 (5.6)k-Fl k-I- k+1l 2 ± ~ k+t1 
where P(tk+I ) can be calculated from either (3. 4) in one step, (4.4) - (4.6) 
sequentially, or one of the equivalent square root techniques (see the pre­
ceeding section). 
The prefiltering of the measurements to determine the discrete 
equivalent measurement, either m'k +l or 1A k+l' is done via either 
(3. 16) and (3. 17) or (3. 24). An examination of (3. 16) and (3. 24) shows 
that they are of the form of continuous Kalman filters where Ak+l(t, tk) 
and Jk+l(t, tk) play the roles of the estimate error covariance matrices. 
Since Ak l(tk' tk) = Jk+l(tk tk) = 0, these prefilters correspond to 
Kalman filters which know the initial values of the state perfectly. 
The discrete measurement prefiltering Kalman filter turns out
 
to be much more simple than its continuous measurement counterpart.
 
In Section 2 it was shown that the effects of discrete measurement in­
corporations, driving noise inputs and time propagations on the state
 
and costate are given by (2. 49), (2. 54) and (2. 57). In Section 3,
 
Theorems 3. 1 and 3. 2, it was shown that not only could equations of
 
the form of (3. 1) be decomposed and represented by (3. 5), but also
 
decompositions of the form of (3. 5) could be combined and represented
 
by (3. 1). That is, let
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1) = [ I kQkrk1 and rk U (5.7) 
if the Ith operation is a driving noise nput 
2) T- I_ and [ (5.8) 
- kci k k Ik 
kt h ifthe operation Is a measurement incorporation 
3) Ic = [ and (5.9) 
kth if the operation i-s a time p-ropagation. After N operations we 
have, 
lc+ T [>kkI + 1=2 J= I Cok+ J ) Pk+-1 + ON+k11 ( riN 9-[Xk+ 1 = F 
which is in the form of (3. 5), therefore, by Theorems (3. 1) and (3. 2), 
if we let 
I 
N 
U k%+ (5.10) 
and 
N N 
0 I ilk+j) tk+i-i + ON+k (5.11) 
j=1=2 
the estimate error covariance matrix and the Kalman filter estimate of 
x at the (k+N) operation can be calculated from (3. 3) and (3.4) 
Pk+N R'11 Pk + T1 21 [1 2 1 Pk + xF22 (5.12) 
xk-N =[t 1 1 -Pk+N '21l k++kIN'- (5.13) 
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In the discrete measurement case, the prefiltertng of the measure-
N 
ments is provided via (5. 11) In (5 11) the terms ( U k+3) can be thought 
of as wcLghtuing coefficients. 
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6. 	 Nurnterical Results 
As fn example of the utility of the integration formulas for RicattL 
equations derived in Section 4, the following problem was investigated 
"GiYen a single axis gyro stabilized platform and a star tracker, 
determmin the functional relatLonstup between the star tracker error 
mgle and £he gyro torquing signal which minimizes the RMS errors. 
A more complete description of this problem and its solution can be 
found in h0] where the gyro drift rate and the error in the star tracker 
signal are modelled as a random walk and additive white noise, respectively. 
With thesc assumptLons, the solution to the following RLcatti equation is 
required in order to generate the optimal gyro torquing signal. 
-= FP 	+ PFT + GQGT- PH T R HP (6.1) 
where 
1) 	 P(O) is the Initial state estimate error covarLance matrix. 
2) =[: ol 	 : H [1 0] 
3) 	 Q 4. the strength of the white drivmg noise used to produce the 
random walk. I 
4) 	 R U] the strengthl or the error in the star tracker signal. 
It is shown in [i0] that the solution to (6. 1) can be expressed as 
P(t) 	 = S + M-'(t) , t > 0 (6.2) 
where 
R(QR)1/21/2 Q1/4 R3/41 = 

[QRI/2 -21/2 Q3/4 R1/4
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2) M(t) it) (P(0) - S) - P cT(t) + PO 
)2-3/2 Q1/4 R-3/4 0
3) Pm 10 2-3/2 Q- 3/4R-/ 
osat- sinat 2asinat4) 1)Mt = 1 I 
4s at sin at + cos at 
-a 2 1/2 Q1/4 R1-1/45) 
It was decided to try initial conditions which correspond to (see [103) 
"Initial knowledge of error angle poor, but gyro drift estimation 
very good" 
That is,, 
[00 21/2 Q1/ 4 R3/4 .1 Ql/2 p1j/2 1 
P(0) = [1Q1/2 R1/2 .01 Q3/41/4J (6.3) 
The actual solutions in terms of normalized coordinates and time (the 
normalization used makes the graphs independent of Q and R) are given 
in Figure 1. The relative difference in the magnitudes of the various 
components at the initial time and the initial transients make this a 
difficult solution to obtain by numerical integration. Note, that the same 
problems exist ifone tries to integrate "p-l,, instead of "P". 
Equation (6. 1) was numerically integrated for "2. 8/a" hours using 
fourth order Runge-Kutta fornmlas and double precision arithmetic ( 16 
decimal digits). The integration time step was adjusted by comparing the 
results with the actual solution, as given by (6. 2), every "-.i hours 
a 
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until all er'rors were in the sixth digit. Then, the numerical Lntegrastn 
was pcrf&rxfCd using the maximum constant integration time step that 
would yLe 4 5 digit accuracy every '"-" hours. The final run requir4ba 
5, 83 secojds of computation time. 
NeAt (6. 1) was integrated usng the discrete system defined by 
(3.19), ( ,21) and (3 22), and the square root equivalents to (4. 7), (-) 
and (4. 9), SLnce the system and statistics were tune invari-ent, the 
disorete_ ;ystcm was calculated only once. The basic time step used 
was again ". 3/a" hours (tk+1 - t k = . 1/a) and the time step used for 
calculatLr) the pseudo discrete system was " 01/a" hours (ten steps), 
The resuting accuracy was so good that one concludes fewer steps c&,ild 
have been used for the latter. The particular square root formulas us'eod 
were (4. 17) for (4. 7), the formulas of Chapter I for (4. 8), and (4. 15) tor 
(4. 9). The accuracy obtained using these formulas was greater than 
12 dLgits (only 12 digits were printed out), and the total computation 
time fox calculating the pseudo discrete system and processing the 
square roots was 0. 86 seconds. That is, this method which yielded 
greater than 12 digit accuracy was more than 6 times as fast as straight 
numerical integration, using the fourth order Runge-Kutta equations 
with the 3naximum constant time step that would yield 5 digit accuracy. 
83
 
7. Conclusions 
A new form of the la man filter has been derived which prefilters 
the measurements, received either continuously or discretely. The pre­
filter generates a single equivalent discrete ncasurement that is incor­
porated into the state estimate via the discrete Kalman filter equations at 
any arbitrarily slower rate. The state estimate and estimate error 
covariance matrix agree exactly with their conventional Kalman filter 
counterparts at the incorporation times. The use of the new form of 
the Kalman filter will be preferable when 
1) 	 The quality of the measurements is low while the Imowledge 
of the state is good - i.e. , the probability of losing the effects 
of a single measurement as a result of slight numerical errors 
is high. 
2) 	 It is not desirable to incorporate measurements into the state 
estimate as fast as they are received - i. e. , during the moon 
landing portion of the Apollo mission, the Lunar lodule 
computer has many functions to perform and it is undesirable 
to 	incorporate the radar measurements as the are received. 
Also, a new technique has been derived for integrating RLcatti 
differential equations, which occur so frequently in navigation, guidance 
and control problems. The new technique greatly reduces the effects 
of two of the most common sources of problems associated with integrating 
Ricatti equations (see Section 1). 
1) The terms in the solution become large and at that time. 
a) the strength of the measurement noise is small relative to 
the strength of the driving noise for the Kalman filter. 
b) 	 the penalty associated with the control deviations is small 
relative to the penalty associated with the state deviations 
for the linear regulator. 
2) 	 The magnitudes of different eigenvalues of the solution are 
extremely different. 
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An example of the new technique has been given where it was found to be 
computationally much faster and capable of more accuracy than techniques 
that use the fourth-order Runge-Kutta equations and a constant integration 
time step. 
It is thought that the new version of the Kalman filter wLll prove 
useful for filtering applications involving radar measurements while the 
new technique for integrating RicattL equations will be useful for low­
thrust guidance, system identification teclrnques, etc. 
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IV The Epoch State Fitter 
Introduction 
Inherent in the formulaikon of a navigation system for a space­
craft is the selection of an appropriate set of state variables A common 
choice is current position and velocity, which in many cases are the 
quantities which one ultirately wishes Ip estimate, further, these quantities 
seem to be a natural or intuitive choice. The navigation probler4 which 
is formulated here uscs a related set of state variables, namely the 
position and velocity of the spacecraft at some epoch. It will be shown 
that this formul:tion -of the problem although, basically similar to the 
conventional one, has certain computational advantages due to the simple 
form of its coasting flight equations. 
Derivation of Navigation Equations 
Let r and v be the initial position and velocity of a spacecraft
-- O -o 
at an epoch t o . The current position and velocity, r and v, may be 
obtained from two-body theory as 
r Fr + Gv (1) 
v tr o+ (2) 
where e = f- f 
0 
F = l-L(I- cosG)p G 
rr 
=-o h sin (3) 
F 
r 
-
".v 
-o (- coa ) A sin 9 (4) 
t pr0 h 
r 
G Ir-S (1 - cos e) (5) 
t p 
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and 
I +(p/r o - 1) cos - (h/ r 0) -r v sine (6) 
A A 
If the current estimates of r and v are represented by r and V 
then the estimates of current position and velocity are simply, 
A A A
 
r = 
---
F 0 +Gv-0 (7)
 
A A + AV o Gt v 0(8) 
For paths which are close to a nominal path, first order linear
 
perturbation theory may be employed by defining the state, 6x, to be
 
the deviation from the nominal state at some time t
 
6x = 6v(9) 
The equations governing motion along a nominal path are straight­
-forward and are summarized above. The deviation vector from the I 
nominal path,6x, may be propagated as follows 
6x(t) = p(t, to ) 6x(t o ) (10) 
where qp(t, t ), the state transition matrix, satisfies the first order 
0~ 
differential equation
 
$(t, t 0o F(t) ( (, t0)o (11)
 
with the initial condition 
q(to, to) = I (12) 
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where 0o1 
F(t) = Gt)0 (13) 
and )(14)G(t) = ~ 
The error in the estimate, E, has a zero mean and a covariance 
matrix E when unbiased navigation measurements are processed according 
to maximum likelihood theory. For coasting flight it may be shown that 
E(t) may be extrapolated -from E(t ) by 
E(t) = (p(t, to ) E(t 0 )o T(t, to) (15) 
The state estimate and its error covariance matrix may then be updated 
at the time a new measurement, 6q, is taken according to 
A A A 
6x Sx' + w(6q - 6q') (16) 
and 
E = (I - bT) E' (17) 
where 
A A 
6x' = q(t, t0 ) 6x(t o ) (18) 
= E'bE (19) 
-
a -
E' = 9o(t, t ) E(t0 ) T(t, to) (20) 
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T6q' = b& 6x (21) 
a = bT E b+ (22) 
b = measurement geometry vecLor and 9 is the variance of the 
u 
measurement error. 
Let 6x and E represent the state deviation at epoch and its 
-D 0 
associated error covariance matrix. Then 
EO(t)z 1(t, tt ) E(t) (PT-1)t, 0)t (23)00 0 
Since E(t) = (I - wb T ) E'(t) 
Ej0(t) = -(, 1, to) E'(t) p T-1(t, to )  (24) 
- -1(t, to ) wbT ]I(P T-1(, to) 
The covariance matrix E0() may be represented by E0 (t) before a 
measurement incorporation so that 
Eo(0M -= Eo,1(t) _ -I(t, t0 ) cob T E'() (PT-l(°t, 1o) (25) 
where 
'(t) -(t, t %)I(T-1 (t,t0) (26) 
By defining 
o T(t t0) b (27) 
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allows E (t) to be expressed entirely in terms of epoch quantities as 
.0 
E'O b-- b-o0 T E,
E E' -(28) a0 o 0 
where 
a = bT El(t) b + 
= b t E'(t) pT-1 (t, t) b 0 + 2(tt0-1)(, 
TE Ib +U2
-b 
__- - 0 -0 
= a (29)0 
E' b 
If o = o - the update equation may be written i the same form
-O a 0 
as the conventional filter. 
E = (I- w b T E, (30)0 -0 -0 0 
The coasting flight equation governing E are trivial since 6 r and '6vo 
and their errors are constant between measurements, hence 
E = 0 (31) 
so that Eo also remains constant. 
The effect of a measurement on the epoch state estimate may be 
obtained in a parallel fashion 
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I 
A -A 
-O6x 0.= (t, ) 6x 
6x 0 + P to (6q -b bx') 
- b 0 T A 
6x t+ _o (q - b 6ox (32)
-0 a -0 ­0 
The estimate of the state deviation at epoch, like the error covariance 
matrix, is constant along a free-fall trajectory so that it doesn't have to 
be propagated from measurement to measurement. 
Variations of the Epoch State 
Ideal two-body motion may be completely defined by specifying 
L and v at some epoch to. By solving Kepler's equation for 8, the 
position and velocity, r and v, at a later time may be obtained from 
Eqs. (1) - (5). These equations may also be used to describe non-ideal 
two-body motion by varying r 0 v-o and the time at epoch. By taking 
variational derivatives of 
r Gt r - G v (33) 
v Ftr r-FV (34) 
and Kepler's equation-
W[ (t - T) = r o U 1 (x,c0) + a o U2 (xa) +U 3 (x;a) (35) 
and by forcing 7 to vary according to 
= -(cv+U r)a (36)
/I - 2- -d 
it may be shown that the differential variational equations for ro, V
-0O 
and 0 are 
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0-o ji 2 L0-r)v +vr% ad~Gad (37) 
= r -v v) o v)T ad +Fa (38) 
-o -0 - - d 
=h 1
= 	 h +-[srn 9h,xr +h (1- cos 6) r] ad (39) 
r- h 
where U (x,a) are transcendental functions described in ref. 2, r is then 
time of epoch, 
\gc = 3 5 -xU 4 -U 2 \F/ (t- T) 	 (40) 
and ad is the distuihing acceleration that produces the perturbations in 
r and v O. The term "variational" in only loosely applied to Eq. (39) 
because 6 includes the nominal two-body effect as well as a small 
variational term which is driven by a d' Hence, the epoch filter may be 
operated to produce a current estimate of initial position and velocity as 
shown in the first section while non two-body effects may be handled by 
the variation of parameters method described here. 
Simulation Results 
The advantages of this formulation of the navigation problem come 
from the fact that r 0 1 v and E are constant for ideal two-body motion, 
and change only slowly for non-ideal two-body motion, therefore, they 
do not have to be propagated. The current method of implementing the 
conventional navigation equations involves integrating the six by six E 
matrix between measurements as well as the position and velocity vectors 
by an appropriate means. The epoch filter formulation for non-ideal 
two-body motion is an approximation to the exact linearized equations 
of motion. The variation of parameters method which integrates position 
and velocity is an exact set of equations, however, the manner in which 
they are employed produces a small error This is due to the fact that 
they will produce the current r and v so that an ideal two-body orbit
-O -O
 
will match current spacecraft position and velocity, which will be
 
different from the true initial position and velocity as required for the 
95
 
estimation equations. -
The estimation equations are only approximate because the 
propagation of E0 and b will be implemented using ideal two-body 
equations. For this case tDmay be calculated analytically as opposed 
to a numerical integration, and E is assumed to be constant, thereby 
greatly sinplfymg the amount of computation. Initial investigations on 
the behavior of the epoch filter indicate that midcourse position measure­
ments act to substantially improve the velocity estimate at epoch while 
making only marginal improvements in the position estimate. Figure 1 
is a plot of the rins velocity error at epoch for a 100 irn circular earth 
orbit with position measurements taken every 100. The rns position 
uncertainty at the current time is plotted in Fig. 2. Simulations are 
now being developed which will compare the epochj filter with the 
conventional navigation filter and a simpler approximate version of the 
conventional filter in tenms of speed, storage requirements and 
simplicity. 
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V. A Practical Kalman Filter Initialization Technique 
Introduction 
The application of Kalman filtermg techniques to space problems 
requLres-that mital conditions on both the state and the error covariance 
matrix be specified. A practical technique of forming the initial covariance 
matrix for a space navigation problem is presented here using the Apollo 
navigation system as an example during the mLdcourse phase of the mission, 
which is the part from trans-earth insertion at the back side of the moon to 
re-entry into the arthls atmosphere. Since small insertion errors 
produce large errors in the trajectory at a later time, guidance is necessary 
to control the vehicle and insure the success of the mission. The problem 
then is to estimate the actual trajectory of the spacecraft and from this 
estimate determine the necessary velocity correction required to place the 
spacecraft on a proper trajectory for re-entry. 
Kalman filtering techniques are applied whereby observations on the 
state are made, and processed with their associated noise statistics in a 
manuer that produces an optimum estimate of the state. The state of the 
spacecraft, whLch is comprised of the three components of position and the 
three components of velocity, is maintained in the Apollo Guidance Computer 
(AGC). Sice this estimate will be m error, it is necessary to also main­
tam the statistics associated with the errors as a measure of the quality of 
the estimate. The covarLance matrix of estimation errors is also main­
tamed in the AGC. 
One of the fundamental problems associated with filtering theory is 
supplying the initial conditions to start the filtering process. Information 
describing the initial state is often poorly known and is usually supplied 
somewhat arbitrarily. Since the effect of starting the filter with incorrect 
initial conditions diminishes as measurements are processed, the actual 
values used are to a ccrtain extent not critical. However, the ability to 
produce a good estimate with a relatively small number of measure­
ments requires better nitial conditions. 
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The procedure currently used to start the filtcring process in the 
midcourse phase is to assume that the Lnitial errors in the state are 
uncorrelated and spherically distributed, which implies that the initial 
covariance matrLx of estimation errors is a diagonal matrix. Since the 
true errors in the spacecraft's position and velocity are correlated, the 
Initial covariance matrix does not accurately represent the true situation. 
As measurements are subsequently processed, the covariance matrix 
becomes properly correlated and tends to become more correct The 
ability to produce beneficial improvements in the state estimate depends 
on the proper correlation between the state errors. Since this takes 
time, the ideal situation is to initialize with a covariance matrix that is 
already properly correlated. As a practical matter, the capability of 
accomplishing thit seldom exists but can be achieved partially if more 
information concerning the initial state is known 
At the time of initialization m the midcourse phase, certain 
parameters pertaining to the spacecraft's orbit are possibly known 
quantities that are not reflected by a diagonal covariance matrix. Examples 
of such quantities are the total energy or the angular momentum of the orbit. 
-These quantiles, if known, provide information about the Initial state and 
may be used to determine better initial values to start the filtering process 
This study compares the results obtained using this additional information 
with the results using only the Initial diagonal covariance matrix by making 
Monte Carlo runs on a digital computer simulation of the midcourse flight. 
Linearized Navigation Equations 
The navigation equations, which were implemented in Apollo, serve 
two purposes. The first objective of the navigation system is to extrapolate 
the onboard state estimate, which consists of position and velocity, to a 
future time, while the second objective is to process measurement data so 
that improved state estimates may be obtained. The state is extrapolated 
by an Encke type numerical integration of the equations of motion 
r(t) = r + 8(t) (1) 
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where r is the two-body solution obtained by ignoring the disturbing 
accelerations. 
d2 r 
-osc 
- Gm r 
r 3 -osc	 (2)dr2 
ose
 
with ,,s and vose given at to, and 
3
dt--r3o 	 A
 
dOF 
The untial conditions-on Eq. (3-) are 6(t 0 ) = 0 and (t ) = 0. The co­
efficient for r may be evaluated as 
3 
1 roscr3 - -f(q) (4) 
and 
f(q) 	 F3I 3q-+-q (5) 
T1 + (+ q)j 
where 
q - - ) 	 (6)2
 
r
 
The measurements are processed using a square root formulation 
of the navigation problem which is summarized here. Let Wn be a square 
root of the covariance matrix at time t Then W is extrapolated according 
to 
W = 	 (7)n n,n-I n-i 
The measurement incorporation equations for the state are 
A 6x SXI + -- 8 - Ai)(8) 
-n 	 -n -n qn i 
whcre 
-0 a1 n-n' (9) 
z = wTb
-ii Xi -n (10) 
=i z T zl+-n +2 (II1)Ul n-i -n a 
The corresponding update equation for the W inatrLx Ls 
T 
z z
W =W, (I - -n -n (12) 
n na 
The state vector and the statistical data are extrapolated using Nystrom's 
method of numerical integration and the Rimge-Kutta method respectively. 
Intalhzab~on of the error covarianee is accomplLshed by adding terms to 
th in.tial information mnatrix as 
B1 =1 u +-- --+ r (13) 
0 + 2 
where bE and bh are pseudo-measuremtent vectors for energy and angular 
momentum; 
(14) 
V 
r 
i(vxb 
2 2
and or E and ch are the assumed variances in the imowledge of energy 
and angular momentum respectively. Other pseudo-ineasurmnent vectors 
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could be derived and incorporated into the initial covarance matrix if 
there were apriori information on some other aspect of the state Energy and 
angular momentum were selected for this study because they are constants 
of the motion and probably inherently contained in the onboard initial 
state estimate 
Statistical Simulations 
The performance oi the new initialization technique was studied by 
comparing its behavior on the Apollo navigation system with the behavior 
using the standard diagonal initialization technique by averaging the results 
of twenty-five Monte Carlo computer runs. To include the effect of uncer­
tainties in the modelvarious parameters were allowed to vary from their 
assumed or modeled value for each of the twenty-five runs, they are the 
mass of the earth, the mass of the moon, the earth's major and minor 
axes, the radius of the moon, the earth's horizon, the moon's horizon the, 
sextant r. m. s. error and the sextant bias. The values of these quantities 
used in the AGC filter model and the values used to generate the Monte 
Carlo simulations may be found in Table 1. The initial dispersions in the 
trajectories at the time of trans-earth insertion were gererated from an 
error covariance matrix supplied by MSC for the purpose of performing 
these simulations, it may be found in Table 2. 
The trans-earth injection occured at 149. 28 hrs. after launch 
followed by 15 star-horizon measurements starting at 150.31 hrs. and 9 
more using the earth's horizon starting at 164 hrs. The results of the 
simulations are plotted in Figs. 1 - 8. Figures 1 - 4 are plots of the 
position and velocity errors for the first and second measurement batches 
respectively using the standard diagonal initialization technique while 
Figs. 5 - 8 are the corresponding plots using the new initialization technique. 
The general conclusion which may be drawn from a comparison of the 
results is that the initialization technique using the energy and angular 
momentum statistics adjoined to the initial diagonal information matrix 
produces smaller errors in position and velocity than the standard initial­
ization technique. For example, the position uncertainty is reduced from 
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30 miles (see Fig. 1) to only 10 miles (see Fig. 5) after the first measure­
ment batch A comparison of these two figures also demonstrates that 
the r. m. s. errors produced from the Monte Carlo runs approaches the 
r. in. s. error indicated by the AGC as more measurements are taken, 
which is often not the case wLth the standard Initialization technique. 
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Table 1. Data Files Corresponding to Results Oiven i Figures 1 - 8 
Parameter value used un the value used to simulate 
Filter Model actual envLronn ent 
WE 1. 239364713 x 1012 m 
3 /hr 2 1. 239364713 x I012 mL3 /hr 2 
pmn 1.524405706 X 1012 mL3 /hr2 .524405706 X 1012 m3 /hr2 
P5 4.126480656 x 1017 
mi 3ihr2 
RMS error n AE 0 1, 24 x 107 mi 3/hr 
2 
RMS error in Am 0 1. 52 x 105 mli 
h r 2 
Earth senL-Mnajor axis 3963. 2086 mL. 3963. 2086 in . 
Earth semi-mnor axis 3949. 9226 mi. 3949. 922 miL. 
RMS error LnEarth axLs 0.2 r. 0.2 Mni. 
moon radius 1081. 5 mi. 1081.5 mi. 
RMS error in moon radius 0.2 m. 0.5 Mi., 
RMS Earth hortzon error 1. 2 ra. 6.2 m. 
RIMS moon horLzon error 0. 9 n. 1.9 mL. 
sextant RMS error 5.0 X 10- 5 rad. 7.4 x 10 - 5 rad. 
sextant bias 0 4. 16 x 0- 5 rad. 
Table 1. Data Files Corresponding to Results Given in Figures I - 8 
Parameter value used in the value used to simulate 
Filter Model actual environment 
1E. 239364713 X 1012 mi3 /hr 2 1. 239364713 x10 
1 2 m3/hr 2 
Am 1.524405706 
X 1012 m 3/hr2 1.524405706 ×10 12 m3/hr
2 
As 4.126480656 x 
1017 mi 3/hr2 
RMS error in E 0. 1. 24 x 107 mi3/hr 
2 
RMS error in m 0 1. 52 X 105 
mi3/hr 2 
Earth semi-major axis 3963. 2086 mt. 3963. 2086 mi. 
Earth semL-minor axis 3949. 9226 mi. 3949. 9226 mi. 
RMS error in Earth axis 0. 2 mi. 0.2 mi. 
moon radius 1081.5 Mi. 1081.5 M,-
RMS error in moon radius 0.2 mi. 0.5 mi. 
RMS Earth horizon error 1. 2 Mi. 6.2 mi. 
RMS moon horizon error 0.9 mi. 1. 9 mi. 
sextant RMS error 5.0 x 10 - 5 rad. 7.4 x 10- 5 rad. 
sextant bias 0 4. 16 x 10- 5 rad. 
Table 2 Error Covartance Matrix at TEl 
E 
0 
= 
1. 6 x 107 
-7 43 xl0 7 
30 5 
6.47 X 10 
-1.2 x 104 
1.18 
-7. 4 3 x 107 
5.81 x 108 
190 
-5 03 X 10-
4.96 x 10 5 
-7.76 
30 5 
190 
2 17 x 106 
213 
- 0552 
9 61 x 103 
6.47x 104 
-5 03 x 105 
- 213 
436 
-43 1 
6 31 x 10 - 3 
-1 
4 
-
-43 
9 
-1 
2 x 1 04 
96 X 10 5 
0552 
1 
11 
02 x 10­ 3 
218 
-7 76 
9 61 x 103 
6 31 x 10­
-1 02 X 10­ 3 
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