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Title Characterization of the Afternoon to Evening Transition of the Planetary Boundary
Layer Over North Alabama and Implication for Convective Maintenance, Enhancement,
and Initiation
Investigation of 143 cases of the north Alabama planetary boundary layer's
afternoon to evening transition (AET) using surface, profiling, and radar observations
contributes to the relative scarcity of datasets for this period. Results indicate several
characteristics previously deemed important for convective initiation and/or maintenance,
namely a rise in boundary layer water vapor and convergence. Waning surface heating
causes turbulent eddies to decay, decreasing vertical heat and momentum fluxes, evident
in declining surface wind speeds as horizontal flow above the surface layer increases.
After surface temperature variances decline, the rate at which vertical velocity
fluctuations decay increases as vigorous thermals diminish, and the fastest decline of
surface horizontal wind variance proceeds an accelerated decrease in the vertical wind
variance. Steady increases in horizontal wind speed and radar-derived convergence
above the surface layer span the entire AET.
Detailed case studies evaluate structural changes along convergent boundaries
propagating during the AET. Overall, analyses reveal a relative steadiness, or even
increase, in convergence above the surface layer at the boundaries' leading edge,
supporting the hypothesis that characteristic AET processes can contribute to convective
maintenance or enhancement, and potentially aid in convective initiation. Dual-Doppler
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CHAPTER 1

INTRODUCTION

Previous research has identified conditions that generally favor convective
initiation and maintenance, including the rather significant role of surface boundaries of
various types. For decades, many observational and numerical modeling investigations
focused on understanding convective initiation (CI), convective enhancement (CE) and
the boundary layer (BL). Early BL studies successfully characterized general BL
structure during the day and to some extent at night, but these mainly considered ideal
situations (e.g., Wangara, Flatland field experiments, Clark et al. 1971, Angevine et al.
1998) and identified little regarding specific properties and processes involved in the
transition from one to the other, especially during the afternoon to evening transition
(AET). More modern work has included multiple extensive field campaigns to
investigate both the CI (e.g., IHOP, Weckwerth et al. 2004) and AET (e.g., BLLAST,
Lothon et al. 2014) problems, however none has addressed the combination of these
issues: CI or CE occurring in a transitional BL regime. This project evaluates the least
understood BL transition period, the AET, and how modifications to the BL during that
time can act to initiate or maintain convection, particularly along pre-existing convergent
boundary zones (CBZs) that become prominent features during the AET.
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In order to meet this goal, two Objectives are established: (O1) Extend the limited
body of previous work characterizing the AET for clear air conditions to determine
general BL characteristics and processes that can contribute to the initiation of new or
enhancement of existing convection, and (O2) Evaluate CBZ structure and kinematics,
their changes, and dependence and/or response to the transition to identify any AETinduced CI or CE. This study expands a narrow swath of previous research through
multi-platform observational analyses and idealized numerical simulation, with an aim to
address the following hypotheses:
(H1)

During the AET, wind speeds above the surface layer increase while the
surface wind speed decreases. This acceleration aloft occurs in response
to the declining surface heat flux and associated reductions in TKE and
vertical turbulent momentum transport.

(H2)

In existing CBZs, the AET effect contributes to an increase, or at a
minimum, a lack or delay in a decrease, of the convergence above the
surface layer.

(H3)

The decay of large BL eddies during the AET should render existing
CBZs more 2-D and slabular in nature, less cellular than in a CBL regime.

Each hypothesis addresses issues that have been noted or postulated in previous
literature, but require more study. For example, Busse and Knupp (2012) showed a
distinct minimum in turbulent quantities near the surface during clear air transition events,
Jones and Bannon (2002) showed AET-induced convergence increases along simulated
drylines as a potential trigger for CI, and Stonitsch and Markowski (2007) discussed
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increases in CBZ slabularity (fraction of the boundary that includes contiguous updraft)
as convective forcings decay.
The purpose of this work is to contribute further (extending Busse and Knupp
2012) to a much needed characterization of the BL's AET behavior and begin addressing
the outstanding problem of AET-effects on CI or CE. Chapters 2 and 3 review relevant
background material on BL structure and CI in the context of various types of boundaries.
Instrumentation and analysis methods are given in Chapters 4 through 6. Chapter 7
presents results characterizing the AET period for clear air cases, where "clear air" days
are defined as those with minimal total sky cloud cover. Events during which a CBZ is
intensively observed within a multi-radar network during the transition time frame, with
or without associated CI/CE, are termed herein as "convective" AET events.
Observational analyses of three convective case studies are detailed in Chapter 8. A
simplified numerical simulation exercise to evaluate the impact of the AET on an
idealized CBZ is discussed in Chapter 9. Finally, Chapter 10 gives a summary of
conclusions regarding the implications of the AET on convective elements.
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CHAPTER 2

BACKGROUND: THE CLEAR AIR BOUNDARY LAYER, ITS TYPICAL DIURNAL
STRUCTURE, AND THE AFTERNOON-EVENING TRANSITION

Decades of observational and numerical modeling investigations have focused on
understanding CI and the BL. However, the majority has been limited to CI in
convective BL regimes (most notably the 2002 IHOP campaign, Weckwerth et al. 2004)
and ideal situations (e.g., Wangara, Flatland experiments, Clark et al. 1971; Angevine et
al. 1998), revealing little on transitional boundary layer processes and CI occurring in
transitional regimes, including distinctly heterogeneous BLs. This chapter reviews
previous work diagnosing typical BL structure over land and its diurnal variability; the
following chapter will detail background on CI and the role of boundaries.
The BL over land displays distinct daytime and nighttime structures. For simple
conditions, early field campaigns identified these characteristics. Stull (1988) presents a
nice summary of diurnal BL variations (Figure 2.1). If one assumes a generally flat
homogeneous land surface, the typical daytime CBL is marked by high turbulence,
buoyant thermals, and nearly homogeneous distributions of the state variables within the
mixed layer, while the classic nocturnal BL (or NBL) is characteristically much
shallower, stably stratified, often topped by a low-level jet, and may contain intermittent
bursts of turbulence. Very near the ground, the surface layer is notable in either regime,
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and is traditionally considered as the lowest 10% of the BL (Stull 1988). Twice everyday,
these idealized regimes transition form one to the other and back, governed by, in the
most basic sense, surface heat fluxes related to variations in solar heating (the rise and set
of the sun). BL processes are least understood at these transition times, especially during
the AET (Angevine 2008), and a very limited number of studies have focused on this
time frame.

Figure 2.1: Schematic of idealized diurnal BL structure over land, and profiles of mean
virtual potential temperature, below, for the times indicated S1-S6 (Figures 1.7 and 1.12
from Stull 1988). The dashed grey box indicates the time frame for this study, roughly
between S1 and S2, when the turbulent CBL decays as the NBL begins to form.

2.1

Daytime boundary layer structure
After its morning development, the BL typically has a distinctly homogeneous

profile of potential temperature and moisture with height (time S6 in Figure 2.1) above
the surface layer. This regime is generally referred to as the mixed layer (ML) or the
convective boundary layer (CBL) because it is primarily driven by buoyant thermals that
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promote vertical mixing from the surface to the top of the BL. For most of the daytime,
its maximum height, zi, gradually increases throughout the day, peaking in the late
afternoon when buoyant eddies are most vigorous. Above the ML, a transition layer
confines the turbulent BL motions below the free atmosphere. This transition layer is
called the entrainment zone or the capping inversion, since it is more stable than the ML
and often contains a prominent temperature inversion. Earlier in the morning, remnants
of the previous NBL and/or the previous day's mixed layer (as a residual layer, or RL)
may be evident above the developing ML (S4 and S5 of Figure 2.1).
Turbulence in the CBL is dominated by buoyancy, which results in organized
turbulent structures. Small scale (about 100 m) plumes are created as warm air from the
surface rises into the surface layer. In this region closest to the Earth, average values of
state variables tend to have sharply changing profiles. Virtual potential temperature (θv)
and specific humidity (q) are both maximized at the ground and decrease quickly with
height, while wind speeds increase quickly with height from zero at the surface. These
characteristics are illustrated in the bottom portions of the left three panels in Figure 2.2.
Above the surface layer, the profiles of variables in the ML change little with height.
This well mixed structure is accomplished by the turbulent motions that characterize the
CBL. Above the ML, the entrainment zone marks the transition to the free atmosphere.
The vertical gradients in temperature, moisture, and momentum between the surface and
the free atmosphere above set the stage for the development of buoyant thermals.
Composed of the superposition of plumes from below, thermals are the primary
turbulent structure in the CBL. These rising columns mix air from near the ground up,
while their attendant downdrafts bring air from higher in the BL towards the surface.
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They act to smooth the gradients between the surface and the free atmosphere, and are the
main physical mechanism driving the turbulent fluxes indicated in Figure 2.2. Thermal
eddies fill the BL in the vertical (i.e., their depth is about that of the BL, in comparison to
the smaller plumes that comprise the thermals), and horizontally they extend for about
1.5 times the depth of the BL. Typical updraft magnitudes within CBL thermals range up
to about 2 m s-1, though the most vigorous thermal vertical velocities can be up to about 5
m s-1 (Stull 1988).

Figure 2.2: Characteristic profiles of (left to right) virtual potential temperature, specific
humidity, mean wind speed, and vertical fluxes of buoyancy, humidity, and momentum
in the CBL (Figure 11.1 from Stull 1988).
Since thermals are so prominent, scaling in the CBL is linked to values
representative of the thermals. Velocities are scaled by the convective velocity scale, w*.
Stull (1988) notes that turbulent fluctuations of vertical velocities in thermals occur with
the same order of magnitude as w*, and gives its definition as a function of CBL depth
and the surface buoyancy flux:

w*

gzi

1/ 3

w' v ' sfc

.

(2.1)

v

Values of w* for strong thermals are generally about 1-2 m s-1. The time required for
thermal updrafts and the ancillary downdrafts of the CBL to transport air up and down
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through the BL is usually about 5 - 15 min. This value is called the convective time scale,
t*, and Stull gives it as t* = zi / w*, literally the time required for a velocity of w* to
move an air parcel through the depth of the CBL.
Another way to consider the structure of the daytime CBL is to examine its
typical TKE budget. TKE is an important parameter in the BL, both because the BL is
characteristically a turbulent portion of the atmosphere and it is a representation of the
transfer of momentum, heat, and moisture (Stull 1988). A simple definition of TKE is
half the sum of the variances of each wind component ( TKE

0.5 * (u'2

v'2

w'2 ) ).

The TKE budget equation can be derived by following this blueprint: prognostic
equations for the wind variances are summed and divided by two, yielding:
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where e represents TKE, t time, g acceleration due to gravity, p pressure, ρ the density of
air, and u' and u the turbulent and mean wind components, respectively. Tensor notion
rules indicate the i subscripts consolidate the three component equations for the three
directions, with the δ operator in term C causing that term to vanish in the horizontal
component equations, and in each instance the j subscript represents the sum of all three
directions (i.e., uj represents the sum of u, v, and w). The terms of the TKE budget
equation are as follows: Term A is the local storage or tendency of TKE, Term B is
advection of TKE by the mean wind, Term C is the buoyant source or sink of turbulence,
Term D is the shear source of turbulence, Term E is transport of turbulence by turbulent
motions, Term F is the redistribution of turbulence due to pressure perturbation effects,
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and Term G is TKE dissipation. Terms C and D are the only ways turbulence is
generated at a non-local scale. How much each contributes depends on the characteristics
of the BL. Buoyant production creates TKE that is more vertically anisotropic, while
shear production creates TKE that is more horizontally anisotropic by extracting energy
from the mean wind. Terms E and F act to redistribute turbulence and can serve as local
sources or sinks, with the pressure term tending to make turbulence more homogeneous.
These transport terms and the advection term do not create or destroy TKE at the nonlocal scale. Dissipation is always a loss term, and is most active at the scale of the
smallest turbulent eddies, where energy cascades to the molecular scale for conversion
into heat. TKE is not a conserved quantity, thus dissipation tends to be largest when the
production terms are largest.
As mentioned above, the daytime CBL is dominated by convective thermals
created by buoyantly rising air. It follows that in the CBL, the buoyancy term is by far
the primary generator of TKE in the typical daytime CBL, especially when mean winds
are modest. Near the ground and within the surface layer, where the wind gradient is
sharpest, there is also a large shear production component, but in the ML where the
profile is smoother, buoyancy drives the turbulence. Stull illustrates this in the diagram
shown here as Figure 2.3, which shows a daytime CBL TKE budget based on several
early observational and modeling studies (e.g., Deardorff 1974, Andre et al. 1978,
Lenschow 1974, Therry and Lacarrere 1983). A large-eddy simulation (LES) study by
Moeng and Sullivan (1994) considered the TKE budget for PBLs forced by different
combinations of buoyant or mechanical (shear) contributions. The TKE budget produced
by their purely convective simulation is presented in the right side of Figure 2.4, and
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corresponds well to Figure 2.3. In each of these CBL TKE budgets, shear production is
notable only near the ground, where strong shear exists in the surface layer as winds
decrease to zero at the ground. Thermals rise up from the surface where the sun-heated
ground contributes to a large θv and large buoyancy flux, decreasing nearly linearly with
height (as shown in Figure 2.2). Since this flux is the primary contributor to the buoyant
TKE production term (Term C in Equation 2.2), the shape of the term's budget curve is
similar for the CBL. The buoyant production term can be regarded as a representation of
the effect thermal eddies have on the PBL. Its prominence in the CBL prompted its use
in normalizing all terms in Equation (2.2) in the case of a free convective BL (Stull 1988).
The quantity w*3/zi normalizes Term C to unity at the surface, and is the scaling factor
used in the daytime TKE budget shown in Figures 2.3 and the CBL case of Figure 2.4.
The buoyancy term is unique in that it can act to create turbulence, as occurs in a
CBL with the presence of thermals, or serve as a turbulence loss term when the buoyancy
flux is negative. This happens when instead of statically unstable conditions exist,
generally cooler air resides underneath warmer air, suppressing vertical motion. A stable

Figure 2.3: Vertical profile of the TKE budget in the daytime CBL, normalized by w*3/zi
(about on the order of 6 x 10-3 m2 s-3 (Figure 5.4 from Stull 1988; based on Deardorff
1974, Andre et al. 1978, Lenschow 1974, Therry and Lacarrere 1983, and others).
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Figure 2.4: Vertical profile of the TKE budget in an idealized LES shear driven (left,
normalized by u*3/zi) and convective buoyancy driven (right, normalized by w*3/zi) PBL
(Figure 11 from Moeng and Sullivan 1994).
set up will result in a negative buoyancy flux, leading to a negative Term C, and
contribute a loss to the total TKE. While not common in a clear air CBL, the presence of
clouds or advection of cooler air can support areas of a negative buoyancy term in the
CBL during the day. At the top of the ML, where often a prominent temperature
inversion marks the transition to the free atmosphere within the entrainment zone, the
buoyancy flux becomes negative (Figure 2.2). Here, vertically accelerating air parcels
are forced back down, with the capping inversion acting like a lid to the PBL. This effect
is reflected in the highest 10-20% of the CBL in the TKE budgets (Figures 2.3 and 2.4).
During the daytime, the TKE dissipation term is large near the ground, where the
combination of large shear and buoyant production exists, and then decreases to a fairly
steady amount through much of the rest of the ML. Above the ML, TKE dissipation
quickly decreases nearly to zero. The maximum at the surface occurs because TKE is not
conserved, and as noted above, the largest dissipation rates generally coincide with the
largest production rates. These don't necessarily balance, though, because Terms E and F
can redistribute TKE.
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TKE is transported throughout the BL primarily by way of the turbulent transport
and pressure redistribution terms (Terms E and F in Equation 2.2, respectively). The
pressure term redistributes TKE by transport caused by pressure perturbations. Such
perturbations can result from turbulent motions and also from wave activity in the
atmosphere. Because of the challenge of measuring pressures with sufficient sensitivity
and accuracy for the turbulent scale, the pressure term has mainly been studied as a
residual of the TKE budget, after the other terms have been calculated or parameterized
(Stull 1988). Turbulent transport of TKE is really a flux divergence, meaning that the net
of this term in an area determines whether TKE will increase or decrease. For example,
if more TKE is turbulently brought into a layer or region than is brought out of the
volume (a condition referred to as flux convergence of TKE), then the total TKE in that
volume will increase. It is important to reiterate here, though, that the turbulent transport
of TKE does not actually create turbulence, it merely changes its location. The most
important component of the transport term is the vertical velocity part of the flux, namely,

w' e / z , which is itself mostly determined by the vertical velocity variance. Stull
(1988) and Moeng and Sullivan (1994) show that the vertical component of turbulent
TKE flux is maximized at about the middle of the CBL, where thermal updrafts typically
peak in magnitude, resulting in a flux divergence (convergence) of TKE in the lower
(upper) half of the PBL. Thus, the sign of the turbulent transport term switches from
negative to positive at about the middle of the CBL (Figures 2.3 and 2.4). This means
that TKE generated near the surface is transported up to top half of the CBL, primarily
through vertical fluxes that are due to large thermal eddy updrafts.
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There are several differences in the typical structures of the daytime CBL and
NBL, as will be apparent in the next section. These variations are due to the different
forcings that occur at night verses during the daytime.

2.2

Nocturnal boundary layer structure
At night, over land in simple situations (e.g. no urban heat island environment),

there is no longer a primary buoyant driver for the BL structure. The large eddies that
characterize the CBL are absent, and radiational cooling often prompts the formation of a
temperature inversion. Time S3 in Figure 2.1 shows an example. These nocturnal
inversions are sometimes regarded as the top of the NBL, and their stability (the source of
the name "stable BL," or SBL) can hinder turbulence. Also common at the NBL is a
low-level jet (LLJ): a layer of maximum winds speed that tops the relatively calm winds
in the majority of the NBL below. Shear created by this type of wind profile acts to
generate turbulence. Nocturnal turbulence is generally far less intense than that in the
daytime CBL, however, it is often sporadic (occurring in intermittent bursts) in nature. It
is typical for the NBL to develop underneath the previous days' CBL, resulting in a
residual layer (RL) from the earlier CBL atop the NBL. This is also indicated at time S3
in Fig. 2.1. The RL is nearly or entirely decoupled from surface influences, and
parameters tend to be roughly constant with height. Figure 2.5 shows these typical wind
and temperature profiles, as well as an example for the specific humidity. As will be
described in the following section, early in the evening humidity levels reach a peak, but
overnight if/when dew or frost forms, the air's moisture content just above the surface
becomes a local minimum in the vertical.
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The height of the NBL can vary substantially, but typical heights range about
100 - 300 m (Stull 1988). Several indicators of NBL height have been used in the
literature, but the most common are the height of the temperature inversion (as noted in
Stull 1988), and the height of the LLJ (e.g. Banta et al. 2002, 2003, 2006, etc).
Observations from southeast Kansas made during one of the most extensive NBL field
campaigns (the Cooperative Atmosphere-Surface Exchange Study-1999, CASES-99,
Poulos et al. 2002) show this height variation well. Banta et al. (2002) report that for 13
nights during the campaign the LLJ height was about 100 m. Studying different events
from the same dataset, Banta et al. (2007) found evidence for incredibly shallow NBLs
with LLJ heights on the order of a only few tens of meters. Their findings are similar to
that of Smedman (1988) and Mahrt and Vickers (2006), who both showed NBLs with
depths less than a few tens of meters. These three papers show that such shallow NBLs
tend to occur in weak wind (LLJ generally ~10 m s-1 or less), highly stable conditions.
Prior to this, Mahrt et al. (1998) attempted to classify NBL regimes and showed that in
very stable cases, prominent radiative cooling produces a strong inversion which hinders
turbulence and mixing, resulting in a thin NBL with weak, intermittent turbulence bursts.

Figure 2.5: Examples of typical mean profiles in the NBL, height as meters AGL, from
left to right: absolute temperature, potential temperature, wind speed, and specific
humidity (Figure 12.1 from Stull 1988).
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Several types of forcings can be active in the NBL, and unlike buoyancy in the
CBL, there isn't always a clear dominating factor. Without shortwave solar wavelengths
present, longwave components become the only radiation terms in play. Radiative flux
values typically increase slightly with height, which establishes net radiative divergence
in the vertical. This contributes to the amount of cooling at each height: about 0.1 K h-1
at and above 500 m, about 0.2 K h-1 at about 50 m, and 1-3 K h-1 at about 2 m (Stull
1988). Right at the surface, molecular conduction acts to cool the lowest few millimeters
of air. These forcings help to establish the prominent NBL temperature inversion.
Turbulence, as well as subsidence and advection on the largest scale, also can affect NBL
structure. Here, attention will focus on turbulence.
Just as a variety of NBL heights have been observed, a range of turbulence
regimes have been found in the nighttime BL. Sometimes, the NBL contains continuous
turbulence, some conditions promote isolated or sporadic turbulent periods, and in some

Figure 2.6: Profiles of TKE budget terms from Night 33 of the Wangara campaign (Fig.
5.6 from Stull 1988, as from Andre et al. 1978).
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circumstances turbulence aloft appears nearly or completely decoupled from near-surface
processes. Despite this variety of turbulence presentations, the single source for NBL
turbulence is the shear production term (Term D in Equation 2.2), since the buoyantly
driven thermals of the daytime regime do not exist at night. Much like was done above
for the CBL, TKE in the NBL can be viewed in terms of a budget. Figure 2.6 shows
Andre et al.'s (1978) early result for modeled NBL TKE budget profiles from a night
during the Wangara field campaign (Clark et al. 1971). The buoyancy that dominated the
CBL is gone, and as was noted in Section 2.1 this term (Term C) can serve as a loss term
in the NBL. Buoyant daytime thermals that generate TKE are absent at night, and the
stability imposed by a nocturnal inversion yields a negative contribution from the
buoyancy term. This effect is demonstrated early in the example night in the left panel of
Figure 2.6, where the buoyancy term is the most negative near the surface (developing
nocturnal inversion) and at the top of the BL (in the vicinity of the capping inversion) for
1800 local time. On the other hand, the shear term (Term D in Equation 2.2), which
during the daytime is typically only significant in the surface layer, becomes far more
important at night. This is especially the case at the height of the LLJ, as the distinct
maximum in the 0200 local time example shows (right panel of Figure 2.6). It is this
mechanical source term that controls the production of turbulent energy in the NBL.
Instances when the BL is dominated by buoyant forcings, such as in the typical
CBL, are referred to as "free convection" situations, while shear-dominated BLs are
regarded as having a "forced convection" state. This distinction is generally used to
determine what type of scaling is best to apply to the BL. Velocities in convective BLs
are generally scaled by the convective velocity scale, w*, as discussed in the previous
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section. When BL turbulence is governed by mechanical (shear) effects, as is the case in
the NBL, the more appropriate velocity scale is the friction velocity, u*. This quantity is
effectively related to the Reynolds's stress of the flow, and as such can be thought of as a
property of the flow's turbulent motions. Friction velocity provides a scale based on the
vertical turbulent fluxes of horizontal wind fluctuations:

u*

u ' w'sfc
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v' w'sfc

2

1/ 4
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Values of u* can vary with location, conditions, and time of day. Peak values near 0.20.4 m s-1 at about mid-day are not uncommon, but like w*, the magnitude of u* tends to
decrease significantly at night as there is less turbulent fluctuation to the wind field. This
velocity scale is also used in the surface layer, because it is dominated by wind shear
effects too, so u* scaling is also often referred to as surface layer scaling (Stull 1988).
Figure 2.6 shows the prominence of the shear generation term both early and later
in the night for the example Wangara case. A more generalized TKE budget for the NBL
can be seen in the left side of Figure 2.4. This profile from Moeng and Sullivan's (1994)
simulation of a purely mechanically driven PBL can be considered a highly idealized
NBL case. As one would expect, the shear production term dominates in the NBL, with a
maximum in the surface layer. Their simulation shows buoyancy having no effect on the
TKE budget, except for at the NBL top near the capping inversion. While both the
turbulent and pressure transport terms (Terms E and F) are usually very small in the NBL,
it should be noted that the latter can act to "drain" energy from the BL in the event of
wave feature passages (Stull 1988). The only term left to balance the mechanical
production in the NBL is the dissipation, which essentially mirrors the behavior of the
shear term. For the "traditional" NBL, turbulence is generated at and near the surface,
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where the shear is greatest because of frictional effects. A common departure from this
set up will be discussed later in this section. It should be reiterated that the magnitude of
TKE (and the component budget terms) is much smaller in the NBL regime than the
daytime CBL. While the numeric values on the x-axis in Figure 2.4 are larger for the
NBL case, recalling that typical BL height and velocity scale values for the NBL can be
up to and more than an order of magnitude smaller than for the CBL allows the proper
perspective with which to view these profiles.
In addition to surface friction creating shear in the lowest levels, another major
factor for the development of mechanically generated turbulence in the NBL is the LLJ.
Typical structure for the LLJ is a wind maximum of 10-20 m s-1 located at a height of
about 100-300 m AGL. As mentioned above, there can, however, be great variability in
LLJ height. Stull (1988) lists a variety of possible LLJ formation mechanisms, including
baroclinic effects caused by sloped terrain and the inertial oscillation. In regions such as
the US Southern Plains, a gently sloped ground surface can create a horizontal
temperature gradient that reverses when nighttime radiational cooling occurs. This can
alter the theoretical geostrophic wind profile to a more jet-like shape, and produce an
enhanced wind gradient from the ground (where winds tend to zero) and the geostrophic
wind peak aloft (i.e., Figure 12.17 in Stull 1988). A more general LLJ mechanism is the
inertial oscillation and the process first introduced by Blackadar (1957). After the sun
goes down and a stable layer starts to form, the friction on the winds aloft decreases as
CBL turbulence decays. Friction become less important in the balance of forces than it is
in the daytime, allowing the Coriolis force to accelerate the flow overnight. The diurnal
shift from a friction to little friction state creates an oscillatory flow behavior, with a
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period called the inertial period, equal to 2πf, where f is the Coriolis parameter. This
period is about 17 h at mid-latitudes (Stull 1988), and has been shown to be about 15 h at
the higher latitude of Cabauw, Netherlands (Baas et al. 2009). How fast the LLJ flow
becomes depends on the magnitude of the actual wind's departure from the geostrophic
value at the end of previous day. Stull gives a typical range of 2-5 m s-1, indicating
inertia oscillation LLJ peak magnitudes can be that much more than the geostrophic flow.
With the LLJ wind maximum above, paired with limited mixing throughout,
typical NBL structure promotes the generation of turbulence via the shear term. This
turbulence often occurs in bursts, once the shear becomes large enough to overcome
effects of stability (i.e., the Richardson number is sufficiently small), turbulence creation
begins as a "burst" and initiates vertical mixing of momentum and heat. The Richardson
number is a ratio of buoyant to shear production terms (Term C to Term D in Equation
2.2) in the TKE equation. It is commonly approximated by the gradient Richardson
number, or Ri, defined as:
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The numerator, with the vertical gradient of virtual temperature, is the buoyancy term or
the Brunt-Vaisala frequency, and the denominator, with the vertical gradient of the
horizontal wind components, is the shear term. The value of Ri can be used for
evaluating the likelihood of a flow to be turbulent. When Ri becomes less than a critical
value, the onset of turbulence occurs in laminar flow. As Ri surpasses an upper limiting
value, turbulent flows tend to become more laminar. These threshold Ri values are
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generally taken as 0.25 and 1.0, respectively (Stull 1988). For a given stability, as the
shear within the NBL increases, Ri decreases below the critical level and turbulence
ensues. Such mixing acts to smooth out gradients that develop during the build up period,
and lessen the magnitude of the wind shear across the layer. Once the turbulent burst has
weakened the shear, effectively increasing Ri above the critical value, marking the start
of another weak mixing period during which shears can again increase to trigger a
subsequent burst of turbulence (Stull 1988, Mahrt 1999). Using a wind tunnel to simulate
a strongly stable NBL, Ohya et al. (2008) show that the LLJ is indeed a source for
intermittent turbulent bursts. Their experiments indicate the turbulence is generated aloft
when Ri < 0.25, then mixes fluid with lower (higher) momentum and heat upward
(downward). Such a TKE profile (increasing with height) and downward transport of
turbulence are indicative of an "upside-down" BL (Mahrt 1999, Mahrt and Vickers 2002),
described further below. Turbulent burst episodes can last from tens of seconds to tens of
minutes (Poulos et al. 2002), and these short-lived events accomplish the majority of
vertical momentum, heat, and moisture fluxes at nighttime (Howell and Sun 1999, Poulos
et al. 2002).
Several studies have reported on variations in NBL structure, as alluded to above
in the ranges of LLJ height and turbulence characteristics. Banta et al.'s (2002) summary
of CASES-99 observations of LLJs in Kansas shows that the altitude of the LLJ can vary
more than its speed. They also identified two example cases of strongly turbulent NBLs
in which the TKE profile increased with height, suggesting turbulence generation aloft.
A BL with such a profile and downward TKE transport is termed "upside-down" (Marht
1999, Mahrt and Vickers 2002). These cases differ from the traditional NBL, where
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shear generates turbulence near the surface and transports it upward, in that the
turbulence is created away from and is mostly or entirely decoupled from the surface.
Upside-down BLs promote intermittent turbulence as downward transport occurs in
bursts. Mahrt and Vickers (2002) use CASES-99 data to show the upside-down regime
can be temporary, as the downward transport may eventually result in surface re-coupling.
Banta et al. (2003) attempt to find a connection between mean LLJ properties and
turbulence in the sub-jet layer. They compute a modified Ri based on the speed and
height of the LLJ, and find their jet Richardson number, as well as the wind shear, useful
in partitioning low and high TKE cases: when their Ri exceeds 0.4, TKE is generally less
than 0.2 m2 s-2, when the jet Ri < 0.4, TKE increases, and for TKE values beyond about
0.1 m2 s-2, wind shear computed from tower measurements at 55 and 5 m AGL shows a
strong preference for values at or near 0.1 s-1. Banta et al. (2006) extends on this work
and show that in stable NBLs with LLJs >15 m s-1 the value of TKE½ can be estimated as
about 5% of the mean LLJ wind speed, and that the LLJ wind speed served a better
scaling variable than u* for 2 night from CASES-99 and 4 nights from another field
project in Lamar, Colorado. Pichugina and Banta (2010) take a different approach using
three NBL height estimates from high-resolution measured mean wind and velocity
variances. For 14 nights (from CASES-99 and the Lamar, Colorado, campaign included
in Banta et al. 2006) those authors found agree within 12 % or better with the NBL height
identified using the turbulence data. Removing nights with a layered shaped mean wind
profile, their NBL heights derived as the minimum curvature in the second derivative of
the mean wind profile agreed with the turbulence-based estimates better than 5%.
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While some headway has been made in attempt to use mean LLJ properties to
elucidate NBL structure, variations in nighttime structures are worth noting, including
very shallow NBLs and NBLs with very large gradients. Another Banta-led study reports
on 5 CASES-99 nights and reiterates the variability of the NBL. Very stable and very
shallow NBLs formed with weak LLJs (< 10 m s-1) at heights on the order a few tens of
meters, topped by a layer of very weak turbulence and almost no turbulent mixing. Banta
et al. (2007) call this the "quiescent layer" and show that it can partition the very stable
NBL from the atmosphere above, obstructing vertical mixing of properties near the
surface and aloft. The very stable NBL below the quiescent layer has a traditional
structure and is completely isolated from the atmosphere above - in stark contrast to the
upside-down type discussed above where sporadic turbulence arising from shear beneath
a moderate or stronger LLJ can support coupling with the surface layer. The authors note,
though, one case was observed with a stronger LLJ (13 m s-1) when, after 6 h with the
dual NBL-quiescent layer structure, a turbulence burst generated by the moderate LLJ did
reach downward and allow mixing between the surface and aloft. As another example of
NBL variability, Balsley et al. (2003) report early findings on a CASES-99 NBL that
develops an incredible temperature gradient of about 3.5 K across about 100 m. Prior to
the appearance of this extreme temperature gradient, the NBL had a traditional structure
with a LLJ peaking about 14 m s-1 situated at 120 m AGL. The temperature gradient
occurs only after the breakdown of the LLJ over less than half an hour. This fairly
shallow NBL was topped by a layer of very weak turbulence, not very unlike the
quiescent layers examined by Banta et al. (2007). Clearly, while the NBL is somewhat
understood, it encompasses a surfeit of structures absent in the daytime CBL.
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As an antithesis to the well-mixed, highly turbulent, buoyant CBL, even with such
variability, the NBL can be broadly described as having a shallow depth, more stratified,
stable temperature profile, low-level maximum in the wind profile, and shear generated
turbulence confined to low levels, sometimes occurring in episodic bursts. Processes
involved in transitioning from each regime to the other are complex and not as well
understood as the characteristics in the two well developed extremes. A major goal of the
present effort is to document effects on BL structure that result from the transition from
the afternoon CBL to the early evening, developing NBL. Details on what has been
gleaned from previous work on the AET time period are now reviewed.

2.3

The AET: Transitioning from daytime to nighttime
Much of our early knowledge on BL characteristics is rooted in the Wangara field

campaign (Clarke et al. 1971). Observations from and studies motivated by that effort
contributed to much of the current basic understanding of the BL (e.g., as summarized in
Stull 1988). Even in those initial investigations, the AET period proved to be a challenge.
Orlanski et al. (1974) developed a mesoscale numerical model for diurnal BL changes
that produced drastic changes in the vertical sensible heat and momentum fluxes during
the AET period. Yamada and Mellor (1975) used an early third-order turbulence closure
model to simulate consecutive days from the Wangara campaign. Their results broadly
agree with the observations, and they note a sharp decline in turbulence values
throughout the BL focused at the time of sunset, as shown in Figure 2.7. Andre et al.
(1978) used the same Wangara days to evaluate a similar third-order model that produced
a 24 h simulation of the BL - which only Yamada and Mellor (1975) had shown success
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in previously. The results included many of the characteristic BL features discussed for
daytime and nighttime, above, as well as TKE budgets at various times (e.g. Figure 2.6).
These initial studies pointed to the difficulties in understanding transitional BL regimes,
especially the AET, and continued work still attempts to address this challenge.
Prior study on this time period has used an array of definitions for the transition.
The most pervasive definition used is the onset of negative surface heat flux, or some
proxy thereof. With surface and tethersonde observations from a flat region in Minnesota,
Caughey et al. (1979) documented a rapidly evolving BL during the late AET using this
definition. Their results indicate that during the transition, temperature and heat flux
profiles evolve quickly and the BL's turbulence structure responds to changes in these
fluxes before the mean temperature and wind fields. In another thethersonde study, this
time in a river valley in the UK, Grant (1997) also used the heat flux reversal to identify
AET onset and showed that the turbulent fluxes (especially in the top half) of the
afternoon CBL decrease as the surface heat flux decreases. He also noted the decay of
large eddies, evident in the rapid decline of turbulent fluxes in the upper half of the BL,
and concluded that vertical transport of TKE from below reaches a minimum in the AET.

Figure 2.7: Simulated TKE for Days 33-35 of Wangara, time is local time (Fig. 5.1 from
Stull 1988, as from Yamada and Mellor 1975).
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One alternative AET definition was employed by Mahrt (1981). He considered the
transition period as lasting from the time when low level wind speed begins to decrease
(about 2 h prior to sunset) through when the wind direction at all levels (below about
0.5 km AGL) shifts toward high pressure. By his terminology, the AET can take several
hours to complete. Through analysis of Wangara data and the development of the low
level jet, he showed the transition for convective to stable BL regime was far from an
instantaneous collapse, and found a characteristic vertical structure in Ri consistent with
isolated low level turbulence.
Nieuwstadt and Brost (1986) were the first to attempt to specifically model the
decay of BL turbulence during the AET. They found that turbulent components of
velocity decay faster in the vertical direction than in the horizontal, and that temperature
fluctuations decrease only after the surface heat flux is removed. While their use of an
abrupt cut off for the surface heating is idealized, several of their results are echoed in
later studies. In summarizing their results, those authors suggest the decay of CBL
turbulence occurs from the bottom up: First, thermal eddies become detached from their
source at the ground, but they remain energetic, especially in the upper part of the BL.
This is reflected in their result of temperature variances decaying fastest at the surface,
and that decay spreading upward with time. As the large eddies die out, the vertical
transport of heat and momentum declines, and the vertical velocity fluctuations decay
rapidly. Following the swift reduction in the vertical velocity variance, fluctuations in
the horizontal wind components also decay, but at a slower rate.
Extending on this work, Sorbjan (1997) reconsidered the turbulence decay
problem with a large-eddy simulation (LES) study using a more realistic, gradual decline
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for the heat flux. He found the decay to be dependent on both the convective time scale,
t*, as well as the timing of any external forcing present. As the BL transitions toward its
more stable nighttime regime, the convective velocity scale, w*, decreases, and since this
is the denominator in t* (defined above in section 2.1), that time scale increases. This
brings the two governing time scales closer, which is important because as the ratio of the
two increases (as t* increases), his results show the TKE decreases and becomes
approximately constant with time.
With a decline in the sink of vertical mixing, and ongoing photosynthesis until
darkness, an increase in the amount of water vapor present near the ground is one of the
hallmarks of the AET period. During an observational study of fog formation in the
Hudson River valley, Fitzjarrald and Lala (1989) identified a rapid "jump" in surface
values of specific humidity. This reduces the time required to reach saturation and fog
development in the surface layer. Highlighting the utility of a sign change of the
curvature of the surface temperature trace (which can be considered a surface heat flux
proxy) as an indicator for the transition, they note that the jump in moisture often occurs
at about the same time as this inflection point. Using a broader set of the data from the
fog study, Acevedo and Fitzjarrald (2001) expanded on the moisture finding. They show
that the best signals for the transition are observed under clear sky, light wind conditions.
For such days, their results confirm the concomitant occurrence of the humidity jump
with the inflection of surface temperature and a decrease in surface wind speeds. More
heterogeneous areas expressed these signals earlier, and with less magnitude for the
humidity increase, than rural or agricultural locations. This effect was also seen in
observations made with an instrumented unmanned aerial vehicle during the AET for one
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fall (October) and one winter (February) day in Oklahoma (Bonin et al. 2013). Acevedo
and Fitzjarrald (2001) also present LES results suggesting the humidity jump and
temperature inflection are produced due to a (negative) peak in the vertical heat flux
divergence. Other findings reported in that paper concern the evolution of Ri during the
AET and into the night. Their bulk (1-4 m) estimates show increasing then decreasing Ri,
ending with higher values by 1900 local time than in the preceding afternoon (Figure 2.8
includes examples), a condition generally consistent with the development of a more
stratified NBL and the results of Mahrt (1981). This behavior can be explained by
considering the forcings that compose the Ri ratio (Equation 2.4). Basically, decreasing
buoyancy (numerator) in the AET will lead to a decrease in Ri, while the build up of
turbulence later on, procured by the shear term (denominator) can cause an eventual
decrease to the ratio. In the fog formation study, locations with more obstruction showed
a stronger increase in Ri, but late in the AET both rural and industrialized areas tended to
express Ri below the 0.25 threshold.
Presenting another definition for the start of the AET, Grimsdell and Angevine
(2002) showed the transition can begin several hours before the sun sets, if the start of the
period is considered as an initial decrease in the magnitude and variability of return,
specifically the spectrum width values, measured by a 915 MHz wind profiler. Figure
2.9 shows an example. This indicates that CBL turbulence, even in the upper portion of
the BL, decreases in both height and intensity during the transition. Using this definition,
their 76 cases display a wide range of starting times for the AET: from about an hour
before sunset to just before 1300 local time. Updating their work, Angevine (2008) gave
a review of several types of special case BLs, noting the challenge in understanding the
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AET lies in the fact that it is composed of a balancing act between several, weak forcings.
He said the first part of the transition occurs as a gradual process during which the
strength and vertical extent of convective eddies decrease, and continues through the later
time when the classic definition, a downward surface heat flux, has taken place. After
this sign change, radiative effects promote the development of a stable layer, effectively
severing any ties remnant thermal eddies have with the surface, furthering their demise.
Quite relevant to the current effort, Busse (2010) and Busse and Knupp (2012)
employed the same (or very similar) instrumentation array and location as this project to
study the AET under clear (or nearly so) skies with low surface winds for 30 days in the
summer and fall seasons. Their results were consistent with the aforementioned studies
and present a look at the transition from a variety of observational platforms, showing the
following pattern of signatures on average: a decrease in the 10 m wind speed variance,
then a decrease in the temperatures at 2 m and 10 m, an increase in the surface water
vapor mixing ratio (rv), and a decrease in wind speeds at 10 m while speeds aloft
increased. They also identified a new AET indicator, as they note a distinct minimum in

Figure 2.8: Bulk Ri (1-4 m) vs. local time for 6 stations. Arrows indicate the time of the
humidity jump, and the curves with largest increases are form more obstructed locations
(Fig. 11 from Acevedo and Fitzjarrald 2001).
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Figure 2.9: Example of 915 MHz profiler observations for a clear afternoon and AET
period. Top panel is SNR (dB), bottom is spectrum width (m s-1), and plus signs in the
top panel indicate clouds. The oval highlights the early AET indicator as especially the
spectrum width values begin to decrease in height and magnitude in the upper portion of
the BL (Fig. 4 from Angevine 2008, oval added).
both magnitude and vertical extent of sodar acoustic backscatter at the later stages of the
transition. This signature, shown in Figure 2.10, results from the quick decrease in the
temperature structure functions with height as the BL becomes more stratified and less
mixed in the vertical. While their cases tended to show the same signatures of the
transition period, they note a range of time durations required for each indicator to have
occurred, from an average of 85 min for their fall days to an average of 160 min for their
summer days. Individual cases in that study displayed a range of more than 2 h before
sunset to over 1 h after sunset for the various AET indicators, and for this reason the
present work employed a time frame of 3 h prior to 2 h after sunset for the AET
characterization component (see Chapters 5 and 7).
While some of these observation-based studies have been fairly recent, the
majority of the more contemporary work on the AET period has been in the simulation
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arena. Edwards et al. (2006) and Beare et al. (2006) present a two-pronged effort at
simulating AET processes through use of both a single-column model and LES. Both
simulations have difficulty replicating the observed transition, with the LES performing
poorly with wind speeds, overestimating at near surface levels (4 m, Beare et al. 2006),
and the single-column model fails to produce a temperature profile with the same
curvature as the observations (something the LES did get right) because the turbulent
diffusion term is underestimated (overestimated) within the surface layer (above the
surface layer, Edwards et al. 2006). Pino et al. (2006) also study the AET via LES. They
report faster decay rates for the turbulent components of the vertical velocity than for the
horizontal wind fluctuations, consistent with earlier works (Nieuwstadt and Brost 1986,
Sorbjan 1997), as well as a dependence of the characteristic turbulent length scale on the
wind shear in the developing NBL. After variances due to the buoyant effects (from
thermals) become small, shear produces turbulence, but on a scale much smaller than that

Figure 2.10: Sodar backscatter (top, dB) and vertical motion (bottom, m s-1) for a clear air
day with minimum return during the AET, prior to the development of the stratified NBL.
The black line shows sunset time (Fig. 3 from Busse and Knupp 2012).
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on which the buoyant thermals existed (i.e., a length scale much less than the height of
the previous BL). Further LES work on the AET has described the inappropriateness of
convective scaling (w*, t*) for the transition period (Sorbjan 2007, van Driel and Jonker
2011), and shown that the rate of TKE decay can not be expressed as a simple power law
(Rizza et al. 2013). The latter authors do find that a varied exponent power law can fit
the decay of simulated TKE, but only in the later half of the AET.
Nadeau et al. (2011) take a slightly different approach to the AET, considering it
as both an afternoon sub-period (defined as the time when the surface heat flux initially
decreases) and an early evening sub-period (defined as when the heat flux has become
negative, generally just prior to sunset) in modeling observations collected over a
heterogeneous area of Germany in 2003. Their results indicate that in the afternoon
period TKE decays at a relatively constant rate (about t-2, where t is the time after decay
starts), while in the early evening time frame TKE drops abruptly as the larger turbulent
BL structures (thermal eddies) collapse. In line with previous works mentioned above,
their results show more rapid decline in the vertical than in the horizontal components of
velocity variance. The study also shows that differing ground cover affects the rate of
cooling during the transition, with areas of forest and triticale (a wheat-like grain) cooling
faster than areas of grass and corn, and that different surface types could produce up to a
10% difference in the magnitude of the surface sensible heat flux, a finding that can
imply a more complicated AET in regions with significant surface heterogeneity.
Motivated by the progress of AET simulation work and the paucity of broad
platform AET datasets, a shift in the literature has showed a renewed interest in
observational studies. Busse (2010), Nadeau et al. (2011), and Busse and Knupp (2012)
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are examples of work including extensive, contemporary observations of the transition.
A substantial field campaign in southern France (include multiple unmanned aircraft and
a thermal imaging camera capable of mapping surface temperature features) was
conducted in 2011 (Boundary Layer Late Afternoon and Sunset Turbulence, BLLAST,
Lothon et al. 2014), with goals including a better understanding of TKE decay and
changes in characteristic length scales (e.g., Pino et al. 2006) across the clear air AET and
an assessment of the impact of varied surface compositions. The AET characterization
component of the present study differs from their primary goals in that it is specifically
focused on determining characteristics and processes of the AET period that could
promote the development of new or enhancement of existing convective elements,
including precipitating systems.
To that end, the present effort's first two hypotheses address this: (1) During the
AET, wind speeds above the surface layer increase, while surface wind speed decreases.
in response to the declining surface heat flux and associated reductions in TKE and
turbulent momentum transport; and (2) In existing CBZs, convergence above the surface
layer increases, or at least is steady, during the AET period. How can a waning surface
heat flux and decay in BL TKE result in an increase in winds above the surface layer?
The prognostic equations for the mean wind
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include the contribution of turbulent momentum fluxes for all directions (term G). In
Equation (2.5, which is Equation 3.4.3c in Stull 1988), tensor notion denotes each
component, and terms A-G represent the following: the local storage of momentum,

32

momentum advection by the mean wind, gravity, Coriolis effects, the mean pressure
gradient force, viscous stress, and the turbulent momentum flux. Vertical turbulent wind
components will be larger (than in the horizontal), as the prognostic expression for
vertical momentum variance (Equation 2.6, Equation 4.3.1j from Stull 1988) and vertical
momentum flux (for k=3 in Equation 2.7, Equation 4.4.1b from Stull 1988) include the
surface heat flux (term C in 2.6, term E in 2.7):

w' 2
t

uj

A

w' 2
xj

2g

B

w'

v
v

'

u j ' w' 2

w
2w' u j '
xj

C

xj

D

2 w' p'
z

E

2 p' w'
z

F

2

G

2

w'
xj
H

(2.6)

and
ui ' uk '
u 'u '
uj i k
t
xj

A

B

ui ' u j '

C

uk
xj

uk ' u j '

ui
xj

C

ui ' u j ' uk '

g
k3

xj

ui '

v

'

i3

uk '

v

'

v

D

E
p'

ui '
xk

uk '
xi

F

2

ui u k

G (2.7)

give these quantities in tensor notation. In Equation (2.6), terms A-H represent the local
change of vertical velocity variance, advection of vertical velocity variance by the mean
wind, buoyant momentum flux, shear momentum flux, turbulent transport of vertical
velocity variance due to eddies, redistribution due to isotropic return, redistribution due to
pressure perturbations, and viscous dissipation, respectively. In Equation (2.7), terms AG represent the local change of momentum flux, advection of momentum flux by the
mean wind, shear production of momentum flux, turbulent transport of momentum flux,
buoyant production (or loss) of momentum flux, redistribution due to isotropic return,
and viscous dissipation, respectively. When buoyancy dominates, as in the CBL, the
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vertical turbulent components are large, and as buoyant forcing (the surface heat flux, in
term C in 2.6, term E in 2.7) declines, so do these values. In a simplified situation with
no other forcing and an initial wind profile that is roughly constant with height,
decreasing vertical momentum variance and vertical momentum flux will cause a
decrease in the mean wind. This will occur first at the surface, because the heat flux will
change there first. As the surface heat flux continues to decrease, the buoyancy term will
become a loss term for the vertical turbulent quantities, acting to further the decrease in
the mean wind. (In a non-idealized situation, there can be contributions from both
buoyancy and shear, with shear being expected to increase as the wind profile changes,
however, for low wind cases (i.e., < 5 m s-1) this contribution will be small, especially
early in the AET.) Surface values of the mean wind would decrease fastest because the
heat flux and the turbulent momentum components at that height will experience the most
abrupt change. This change then has to be communicated through the rest of the BL,
which will begin to happen on the time scale t*, initially, when buoyancy still dominates.
From the definitions presented above, it is clear that the decrease in the surface heat flux
will relate to an increase in t*, initiating the decoupling of the upper part of the BL from
the surface. Radiative cooling is largest near the surface and decreases with height, with
rates at 50-500 m about an order less than that at the surface (Stull 1988). This gradient
will also impact the variances and momentum fluxes by way of the temperature and
perturbation temperature, which also will result in a decrease to the mean wind,
contributing to a faster decline in the mean wind near the ground than above the surface
layer. The now sheared mean wind profile will increase the mechanical source of vertical
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momentum flux (and variance), and by those turbulent contributions further promote
increases to the mean wind above the surface layer.
Depending on the existing wind field at the start of the transition period, this
process could presumably act to foster favorable conditions for increased convergence
and vertical motion. If an existing convective element is in place, such as a boundary or
broad mesoscale convergence, the process described in H1 would imply that H2 should
occur (Chapter 1), thus prompting the enhancement of existing or the initiation of new
convective features, including those that precipitate. The plausibility of these effects
highlights the need for a more thorough understanding of the transition processes and
how those processes might affect the evolution of cloud and precipitation fields, serving
as motivation for the present study. It is also noteworthy that a refined grasp on the clear
air AET of the BL could support endeavors related to a variety of impacts, including
forecasting minimum nighttime temperatures and fog/frost formation, pollutant
concentration predictions, and applications in fields such as agriculture, forestry,
transportation safety, and public health.
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CHAPTER 3

BACKGROUND: CONVECTIVE INITIATION AND
ATMOSPHERIC BOUNDARIES

The problem of CI has been studied for several decades and from a variety of
perspectives. Conclusions from initial observational and modeling work suggested that
convergent areas and atmospheric boundaries were of great importance in understanding
CI (e.g., Byers and Rodebush 1948, Droegemeier and Wilhelmson 1985a). Such findings
prompted more detailed modern research, beginning in part with the International H2O
Project (IHOP) field campaign in 2002 (Weckwerth et al. 2004, Weckwerth and Parsons
2006). The proceeding sections review early understanding, followed by more
contemporary results from both observational and modeling investigations.

3.1

Pre-IHOP findings
Early work on CI quickly revealed the importance of boundaries and BL

convergence. Byers and Rodebush (1948) correlated the high frequency of thunderstorm
activity in Florida to a relative peak in low level convergence values, noting that other
areas such as the northern Gulf coast experienced weaker low level convergence and
fewer storms. Byers and Braham (1949) were the first to show a relationship between
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gust fronts produced by existing convection and the initiation of new storms. Rhea
(1966) first noted a propensity for CI to occur along drylines in the spring and summer.
Ulanski and Garstang (1978a, b), Achtemeier (1983), and Watson and Blanchard (1984)
all observed, for multiple geographic regions, an increase in low level convergence
within about the 1.5 h prior to the occurrence of convectively generated rainfall. In
Canada, Zawadzki et al. (1981) identified a strong correlation between a range of CAPE
values and the range of mean and maximum convective rainfall.
While not specifically addressing the CI question, Weisman and Klemp (1982)
described the impacts of shear and buoyancy on storm development. They found that the
ratio of CAPE to shear, a version of the bulk Richardson number, to be a guide for storm
organization. For a given amount buoyant forcing, larger values of ambient shear led to
more complicated storm organizations (generally, single, multi-cell, to supercell
convection as the ratio increases). In a two-part study, Droegemeier and Wilhelmson
(1985) evaluated CI along thunderstorm outflows in a numerical model. They found that
when outflow boundaries collide, the air between them is squished together, triggering
new clouds via forced ascent at the collision. New clouds also occurred along individual
outflow boundaries, and in all instances the strength and depth of the new clouds were
sensitive to the amount of low level (0-1 km) moisture. The second component of their
study showed that vertical wind shear within the BL tended to increase the magnitude of
new cloud updrafts (Droegemeier and Wilhelmson 1985b).
Observations of visible fine lines from satellite (Purdom and Marcus 1982) and
radar (Wilson and Schreiber 1986) documented the prevalence of CI along thunderstorm
outflows. Wilson and Schreiber (1986) also reported convergence along their 653
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Colorado outflow boundaries to be concentrated within a 0.5-5.0 km width, and the
newly initiated convection tended to form 0-15 km from outflow leading edge. Further,
they found that more than 70% of outflow collision events produced CI or CE. Single
and dual-Doppler analysis of 30 Colorado gust fronts (outflow boundaries) presented by
Mahoney (1988) showed a typical order of events in surface values indicating the
boundaries passed a given location: increasing pressure, wind velocity change, and then a
drop in temperature. The mean depth, propagation speed, surface wind maximum, and
surface temperature drop among his outflows were 1.2 km, 8.6 m s-1, 14.5 m s-1, 3.5° C,
respectively, and the gust fronts displayed a general structure similar to that of a density
current. Figure 3.1 reproduces a schematic of gust front structure presented by Mahoney
(1988). While not every feature indicated in the schematic existed for every case, of
most importance to note are the uplift of air at the leading edge and the circular rotor flow
within the head region. This structure is remarkably similar to the rather fortuitous
vertically pointing X-band radar observations of a North Dakota gust front reported by
Martner (1997). Peak vertical motions in that case reached near 10 m s-1 at about 1.4 km,
and dual-polarimetric data showed the fine line was mainly composed of insects and
other non-precipitation targets. This latter point is consistent with several previous
studies' (e.g., Achtemeier 1991) inference that clear air radar return is due mainly to
biological scatters. Velocity contamination concerns arising from such a scattering
mechanism are discussed in other chapters herein, and by other authors (e.g., Wilson et al.
1994, Angevine 1997, Geerts and Miao 2005, Martin and Shapiro 2007).
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Figure 3.1: Schematic of structure for a gust front moving toward the right (Fig. 1
from Mahoney 1988, as from Droegemeier and Wilhelmson 1987).

Three Colorado cases of colliding thunderstorm outflows examined by Intrieri et
al. (1990) each resulted in the generations of new cells. Those authors found the
characteristics of the outflows to be analogous to density currents (properties of density
currents are given more attention in Section 3.1.2), and that during collisions the less
dense boundary is deflected above the more dense boundary. Their diagram of the effect
is presented in Figure 3.2. In their study, the mechanical lift afforded by this deflection
resulted in up to 2 km of vertical displacement. New convection formed in each case
within about 20 min of the collision and 5 km of the boundary interface.

Figure 3.2: Diagram of approaching thunderstorm outflows, approximated as
density currents. Upon colliding, the cooler current deflects the warmer current upward
(Fig. 2 from Intrieri et al. 1990).
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In a 2-D numerical simulation study of northeast Colorado boundary-driven CI,
Lee et al. (1991) identified three main sensitivities: moisture available within the CBZ,
horizontal convergence within the BL at the CBZ, and the ambient low level vertical
wind shear. In general, even modest variations in the first two components (1 g kg-1 of
water vapor, 1-2 m s-1 of horizontal winds) profoundly affected resulting cells: more
water vapor and stronger convergence produced stronger, taller storms that initiated faster.
The impact of the vertical shear was generally consistent with notions put forth by RKW
theory, discussed below. One other key finding of Lee et al. (1991) was that while
colliding boundaries greatly enhanced the likelihood of CI occurring, collisions are not
inherently sufficient in getting parcels to their LCL and/or LFC. This is echoed in the
observations of several investigators. Stensrud and Maddox (1988) described an
Oklahoma event of colliding outflows between two mesoscale convective systems.
While strong upward motion did exist at low levels at the collision, the presence of a
mesoscale downdraft aloft prevented vertical development. Collisions of sea-breeze
fronts, outflows, and horizontal rolls over Florida during a 1991 field study did often
result in new or enhanced cells, but also failed in many instances to generate new clouds
or storms (Fankhauser et al. 1995). Kingsmill (1995), with the same dataset, showed that
while the low level convergence did increase after most collisions, but if the depth of the
convergence decreased post-collision there was no development. It is possible that
boundary collisions in certain regions may be more efficient: Koch and Ray (1997) found
eastern North Carolina summer CBZs of various types (thunderstorm outflows, seabreezes, fronts, etc) to be about twice as likely to collide as those in Colorado studied by
Wilson and Schreiber (1986), and that the large CAPE, low CIN environment typical of
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the region at that time yielded a more than 70% rate of CBZ-produced convection for the
95 boundaries examined.
The key issue for whether CI or CE will or will not occur at a boundary (or
collision of boundaries) is whether the vertical forcing will be sufficient to lift parcels to
their LCL, for saturation and initial cloud development, and LFC, for deep vertical
convective development. So, while the effects of mechanical lifting at a boundary are
important, the thermodynamics of the environment must be considered as well. Crook
(1996) used a non-hydrostatic model initialized with a combination of real data and
radar-derived fields and found that the vertical gradients of temperature and water vapor
mixing ratio (rv) values in the BL were the best delineator for CI vs. no CI, and in the
case of CI, the strength of the resulting storm was most dependent on the initial BL
moisture. He also concluded that the depth of lifting along a CBZ (and thus likelihood of
CI) was increased for decreased horizontal flow above the boundary. Expanding on this
study, Crook and Klemp (2000) showed that lifting depth along a CBZ is actually
dependent on a combination of the horizontal flow and stability above the CBZ.
In another analysis of the 1991 Florida summer dataset, Weckwerth et al. (1996)
documented the horizontal variability of BL temperature and moisture, finding that for
many instances that region supported the formation of horizontal convective rolls in
addition to the prominent sea-breezes. While not a "boundary" per se, as the rolls do not
separate contrasting air masses, they were associated with variations of enough
magnitude (e.g., even as small as 1.5 g kg-1 of rv) to permit and inhibit the formation of
clouds along their updraft and downdraft axes, respectively, as shown in Figure 3.3. A
follow up study by Weckwerth et al. (1997) included a modeling component and further
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detailed the structure of the rolls, concluding that these convergence zones can exist in
low shear environments, as long as the wind speed was about 5.5 m s-1 or greater, and
that the orientation of the roll axes is similar to the direction of the mean wind.
Furthermore, Knupp et al. (1998) detailed the formation of a north Alabama MCS
without synoptic forcing, originating due to mesoscale solenoidal circulations arising
from surface moisture, and thus heat flux, variability. Part of the significance of these
papers was that they showed how relatively small changes in BL values can affect the
occurrence and the heights of cloud formation.

Figure 3.3: Schematic of horizontal convective rolls BL variability: black lines
contour water vapor mixing ratio, and grey lines depict the roll circulations. BL
temperature values tend to correspond with updrafts (warmer updrafts). Variations in the
low level temperature and moisture fields produce an array of possible cloud base heights,
indicated by the dotted outlined clouds (Fig. 10 from Weckwerth et al. 1996).
Vertical wind shear within the BL can generate horizontal vorticity, and Lee et
al.'s (1991) numerical modeling work found that if this vorticity could balance that found
at the leading edge of a CBZ, convection was more likely to develop. This notion was
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consistent with a theory proposed by Rotunno et al. (1988) and later revisited by
Weisman and Rotunno (2004) in which the relative strengths of an existing cell's surface
cold pool and the ambient vertical shear are deemed critical for determining the
organization and longevity of the convection. The basic principles outlined Rotunno et al.
(1988) showed that, individually, both shear and the cold pool can be generally
detrimental for long term development of a storm. Vertical shear tends to tilt updrafts so
that the shear effectively "drains" energy from the storm and allows precipitation to fall
into the storm's inflow - where evaporative cooling weakens the fuel to the system. A
cold pool, on its own, can create horizontal vorticity that also causes the updraft to tilt, in
this case back over the cold pool, preventing vertical transport of parcels and limiting
convective vigor. When the cold pool and shear both exist, however, Rotunno et al.
(1988) proposed that the interaction of the horizontal vorticities, if balanced toward an
"optimal state," they promote more erect updrafts at the leading edge of the cold pool and
support further convective development, as illustrated by Figure 3.4 (also see Figure 18
of Rotunno et al. 1988). They found, too, that the ambient shear was most effective when
restricted to within the BL (especially if the depth of the shear matched that of the cold
pool), as shear that was too deep or that was not surface based produced detrimental cell
tilting - this was also broadly consistent with the results of Lee et al. (1991). Weisman
and Rotunno (2004) revisited these ideas, and after completing new simulations
concluded that the basic ideas of RKW theory were valid, though moderate to strong
ambient shear from 0-5 km (instead of just 2.5 km), and even elevated shear layers, as
long as they were below 5 km, could effectively enhance storm strength. Reconsidering
the practicality of an "optimal state," the authors noted that a wider range than strictly
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balanced situations produce well-organized, long lived convection - as Stensrud et al.
(2005) pointed out, several observations of long lived squall lines contain shear layers
deeper than 5 km.
When the updraft of interest is at the front edge of a moving boundary, as is most
often the case, the motion of the incipient cell relative to that of the boundary is vital for

Figure 3.4: Stages of convective development in the presence of low level
ambient shear. (a) Initially, updraft tilts downshear in response to the horizontal vorticity
induced by the shear. (b) When a cold pool develops, an "optimal state" would exist
when the vorticity it induces approximately balances with that of the low level shear,
promoting a more vertical updraft. (c) As precipitation strengthens the cold pool, its
associated vorticity becomes stronger than that of the shear, causing the updraft to tilt
upshear and produces a rear component of inflow (solid black arrow). In each panel, "C"
and "U" signify the strengths of the cold pool and ambient low level vertical shear,
respectively (Fig. 2 from Weisman and Rotunno 2004).
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Figure 3.5: Schematic illustration of favorable and unfavorable conditions for CI
along a CBZ in ambient vertical wind shear. Curved arrows indicate updrafts (Fig. 8
from Wilson et al. 1998).
development. As implied by the theory discussed above, if the new cell translates to the
left or right of its position in Figure 3b, it will not benefit from the interaction of the
vorticity due to the boundary and shear. Wilson and Megenhardt (1997) identified this
significance in their investigation of eastward and westward propagating Florida seabreezes. They defined the boundary relative cell speed as the component of the vector
difference of cell and CBZ motion that is normal to the boundary, and reported the best
convective development when this value was 3-5 m s-1. They noted their findings are in
line with the work of Moncrieff and Miller (1976) and Weisman and Klemp (1986) who
considered storm motion relative to convergence line motion in numerical modeling
contexts. Wilson et al. (1998) summarized these impacts visually as shown in Figure 3.5.
Situations with the environmental wind directed against the propagating boundary (top
panel of Figure 3.5) and the boundary itself moving at about the same speed as steering
level flow (~3 km) tend to result in more upright updrafts and longer lived storms, while
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in situations with environmental winds in the same direction as CBZ motion (bottom
panel of Figure 3.5) new cells move opposite the boundary and the ambient winds
promote shallower, more tilted updrafts less supportive of long lived convection.
The following subsections detail early studies of some specific CBZ types.
Results from these works, as well as those discussed above, served as motivation for the
IHOP field campaign (Weckwerth and Parsons 2006). Investigation of IHOP datasets
then ushered in the modern CBZ and CI studies discussed in Sections 3.2 and 3.3.

3.1.1 Drylines
Drylines are meso to synoptic-scale boundaries separating warmer, drier air from
relatively cool, moist air. They are most common to the US southern Plains, and have
been long noted as favored areas of CI (e.g., Rhea 1966). Their formation is essentially a
result of the region's sloped terrain and diurnal BL heating (Schaefer 1986, Weckwerth
and Parsons 2006). Southerly flow brings warm, humid air from the Gulf of Mexico,
while easterlies from the Rocky Mountains region advect hotter, dry air. At the surface,
which slopes upward to the west, the meeting of these air masses is the dryline. Daytime
heating promotes a deeper CBL (see Chapter 2) on the dry (western) side, further mixing
the BL and drying the low levels more due to entrainment. This enhances both the
humidity gradient and horizontal convergence at low levels (Schaefer 1974a, b).
In some ways, the dryline can act like a frontal boundary. Ziegler and Hane
(1993), Hane et al. (1993), Ziegler et al. (1995), Ziegler et al. (1997), and Ziegler and
Rasmussen (1998) examine drylines observed during the COPS-91 and VORTEX I
campaigns. Figure 3.6 gives a conceptual schematic of dryline structure, attained from
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Figure 3.6: Conceptual schematic of dryline structure early in the AET period.
Bold dashed lines mark the tops of the CBLs (the deeper dry BL to west, shallower moist
BL to east with elevated moist layer shown by the dashed black line below), while grey
shaded areas indicate clouds (Fig. 17 from Ziegler and Rassmussen 1998).
Ziegler and Rasmussen's (1998) results, including general width and height scales. These
studies suggest dryines exist as "mixing zones" consisting of a combination of properties
from the differing air masses (Ziegler and Hane 1993), may be associated with an
elevated moist layer over the eastern side, are structurally similarly to density currents,
and are maintained during the day by a solenoidally forced, frontogenetic secondary
circulation (Sun and Ogura 1979, Ziegler et al. 1995, Ziegler et al. 1997) In order for
cloud formation (CI) to occur at a dryline, Ziegler and Rasmussen (1998) concluded that
parcels lifted at the leading edge of the CBZ must attain their LCL (LFC) before vacating
the mesoscale updraft; they also noted observed clouds tended to have a Gaussian
distribution that peaked at about 15 km east of the dryline.
Solenoidal forcing occurs in the presence of a density gradient, which can be
created by a virtual potential temperature (θv) gradient. This occurs when there is a
gradient in potential temperature (θ), mixing ratio (rv), or both, since θv = θ (1 + 0.61rv).
Holton (2004) gives an overview of how solenoids generate a vertical circulation.
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Pressure and/or density gradients can act to generate positive vorticity through the
solenoid term in the total derivative of absolute vorticity:
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Here, ζ is relative vorticity (defined as (∂v∂/x)-(∂u/∂y)), f is the planetary vorticity
(Coriolis parameter), p is pressure, ρ is the air density, and u, v, w are the east, north, and
vertical wind components, respectively, in the standard x, y, z coordinate frame. The
terms on the right hand side of (3.1, which is Equation 4.17 in Holton 2004) are the
divergence, tilting, and solenoid terms, respectively. Ziegler et al. (1995) apply this to a
north-south oriented dryline, expressing the y-component of vorticity as:
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where η is the northerly horizontal vorticity component, cp is the specific heat of dry air
at constant pressure, θv0 and θ0 are the base state θv and θ, respectively, rv is water vapor
mixing ratio, F denotes turbulent effects, primes indicate perturbation values, and other
variables are as in (3.1). The terms on the right hand side in this case are the Coriolis
contribution, stretching, pressure solenoid, thermal solenoid, and the net effect of
turbulence terms, respectively. By analyzing the magnitudes of each term, Ziegler et al.
(1995) showed the thermal solenoid term is the primary source of horizontal vorticity
along the dryline, and its magnitude is more than two orders larger than the pressure
perturbation (pressure solenoid) term. Thus, gradients in θv generate horizontal vorticity,
and the resulting vertical circulation acts to increase the horizontal convergence at the
dryline. Ziegler et al. (1995) further showed that the dryline acts to strengthen and
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maintain itself by a frontogenetic process through a detailed analysis of the horizontal
frontogenesis equation:
Frv

rv
x

rv
x

rv
x dt

u rv
x x

w rv
x z

(3.3)

where Frv denotes the frontogenesis of rv, and all variables are as in (3.1) and (3.2). The
terms on the right hand side denote the direction of the horizontal gradient, contributions
to rv arising from surface layer latent heating and mixing, convergence of rv, and tilting of
rv, respectively, with the last two terms exerting the largest magnitude of control. Note
that each instance of rv in (3.3) can be replaced with θ for the frontogenesis of θ. Ziegler
et al.'s (1995) analysis showed that the enhanced convergence arising from the
solenoidally-driven vorticity dominates this equation at low levels with a frontogenetic
effect, while the tilting term takes over at the CBL top to the east contributing to
frontolysis. Summarizing this process, those authors state: "Air approaching the dryline
from the west enters the intense frontogenesis zone. Air parcels rising at the dryline
subsequently experience intense frontolysis as they move toward the east."
Other observational and numerical simulation studies of drylines, besides the case
examined in detail by Ziegler and Hane (1993) and Ziegler et al. (1995), have echoed the
importance of the solenoidally driven, frontogenetic secondary circulation of these
boundaries (e.g., Ziegler et al. 1997, Ziegler and Rasmussen 1998, and several studies
discussed in the following sections). Magnitudes of dryline updrafts in these studies
ranged 1-5 m s-1, the latter consistent with Doppler lidar observations of dryline updrafts
reported by Parsons et al. (1991).
Crawford & Bluestein (1997) detailed observations of several dryline passages
during the COPS-91 field mission, and reported similarities to the previously discussed
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works. They also detailed the consistent retrograde (movement towards the west instead
of east) of the dryline in the evening (about 1600-2200 local time). For these
retrograding drylines, the boundary showed less resemblance to a density current than
their late afternoon counterparts. Looking even later, Parsons et al. (2000) examined a
nocturnal dryline with observations that included Doppler lidar and repeated radiosondes.
Their data showed vertical motions along drylines at night are likely not as intense as in
mature, late afternoon drylines, rendering an undisturbed nocturnal dryline much less
likely to trigger new clouds or convection. While their specific case ended up
undergoing a merger with an approaching cold front, and the resulting CBZ did generate
severe convection, Parsons et al. (2000) hypothesized on the diurnal structures of drylines,
consistent with results of previous studies, most notably those of Schaefer (1974a, b);
Figure 3.7 shows their schematic. At local solar noon, panel (a), the structure is highly
(weakly) frontogenetic for water vapor (temperature) and conforms well to the
characteristics of mature drylines discussed above. After sunset, panel (b), the
retrograding motion begins in response to both weaker vertical mixing in the BLs on
either side and increasing westerly (upslope) flow as the LLJ forms, decoupling from the
surface (see Section 2.2). At midnight, panel (c), the slope of the dryline interface
relaxes as radiational cooling is more severe on the western side, creating a more diffuse
boundary. Finally, once the sun has risen, surface heating again induces stronger vertical
mixing on the west side, quickly degrading the nocturnal inversion. The westernmost
moist air is very shallow, so the westward side is more quickly mixed with drier air from
above - producing the eastward advance of the dryline during the day.
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Figure 3.7: Parsons et al.'s (2000) hypothesized diurnal dryline structural
progression at (a) local solar noon, (b) after sunset, (c) at local midnight, and (d) after
sunrise. Dashed lines show lines of constant waver vapor mixing ratio (Fig. 10 from
Parsons et al. 2000).
The conceptual model proposed by Parsons et al. (2000) should be considered in
the context in which it was formed: after most observational dryline studies were of
mature, late afternoon or early evening drylines, with few observations of nocturnal
drylines available. However, because the vertical forcings along the boundary are
maximized when the boundary is most developed, those authors concluded that
"convection is most likely to be generated near the dryline interface in the afternoon and
early evening, rather than late at night and in the morning." In an effort that extends this
work, Jones and Bannon (2002) completed several simulations of drylines in a mixedlayer model. Results showed that dryline location and propagation are highly dependent
on the magnitude and variation of the surface heat flux. In the Jones and Bannon (2002)
model, the diurnal shift in propagation is noted, and a maximum in the inversion height
along the dryline occurred near the time of sunset. Also at this time, convergence along
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and to the east of the boundary increased, which those authors contended can act to
trigger CI in the AET period. Figure 3.8 shows an example of the Jones and Bannon
(2002) modeled drylines. A sudden increase in the height of the dryline's capping
inversion would occur as a result of enhanced lift; this lift could be a mechanism for late
in the day CI along the dryline - and indeed, Bluestein (2008) noted such a delay in
observed CI along southern plains drylines until the AET, coining the term "6:00 magic."
In a follow up study, Auslander and Bannon (2004) used the same mixed-layer model
and found that horizontal "bulges" along the eastward propagating dryline modify the low
level horizontal convergence field, producing isolated maxima in the mixed layer depth
within widths on the order of 50 km of the dryline at the time of sunset. They extended
the hypotheses of Parsons et al. (2000) and Jones and Bannon (2002) by speculating

Figure 3.8: Contour of mixed layer depth with time (vertical axis) for a simulated
dryline. Dotted vertical lines indicate topography variations, vectors show u-v wind
components as if the vertical axis were the y-direction. Note the westward motion of the
boundary and peaks in the mixed layer depth after 1800 local time (Fig. 5 from Jones and
Bannon 2002).
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that the these height maxima "may be the trigger for deep convection along the dryline in
late afternoon." In both the Jones and Bannon (2002) and the Auslander and Bannon
(2004) simulations, the westward retreat of the dryline also resulted in the production of
an eastward propagating gravity wave. Such a disturbance, propagating out ahead of a
density current, is not all that unlike features examined by Liu and Moncrieff (2000), as
well as several other investigators mentioned in the next subsection.

3.1.2 Density currents, bores, and solitary waves
Variations in the water vapor content across drylines establish a density gradient.
A density gradient can also be generated in the case of a thunderstorm outflow boundary,
with relatively warm ambient air and the precipitation cooled outflow. Carbone et al.
(1990) showed that gust fronts (outflow boundaries) often act like density currents: they
contain a cold air source and transport this colder air as they move. If a density current
(sometimes referred to as a gravity current) propagates into a stable air mass, it can
generate a disturbance in the ambient fluid. These disturbances are gravity wave-type
features and can take on a continuum of characteristics as bores and solitary waves.
Carbone et al. (1990) noted this apparent progression for a case of nocturnal CBZs in
Kansas, stating that under stable conditions, "one may view the gravity current-undular
bore-solitary wave family as a temporal sequence rooted in gravity current dissipation
and energy dispersion." While there are several distinguishing characteristics between
them, perhaps the most striking is that wave features are generally are propagative, not
transportive as in the case of density currents, with such behavior becoming more
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prominent as the features transition from bores to solitary waves (e.g., Liu and Moncrieff
2000).
Several early investigators developed the theory and numerical understanding of
density currents and their related wave disturbances. The proceeding discussion, based
on the work of Christie et al. (1978), Rottman and Simpson (1989), Carbone et al. (1990),
Simpson (1997), Klemp et al. (1997), Karyampudi et al. (1995), Moncrieff and Liu
(1999), Liu and Moncrieff (2000), Haertel et al. (2001), and Kingsmill and Crook (2003),
is intended to serve as a brief overview.
Density currents occur when a denser fluid moves into a less dense fluid, and
produces a net transport of mass, that is, flow is with the density current. They can
originate in the atmosphere as any density disparity, most often as thunderstorm outflows,
but also frequently as sea-breezes. The contrast in density establishes a hydrostatic
pressure gradient across the leading edge, this is essentially the force that causes the
density current to move (Moncrieff and Liu 1999). Propagation speeds for density
currents take the form
1/ 2

cDC

F

gh

(3.4)

a

where cDC is the propagation speed, F is the Froude number, g is the acceleration due to
gravity, Δρ and ρa are the difference in density and the ambient density, respectively, and
h is the depth of the denser fluid. The product of the density term and gravity is referred
to as the reduced gravity, and sometimes the virtual temperature (Tv) or virtual potential
temperature (θv) are used in place of ρ. The Froude number is a ratio expressing inertial
to buoyant forces, and for density currents is typically about unity: For gust fronts,
Carbone et al. (1990) give a range of 0.99-1.17, and Kingsmill and Crook (2003) report
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values 0.7-1.4. Density current heights tend to be very small in comparison to their
horizontal extent (low aspect ratio), with typical h value about 1 km (Liu and Moncrieff
2000). If a finite amount of the source cold air is assumed, over time both h and Δρ will
decrease, so the speed of a density current will tend to slow down with time. As such,
part of Carbone et al.'s (1990) justification of calling a gust front a density current is a
decrease in the hydrostatic pressure difference as the gust front propagated. At the
surface, the passage of a density current is marked by an increase in pressure, decrease in
temperature, and a shift in the winds. Wind speed may or may not change, but the
direction will shift to align with the direction of the density current propagation. The
leading edge of a density current is usually marked by relatively strong convergence that
can increase vertical motion. Often, this elevates the leading edge into a head structure
and contributes to the generation of a rotor circulation that can further enhance low level
convergence via rear to front flow (e.g., see Figures 3.1 and 3.2).
If a density current is observed to speed up, it may have induced or begun a
transition to a bore. A bore is a hydraulic jump that can form when a density current
impinges on a stable fluid - stability, in this context often denoted by the Brunt-Vaisala
frequency ( N

gd
dz

1/ 2

), is required for bore formation (Karyampudi et al. 1995,

Moncrieff and Liu 2000). From laboratory experiments, Rottman and Simpson (1989)
found bore generation to be most likely when the depth of the ambient stable layer (h0) is
about 1/4 that of the intruding density current (d0), though some studies have shown even
less ideal environments can support bores: Ralph et al. (1993) reported gravity wave
generation with the heights ratio was 0.2, and Liu and Moncrieff (2000) were able to
simulate a bore when N was just 0.011 s-1. The speed of a bore is given by
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where cB is the bore propagation speed, cGW is the speed of an internal gravity wave in
the stable layer (obtainable with F=1.0 in Equation (3.4)), and h1 and h2 are the height of
the bore and the depth of ambient stable layer, respectively. In purest form, bores are
wave features that disperse energy with no net transport of mass. Kingsmill and Crook
(2003) described this as fluid flowing "though a bore rather than collecting behind it."
However, density current-bore hybrids tend to be more common in the atmosphere (and
in simulations of the atmosphere). Haertel et al. (2001) showed that these entities can
have some density current characteristics (for example, transport of some mass), and may
at times also resemble waves. Klemp et al. (1997) described ambient stable layer depth
effects on bore propagation speeds (i.e., shallower ambient layers result in bore speeds
closer to that of a density current, while bores impinging on deeper ambient layers tend to
have a faster, gravity wave-like speed). In general, bores tend to propagate faster than a
density current with similar θv gradient, and/or have Froude numbers slightly above unity
(Carbone et al. 1990, Liu and Moncrieff 2000, Haertel et al. 2001, Kingsmill and Crook
2003), consistent with the continuum notion mentioned above. In order for a bore to
propagate for long distances, the stability and wind shear of its environment must support
a wave ducting mechanism (Crook 1986). Bore passage is usually marked by a
deepening BL, sudden surface pressure jump, and because they are inherently a mixing
phenomena, a decline in surface dewpoint and either a steady or slightly warming surface
temperature sustained along with the pressure rise. The simulations of Liu and Moncrieff
(2000) also show that as the ambient stability increases (N up to and exceeding 0.016 s-1)
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bore formation becomes more likely and the disturbances tend to propagate farther away
from the cold air source - trending toward a solitary wave structure.
Whereas the modifications resulting from bore passage are relatively persistent
(described as "sudden and relatively permanent" by Locatelli et al. 1998), solitary waves
can produce similar signatures that are shorter lived. Also, solitary waves are more
propagative (i.e., no net mass transport) than bores. These disturbances are usually
waves of elevation (though waves of depression are possible) that propagate along the
interface of fluids with differing densities (Simpson 1997). Solitary wave propagation
speeds tend to be more uniform and depend on both the depth of the ambient BL and the
amplitude of the wave:
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where cSW is the solitary wave propagation speed, h is the height of the undisturbed,
ambient BL, ρ1 and ρ2 are the densities of air in the stable layer and above, respectively
(i.e., ρ1 > ρ2), and α is the relative amplitude of the wave (defined as the maximum wave
amplitude / h). Here, it is evident that a deeper BL, larger density difference (whether
due to gradients in temperature, moisture, or both), and a larger relative wave amplitude
increase the speed of a solitary wave. Simulations by Liu and Moncrieff (2000) show
that as ambient stability increases, the continuum of disturbances advances from bores
toward solitary waves: Their results show solitary waves propagating in advance of a
density current, becoming more prominent as the ambient N value approaches 0.02 s-1.
Several more contemporary studies have presented analyses of solitary waves, their
relationship to density currents and bores, and implications for CI and CE in stable BLs
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(e.g., Knupp 2006, Parker 2008, Coleman and Knupp 2011), as discussed in the
following sections.
One specific phenomena related to these disturbances is the "morning glory"
cloud of northern Australia. These roll clouds typically form along wave crests generated
by sea-breezes in the Gulf of Carpentaria region, existing as bores and transitioning to
solitary waves as their energy becomes more confined (Reeder et al. 1995, Goler and
Reeder 2004). While a trapping mechanism is theoretically required for bores or solitary
waves to travel substantial distances (more details on this are provided in the next
section), the wave duct analyses of Menhofer et al. (1997) and Smith and Noonan (1998)
indicate this is not the case for morning glory events.

3.2

IHOP and more recent observational studies
The 2002 IHOP field campaign (Weckwerth et al. 2004) launched new progress

in CBZ and CI research; Weckwerth and Parsons (2006) noted initial accomplishments.
Wilson and Roberts (2006) summarized all of IHOP's CI episodes, showing that
afternoon and evening CI events generally resulted from surface-based forcings,
primarily frontal systems and gust fronts. Several specific IHOP events have received
much attention in the literature. Highlights from these case studies are summarized and a
discussion of other (non-IHOP) fairly recent CBZs and CI works are presented here.
A double dryline from 22 May 2002 was "one of the most intensively observed
drylines in history" (Weiss et al. 2006). Case studies on this event by Demoz et al.
(2006), Weiss et al. (2006), Buban et al. (2007), and Wakimoto and Murphey (2009)
revealed rv changes of 2-3 g kg-1 across the 2 drylines and a wedge-shaped cloud field
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between them that failed to further develop into deep convection. The primary dryline
displayed a clear secondary circulation and resembled a density current. Weiss et al.
(2006) documented updraft magnitudes of 6-9 m s-1 observed from vertically pointing
radars, which may be underestimates (Geerts and Miao 2005, see Chapter 4). When the
dryline retrograded in the late afternoon, the updrafts transitioned from a strikingly
vertical arrangement to slanted toward the dry air mass. Buban et al. (2007) combined rv
and temperature observations with multi-Doppler derived wind fields with an extensive
Lagrangian objective analysis technique developed by Ziegelr et al. (2007a), and showed
through horizontal vorticity budget and frontogenesis calculations (e.g., see Equations 3.2
and 3.3) that the dryline's secondary circulation is solenoidally driven and frontogenetic
for rv, supporting earlier findings by, for example, Ziegler et al. (1995). Wakimoto and
Murphey (2009) reached a similar conclusion with their calculations based on airborne
and ground-based radar and dropsonde observations.
For the 24 May 2002 cold front and dryline triple point event, Geerts et al. (2006)
presented 3 mm airborne radar results that show the cold front behaving as a density
current, with features including an elevated head and rotor flow in the nose. Wakimoto et
al.'s (2006) analyses of airborne Doppler radar, lidar, and dropsonde observations showed
that the dryline displayed a weaker θv gradient, and appeared as a line of mixing, not
unlike the "mixing zones" proposed by Ziegler and Hane (1993). They found peak
mesoscale vertical vorticity (2 x 10-3 s-1) at the triple point, a jump in the height of the
moist layer, and solenoidal structure to the vertical circulations. Despite favorable
conditions at the triple point, CI occurred about 50 km to the east, triggered by a moisture
plume in an area of reduced static stability and depressed mixed layer height. Ziegler et
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al. (2007b) showed the region contained other BL features, too, including transverse and
longitudinal roll circulations, local vertical vorticity maxima, and updrafts, persisting for
30+ min and translating horizontally with the local mean BL wind. Their calculations in
the wedge area of Cu (near the triple point, but without deep CI) supported the "parcel
continuity principle," first outlined by Ziegler and Rasmussen (1998) - the notion that a
parcel must attain its LCL (LFC) height while in the updraft in order for clouds (CI) to
develop. They introduced the ratio RLCL = [ W L ] / [ U ( LCL - H )], where L is the
updraft length scale, U is the horizontal velocity scale, W is the updraft vertical velocity
scale, and H is the height at which a parcel enters the updraft. If RLCL ≥ 1, the parcel
continuity principle is met and cloud formation can be expected. Likewise, the LCL
height can be replaced with the LFC, and if RLFC ≥ 1, the parcel continuity principle is
met and deep convective development can be expected. For the 24 May case, dropsondes
to the east of the triple point revealed this condition was easily met where the CI occurred,
while at the triple point, high LFC heights (3.1 km) proved prohibitive for CI. CI did
occur along the dryline, 100 km to the south, beyond the observed region. Modeling
work by Xue and Martin (2006a, b) showed the mesoscale processes along the DL
primed the CBZ for convection, but local processes (interaction of the DL's updraft with
the upward branch of a horizontal roll and the formation of misocyclones) provided the
required forcing to trigger the CI at the dryline.
Misocyclones (discrete, vertically coherent structures of vertical vorticity with
diameters of ~0.5-4 km, Fujita 1981) embedded within a CBZ were present in many
IHOP cases, including 22 May (Buban et al. 2007, Wakimoto and Murphey 2009) and 24
May (Xue and Martin 2006b), and several other events, including the 3 June cold front
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(Stonitsch and Markowski 2007), 10 June cold front and dryline (Arnott et al. 2006,
Friedrich et al. 2008a, b), and 19 June dryline (Murphey et al. 2006). Locations of
misocyclones were generally noted at the intersections of the CBZ with either smaller BL
circulations like rolls or individual eddies. These features can impact the arrangement of
low level rv, convergence, and radar reflectivity fields along the CBZ. Arnott et al.
(2006) showed that when a CBZ's secondary circulation is strong (i.e., it is more
frontogenetic) updrafts are coherent along the boundary, and the CBZ is the dominant
mechanism controlling the organization of vertical motion, but when the secondary
circulation is weak (the CBZ is less frontogenetic) a "fractured pattern of upward motion"
develops and small scale entities like misocyclones play more prominent roles in
controlling the CBZs vertical motion. Marquis et al. (2007) examined several IHOP
misocyclones and found that these features tend to contain minimums in low level
convergence at their centers, while their impact on the convergence field of the CBZ
depends on their relative widths (see Figure 3.9). They also noted that the greatest
(weakest) misocyclone intensities were correlated to the greatest (weakest) crossboundary shear and along-boundary low level convergence, and suggested that
misocyclone prominence tends to decrease with time. Friedrich et al.'s (2008a, b) results
support these points, indicating differences in along-front winds of at least 4 m s-1 were
needed for misocyclones.
It is clear that misocyclones can render CBZs quite 3-D, but since the lack of
significant sensible heat flux in the AET period effectively shuts down large CBL eddies,
one might reasonably expect CBZ structure to become less 3-D across the AET time
frame, as BL turbulence quickly decreases. This is related to the postulation of Stonitsch
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and Markowski (2007). Those authors defined the "slabularity", S, of a CBZ as the
fraction of the length of the boundary that contains updraft, and concluded that CBZs (in
their case, the 3 June 2002 cold front) with weakening vortices can experience an
increase in slabularity. In turn, because high slabularity indicates that convective BL
motions have less impact on the front's kinematics (Figure 3.10), the relative value of S
also provides a reasonable estimate for the contribution of vertical motion attributable to
the boundary, rather than BL eddy or other smaller scale updrafts (e.g., Arnott et al.
2006). They also noted that stronger CBZs with density gradients (more baroclinity)
displayed stronger secondary circulations.
A consistent conclusion was reached by Miao and Geerts (2007) in their study of
a dozen CBZs (mainly IHOP drylines). They showed that the strength of the meso-γ

Figure 3.9: Left: Example misocyclone (top) 300 m AGL wind vectors, dBZ shading,
and dashed contours for convergence; (bottom) vertical slice through arrow shown in top
panel, convergence shading (x 10-3 s-1), black contours are vertical vorticity starting at 4 x
10-3 s-1 with a 3 x 10-3 s-1 increment. Right: sketch of misocyclones embedded within a
CBZ. Contours show vertical vorticity above an ambient value, shading shows relative
convergence. Feature markings A, B, and C, indicate misocyclones with widths that are
small, large, and similar relative to the CBZ width. Features marked D and E represent
misocyclone mergers (Figs. 1 and 14 from Marquis et al. 2007).
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Figure 3.10: Schematic examples of (a) large and (b) small slabularity. Shading
represents areas of updraft (Fig. 11 from Stonitsch and Markowski 2007).
scale density (or θv) gradient correlated to the magnitude of low level convergence along
radar fine lines: Meso-β scale gradients of ~1 K / 25 km were sufficient to generate broad
convergence, assist in creating a solenoidal secondary circulation, and initiate the fine
line, and once meso-γ scale variations reached ~1 K / 10 km the CBZs took on density
current properties. The majority of dryline CBZs in the literature contain lower θv values
on the moist (generally east) side, where the density is larger, and have changes of 1-2 K
across ~10 km. Sipprell and Geerts (2007) noted an interesting exception as IHOP's 19
June 2002 dryline event, which underwent a reversal in the θv gradient direction in the 2 h
before CI. Initially, this dryline had an arrangement of higher density air on the dry
(west) side and a fairly small gradient (Δθv < 1K / 5 km), eventually though, this switches,
as does the sign of the solenoidal circulation and the slope of the updraft (from tilting
over dry to tilting over moist, which is more typical). In both the "classical" and
"nonclassical" phases, the sign of the density gradient and solenoidal circulation, slope of
the updraft, and the CBL depth difference across the CBZ are consistent - all switched
when Δθv did. Further, in each phase the horizontal vorticity generated by the secondary
circulation supported a balance with that produced by the ambient shear on either side of
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the CBZ. While this balance aided in deepening the CBL, similar to RKW theory,
Sipprell and Geerts (2007) noted that it wasn't clear if the balance was required for the CI
along this dryline. Murphey et al. (2006) found, through about the time of the θv gradient
switch, misocyclones became less prominent and peak updraft values increased. This
occurred as the surface heat flux on the dry side deepened the BL and enhanced the θ
(thus, θv) gradient and the solenoidal circulation, resulting in stronger low level
convergence, and a deeper CBL at the dryline zone (to being on par with the LFC
heights). Those authors conclude that CI in the 19 June dryline case resulted from
"diurnally induced easterly flow in the maritime air that typically develops late in the day,
which increases low-level convergence and allows rising air parcels... to reach the LFC,"
not unlike the simulation results of Jones and Bannon (2002).
Markowski et al. (2006) presented analyses of an outflow boundary intersection
with a dryline on 12 June during IHOP. While cumuli were observed, deep, precipitating
cumulonimbi failed to develop. The authors attributed this to a lack of a "persistent,
spatially continuous corridor of mesoscale ascent," noting that in the vicinity of the
dryline, the dynamics of BL thermals dominated. They postulated that further cloud
development required more protective updrafts, decreasing detrainment of moisture (less
θe dilution) during ascent. Weckwerth et al. (2008) described the many BL circulations
present in this case, showing that CI did occur, but east of the region examined by
Markowski et al. (2006). Akin to the results of Xue and Martin (2006a, b), the mesoscale
processes along the CBZs enhanced convergence and organized the rv field, but local
forcings, in this case BL rolls, provided the forcing required for CI.

64

Synthesizing observations from several IHOP CBZs, Karan and Knupp (2006)
presented detailed characteristics of gradients, updrafts, and convergence magnitudes.
Their overall findings showed CBZ updrafts generally twice as large (wide) in magnitude
(duration or width) as eddy updrafts in the ambient BL, 915 MHz profiler SNR return
(akin to the radar fine line) about 5 times as wide as the region of the CBZ updraft, which
was typically about 1-2 km across and 2-3 km deep. CBZs that propagated slower
generally contained higher peak CBL depths, and cold fronts and drylines compared well
to density current structure and dynamics. Average changes across the CBZs for virtual
temperature (rv) were about 1-3 K (2-4 g kg-1), and each passage brought wind speed
and/or direction changes. Wakimoto and Murphey (2010) analyzed several cases of
colliding (or nearly so) IHOP CBZs at meso-β and meso-γ scales. Their computations
showed little correlation between CI occurrence with updrafts magnitude or depth, rv
gradient, favorably low CIN or LFC values, or the presence of strong frontogenesis.
What did correlate well with CI development was a balance of the solenoidally forced
horizontal vorticity at the larger meso-β scale. Wakimoto and Murphey's (2010)
concluded that, similar to RKW theory, balanced horizontal circulations at adjacent CBZs
(spaced about 5-15 km, see Figure 3.11) support more vertical updrafts favorable for CI.
A key discovery from IHOP was "the ubiquity of bores" in the nocturnal BL as
factors in convective maintenance and CI (Weckwerth et al. 2004). Two prominent bore
cases from that field campaign occurred on 21 June and 4 June 2002. Knupp (2006)
detailed the 21 June case, documenting for the first time the transition of a CBZ from a
density current (a gust front in this case) to a bore to a series of solitary waves, in line
with the postulations of Carbone et al. (1990), and predictions from hydraulic theory (e.g.,
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Figure 3.11: Schematic of CI along boundaries at the meso-γ scale (a) as hypothesized
by RKW theory and at the meso-β scale (b) as balanced horizontal vorticity at adjacent
CBZs promotes more vertical updrafts (Fig. 14 from Wakimoto and Murphey 2010).
Section 3.1.2). He showed increases in the ambient NBL stability, ahead of MCS
outflow, enhanced by anvil shading (e.g., Frame and Markowski 2010, 2013) supported
bore generation with N of 0.011 s-1. As stability increased, the bore transitioned to a
solitary wave as N reached 0.018 s-1. In association with the bore, vertical parcel
displacements up to 2 km supported moistening through the atmospheric column and
assisted in the development of a cloud field. Koch et al. (2008) presented observations
and an MM5 simulation of the 4 June series of bores case. Their observations were
consistent with gravity wave theoretical characteristics, including a quadrature
relationship between updrafts and inversion layer height. While the model failed to
generate the first bore (because it did not generate its parent convection), the second bore
was produced, providing a glance at the mixing processes in the head and trailing region
of bores. In general, bores can make the NBL more favorable for CI by decreasing CIN,
increasing CAPE and the depth of BL rv, and decreasing LCL or LFC heights. Indeed,
Marsham et al. (2011) described the generation of an IHOP nocturnal MCS along a
propagating bore-like feature.
The IHOP field campaign ushered in the modern era of CBZ and CI research.
Other campaigns that bear mentioning, for completeness, in this context include the
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Convective Storm Initiation Project (CSIP, Browning et al. 2007) in the southern UK
during summer 2004 and 2005 to investigate the combination of topographic and
maritime effects, as well as the Convective and Orographically induced Precipitation
Study (COPS, Wulfmyer et al. 2008) in southwestern Germany and eastern France
studying major orographic controls on convection in the summer of 2007.
Post-IHOP, several modern studies have investigated bore-type features and their
implications for CI. One example is Coleman et al. (2009), who detailed a visually
impressive undular bore in Iowa. Their analysis showed consistency with hydraulic
theory for the propagation speed and undular character of the bore (bore strength, h1/h0,
value 1-2, with h1 and h0 as in Equation 3.5). Further, the propagation of the bore was
shown to be enabled by a supportive environment, i.e., the ambient region contained a
wave trapping layer, which occurs when m2 < 0. Here, m is the vertical wavenumber of
the propagating wave, and m2 = l2 - k2, where k is the horizontal wavenumber (2π/λ), and
l2 is the Scorer parameter, defined as:
2
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U
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(3.7)

where N is the stability (Brunt-Vaisala frequency), c is the wave propagation speed, U is
the portion of the ambient wind in the direction of the wave propagation, and the
numerator of the second term on the right hand side is the second derivative (curvature)
of the mean wind profile. Either a layer of large stability, a curved wind profile (such as
with a LLJ), or both can provide sufficiently low m2 values, indicating the environment
will trap wave energy and support propagation of bores and solitary waves.
Coleman and Knupp (2011) examined the effects of a bore and solitary wave on
the NBL near Huntsville and showed the BL modifications associated with the passage of
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each wave entity resulted in more favorable conditions for convection (Figure 3.12),
noting that "the waves lowered the LFC and also made it easier for a parcel to reach it,"
resulting in CI along each feature. The bore increased the depth of the stable BL, surface
temperature, surface pressure, and CAPE, and decreased the surface dew point, CIN (by
50%), and stability - all impacts of the characteristic hydraulic "jump" and vertical
mixing of bores. The solitary wave produced similar but shorter-lived changes. Vertical
spreading of rv and θ contours showed these stability changes. Those authors show that
parcel trajectories through the wave features, computed via a time-to-space conversion
technique, contained vertical displacements up to 1.1 km. Bores have been observed in a
variety of regions besides the US Plains and northern Alabama, including the Gulf of
California (Martin and Johnson 2008), Australia's Gulf of Carpentaria (e.g., Goler and
Reeder 2004), and the western Gulf of Mexico (Lutzak 2013).

Figure 3.12: Thermodynamic profile analysis for (a) surface based and (b) 300 m
parcels upon passage of a bore and solitary wave at UAH, indicating more favorable
values for CI, including a notable reduction in convective inhibition (CIN), in the NBL
following the passage of each wave feature (Fig. 15 from Coleman and Knupp 2011).
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A final aspect discussed here pertains to colliding CBZs. Karan and Knupp
(2009) detailed a case of parent and daughter CBZ collisions over South Dakota. Despite
differing density values in the core the initial colliding CBZs, the generated counterpropagating CBZs were both observed to be surface-based (in contrast to Intrieri et al.
1990). One of the post-collision boundaries developed into an undular bore that, upon
interaction with a gust front, was displaced vertically and transitioned to an apparent
series of solitary waves. Harrison et al. (2009) characterized 3 summers of thunderstorm
outflow collisions over north Alabama. Their results show that radar fine lines with
higher reflectivity (>15 dBZ at C-band) are associated with stronger updrafts, greater
vertical rv advection, and stronger temperature contrasts relative to the environment suggesting that more defined radar fine lines generally contain stronger density gradients.
In their study, outflow collisions were most likely to produce CI when the collision angle
was small (<80°), both initial fine lines contained at least 15 dBZ reflectivities, and at
leas one of the outflows had a pre-existing attendant Cu field.

3.3

Modern modeling investigations
Many of the investigations noted in Section 3.2 included simulation components

(e.g. Xue and Martin 2006a, b). The modeling component of Koch et al. (2008) was one
of the first to show that simulations can reproduce observed bores and solitary waves and
the effects of their mixing processes. Other recent simulation works focused on boretype structures include: an investigation of a long-lived bore that propagated over the gulf
of California using the WRF model (Martin and Johnson 2008), Hartung et al.'s (2010)
examination on the interactions of an undular bore with a cold front in the US southern
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Plains, also using WRF, and an MM5 study on non-linear wave roll clouds off the coast
of southern Australia (Schmidt and Goler 2010).
Using a non-hydrostatic cloud model with simplified initial conditions (i.e.,
horizontal homogeneity), Parker (2008) simulated the progression of thunderstorm
outflow boundaries in a scenario of increasing low level cooling, as a way to "mimic" the
conditions occurring during the AET period. His work shows four stages of transitioning
outflow boundaries: First, strengthening as the surface cold pool forms, followed by a
quasi-steady regime in which the outflow resembles a density current. Then, a stalling
phase occurs as low level cooling decreases the density gradient and the outflow slows
down, lifting at this phase is accomplished by a bore in the stable layer, though the bore
still has some density current properties. Finally, with continued cooling and increasing
BL stability, the simulated aging outflow transitions to an elevated wave feature that
supports the development of elevated nocturnal convection by lifting isentropes and lines
of θe. Parker's (2008) results support the continuum of density current - bore - solitary
wave features most notably shown in the observations of Carbone et al. (1990) and
Knupp (2006) and the modeling work of Liu and Moncrieff (2000). He concluded that
such phenomena can provide a mechanism for the perpetuation of squall lines as the
ambient BL stability increases, noting that the progression through the continuum
provides persistent lifting. These results are particularly important in the context of the
present study, as they describe a pathway through which "active convective systems can
survive after sunset, and can even intensify" (Parker 2008).
Buban et al. (2012) conducted very high resolution (150 m horizontal grid
spacing) simulations of the 22 May IHOP double dryline event to diagnose misocyclone
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life cycles, and Holt et al. (2006) showed the importance of including land surface
variations in model runs for analyzing and predicting CI with their simulation of the 24
May IHOP triple point case. This is in line with results of LeMone et al. (2007, 2010)
that document nuances in land cover or vegetation variations' effects on the surface heat
flux, and by extension characteristics of the PBL. Examples of this importance can be
found in works by Nair et al. (2013) and Frame and Markowski (2010, 2013) that
describe impact of deforestation on cloud formation and the effects of anvil shading on
surface heat fluxes and vertical mixing, respectively.
In any high resolution simulation in which BL processes are of premier interest,
the use of parameterization schemes is inevitable. Current options have improved but
still have challenges in recreating the diurnal transitions of the BL (Holtslag et al. 2013).
For example, Zhang and Zheng (2004) evaluated the ability of 5 common PBL schemes
in the MM5 to reproduce diurnal PBL structure and found that while each was successful
in predicting the phase of surface temperature changes, surface winds were
underestimated (overestimated) during the daytime (nighttime). Also with the MM5,
Thomsen and Smith (2008) showed that BL parameterization schemes with a
representation of counter gradient BL fluxes and surface layer similarity theory
performed best when simulating Australia's morning glory cloud events. Some studies
have specifically considered BL schemes available in the WRF model. Gilliam and
Pleim (2010) evaluate the performance of the YSU (Yonsei University) scheme and the
ACM2 (Asymmetric Convective Model version 2) scheme in WRF, and show that for the
AET time period the ACM2 scheme produced smaller RMSE in the 2 m temperatures
and smaller MAE in the BL winds. Their simulations with the ACM2 scheme were able
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to successfully "replicate key PBL features like the nocturnal jet and CBL." The ACM2,
YSU, and the MYJ (Mellor-Yamada-Janjic) schemes are tested by Hu et al. (2010) for 92
simulations of real days over Texas in the summer and fall of 2005. Their results show
all 3 schemes underestimate (overestimate) near surface temperatures (moisture), but the
YSU and ACM2 schemes produced values closer to observations, due to their better
handing of vertical mixing and entrainment, while the MYJ scheme employs localclosure. Hu et al.'s (2010) results also show that at night, the YSU scheme produces
higher (lower) temperature (moisture) than the other schemes they tested. Focusing on
the US southern Plains, Coniglio et al. (2013) also document differences in WRF PBL
physics options. They found a slight favor for the MYNN (Mellow-Yamada-NakanishiNiino) scheme as it performed better in representing stability profiles, at least for the
southern Plains region. Mid-level CAPE values were overestimated (underestimated) by
the MYJ (ACM2, YSU, and MYNN) scheme when the observed values were relatively
small (large).
Previous work discussed in this chapter illustrates that the vast majority of CI
studies have not included a specific consideration of the AET time frame. While study of
CI along CBZs has led to copious amounts of literature, it has largely excluded the AET
and transitional BL effects. From the limited body of AET-relevant CBZ/CI
investigation, there is a clear need to extend inquiry of this critical time period,
motivating the current effort.
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CHAPTER 4

OBSERVATIONAL DATA PLATFORMS

Data collected for this project involved the UAH Mobile Integrated Profiling
System (MIPS) and multiple scanning Doppler radars. Observations were collected as
part of the Atmospheric Boundary Identification and Delineation Experiment-III
(ABIDE-III) field project. This chapter details the instruments, including specifications
and spatial and temporal resolution of the measurements. Figure 4.1 depicts the various
locations of these platforms.

Figure 4.1: Study region land cover classifications from the USGS National Land Cover
Database (Fry et al. 2006). Letters mark C: campus MIPS location, B: Belle Mina MIPS
site, A: ARMOR radar, M: Brown's Ferry MAX radar site, and R: RSA radar. Black
(grey) circles show 10 km radius at MIPS locations (dual-Doppler lobes). Other black
lines are county boundaries. Baselines between the radars are about18 km (M-A) and
14 km (A-R). The KHTX radar is about 65 km to northeast of ARMOR.
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4.1

MIPS component platforms
The MIPS is a complete array of profiling instrumentation, combined into a truck

and trailer framework to facilitate mobilization. It includes a 915 MHz Doppler wind
profiler (915), 12-channel microwave profiling radiometer (MPR), Vaisala laser
ceilometer, X-band vertically profiling Doppler radar (XPR), and occasionally a 2 kHz
Doppler sodar, but the latter was not included in this study due to limited availability.
The default MIPS site is within an earthen berm on the UAH campus (Location C in
Figure 4.1), collocated with additional surface instrumentation that routinely records
temperature, humidity, pressure, solar radiation, and wind speed and direction. Several
previous studies have utilized MIPS datasets (e.g. Karan and Knupp 2006, Knupp et al.
2009, Busse and Knupp 2012), and an overview of specifications for the MIPS
instrumentation is provided in Table 4.1.
The 915 operates with a combination of zenith and off-zenith (by 23.6°) scanning
to measure the vertical and slant wind and derive horizontal wind speed and direction. It
also provides spectrum width values and signal-to-noise ratio that can be viewed as a
proxy reflectivity. Its wavelength is 33 cm, beam width is 9°, and it uses 20-30 s dwell
time, depending on operation mode. Data is collected from heights ranging from 0.19 to
4 km AGL, with 60 s temporal resolution and 60 m or 106 m gates, again depending on
operation mode. SNR return (via the Bragg scattering regime) depends on the structure
function of the refractive index (CN2), a quantity that in turn depends on variations in
temperature and moisture within the sample volume. This means inversion layers or
other strong gradients in temperature and/or humidity can produce enhancements in 915
SNR. Because of its relatively long wavelength, the 915 is sensitive to Bragg and
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Instrument

Description

915 MHz
Doppler
wind profiler
(915)
Ceilometer

33 cm wavelength, 9°
beam width, zenith and
off-zenith beams (3 or
5 depending on mode)
for wind profile
retrieval
0.905 µm wavelength

Microwave
profiling
radiometer
(MPR)

7 channels between
51-59 GHz, 5 channels
between 21-30 GHz,
beam width 2-6°

X-band
profiling
radar (XPR)

3.17 cm wavelength,
1250 Hz PRF, 1.2°
beam width

Doppler
wind
lidar (DWL)

1.5 µm wavelength,
heterodyne detection

Surface
(campus
berm)

Quantities
measured or
calculated
Signal-to-noise ratio
2
(Cn ), vertical
motion, Doppler
spectra and width,
horizontal wind
profile
Total path (2-way)
aerosol backscatter,
cloud base height
Temperature, water
vapor mixing ratio,
integrated water
vapor, and
integrated cloud
water profiles
Reflectivity, vertical
velocity, spectrum
width
Vertical motion,
signal-to-noise ratio,
attenuated aerosol
backscatter (β)

Temperature,
relative humidity,
pressure, wind
speed, wind
direction, solar
radiation

Available
heights
0.19 - 4 km

Spatial and
temporal
resolution
60 m or
106 m,
depending on
mode; 60 s

0.3 - 10+ km
depending on
conditions

30 m gate
length; 15 s

surface 10 km

100 m up to 1
km, 250 m
above 1 km;
1 min

50 m - 10 km
depending on
conditions and
operation
mode
75 m - ~23+ km,
depending on
conditions

50 m; 6 Hz

2 m, with
temperature
and winds also
at 10 m

selectable
gate length
from 22.5 m;
selectable for
1-10 Hz
Recorded at
1 s or 5 s
interval

Table 4.1: MIPS platforms and measurement characteristics.
particulate scattering from any biota or lofted particles present in the sample volume.
Insects are widely acknowledged as the main generator of clear air radar return in the
PBL, and birds can also contaminate radar velocities (e.g. Wilson et al. 1994; Martin and
Shapiro 2007). Angevine (1997) reports a downward bias in mean UHF profiler vertical
velocities up to 0.3 m s-1 in the daytime PBL due to the subsidence of particulate
scatterers, and Geerts and Miao (2005) show that insects can actively oppose PBL
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upward vertical motions. Such considerations must be kept in mind when interpreting
915 measurements, and will be noted in this study where appropriate. Accuracy for the
915's horizontal winds have been reported as within 1 m s-1 (Karan and Knupp 2006).
In order to obtain profiles of temperature, mixing ratio, and liquid water, the MPR
measures emissions at 12 channels, 5 around the absorption band for water vapor (22-30
GHz), and 7 around the absorption band for oxygen (51-19 GHz). Measured values are
converted to a brightness temperature, which is used with a neural network trained on
historical profiles to retrieve the temperature and liquid and vapor water densities at each
height (Solheim et al. 1998, Knupp et al. 2009). Profiles are computed about once every
minute and extend from the surface up to about 10 km. Integrated values of liquid water
and cloud water are also obtained. Spatial resolution scales with height and is about
100 m below 1 km AGL, and about 250 m above 1 km. Previous studies on microwave
radiometric retrievals of temperature and water vapor have indicated the accuracy also
scales with height, about 1 K and 0.2-0.3 g kg-1 near the surface to 1.5-2.0 K above 2 km
for temperature and 1.0-1.5 g kg-1 for water vapor between 1-2 km AGL (Schroeder 1990,
Guldner and Spankuch 2001, Karan and Knupp 2006, Knupp et al. 2009).
The ceilometer employs a 0.905 μm wavelength to detect total path (2 way)
aerosol attenuated backscatter and determine cloud base height. While atmospheric
conditions can affect the maximum level of return (e.g. a very thick layer of low level
clouds would reduce this height), the instrument generally affords return from about
300 m to at least 10 km AGL with a 15 s update and 30 m spatial resolution. Because
changes in its intensity can indicate a transition from one air mass to another, ceilometer
backscatter provides a useful supplement to other MIPS data for CBZ passage events.
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Also, the presence and frequency of clouds detected by the ceilometer are useful in
determining clear from cloudy days when, as for this project's initial objective, such a
partition is important. To that end, solar radiation measurements from the pyranometer
are used in conjunction with ceilometer cloud information. Other surface instrumentation
at the campus site includes standard measurements for temperature, humidity, pressure,
and wind speed and direction, as noted in Table 4.1.
When the MIPS is at the campus location, the above components operate more or
less continuously, though there are instances when not all the platforms detailed above
are available. Platform availability for each case investigated is noted in pertinent
sections of the following chapters. For select events, the MIPS XPR also operates. This
3.2 cm wavelength instrument is similar to a typical Doppler radar, except the antenna
points to zenith and does not scan in azimuth or elevation. It collects reflectivity, radial
velocity, and spectrum width at 6 Hz in 50 m gates up to 10 km AGL. For a 1250 Hz
pulse repetition frequency, it has a dwell time of 40 ms (Phillips 2009). With a
wavelength far shorter than that of the 915, the XPR is mainly sensitive to Rayleigh
scattering. This key property allows the XPR detect return generated by cloud droplets,
hydrometeors, and insects.
In the spring of 2013, UAH acquired the Doppler wind lidar (DWL), which serves
as a supplement to the MIPS suite. It uses a scanning-capable 1.5 μm class M1 eye-safe
laser, equating to a miniscule sample volume. The DWL can be operated in a scanning
mode, but is usually in vertical stare mode for the cases included in this study. Other
parameters of the instrument, including the gate length and sampling rate, are selectable
at data collection; these are noted in the relevant sections of the following chapters for
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each case. Maximum range is affected by these parameters and atmospheric conditions,
but the first usable gate is at 75 m range. Attenuated backscatter and Doppler velocity
are obtained via heterodyne detection with a very stable transceiver, making these
measurements highly insensitive to contamination common to radar platforms (Pearson et
al. 2009). Therefore, velocities, and when in vertical stare mode, vertical velocities,
recorded by the DWL can be considered a true representation of air motion, while the
vertical velocities recorded by the 915 and XPR reflect the net result of multiple
scattering effects and/or the imposition of terminal velocity on the vertical component of
the wind vector.
Serving as a further supplement to the MIPS instruments, the UAH Mobile
Meteorological Measurements Vehicle (M3V) is a car outfitted with surface instruments
similar to that at the campus berm. M3V is able to sample while en route, and a GPS
receiver on board allows for the removal of car motion from the wind data. M3V data are
available for all of the convective cases studied here, but are presented only when the
platform sampled the CBZs of interest.

4.2

Scanning radars
Multiple scanning radars are used to address the objectives of this study. These

include the Advanced Radar for Meteorological and Operational Research (ARMOR),
the Mobile Alabama X-Band Radar (MAX), Redstone Arsenal's S-band radar (RSA), and
the Huntsville National Weather Service radar (WSR-88D, KHTX). All of these radars
are Doppler enabled, and, with the exception of RSA, all include polarimetric capability.
Table 4.2 summarizes details for each of these radars.
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The ARMOR is located at the Huntsville airport ("A" in Figure 4.1), about 15 km
to the SW of the MIPS campus berm. Its specifications are provided in Table 4.2 and
further details are given in Petersen et al. (2009). This radar is used in an operational and
research environment. Its default scanning mode include a series of 5 low level elevation
scans. Prior to 12 June 2013, default scans use the first 3 tilts. When additional scanning
is warranted, elevations are modified and sector and RHI scans can also be implemented.

Radar

Description

ARMOR

5.36 cm (C-band)
wavelength, 1200 Hz
PRF, 1.0° beam width,
dual-polarization

MAX

3.2 cm (X-band)
wavelength, 250-2000
Hz PRF, 0.95° beam
width, dual-polarization

RSA

10.6 cm (S-band)
wavelength, 1000 Hz
PRF, 1° beam width

KHTX

10 cm (S-band)
wavelength, PRF can
change with VCP, 0.5°
beam width, dualpolarization

Quantities
measured or
calculated
Reflectivity, radial
velocity, spectrum
width, differential
reflectivity,
correlation
coefficient,
differential phase
Reflectivity, radial
velocity, spectrum
width, differential
reflectivity,
correlation
coefficient,
differential phase
Reflectivity, radial
velocity, spectrum
width
Reflectivity, radial
velocity, spectrum
width, differential
reflectivity,
correlation
coefficient,
differential phase

Scanning
sequence
Default mode:
0.7, 1.3, 2.0,
2.7, 3.4°
elevation;
modifiable to
include sector
and RHI scans
Adjustable at
data collection
to include
volume, sector,
and RHI scans
0.8, 1.4, 1.9,
2.5, 3.1, 4.1,
5.2, 6.5, 8.1,
10.1, 12.6, 15.7,
19.6° elevation
Volume
coverage
pattern (VCP)
varies

Spatial and
temporal
resolution
250 m gate
length, first
gate at 1 km;
2-5 min
volume update
in default
mode, varies
with scanning
125-250 m
gate length,
first gate 0.250.5 km;
volume update
varies with
scanning
250 m gate
length, first
gate at 1.0 km;
6 min volume
update
250 m gate
length, first
gate at 2 km;
volume update
depends on
VCP

Table 4.2: Radar platforms and measurement characteristics.
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Even more versatile is the MAX, which can collect volume, sector, and RHI-type
scans. MAX can also be deployed to nearly any location. For this project, the primary
MAX location is at the Brown's Ferry interchange with Interstate 65, marked by an "M"
in Figure 4.1, affording a baseline to ARMOR of about 18 km. In the event of ARMOR
problems, a secondary MAX site is used. This contingency site for MAX is 3 km to the
west of ARMOR. Details on MAX specifications are provided in Table 4.2 and Asefi et
al. (2010).
Two additional radars are used for this work. Both RSA and KHTX are
operational radars. RSA operates semi-continuously with the volume pattern described in
Table 4.2. Located at site "R" shown in Figure 4.1, this radar has about a 14 km baseline
to ARMOR. It is noted that the RSA site is subject to blockage due to local terrain and
obstructions on the site of the Arsenal, principally to the east (e.g. Monte Sano). There is
also less significant blockage between RSA and the MIPS campus site, due to elevated
terrain, but this only seems to affect the lowest 2 tilts. Data from RSA has a timestamp
error of +6 min, and reflectivity values can be subject to problems requiring a different
calibration. In this study, only timestamp-corrected RSA velocities are used. Due to its
farther location and the resulting higher altitude of its lowest elevation scan beam over
the primary study region (Figure 4.1 and caption), KHTX is used as a supplemental radar
for situational perspective.
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CHAPTER 5

METHODOLOGY: CHARACTERIZING THE CLEAR AIR AET

The first objective of this study is to further understanding of the BL's behavior
during the AET under calm, mainly clear conditions. By doing this, processes that
characterize this time period can be readily identified and any implications for
enhancement to convective elements can be evaluated. To this end, over 140 total cases
are used. The dataset includes the months of March to November for 2012-2013 and
contributes greatly to the paucity of long-term documentation of the AET.
As mentioned in Chapter 4, several of the MIPS components operated
continuously during the study time frame in support of the ABIDE-III field project.
Measurements included in the clear air component of this work are from the surface
instrumentation, Ceilometer, 915, MPR, DWL, and ARMOR. For every case in the clear
air dataset, MIPS was located at the campus berm site. After its acquisition, the DWL
operated in vertical stare mode from a lab atop the building nearest the MIPS berm,
equating to about 145 m separation distance between the two.
"Clear air" days are defined herein as those when total sky cloud cover is minimal,
i.e., days with cumulus cloud cover less than 20-30%. Cases are required to have
minimal large-scale forcing, so case days are generally similar on the synoptic scale with
high pressure over N AL and the SE US. Selection criteria also includes low mean
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surface wind speeds (no more than 5 m s-1) and clear to at most scattered cloud cover.
Temporal cloud coverage is assumed to be representative of areal cloud cover, and the
MIPS Ceilometer and surface pyranometer are used to diagnose this coverage. While
substantial effort is made to ensure the MIPS platforms are continuously operational, not
all instruments record data for every case. Table 5.1 shows an inventory of which
platforms are available for each of the total 143 clear air cases. Busse (2010) and Busse
and Knupp (2012) showed that the average time of many AET indicators for summer and
fall days at the same observation site can range from more than 2 h before sunset to over
1 h after sunset. Following their findings, this study of a larger number of events uses a
set time range of 3 h before to 2 h after sunset as the general AET time interval.
Measurements of the 2 m and 10 m temperature (T2m, T10m, respectively) and 10 m
horizontal wind (u10m, v10m, eastward and northward components, respectively) are used
to evaluate changes in variances of each as well as the vertical temperature difference
(T2m - T10m). This approach for the temperatures is consistent with a first-order closure,
by which the vertical heat flux can be estimated by w' '

KH

/ z , where KH is the

eddy heat diffusivity, which for a neutral surface layer can be parameterized as the
product of mixing length and the vertical gradient of the mean wind, i.e., l 2 U / z (Stull
1988). These quantities represent simple indicators of the transition: Decreases in the
variances suggest less turbulent PBL motions, and often a change of sign for T2m - T10m
occurs indicating early inversion formation. Temperatures are recorded with a Vaisala
HMP45-C sensor at the 2 m height, and a Campbell Scientific 107 sensor at the 10 m
height. The former has a specified response time of 15 s for humidity at 20° C in still air,
and the latter a temperature response time of up to 60 s in 5 m s-1 wind. These sensors
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Year, Month
2012 March
7 cases

2012 April
7 cases

2012 May
6 cases

2012 June
13 cases

2012 July
4 cases

2012 August
5 cases

Case Date
05-06
10-11
16-17
19-20
25-26
26-27
27-28
01-02
07-08
09-10
12-13
13-14
24-25
29-30
10-11
15-16
16-17
23-24
25-26
30-31
02-03
06-07
07-08
08-09
13-14
16-17
17-18
18-19
19-20
20-21
23-24
28-29
29-30
17-18
22-23
24-25
29-30
12-13
20-21
23-24
24-25
27-28

Surface
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
N
Y
Y
Y
Y

Ceilometer
Y
Y
Y
N
N
N
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
Y
Y
Y
Y

915
Y
Y
Y
N
Y
N
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
N
N
N
N
N
N
N
N
N
N
N
Y
N
N
N
N
Y
Y
Y
N

MPR
Y
Y
N
N
Y
N
N
Y
N
N
Y
N
Y
Y
Y
Y
Y
Y
Y
Y
N
N
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
N
N
Y
Y
Y
Y
Y
Y
Y
N

DWL
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N

ARMOR
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
N
N
N

Table 5.1: Platform availability for the 143 clear air cases; not every instrument operated
for every case.
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Year, Month
2012 September
6 cases

2012 October
8 cases

2012 November
2013 March
6 cases

2013 April
10 cases

2013 May
11 cases

Case Date
06-07
07-08
09-10
20-21
23-24
24-25
03-04
04-05
09-10
20-21
21-22
22-23
23-24
24-25
01-02
03-04
08-09
12-13
21-22
27-28
05-06
07-08
15-16
20-21
21-22
22-23
23-24
25-26
29-30
30-01
07-08
08-09
09-10
12-13
13-14
14-15
15-16
20-21
21-22
24-25
25-26

Surface
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y

Ceilometer
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
N
Y
Y
Y
Y
Y
Y
Y

915
Y
Y
Y
Y
Y
Y
Y
Y
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
Y
Y
Y
N
Y
N
Y
Y
Y
Y
Y
Y
Y

MPR
N
N
N
Y
Y
Y
N
N
N
Y
N
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
Y
Y

DWL
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N

ARMOR
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
N
N
N
N
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
N
N
N
N
N
N
N
N
N
N

Table 5.1 (cont'd): Platform availability for the 143 clear air cases; not every instrument
operated for every case.
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Year, Month
2013 June
11 cases

2013 July
9 cases

2013 August
8 cases

2013 September
15 cases

Case Date
04-05
08-09
11-12
12-13
14-15
15-16
19-20
21-22
22-23
23-24
29-30
01-02
02-03
08-09
12-13
15-16
16-17
18-19
25-26
27-28
01-02
14-15
24-25
25-26
26-27
27-28
28-29
29-30
01-02
04-05
05-06
06-07
07-08
08-09
10-11
11-12
14-15
15-16
19-20
22-23
23-24
27-28
28-29

Surface
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y

Ceilometer
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y

915
Y
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
N
Y
N
Y
Y
Y
Y
N
Y
Y
Y

MPR
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
N
Y
N
Y
N
Y
Y
N
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y

DWL
Y
Y
Y
Y
Y
N
N
Y
Y
Y
Y
Y
N
N
N
N
N
N
N
N
N
N
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y

ARMOR
N
N
Y
Y
N
N
N
N
N
N
N
Y
Y
Y
Y
Y
N
N
Y
Y
Y
N
N
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y

Table 5.1 (cont'd): Platform availability for the 143 clear air cases; not every instrument
operated for every case.
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Year, Month
2013 October
14 cases

2013 November
3 cases
Total availability
Total availability
Total availability
Total availability

Case Date
01-02
02-03
03-04
04-05
05-06
09-10
10-11
11-12
18-19
20-21
21-22
23-24
25-26
26-27
01-02
03-04
04-05
Spring
Summer
Fall
Mar-Nov

Surface
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
46
47
47
140

Ceilometer
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
40
49
47
136

915
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
Y
Y
Y
Y
Y
Y
28
32
35
95

MPR
Y
N
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
N
Y
36
37
38
111

DWL
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
-16
14
30

ARMOR
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
28
32
42
102

Table 5.1 (cont'd): Platform availability for the 143 clear air cases; not every instrument
operated for every case.
are ventilated, but not aspirated, so in practice their response times for the temperature
measurements used herein likely exceed the specified values. Due to the longer practical
response times of these instruments, the variances computed here are attenuated values of
the true turbulent fluctuations. Still, as shown in Chapter 7, analysis of these variances
yields similar trends as previous work.
For cases from August-November, 2012, surface data are recorded at a 1 s
interval, but due to intermittent power supply issues, some cases contain gaps within
minutes when data were not recorded. If 20% or more of the 5 h AET interval are
missing, the case is not included in this study. Surface data are recorded at a consistent 5
s interval for all other cases (March - July, 2012, and March - November, 2013). For
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August - November 2012 cases, the 1 s data are first averaged to a 5 s interval. Once all
cases have a consistent temporal interval, the variances are computed about a 15 min
mean. Wind components (u10m and v10m) are combined to arrive at the total horizontal
wind variance, U '2 , which can be viewed as an analog for the horizontal component of
TKE. Surface data are available for 140 of the 143 total cases in this study (Table 5.1).
Because the decrease in surface heat flux is associated with a decline in the
vertical momentum transport and decay of large CBL eddies (e.g. Angevine 2008),
vertical motion variance should also exhibit a marked decline during the AET.
Simulations by Nieuwstadt and Brost (1986), Pino et al. (2006), and Nadeau et al. (2011)
all indicate a faster rate of decline in vertical than in horizontal velocity fluctuations.
Profiles of vertical motion are obtained from the 915 and DWL. These data are used to
compute the mean and variance of vertical motion. For the clear air cases, vertical
motion data from the 915 are recorded on average at an interval of 39 s (depending on
operation mode), and the DWL employs a temporal resolution of 2 Hz. Vertical gate
spacing for the 915 is either 60 m or 106 m (depending on operation mode), and each
sample represents a 19 s or 30 s average, again depending on the operation mode. DWL
vertical gate spacing, set at 30 m, did not vary among the clear air cases, nor did the
number of pulse integrations (5,000) used in the sampling. Vertical motion variances
from each platform are computed using a 15 min mean. It is important to recall that the
vertical motion detected by the 915 is really a combination of air motion and the motion
of any particulate scatterers present in the radar beam. Several studies have noted a bias
due to presumably biological targets (e.g. Wilson et al. 1994, Angevine 1997). Velocity
measurements from the DWL, which relies on heterodyne detection at a much shorter
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wavelength and a very stable transceiver, are quite insensitive to velocity contamination
common to radar platforms (Pearson et al. 2009). Data from the 915 are available for 95
of the 143 total cases, and the DWL provided observations for 30 cases in the summer
and fall of 2013. The 915 is also quality controlled by applying the Weber-Wuertz
intermittent clutter rejection algorithm (ICRA) outlined by Bianco et al. (2013).
Additionally, profiles of horizontal wind from the 915 are obtained by applying the
NCAR Improved Moments Algorithm (NIMA, Cornman et al. 1998, Morse et al. 2002)
at 10 min intervals to remove spectra contamination and derive consensus wind
components. These profiles (available for 89 of the total cases) are used to assess
horizontal wind magnitude changes.
Due to continuing transpiration and evaporation as vertical mixing decreases, it is
typical for surface water vapor mixing ratio (rv) to increase throughout the AET time
frame (Fitzjarrald and Lala 1989, Acevedo and Fitzjarrald 2001, Busse 2010, Busse and
Knupp 2012, Bonin et al. 2013). Such characteristic behavior is considered here using
the MIPS MPR. The MPR rv data for is used in favor of the surface data because the
MPR did not experience the power supply issues noted above in the recording of the
surface data resulting in gaps in the record for any given case. Surface (2 m) rv values are
recorded at 1 min resolution, and a 15 min moving average is applied across the 5 h AET
interval for all cases. To evaluate trends among the groups of cases, differences in mean
rv from the value at the start of the AET interval (3 h prior to sunset) are obtained.
Additionally, mean rv values normalized by the initial value are also computed to further
facilitate comparison at each sunset relative time. MPR data are available for 111 of the
143 total clear air cases.
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Observations from the ARMOR radar are used in an attempt to broaden the clear
air AET characterization component of this study beyond point and profile measurements.
For all of the clear air cases, ARMOR operated in its default mode with the a routine
pattern of low-level 360° scans at elevation angles of 0.7°, 1.3°, 2.0°, 2.7°, and 3.4° with
a varied cycle update time of 2-5 min. Cases occurring prior to 12 June 2013 contain
only the first three elevations, while the 5 tilts are recorded for all cases after that date
(see list in Table 5.1). Editing to remove ground targets and any possible range or
velocity aliasing is completed with NCAR's Solo II software (Oye et al. 1995). Estimates
of the meso-γ scale horizontal wind convergence are obtained by applying the Extended
Velocity-Azimuth Display (EVAD) analysis technique (Srivastava et al. 1986, Matejka
and Srivastava 1991) using a 10 km radius for analysis circles. (It is noted that in this
work, the term "convergence" refers to the horizontal wind convergence, unless otherwise
stated.) This is completed with NCAR's RadX software (Dixon 2010).
ARMOR data are not included for events with limited clear air return, defined
herein as less than 60% areal coverage within 20 km range of the radar at the start of the
5 h AET interval. With this stipulation, ARMOR data are available for 102 of the 143
total clear air cases in this study. Missing days are either due to very low clear air return
(primarily in March and November), or instances when ARMOR was not operational.
The EVAD method can be sensitive to large (generally ≥ 30°, Matejka and Srivastava
1991) azimuthal gaps in velocity observations as these will create more substantial
departures from the assumed sine shape used for the Fourier decomposition. For the vast
majority of the clear air cases, ARMOR return is fairly symmetric and full in the azimuth
circle around the radar, typical of the early evening "bloom" in clear air radar return.
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The investigated quantities described above are each placed in a common
reference frame by converting UTC and/or local time to sunset relative time (including
the effects of Daylight Savings Time). For each case group shown in the last 4 rows of
Table 5.1, the range of values for each of these quantities is determined. Mean values at
each sunset relative time are computed, as well as a total percent change across the 5 h
study time frame for each field. Additionally, quartile analysis of each quantity is
computed at 20 min interval sunset relative time bins to show the evolution of the range
of values for each parameter throughout the AET period. Finally, the variance quantities
are averaged among all cases and normalized by the 3 h pre-sunset values and placed into
a logarithmic context, permitting a comparison of the relative timing at which these
parameters decay.
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CHAPTER 6

METHODOLOGY: CONVECTIVE AET CASE STUDIES

Along with the characterization of the clear air AET, the secondary objective of
this work involves the evaluation of CBZ features that propagate and evolve during the
transition time period to identify support for a transition-related enhancement or
maintenance effect. To address this objective, the convective cases observed within the
ABIDE-III domain (see Figure 4.1) are examined.
Measurements from the various platforms described in Chapter 4 are available for
the convective case studies, including: surface data, profiles from the ceilometer, 915,
and MPR, and operational scanning radar observations. Additionally, measurements
from the DWL, XPR and MAX radar are used when available. An inventory of platform
availability for the convective AET cases is provided in Table 6.1. More detailed
inventories for each case are given in Chapter 8.
Various types of CBZs present characteristic surface changes, as described in
Chapter 3. Time series of surface data are used to help diagnose the pre- and post- CBZ
environment, and aid in identifying the time of CBZ passage. Identification of BL
kinematic properties before and after CBZ passage, and initial CBZ kinematic assessment
are accomplished with the profiles from the 915, and the XPR and DWL when available.
CBZs are by definition convergent at low levels, and often observed as radar Z finelines;
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the scattering is mainly due to insects present in the CBZ and its low level updraft (e.g.
Wilson et al. 1994). Estimates of CBZ motion are obtained from animations of radar
reflectivity, as has been noted in several previous studies (e.g. Karan and Knupp 2006,
Harrison et al. 2009, Coleman and Knupp 2011).
Radar data are used to extend the kinematic analyses with both single- and dualDoppler approaches. Single-Doppler (SD) techniques employed include the EVAD
method used for the clear air cases (Srivastava et al. 1986, Matejka and Srivastava 1991),
as well as 2-D vertical plane analysis when the CBZ is more directly approaching or
leaving the radar. For the former, variable radii (5, 8, and 10 km) are used, and it is
reiterated that the EVAD results give values over the meso-γ scale, centered at the radar,
which does not necessarily capture the kinematics of the CBZ. Also, any large azimuthal
gaps can have a deleterious effect on the EVAD retrieval as these will produce more
pronounced departures from the assumed sine wave shape used for the Fourier analysis.
While this effect is minimal in the clear air cases, less contiguous return is more of a
concern in the boundary case studies, primarily due to the low level blocking (30° of
azimuth at elevations below 10°) that accommodates the MAX truck cab; an example of
this impact is detailed in Section 8.2.3 in discussion of Figure 8.2.10.
With the SD vertical plane analyses, the CBZ kinematic structure is obtainable.
Motion relative to the radar provides an azimuth of CBZ approach (or departure). That
azimuth is used to rotate the Cartesian grid, centered on the radar, so that the plane across
the boundary lies along a cardinal axis. With the modified coordinate system, radial
velocity is used to determine the horizontal wind component across the CBZ, and alongboundary motion is neglected. Vertical integration of the resulting 2-D horizontal wind
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convergence field is done, with top and bottom boundary conditions at zero, to obtain
vertical motion retrievals (referred to as wSD) in the cross-CBZ plane. This method
imparts a 2-D assumption, approximating the vertical structure to first order, and has
been used in several previous CBZ studies, including Knupp (2006), Karan (2007), Karan
and Knupp (2009), and Busse (2010). For the vertical plane analyses herein, radar data
are edited in NCAR's Solo II package and gridded using REORDER (Oye et al. 1995)
with the origin at the radar, and spacing of 0.25 km in the horizontal and 0.2 km in the
vertical. Coordinate rotation and the integration are performed in NCAR's CEDRIC
software (Mohr et al. 1986).
Case Date
Berm Surface
MIPS Ceilometer
MIPS 915
MIPS MPR
MIPS XPR
MIPS DWL
ARMOR Radar
MAX Radar
RSA Radar
MIPS Sounding(s)
M3V

30-31 August 2013
available
available
available
available
available
available
available
available
available
not available
available

9-10 July 2013
available
available
available
available
available
not available
available
available
not available
available
available

19-20 July 2013
available
available
available
available
available
not available
not available
available
available
available
available

Table 6.1: Platform data availability for the convective AET cases. Berm surface data
are from the campus MIPS site ("C" in Fig 4.1), and soundings are from the MIPS
deployment location ("B" in Fig 4.1). Further details for each case provided in Chapter 8.

Dual-Doppler (DD) processing is motivated by previous CBZ studies, mainly the
ground-based multi-Doppler studies during IHOP (e.g. Arnott et al. 2006, Markowski et
al. 2006, Marquis et al. 2007, Stonitsch and Markowski 2007). The area of the ABIDE
network's DD lobes, based on a 30° beam intersection angle, is indicated by the grey
circles in Figure 4.1. For these analyses, initial editing is done in the Solo II software.
Edited data are converted to a common Cartesian 3-D grid using REORDER. These
93

grids use 0.25 km horizontal and 0.2 km vertical spacing, and have an origin at ARMOR
(or MAX if operating at the ARMOR contingency location) regardless of which radar the
data are from. Gridding for ARMOR and RSA data uses a 1.0 km (1.2km) horizontal
(vertical) radius of influence, while for the smaller gate length MAX data 0.75 km (1.0
km) is used. These radii, relatively large given the small grid spacing, were chosen after
initial test DD syntheses revealed more robust and consistent results with these values
among several radii attempted (i.e., 300, 500, 750, 1000, 1200, and 1500 m). Further
specifics on the grids used in each SD and DD analysis are included in the results tables
in Chapter 8.
The foundation of DD wind synthesis is based on having two wind component
measurements with sufficient independence to allow determining the components in all
three Cartesian directions (Armijo 1969, Miller and Stauch 1974, Ray et al. 1978, Ray et
al. 1980, Testud and Chong 1983, Chong et al. 1983, Chong and Testud 1983, and many
others). Here, synthesis is done in CEDRIC using the gridded data from the appropriate
radars for the analysis time. Analysis times are based on ARMOR (or MAX if operating
in contingency) time, with volume pairs being completed generally within 2 min. It is
assumed that the observed region is steady-state for the period of data collection from the
two radars, and the horizontal winds are obtained from the initial velocity synthesis.
Vertical motion retrievals are computed through vertical integration of the mass
continuity equation with the variational integration approach (O'Brien 1970, Matejka and
Bartels 1998), with boundary conditions governed by one half times the vertical grid

increment times the convergence field value (results referred to as wDV). Kinematic
quantities including horizontal wind convergence and vertical vorticity (hereafter,
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"convergence" and "vorticity" or ζ) are computed from the resultant 3-D wind fields.
Vertical and horizontal DD winds are compared with the SD results as an initial
evaluation of the 2-D assumption.
The DD results are used for evaluating the hypotheses that low level convergence
in CBZs increases or remains fairly steady during the AET and that CBZ structure tends
to become more slabular (H2 and H3, see Chapter 1). The former is done using a
representative spatial average computed along the CBZ, and the latter is assessed
qualitatively based on the character of the kinematic fields and documentation of visual
cloud field changes in photographs and field notes. The spatial averaging boxes move
with the CBZs through the DD lobes. Placement is somewhat subjective but is done
deliberately and carefully to avoid as many synthesis artifacts (such as likely
contamination due to topography or proximity to the baseline and/or resolved area edge)
as possible. Occasionally, inclusion of such noise is unavoidable, and times where the
box contains these types of features are annotated in the results tables in Chapter 8. It is
also noted that the subjective nature of these Lagrangian averages could limit the
reproducibility of results; this concern is also mentioned in Section 10.2.
Similar to Knupp (2006), Karan and Knupp (2006), Karan (2007), Knupp et al.
(2009), Harrison et al. (2009), Karan and Knupp (2009), Busse (2010), and Coleman and
Knupp (2011), MIPS MPR and surface data are used to evaluate BL and CBZ
thermodynamics. Profiles of temperature provide information on the BL stability before
and after CBZ passage, for example with the computation of the Brunt-Vaisala frequency
(N

gd
dz

1/ 2

). The MPR also provides profiles of relative humidity and water vapor

content, which permit the computation of other values such as θv and rv. In some cases,
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soundings launched from the MIPS location are also available. Temperature and
moisture content profiles are the only requirements to compute the CAPE, CIN, and
heights of the LCL and LFC. These indices are used in forecasting convection, and the
following brief descriptions are based on Petty (2008) and Wallace and Hobbs (2006).
An adiabatically rising (water vapor containing) air parcel's lifting condensation level
(LCL) is the height at which that parcel becomes saturated with respect to a plane water
surface; this is the level of cloud base. For saturated parcels to continue rising above the
LCL, a lifting mechanism is required up to the level of free convection (LFC). The LFC
is the height at which a rising saturated parcel becomes buoyant in the environment; if an
LFC exists and the parcel reaches this height, it can continue ascent without an external
lifting force. For this reason, most studies discussed in Chapter 3 require air parcels to
achieve their LFC in order for deep moist convection to occur. Eventually, buoyant
saturated parcels become cooler than their environment (and buoyant ascent essentially
ceases); the height at which this occurs is the equilibrium level (EL). Convective
Available Potential Energy, or CAPE, is defined as the positive area the path of an air
parcel encloses with respect to the trace of the ambient temperature; it represents the
maximum energy (J kg-1) that can be released by a buoyantly rising parcel between its
LFC and EL. It is expressed as

CAPE

Rd

EL
LFC

(T ( p) T ' ( p))d ln( p)

,

(6.1)

with Rd is the dry air gas constant (287 J kg-1 K-1), T is the temperature of the rising
parcel and the prime indicates the ambient value (it is noted some formulations use the
virtual temperature in place of T). Convective Inhibition, or CIN, is the negative area of
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the parcel path relative to the sounding temperature; it represents the energy (J kg-1) that
must be supplied to an air parcel to reach its LFC and is expressed as
CIN

Rd

LFC
p0

(T ( p) T ' ( p))d ln( p)

,

(6.2)

where p0 represents the surface pressure. Using measurements from the MIPS MPR to
compute these quantities, Coleman and Knupp (2011) documented a case of
modifications two CBZs made to the NBL leading to CI. Here, the Universal
RAwindsonde OBservation program software package (RAOB) is used to compute
surface and mean layer (ML, defined as the lowest 100 mb) parcels' LCL, LFC, 0-3 km
CAPE, and CIN values from available MIPS soundings and 10 min averaged MPR
profiles of temperature and relative humidity. These parameters are used to assess
changes in stability and convective ease during the AET and CBZ passages.
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CHAPTER 7

RESULTS: CLEAR AIR AET CHARACTERIZATION

Presentation and discussion of results for the characterization component of this
project are provided in this chapter. Clear air cases are selected based on little cloud
cover and low wind conditions, as outlined in Chapter 5. A total of 143 clear days were
observed from the variety of MIPS platforms and the ARMOR radar, but not every
instrument recorded data for every case (refer to Table 5.1). A generalized framework
for the AET period, implications of the BL's transition processes for enhancing
convergence, and the possibility of local and terrain effects on the data, are discussed in
the Section 7.2.

7.1

Clear air observation results
Mean values at each 20 min interval sunset relative time bin and percent changes

across the 5 h transition period for several of the investigated quantities are shown by
seasonal case group in Table 7.1. Further details of the clear air results are described in
the first subsection below, and implications of these findings for characterizing the
transition are discussed in the next section.
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Parameter
10 m horiz. wind
speed variance
[m2 s-2]
Normalized 15 min rv
[dimensionless]
w915 variance
at 200 m
[m2 s-2]

Group
Spring
(46 cases)
Summer
(47 cases)
Fall
(47 cases)
Mar-Nov
(140 cases)
Spring
(36 cases)
Summer
(37 cases)
Fall
(38 cases)
Mar-Nov
(111 cases)
Spring
(28 cases)
Summer
(32 cases)
Fall
(35 cases)
Mar-Nov
(95 cases)
Summer
(16 cases)
Fall
(14 cases)
Jun-Nov
(30 cases)
1.98

1.70

1.94

2.30

-180

1.00

1.84

1.54

1.76

2.24

-160

1.00

1.68

1.34

1.66

2.02

-140

1.00

1.01

1.46

1.26

1.36

1.76

-120

1.00

1.01

1.32

1.14

1.20

1.66

-100

1.01

1.01

1.14

0.96

1.02

1.44

-80

1.01

1.01

1.03

0.86

0.74

0.80

1.02

-60

1.02

1.01

1.04

0.60

0.50

0.56

0.72

-40

1.04

1.03

1.04

0.40

0.32

0.40

0.50

-20

1.06

1.04

1.06

0.26

0.18

0.26

0.32

0

1.06

1.07

1.05

1.06

0.20

0.14

0.26

0.22

20

1.08

1.10

1.06

1.07

0.18

0.14

0.22

0.18

40

1.09

1.11

1.07

1.09

0.18

0.14

0.24

0.18

60

1.10

1.12

1.08

1.10

0.20

0.14

0.24

0.20

80

1.11

1.12

1.09

1.12

0.18

0.12

0.24

0.20

100

0.09

1.12

1.13

1.10

1.12

0.18

0.12

0.22

0.18

120

-40.0

12

13

10

12

-90.9

-92.9

-88.7

-92.2

% change
over 5 h

1.00
1.00
1.00

1.05

0.10

1.00
1.00

1.04

0.06

1.00
0.99

1.02

0.08

0.99

1.02

0.08

0.99

1.01

0.02

1.00
1.00

0.01

1.00

0.01

-87.5

1.00

0.03

0.02

1.00

0.03

0.03

1.00

0.06

0.02

0.05

0.02

0.09

0.02

0.08

0.02

0.12

0.01

0.15

0.05

0.05

0.03

0.09

0.04

0.11

-87.5

0.12

0.03

0.17

0.03

0.16

0.02

0.07

0.03

0.08

0.03

0.11

0.01

0.14

0.05

0.19

0.07

0.21

-98.8

-98.5

-99.0

0.06

0.24

0.04

0.01

-77.8

0.05

0.01

0.01

0.04

0.06

0.04

0.01

0.05

0.08

0.05

0.03

0.03

0.12

0.05

0.04

0.04

0.13

0.08

0.05

0.04

0.17

0.10

0.11

0.02

0.18

0.18

0.12

0.03

0.13

0.14

0.01

0.04

0.15

0.01

≤
0.01
≤
0.01
≤
0.01
0.04

≤
0.01
≤
0.01
≤
0.01
0.05

≤
0.01
≤
0.01
≤
0.01
0.05

≤
0.01
≤
0.01
≤
0.01
0.09

≤
0.01
≤
0.01
≤
0.01
0.11

≤
0.01
≤
0.01
≤
0.01
0.16

≤
0.01
≤
0.01
≤
0.01
0.14
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Table 7.1: Mean values of selected quantities at 20 min intervals of sunset relative time. Heights are all AGL, and the percent change
is based on the initial value at 3 h prior to sunset.

wDWL variance
at 195 m
[m2 s-2] (2013)

Parameter
T2m - T10m difference
[deg F]
T2m variance
[10-2 (deg F)2]

Group
Spring
(46 cases)
Summer
(47 cases)
Fall
(47 cases)
Mar-Nov
(140 cases)
Spring
(46 cases)
Summer
(47 cases)
Fall
(47 cases)
Mar-Nov
(140 cases)
Spring
(46 cases)
Summer
(47 cases)
Fall
(47 cases)
Mar-Nov
(140 cases)
10.2

10.3

9.0

11.2

7.1

7.9

6.4

7.0

1.50

1.48

1.44

1.59

-180

8.3

10.5

6.4

8.0

5.7

7.0

4.8

5.4

1.34

1.44

1.23

1.36

-160

6.3

6.8

5.5

6.6

4.3

4.8

3.5

4.7

1.25

1.35

1.18

1.22

-140

4.4

5.0

3.7

4.4

3.9

4.1

4.0

3.5

1.15

1.20

1.07

1.19

-120

3.4

4.3

3.0

3.0

3.1

3.6

3.1

2.6

1.00

1.07

0.92

1.01

-100

2.3

2.4

2.2

2.4

2.4

2.9

2.0

2.2

0.80

0.86

0.68

0.85

-80

1.2

1.2

1.0

1.2

1.7

2.2

1.3

1.6

0.64

0.70

0.59

0.62

-60

0.6

0.5

0.5

0.7

1.1

1.2

0.9

1.2

0.40

0.42

0.37

0.41

-40

0.5

0.5

0.6

0.3

0.9

1.0

0.8

0.8

0.05

0.02

0.10

0.04

-20

0.5

0.7

0.4

0.4

0.8

1.1

0.6

0.8

-0.24

-0.32

-0.17

-0.24

0

0.6

0.6

0.5

0.7

0.8

0.9

0.7

0.7

-0.40

-0.49

-0.25

-0.45

20

0.9

1.3

0.4

0.9

0.9

1.1

0.8

0.8

-0.48

-0.61

-0.24

-0.60

40

1.4

1.8

1.2

1.1

0.8

1.0

0.8

0.7

-0.56

-0.76

-0.30

-0.64

60

1.0

1.1

0.7

1.4

0.9

1.0

0.8

1.0

-0.60

-0.83

-0.32

-0.65

80

1.3

1.1

0.8

2.1

1.0

1.0

0.7

1.1

-0.64

-0.77

-0.42

-0.75

100

1.1

1.1

0.6

1.4

1.0

1.1

0.9

0.9

-0.61

-0.77

-0.37

-0.69

120

-89.2

-89.3

-93.3

-87.5

-85.9

-86.1

-85.9

-87.1

-140.7

-152.0

-125.7

-143.4

% change
over 5 h

100

Table 7.1 (cont'd): Mean values of selected quantities at 20 min intervals of sunset relative time. Heights are all AGL, and the percent
change is based on the initial value at 3 h prior to sunset.

T10m variance
[10-2 (deg F)2]

7.1.1 Surface Data
A systematic decrease in U '2 occurs during the AET period for all cases, as can
be seen in Figure 7.1. Spring transitions generally begin with a higher U '2 and fall
events with a lower U '2 . Spring events exhibit an initial U '2 decrease starting on
average about 145 min before sunset, and at about 85 min pre-sunset the decline is
sharper. By about 30 min after sunset, the mean U '2 of spring cases is steady. This
quasi step-like behavior is also seen in the summer events, with a faster rate of

U '2 decline after 135 min pre-sunset, and is in line with the results of Busse and Knupp
(2012), who identified a step-like shape in surface wind speed and temperature values in
some of their 30 AET events at the same location. Summer transitions do not show the
stepped pattern, but U '2 in those events does appear to decline at a faster rate after
135 min pre-sunset than at earlier times. Summer cases' mean U '2 is generally steady
starting shortly after sunset at a value about the same as that found for the spring events.
For the days meeting the clear air criteria, U '2 is generally smaller in the fall than in the
other seasons, and the more rapid decline begins about 80 min pre-sunset, about 1 h later
than the accelerated decline seen in the summer cases. After sunset, the seasons show
less variation as a generally steady mean value is achieved, slightly higher in spring and
summer than in fall. Figure 7.2 shows that when the U '2 values are normalized by the
value at start of the time frame, the seasons appear more similar, though the step-like
pattern is still notable, especially in spring.
The spread of U '2 values is presented in a quartile analysis for each seasonal case
group in the panels of Figure 7.3. For each sunset relative time bin, these analyses show
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Figure 7.1: Mean 10 m horizontal wind variance among all available cases (bold black
curve) and by season (grey curves, see legend inset) in sunset relative time.

Figure 7.2: Mean 10 m horizontal wind variance normalized by the value at 3 h before
sunset for all available cases (bold black curve) and by season (grey curves, see legend
inset) in sunset relative time.
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Figure 7.3: Quartile analysis of 10 m horizontal wind speed variance for all available cases (a) and by seasonal group (b-d) for 20 min
interval sunset relative time bins. The middle line of each box shows the median values, the bottom and top lines of the boxes show
the 25th and 75th percentiles, respectively. Whiskers show maximum and minimum values within 1.5 x the inner quartile range, and
outliers beyond this range are plotted as circles.
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Figure 7.4: Quartile analysis of normalized 10 m horizontal wind speed variance for all available cases (a) and by seasonal group (b-d)
for 20 min interval sunset relative time bins. The middle line of each box shows the median values, the bottom and top lines of the
boxes show the 25th and 75th percentiles, respectively. Whiskers show maximum and minimum values within 1.5 x the inner quartile
range, and outliers beyond this range are plotted as circles.
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cases with U '2 values beyond 1.5 times greater than the inner quartile range as outliers,
indicated with small circles beyond the "whiskers" of the plot. Overall, U '2 at the end of
the AET period (as the time frame is defined for this study, 2 h after sunset) is roughly an
order of magnitude less than at the start (3 h before sunset, in this study). This is evident
in both the quartile panels and the mean values reported in Table 7.1. However, there is
considerably more spread among individual cases post-sunset. In all seasons, the range
of U '2 values decreases leading up to sunset, with spring (fall) cases having the largest
(smallest) initial values. The trend in the range is similar in all seasons. By normalizing
the U '2 values (dividing by the initial, 3 h pre-sunset value) in the quartile analysis, this
decrease in the range becomes particularly clear, as Figure 7.4 shows. Not surprisingly,
based on a visual comparison of Figures 7.1 and 7.2, this normalized look at the quartiles
shows a bit less seasonal variation as well, especially for the earlier times in the study
interval. Normalized values for all seasonal case groups show the inner quartile range is
below half the original U '2 by 40 min prior to sunset. The order of magnitude decline,
noted in the mean values above, also affects the range of U '2 values, with the middle
50% being at or below a tenth of their starting values in the latter portion of the AET.
In terms of surface water vapor, the 3 seasons show a steady increase in the 15
min mean rv, ending about 12% (1.0 g kg-1) higher at the end of the AET (2 h after vs. 3 h
before sunset). This upward trend appears to initiate after about 80 min before sunset.
While it is apparent in every season, Table 7.1 suggests it can start nearly an hour early in
the springtime. Figure 7.5 shows the normalized rv values for each case at each time in
the AET interval. Similarly, Figure 7.6 shows the difference of the mean rv value at each
sunset relative time from the rv value at the start of the period (3 h prior to sunset). While
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the relative value of rv increases most in the equinox seasons (Figure 7.5 and Table 7.1),
in an absolute sense, the summer cases show the largest increase in mean rv across the
AET. Summertime transitions show less spread in normalized rv values than the equinox
seasons. The rv differences exhibit a comparable range among the seasons, with one fall
case as a negative outlier.

Figure 7.5: Mean rv normalized by the value at 3 h prior to sunset for each case (grey
lines) and the mean of all cases in each seasonal group (black lines).
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Quartile analysis for both the normalized and difference rv values are displayed in
Figures 7.7 and 7.8, respectively. The size of the range of observed rv difference values
appears to vary slightly with time of year: summer events exhibit the smallest overall
range and fewest outliers, while the range shows a greater increase with time during
spring and fall transitions. Increases in the rv difference, across the entire time frame, are

Figure 7.6: Mean rv differences from the value at 3 h prior to sunset for each case (grey
lines) and the mean of all cases in each seasonal group (black lines).
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largest in the summer case group, with the median value reaching about 1.3 g kg-1 at the
end of the study interval, while in the spring and fall it only achieves about 0.7 g kg-1 and
1.1 g kg-1, respectively. Fall (spring) events account for the majority of the negative
(positive) outlier cases in the full March - November group for the rv differences (Figure
7.8). Normalized rv values (Figure 7.7) show similar trends, with a narrower range in
summer due to the generally higher initial values typical of summer time in Alabama.
Fitzjarrald and Lala (1989), and follow up work by Acevedo and Fitzjarrald
(2001), showed that near the time of maximum rv increase an inflection point in the
surface temperature trace often occurs. The former mention the contribution of the net
radiation term to temperature tendency (and the saturation specific humidity budget)
during the transition. While radiation necessarily plays a role in the cases used for this
study, it is reiterated that cases selection criteria requires clear or nearly clear sky days to
limit the variability of this impact. Busse and Knupp (2012) reported on the temperature
inflection effect from the perspective of a vertical gradient between 2 m and 10 m. The
same approach is used here, and the means for each case group are presented in Figure
7.9. This vertical temperature difference (T2m - T10m) can be viewed as a proxy for the
surface heat flux. In all seasons, the initial mean T2m - T10m is roughly 0.83ºC, in contrast
to typical values as large as 2-3ºC during midday hours. A steady decrease occurs as the
sun sets, and on average a shallow inversion begins to form by about 20 min prior to
sunset, with summer transitions showing a slight delay relative to other seasons in this
change of sign. The strength of this early inversion increases after sunset, but the rate of
increase slows down by about 1 h post-sunset when T2m - T10m changes little in the mean
for all seasons. Average behavior of this difference is similar for the equinox seasons:
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Figure 7.7: Quartile analysis of normalized rv for all available cases (a) and by seasonal group (b-d) for 20 min interval sunset relative
time bins. The middle line of each box shows the median values, the bottom and top lines of the boxes show the 25th and 75th
percentiles, respectively. Whiskers show maximum and minimum values within 1.5 x the inner quartile range, and outliers beyond
this range are plotted as circles.
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Figure 7.8: Quartile analysis of mean rv differences for all available cases (a) and by seasonal group (b-d) for 20 min interval sunset
relative time bins. The middle line of each box shows the median values, the bottom and top lines of the boxes show the 25th and 75th
percentiles, respectively. Whiskers show maximum and minimum values within 1.5 x the inner quartile range, and outliers beyond
this range are plotted as circles.
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fall transitions end the 5 h period with the largest magnitude difference (-0.43°C), and
spring events show a value of -0.38°C (difference within measurement error). Summer
events show more distinction from the transitional seasons, with an overall smaller final
T2m - T10m (only -0.21°C). Consistent with Busse (2010) and Busse and Knupp (2012), if
a transition event did not form an initial inversion it was most likely to be a summer case.
There is a faint hint in the means of spring and summer events towards a quasi step-like
pattern, similar to that shown for the horizontal wind speed variance for those seasons.
However, the T2m - T10m steps for spring and summer (at about 120 min and 150 min presunset, respectively) occur slightly ahead of the sharper U '2 decline.

Figure 7.9: Mean 2m - 10 m temperature difference among all available cases (black
lines) and by season (grey lines, see legend inset) in sunset relative time.
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Figure 7.10 shows the change in the temperature variances at these same heights.
On average, variance of T10m is initially higher than at 2 m, with spring cases showing the
largest difference between the two heights. For the first 2 h of the AET period, the mean
variance of T10m decreases at a faster rate than mean variance of T2m. Variances at both
heights become fairly steady near their minimum values by about sunset (20 min
pre-sunset) for T2m (T10m). After sunset, temperature variance at both heights begins to
increase, but much more slowly than the rate of decrease seen at the early part of the AET.
This modest increase is most pronounced at 10 m in the spring transitions. Through these
results are useful, it is noted that in order to capture truly representative temperature
variance, faster response sensors are required, so these results should be taken in the
context of the relatively long effective response time of the available sensors.

Figure 7.10: Mean 2m (reds) and 10 m (blues) temperature variances among all available
cases (bold lines) and by season (see legend inset) in sunset relative time.
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7.1.2

Vertical motions
To compliment U '2 presented above, observations from the 915 and DWL are

used to obtain the vertical motion variance. The vertical spatial and temporal resolution
of each of these platforms are included in Chapter 4. Figure 7.11 shows the quartile
2
analysis of the vertical motion variance at 200 m AGL as seen from the 915 ( w' 915
).

While there are many outlier cases (circles), the bulk of the values follow a clear
decreasing trend. Grouped together, all observed transitions show a minimum in the
range of the middle 50% (inner quartile range on the plot) of individual case values at the
time of sunset. The range minimum occurs at the next time bin, 20 min after sunset, only
for the fall seasonal group (Figure. 7.11d). In the group of all cases, this range increases
with time after sunset, primarily due to spring transitions (Figure. 7.11b) which show a
sharply increased range at 40 min post-sunset and later. Fall events also have a slight
increase in range at the 100 min post-sunset time bin. Reviewing Table 7.1, one can see
that in the mean values there is a similar pattern: spring cases exhibit an increase starting
at the sunset +40 min bin (from 0.02 m2 s-2 to 0.08 m2 s-2), fall events increase more
modestly after sunset (0.01 m2 s-2 to 0.03 m2 s-2), and summer transitions show little
range of mean values after sunset (steady at about 0.02 m2 s-2).
Because the DWL was newly acquired in 2013, data is only available for summer
and fall of that year. Figure 7.12 presents the quartile analysis for the DWL vertical
motion variance ( w' 2DWL ) at the 195 m gate. Both the magnitude and range of w' 2DWL
increase between the first two time bins. Afterward, an overall decline begins and by
sunset the mean value is below 0.01 m2 s-2. Magnitudes and ranges remain small through
the rest of the period in all cases. There is no suggestion of the post-sunset increase seen
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Figure 7.11: Quartile analysis of variances of w915 for all available cases (a) and by seasonal group (b-d) for 20 min interval sunset
relative time bins. The middle line of each box shows the median values, the bottom and top lines of the boxes show the 25th and 75th
percentiles, respectively. Whiskers show maximum and minimum values within 1.5 x the inner quartile range, and outliers beyond
this range are plotted as circles.

114

Figure 7.12: Quartile analysis of variances of wDWL for all available cases (a) and by
seasonal group (b-c) for 20 min interval sunset relative time bins. The middle line of
each box shows the median values, the bottom and top lines of the boxes show the 25th
and 75th percentiles, respectively. Whiskers show maximum and minimum values within
1.5 x the inner quartile range, and outliers beyond this range are plotted as circles.
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2
2
in w' 915
. Also, the w' 2DWL values contain far fewer outliers than found for w' 915
. This is

especially true after sunset.
As mentioned previously (Chapter 3), some studies have indicated a potential for
increases to existing horizontal wind convergence atop the surface layer during the AET
period and a resulting enhancement effect on existing convective elements like
boundaries (Jones and Bannon 2002, Murphey et al. 2006, Bluestein 2008). To help
address this possibility, the mean vertical motion, profile of horizontal wind magnitude,
and radar-derived meso-γ scale convergence are considered in the current work. The
former is presented next, and the latter two will be shown in the subsequent subsection.
Fifteen min mean values of DWL vertical motion (wDWL) for all available cases
are set in the sunset relative time frame and averaged at every vertical gate (30 m in
length). The result, shown in Figure 7.13, is a composite sunset relative time-height
view of mean wDWL. Early in the AET period, upward motion extends through the
majority of the PBL. Coherent towers are seen at the start of the study interval, but
diminish with time. As time progresses, weaker downward motion begins to dominate at
heights above 500 m and below 200 m. A persistent layer of relatively strong upward
motion, centered at roughly 300 m and about 200 m thick, forms by about 1 h before
sunset. This structure is evident in all available cases, and extends beyond the end of the
AET study interval. When this layer initially forms, the final coherent column of positive
wDWL occurs. For summer cases, that column extends above 1 km while for fall cases it
reaches about 800 m. Peak magnitudes of the composite mean wDWL in the persistent
layer occur just after it forms, and are greatest in the summer: 0.25 m s-1 (Figure 7.13b)
vs. 0.2 m s-1 in fall (Figure 7.13c). Following the peak, values in the layer decrease
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Figure 7.13: Composite sunset relative time-height plots of DWL 15 min mean vertical
motion for all available cases (a) and by season (b-c), with the 0 m s-1 contour shown in
black.
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Figure 7.13 (cont'd): Composite sunset relative time-height plots of DWL 15 min mean
vertical motion for all available cases (a) and by season (b-c), with the 0 m s-1 contour
shown in black.
slightly, producing a local minimum at about sunset time in the summer and about 40 min
earlier in the fall. The minimum is sustained longer in the summer, with composite mean
wDWL increasing again after 40 min post-sunset in the summer and 20 min pre-sunset in
the fall. Near the end of the AET, this decrease/increase pattern repeats, centered about
80 min after sunset in both seasons. Summer cases again show slightly higher values in
the layer.
Composites of all available cases' sunset relative 15 min mean w915 are given in
Figure 7.14. Values for days when the 915 operated in different modes are interpolated
to the coarsest vertical gate spacing the 915 used across all cases (106 m, as noted in
Chapter 4 and Table 4.1) so that the composite plots utilize consistent dimensions for all
cases. From the perspective of the 915, the most striking feature of the transition is a
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vertically coherent maximum in upward motion focused at about 35 min post-sunset.
The peak mean w915 in this tower-like structure is about 0.6 m s-1 centered at about 800 m
in the composite of all cases (Fig. 7.14a). In spring events (Fig. 7.14b), the peak is higher
in both magnitude and height; to a lesser extent, this is also the case for fall transitions
(Fig 7.14d). Summer cases (Fig. 7.14c) exhibit the least prominent upward motion tower
of the 3 seasons, but maximum composite mean w915 still range up to 0.5 m s-1 centered at
about 700 m. Only summer events show a recurrence of consistent downward mean w915
below 1 km sometime after sunset, however this does not occur until more than 1 h after
sunset. In general, peak composite mean magnitudes of w915 are about twice as large as
those of wDWL.

Figure 7.14: Composite sunset relative time-height plots of 915 15 min mean
vertical motion for all available cases (a) and by season (b-d), with the 0 m s-1 (0.5 m s-1)
contour shown in black (grey).
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Figure 7.14 (cont'd): Composite sunset relative time-height plots of 915 15 min
mean vertical motion for all available cases (a) and by season (b-d), with the 0 m s-1
(0.5 m s-1) contour shown in black (grey).
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Figure 7.14 (cont'd): Composite sunset relative time-height plots of 915 15 min
mean vertical motion for all available cases (a) and by season (b-d), with the 0 m s-1
(0.5 m s-1) contour shown in black (grey).
7.1.3

Horizontal wind magnitude and convergence
Considering changes in the horizontal wind profile, a composite analysis is

presented in Figure 7.15 for the 915's 10 min consensus horizontal wind ( U ) magnitudes.
When all available cases are averaged (Figure 7.15a), a modest increase occurs at most
heights, with winds at 300 m initially between 4-4.5 m s-1 and up to 5.5 m s-1 by 20 min
post-sunset. At about 80-100 min after sunset, a column of smaller U extends from
200 m to nearly 1.4 km, but magnitudes again exceed 5 m s-1 at most height by 110 min
after sunset. Spring events (Figure 7.15b) show the strongest increase in U magnitude.
At 300 m, initial values range from about 3.5 to 4.5 m s-1, and at 20 min post-sunset the
composite average reaches 5.5 m s-1. Higher in the PBL, spring cases show a striking
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Figure 7.15: Composite sunset relative time-height plots of 915 10 min consensus
horizontal wind magnitude for all available cases (a) and by season (b-d), with the 5 m s-1
contour shown in black.

122

Figure 7.15 (cont'd): Composite sunset relative time-height plots of 915 10 min
consensus horizontal wind magnitude for all available cases (a) and by season (b-d), with
the 5 m s-1 contour shown in black.
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increase, with values exceeding 6 m s-1 above 500 m prevalent after 20 min post-sunset.
Composites of the observed summer and fall cases show more variability: Instead of the
column of weaker values late in the time period, summer events (Figure 7.15c) show
peak composite values that extend up to 600 m after 70 min post-sunset. Fall cases
(Figure 7.15d) display overall weaker U early in the AET, but an increase across the 5 h
time period is evident, with an isolated peak of about 5 m s-1 50 min post-sunset. There is
also a slight increase at the higher levels in fall, but it is much weaker than that seen in
spring.

Figure 7.16: EVAD horizontal wind convergence, obtained with 10 km radius
circles, at 300 m AGL for the mean of all available cases (black line) and each case (grey
lines).
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Figure 7.17: Quartile analysis of EVAD derived 300 m AGL horizontal wind convergence for all available cases (a) and by
seasonal group (b-d) for 20 min interval sunset relative time bins. The middle line of each box shows the median values, the bottom
and top lines of the boxes show the 25th and 75th percentiles, respectively. Whiskers show maximum and minimum values within 1.5
x the inner quartile range, and outliers beyond this range are plotted as circles.
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To broaden our study beyond point and profile measurements, horizontal wind
convergence derived using a 10 km radius EVAD circle is computed for cases with
available ARMOR radar data (102 of the 143 total cases). Figure 7.16 shows the
convergence values at 300 m in the sunset relative time frame for all cases. There is a
slight upward trend in the mean of all cases, but not all individual events depict a steady
increase, or even any increase. Also evident is a nearly symmetric grouping of both
positive and negative (divergence) values at all times. This can be seen in the quartile
analysis from each season, shown in Figure 7.17, as well. All seasons display a large
range of horizontal wind convergence values at each sunset relative time. In each season
a modest upward trend in values of the middle 50% is evident, but the range of values at
any of the sunset relative times is broad. In fact, the lowest individual values at each time
interval show a decrease in convergence (increasing divergence) after sunset for both the
spring and summer case groups. Still, in the mean a steady convergence increase from 0.85 × 10-3 s-1 at 3 h before sunset to + 0.69 × 10-3 s-1 at 2 h after sunset occurs and is
statistically significant at the 0.01 probability value. This change equates to an increase
in the mean convergence at a rate of about 0.3 × 10-3 s-1 h-1 across the AET period.
7.1.4

Summary
This investigation of the AET reveals several signatures of the transition, many of

which have been noted in previous studies of smaller sets of cases, different locations,
and numerical simulations. A visual summary of the signatures observed in this study is
given in Figure 7.18 which shows the average sunset relative time of each indicator.
Bold boxes signify the indicators with the more robust results. It should be noted that the
order of events presented in Figure 7.18 depicts the transition from multiple perspectives
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Figure 7.18: Visual summary of average sunset relative times for observed AET
indicators. Items with bold boxes occur most consistently as an AET signature, while
thinner boxes indicated signatures that are strong in the mean but do not necessarily occur
in each case or as a result of the transition itself.
in the average sense, i.e., not every individual case follows the same order of signature
occurrence, and in some cases not all signatures are present (e.g. early inversion
formation does not always occur).
Results depict an abrupt decrease in turbulent quantities during the transition,
consistent with previous studies. Surface measurements show the characteristic decrease
in wind speed and temperature variance and vertical temperature gradient, with fairly
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similar patterns among the 3 seasons studied, though some variations are present. An
increase in mean rv across the AET is observed for nearly all cases. While most cases
observed include a "jump" in rv as noted in previous studies (e.g. Acevedo and Fitzjarrald
2001), the averaging employed here, in order to place the numerous cases and variety of
measurements into a common framework, often removes this effect. Equinox seasons
display a slightly smaller absolute increase in rv than in summer.
Vertical motion measured by the 915 and DWL shows different behavior during
the transition. Both platforms depict a steady decrease in vertical motion variance over
the initial few hours of the AET, but while the DWL values maintain a minimum after
sunset, the 915 suggests an increase after sunset, primarily for the equinox seasons.
Time-height composites of mean w915 and wDWL show vastly differing structures, too.
The stark contrasts seen in the 915 and DWL results are likely due to the scattering
regime each employs and the 915's sensitivity to biological targets, as will be discussed in
more detail in the following section.
Profiles of horizontal wind magnitude obtained from the 915 show a steady,
modest increase at low-levels across the AET period. At 300 m, spring events show the
largest increase (about 2 m s-1 in the mean). There is also a gradual, notable increase in
meso-γ scale horizontal wind convergence above the surface layer (300 m) across the
transition. However, there is substantial range in the convergence results, with a nearly
symmetric pattern of both positive and negative (divergence) values occurring at all
sunset relative times in each of the three seasons considered.
To shed additional light on the order of the decay of turbulent quantities,
temperature, horizontal, and vertical wind variances are first normalized by the 3 h pre-
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Figure 7.19: Comparison of normalized variances on a logarithmic scale. Each curve
represents the mean value for all available cases, normalized by the value at 3 h prior to
sunset. Surface data for the horizontal wind and both temperature curves are from 140
cases; the vertical velocity curve is comprised of the 30 cases with DWL observations.
sunset values. With each normalized parameter now dimensionless, the values are
plotted on a logarithmic scale. This comparison, including values for every available
case for each variable, is shown in Figure 7.19. Vertical velocity fluctuations decay
faster than those in the horizontal, consistent with numerical simulation work (e.g.
Nadeau et al. 2011). In fact, by the time the normalized horizontal wind variance has
been halved, the normalized vertical wind variance has decayed to nearly a tenth of its
initial value. Temperature fluctuations at 10 m wane faster than at 2 m, and their sharper
declines tend to precede increased rates of vertical velocity variance decay, especially
clear at about 130 min and 90 min prior to sunset. After the declines in these turbulent
quantities have occurred, an increase in horizontal wind magnitude is evident in the
composite mean (Figures 7.15, 7.18), with the fastest rate of increase occurring between
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sunset ± 20 min, consistent with the average time when U '2 and w' 2DWL achieve
minimum values. Further conclusions on how the AET decay process occurs are inferred
from this figure, along with the body of results presented above, in the next section.

7.2

Discussion
The results for the clear air objective of this project are consistent with several

previous studies and suggest a logical conceptual framework through which the AET
occurs. A shut down of surface heating initiates a cut off for the buoyant thermals that
drive the CBL. Without these structures, the turbulent characteristics of the BL evolve
fairly quickly in the hours that bookend sunset.
From the surface data, the decline of U '2 , an analog for the TKE, shows an
increased rate of decay midway through the transition, resulting in a quasi step-like shape
to curves in Figures 7.1 and 7.2. A recent numerical study by Nadeau et al. (2011)
considers the transitions as consecutive sub-periods with different rates of TKE decay.
Observations shown above show a pattern consistent with that framework; U '2 exhibits a
faster decline after about 100 min pre-sunset than before. As will be shown later, the
variance of vertical motions declines even faster. This can be interpreted as a reflection
of the decrease in buoyant vertical motions as the surface heat flux decreases. As a result,
less turbulent transport of momentum in the vertical prompts an acceleration in the rate of
decline of the horizontal wind fluctuations. The rate of U '2 decline increases in all
seasons, but the time of the increased decline varies. Equinox seasons show faster U '2
decrease starting on average 80 min prior to sunset, while in summer it begins about 1 h
earlier. A similar effect is noted by Nadeau et al. (2011), who found a faster TKE decay
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rate in their early evening sun-period (defined as when the surface sensible heat flux first
reaches a negative value) than during their afternoon sub-period (defined as the interval
of decreasing heat flux).
A decrease in vertical transport, mainly due to the demise of large afternoon
eddies, contributes to a characteristic increase in surface rv increase during the transition
(e.g. Acevedo and Fitzjarrald 2001). It is noted that sharp increases or "jumps" in rv do
occur in most of the individual cases examined here, in line with the findings of previous
investigators, however, applying the 15 min mean often smoothes out these abrupt
changes. Such signatures occur at a wide range (2+ h) of sunset relative times, which is
consistent with the time frames reported by Busse and Knupp (2012) for a smaller set of
AET events at the same location. While they found the average sunset relative time for
the initial rv increase to be about half an hour in summer and a few minutes in fall before
sunset, the normalized rv values in the current work increase on average starting 80 min
prior to sunset, with spring cases showing this start up to even 1 h earlier. This
characteristic increase (often accomplished in the short term "jumps") in surface water
vapor was highlighted by Fitzjarrald and Lala (1989) and Acevedo and Fitzjarrald (2001);
both studies used fall season observations from the Hudson River valley in the vicinity of
Albany, NY, and the latter also found temporal variations in the start of the increase
among various observation sites - implying that more (less) obstructed sites than the
present study location could reasonably expect to have a less (more) rapid increase. As
vertical mixing is effectively shut down by the decreasing surface heat flux and
evaporation near the surface continues, a build up of rv results that persists until eventual
dew (or frost) formation later in the night. This upward trend in the mean rv continues
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even after the sun sets, implying that evaporation is the main contributor to the increase,
since transpiration from plants requires photosynthesis, and thus the sun.
In Figure 7.9 it can be seen that the average time for the sign change of the
vertical temperature difference (T2m-T10m) is about 20 min before sunset. Busse (2010)
and Busse and Knupp (2012) showed early inversion formation on average 15 min before
sunset in the summer and 8 min before sunset in the fall, with their fall events expressing
a stronger vertical temperature gradient at the end of the AET. The present results show
the initial inversion forming about 5 min earlier on average, especially with the inclusion
of the spring season. On average, the late AET T2m-T10m difference for the present study
equinox season events is about twice that found in the summertime. The faster cooling in
the spring and fall is likely due to a combination of the greater total daily insolation and
higher precipitable water amounts that alter the surface radiative energy balance in
summertime. A key finding here is the timing of the temperature difference changes and
the accelerated decline of U '2 . Section 7.1.1 notes a hint for a step shape in the
difference curves for spring and summer that occur just before an increase in the U '2
decay. A sharper decline in the temperature difference before the accelerated decrease of

U '2 suggests a decrease in buoyant production before a decrease in shear production of
TKE as the convective regime of the BL wanes. The decrease in buoyancy indicated by
the temperature differences is also consistent with the rapid decrease in vertical motion
variance (discussed in detail below).
Temperature variances, too, support this concept. In the first part of the AET
interval, the variance of T10m declines faster than the variance of T2m. This can be viewed
as another indication of decrease vertical mixing during the transition, with the
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temperature fluctuations decreasing faster at a higher height. Less variability in
temperatures is also aligned with the occurrence of the sodar minimum reported by Busse
(2010) and Busse and Knupp (2012), since the structure function that determines the
acoustic backscatter is related to the variance of the temperature. While it is not clear
what causes it, an increase in the temperature variance at both heights can be seen at the
end of the transition interval, most obvious at 10 m for the spring events from 80-110 min
post-sunset, and is consistent with the Busse study findings.
It is shown in section 7.1.2 that the 915 and DWL observe strikingly different
structures in the vertical motion field and its fluctuations during the transition. The 915
shows an increase in the range of vertical motion variance at 200 m AGL after sunset,
while the DWL indicates persistent, very small variances at about the same height
following sunset (comparison for Figures 7.11 and 7.12). This is most likely a result of
the 915's sensitivity to particulate scatters and the increased presence of insects and birds
later in the evening. Its stronger prominence in the spring could attributed to greater
migration activity, which tends to occur in that season. The DWL is not susceptible to
this contamination (Chapter 4, Pearson et al. 2009). Numerical simulations of the AET
time frame indicate differing rates of decay for horizontal and vertical velocity
fluctuations (e.g. Nieuwstadt and Brost 1986, Pino et al. 2006). Observations shown in
the current study display a pattern consistent with those findings: Both platforms' vertical
velocity variance depict a generally more rapid decline than occurs in the decline of U '2 ,
decreasing fastest within the half hour before sunset (most evident in w' 2DWL ). That
vertical motion fluctuations wane ahead of the horizontal fluctuations suggests that the
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buoyancy driving the convective regime of the PBL diminishes first, and then with less
vertical mixing and turbulent transport contributions, U '2 also decays.
Varied structures are also seen in comparing the mean vertical motion observed
by the 915 and the DWL. Some of the features seen are physically consistent with the
AET process framework proposed herein, notably the coherent towers at the start of the
period seen from the DWL (Figure 7.13). These towers indicate that there is still
positively buoyant thermal activity early in the AET interval. This is corroborated by the
increase in the 195 m AGL w' 2DWL seen for the sunset -160 min time bin (Figure 7.12).
As each component of TKE (in analog here as U '2 and w' 2DWL ) decreases, evidence of
thermals diminishes. That the summer cases show a stronger convective regime early in
the AET and a more vigorous final column of positive mean wDWL may be a result of
stronger thermals due to greater insolation in summer. Another interesting finding from
the DWL data is the persistence of downward motion below 200 m AGL. The minimum
range for the instrument is 75 m (Table 4.1). Time-height sections of mean wDWL
extending to dawn show both the positive and negative vertical motion layers are
prevalent through the night (not shown) and occur regardless of the low-level mean wind.
Both of these layers are at least in part manifestations of local effects. While the upward
motion layer may include a transition effect, its persistence through the overnight hours
suggests a stronger local effect, possibly a remnant warm plume atop the relatively
warmer building the DWL operated from and the more urbanized area around the campus
(see Figure 4.1). The endurance of the downward motion below about 200 m is likely
due to downslope flow in the area, predominantly due to elevated terrain surrounding the
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site (most notably the Monte Sano area to the east and south of the MIPS, approximated
by the forested regions indicated in Figure 4.1).
While the towers of upward motion indicated by the DWL results are physically
consistent with the transition (lingering late CBL thermals), the tower feature identified
in the 915's mean vertical motion is an artifact. It is important to view Figures 7.13 and
7.14 in the context of how the instruments operate. The 915 uses a 33 cm wavelength
sensitive to Bragg and particulate scattering (from Biota and lofted particles) within the
sample volume (for the clear air cases, 9° by 60 m or 106 m thick). Insects are widely
acknowledged as the main generator of clear air radar return in the PBL, and birds can
also contaminate radar velocities (e.g. Wilson et al. 1994, Martin and Shapiro 2007).
Angevine (1997) reports a downward bias in mean UHF profiler vertical velocities up to
0.3 m s-1 in the daytime PBL due to the subsidence of particulate scatterers, and Geerts
and Miao (2005) show that insects can actively oppose PBL upward motions.
Concentrations of insects in the southern Plains of the US peak in the mid-afternoon and
overnight, with relative minimums near sunrise and dusk (Martin and Shaprio 2007). It is
estimated that a similar diurnal pattern in lofted insect populations occurs at the present
study location (based on informal inspection of ARMOR dual-polarimetric data over
several years).
The tower structure of enhance upward motion seen in the composite mean w915
2
and the increased range w' 915
of after sunset (Figure 7.11) are probably manifestations of

emerging insects, after the dusk minimum and in advance of the nocturnal maximum, and
the take-offs of migratory birds, the latter being most prominent in the equinox seasons.
Potential variations in bird species' migration schedules may help explain the differences
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between the spring and fall observations. In contrast to the 915, the DWL collects
measurements over a miniscule volume, with a short 1.5 μm wavelength and very stable
transceiver, which all provide for an accurate, pure velocity measurement (Pearson et al.
2009). Therefore, the wDWL data can be considered a true representation of the air
velocity, while the w915 values represent the net result of multiple scattering effects.
Wind profilers akin to the MIPS 915 are used extensively (and have been for decades) in
PBL field studies. Thus, these results are instructive in illustrating the importance of
mindfulness to the scattering mechanism an observation platform may employ. Vertical
velocity fluctuations and composite mean wDWL shows a more realistic depiction of
typical vertical air motions during the AET time frame, though at the observation site
there are evidently some local, low-level effects in the means.
Profiles of horizontal wind magnitude obtained with the 915 (Figure 7.15) show a
modest increase through the study interval at 300 m AGL, with the composite mean
indicating 3.5 to 4.5 m s-1 at the start of the period and reaching an average of about 5.5
m s-1 by the end. The most obvious seasonal difference is that spring cases show a more
striking increase, especially at heights above 500 m. This creates elevated wind speed
shear across the PBL in the spring that may partially account for the modest increase in
the near surface variability toward the end of the transition, most evident in the T10m
variance (Figure 7.10). Enhanced horizontal wind magnitudes aloft in the equinox
seasons may include a possible contamination due to migrating biota that tend to fly with
the wind. Summer has a decreased likelihood of migration activity (meaning that more
random, rather than specific or regular, flight directions are more likely), thus it is
possible the results here for that season (Figure 7.15c) are more robust than for the other
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seasons. The increase in mean horizontal wind magnitude found above the surface layer
may play a role in enhancing any pre-existing horizontal wind convergence, such as
along boundaries like drylines, and could promote the invigoration of convective
elements, similar to the processes and events documented by Jones and Bannon (2002)
and Murphey et al. (2006).
As a way to begin addressing the convergence question, this investigation
includes the meso-γ scale EVAD-derived convergence from the ARMOR radar. These
results show a large spread, with a nearly symmetric distribution above and below zero
(Figures 7.16 and 7.17), indicating both convergence and divergence. Within the10 km
radius used for the analysis, there are several surface features worth noting (Figure 4.1).
Portions of the southern extent of the Tennessee River straddle the effective location of
the EVAD circles. Along the eastern and northeastern part of the circle are
discontinuities as more urban areas sit against residential and wooded wetland-type areas.
To the W and SW of ARMOR, agricultural lands dominate. It is possible for these
differing surface qualities to establish fine sale variations in temperature and moisture
capable of inducing localized solenoid circulations along the edges of the EVAD radius.
For example, Asefi et al. (2010) describe the development of a local lake breeze
circulation that regularly occurs along Lake Wheeler in the Tennessee River about 20 km
to the W of ARMOR. Such localized features may partially account for the nearly
symmetric range in the convergence findings.
It can also be seen in the EVAD results that the lowest individual values for each
time bin a decrease in convergence (increasing divergence) occurs in the spring and
summer case groups. Case selection criteria may help account for this: Cases are similar
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on the synoptic scale with high pressure over N AL. This lends an expectation for low
level horizontal wind divergence to be common among the cases, and Figure 7.16 shows
that indeed the majority of the cases start the AET period with negative convergence
values. If no or little change occurs to the wind field orientation, and the magnitude of
the horizontal winds increase, as indicated by Figure 7.15, then it is reasonable to expect
increased divergence above the surface layer. This contributes to the apparent symmetry
of Figure 7.17. While it is not very striking or large in magnitude, a statistically
significant increase does occur in the mean value of all available cases, equating to about
0.3 × 10-3 s-1 h-1 across the 5 h AET period. This signature may relate to the diurnal
increase in pre-existing low level horizontal convergence along drylines detailed by Jones
and Bannon (2002), and could act in specific circumstances to aid in convective
enhancement of initiation, akin to Murphey et al.'s (2006) case study.
In summary, the transition period can be viewed in the framework described by
Figures 7.18 and 7.19, which is largely consistent with previous simulation and
observational work. Vertical turbulent components decay faster than horizontal turbulent
components. Temperature fluctuations wane faster at the higher, 10 m, height than at the
surface, 2 m, altitude. Following the temperature variance decline, vertical velocity
variances decay at a faster rate. This suggests the decrease of buoyantly-driven thermals
inhibits vertical mixing, and can be regarded as the effect of a rapidly decreasing
buoyancy term, eventually becoming a loss instead of production term, in the prognostic
equation for vertical velocity variance (see Section 2.3). As the vertical wind variance
diminishes more rapidly, U '2 decreases in response to the lessened vertical and turbulent
transport of momentum. This decrease is slower than in the vertical as mechanical
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production of turbulence continues to serve as a source term. Once these diminutions in
the turbulent quantities occur, the horizontal wind magnitudes increase. As turbulent
motions in the BL decay, one can expect the winds above the surface layer to increase,
and as a result perhaps enhance any pre-existing low level horizontal convergence
supportive of modest upward velocity.
Finally, it bears mentioning that the results of the present effort are valid for the
site and seasons included in the observations. Many investigators have noted that terrain
and surface feature variations, such as land use or type, can impact how the PBL
progresses from its daytime regime to the more stable nocturnal regime (Caughey et al.
1979, Acevedo and Fitzjarrald 2001, Brazel et al. 2005). Based on such studies, it would
be reasonable to expect less variability in the timing of each AET indicator (e.g. Figure
7.18) for a location in a more homogeneous region. More heterogeneous and
topographically diverse areas can expect a more complicated, and probably longer laster,
transition period. One example includes the effects due to topographic phenomena, down
slope and return flows, and urban heat island influences have been shown to cause
considerable variability in the AET pattern over the complex surface features of the
Phoenix area (Brazel et al. 2005).
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CHAPTER 8

RESULTS: CONVECTIVE CASE OBSERVATIONS

Results from observations of convective AET case studies are presented in this
chapter. The term "convective" is used to differentiate these events from the "clear air"
cases examined in the previous chapter. These CBZ events occurred within the ABIDEIII domain and exhibited an enhancement, maintenance, or initiation of deep convection
within the time frame characterized in Chapter 7, and are thus studied to address the
project's second objective: evaluating CBZ structural changes during the AET time frame
that may support the enhancement and/or maintenance of preexisting convective elements
(Chapter 1). For each event, first an overview is given, including an inventory of
available data platforms, followed by results from various analyses (described in Chapter
6) and a case summary. The final section of this chapter reviews key findings among the
case studies and conclusions for their overall implications for AET effects on convective
elements.

8.1

30-31 August 2013
On the morning of 30 August, a large area of high pressure was established over

the north central Gulf coast, while a second high over the Carolinas set up a modest
backdoor like cold front at about the AL-GA state line. Instability along and just ahead
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of the front permitted the development of early afternoon (by about 1800) showers and
thunderstorms to the east of the study domain. Features of interest for this case are
outflow boundaries produced this by parent convection. Astronomical sunset at
Huntsville occurred at 0015 (1915 local time), meaning that 2115-0215 corresponds to
the 5 h general AET time frame.
For this event, the MIPS operated from the default campus location ("C" in Figure
4.1), the DWL operated in the nearby lab as on clear air days (Chapter 5), and the XPR
was also operational. The DWL collected vertical stare data using a 30 m gate length,
and the XPR began collection at 2046. Specific parameters of the XPR, DWL, and other
platforms are given in Chapter 4. All of the radars discussed in Chapter 4 operated for
this event. MAX deployed to location "M" in Fig 4.1, and RSA conducted its routine
scan pattern (Table 4.2). Primary scanning sequences for ARMOR and MAX are given
in Table 8.1.1.

ARMOR
b/2057, 0214/a
2221-2340
0000-0210
2059-2218

Update
Time
-~2 min 50 s
~4 min 24 s
~4 min 5 s
varies

sector scans

~4 min 33 s

MAX
2220-2230
2235-0113
0117-0142

-~5 min
~4 min 40 s
~2 min

Platform

Volume Scanning Sequence
-0.7, 1.3, 2.0, 2.7, 3.5
0.7, 1.3, 2.0, 2.7, 3.5, 4.5, 5.5, 6.5, 7.5, 8.6, 9.6
0.7, 1.3, 2.0, 2.7, 3.5, 4.5, 5.5, 6.5, 7.5, 8.6
default 5 tilt, sectors, 7+ tilt full volumes
0.1, 1.3, 2.0, 2.7, 3.3, 4.1, 4.8, 5.5, 6.2, 6.9, 7.6, 8.4, 9.2, 10.1,
11.5, 13.0, 14.8
-0.6, 1.1, 1.6, 2.3, 3.0, 3.6, 4.3, 5.0, 5.9, 6.9, 8.0, 9.9, 14.9
0.6, 1.1, 1.6, 2.3, 3.0, 3.6, 4.3, 5.0, 5.9, 6.9, 8.0, 9.9
0.6, 1.1, 1.6, 2.3, 3.0

Table 8.1.1: Scanning patterns used by the ARMOR and MAX radars for 30-31 August
2013. MAX also performed RHI scans. ARMOR scanned in its default pattern before
and at 2057, at 0214 and after, and in between every non-default scan volume. ARMOR
sector scans were from a range of azimuths (mainly to the east) for 2106, 2113, 2119,
2126, and 2133 UTC. ARMOR also used a few additional scan patterns (ranging from 716 tilts), but none were repeated more than thrice so they are withheld here for brevity.
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Figure 8.1.1: Series of raw data for scans at UTC times indicated from ARMOR, except
panel (c) from KHTX for 30-31 August 2013. Base tilt (0.7° elevation angle) reflectivity
in (a)-(e), (g), and radial velocity in (f),(h)-(l). Note that (a)-(c) use a broader dBZ scale.
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Figure 8.1.1 (cont'd): Series of raw data for scans at UTC times indicated from ARMOR,
except panel (c) from KHTX for 30-31 August 2013. Base tilt (0.7° elevation angle)
reflectivity in (a)-(e), (g), and radial velocity in (f),(h)-(l). Note that (a)-(c) use a broader
dBZ scale.
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The first feature examined (CBZ1) was initiated at about 2055 as an outflow
boundary from convection ahead of the front, at the northeast edge of the observation
domain (Figure 8.1.1a). Lines in Figure 8.1.2a show the progression of the CBZ1 Z
fineline through the DD networks. It progressed westward and passed MIPS near 2113.
Figure 8.1.3 shows an abrupt decrease in the near surface (below 600 m) ceilometer
backscatter associated with CBZ1. This boundary was observed by each of the scanning
radars in the small-scale network: From about 2057-2139 it progressed southwestward
through the northern RSA DD lobe. As its parent storm began to dissipate, the southern
extent of CBZ1 reached the southern RSA DD lobe by 2145 (Figure 8.1.1b). This
southern part of the boundary progressed through the lobe until it eventually stalled and
occluded just after about 2300. To the north, the initial boundary was joined by outflow
from another thunderstorm (northeast of the initial boundary's parent storm, at the AL/TN
state line in Figure 8.1.1b). The evolution of this northern component of CBZ1 was
observed in the northern MAX DD lobe from the start of MAX operations (2220) until it
dissipated near 2330.
A second boundary (CBZ2) was also sampled. It was initiated as an outflow by
2100 from a cell about 50 km east of CBZ1's parent storm(s). Figure 8.1.1c shows its
location as seen from KHTX radar at 2143. As CBZ2 traveled westward from KHTX, its
low level structure and Z fine line were no longer observable from that radar by 2300
(KHTX is situated about 300 m AGL higher in altitude than ARMOR). A portion of
CBZ2 was first visible at ARMOR near 2234 (Figure 8.1.1d) at about 35 km east of the
radar (corresponding to roughly 450 m AGL along the lowest beam). Over the next
several ARMOR scans, the fine line broadened and increased in forward speed as it
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a)

b)

Figure 8.1.2: a) ARMOR raw Z at 400 m AGL at 2211 UTC overlaid with lines showing
the location of the CBZ1 fineline at each annotated time. Dotted lines show the "north"
component of CBZ1 before it joins the main/south component. After 2309, the fineline
of the southern extent of CBZ becomes difficult to discern. b) MAX raw Vr at 400 m
AGL at 0054 UTC overlaid with lines showing the approximate location of CBZ2 at each
annotated time. Note that Z is a poor indicator for this feature, and its Vr signature tends
to be quite broad. Dotted lines indicate the location is more ambiguous.
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continues generally westward. A pure density current will tend to slow down as it
propagates; faster motion by CBZ2 implies it may have assumed a more wave like
structure (Chapter 3, and e.g., Knupp 2006). By about 2330, as CBZ1 diffused to the
west, CBZ2 entered the eastern edge of the RSA DD lobes (Figure 8.1.1g-h), permitting
ARMOR-RSA DD analysis until about 0000. The boundary extended to the north,
although the northern portion was not well observed from the radars, obscured by terrain
and other blockage, until it progressed farther west. It was, however, evident that a broad
boundary passed over MIPS - the northern extent of CBZ2 - between about 2330-2355,
with a wind shift in the lowest 500 m and notable temperature and humidity changes, but
little lidar ceilometer backscatter signature (Figure 8.1.3). Figure 8.1.2b gives the
approximate locations of CBZ2 as it crossed the radar network. While its Z presentation
became ambiguous at best, the propagation of CBZ2 is evident in radar Vr as a broad
feature moving generally northwestward, roughly along the ARMOR-MAX baseline
(Figure 8.1.1i-l). The Vr gradient became more refined by 0050, and had a much sharper
presentation by 0115 in the MAX data, as it departed the network.

Figure 8.1.3: MIPS lidar ceilometer backscatter for 1200-0400 UTC. Vertical lines
indicate the passage of CBZ1 (2113), CBZ2 (2330), and sunset (0015). Arrow highlights
cloud associated with CBZ1 (see text).
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a)

b)

c)

d)

Figure 8.1.4: Surface observations from the MIPS campus berm for 1800-0100 UTC a)
pressure and solar radiation (right axis), b) temperatures at various heights, c) 5 s 10 m
wind speed with 5 min mean overlaid, d) wind direction. Vertical lines indicate the
passage of CBZ1 (2113), CBZ2 (2330), and sunset (0015).
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8.1.1

Late CBL and early in the AET period
At the MIPS campus berm surface station (Figure 8.1.4), fluctuations in T, highly

variable wind speed, and large insolation with sporadic passing clouds suggest a well
mixed BL. Time-height images of 915 SNR and w915, shown in Figure 8.1.5, indicate
late afternoon (2100 is 4 pm LT) thermals and a BL depth of about 1.5 km, based on the
depth of enhanced SNR, prior to the approach of CBZ1. Westerly horizontal winds
(Figure 8.1.6) show little directional shear through this vigorous, later summer CBL.
Observations from the DWL at this time give a consistent picture, with a well mixed β
profile and wDWL in the buoyant eddies about ±2 m s-1 (Figure 8.1.7); largest β shows
clouds, with base heights in line with the ceilometer record.

dB

a)

m s-1

b)

Figure 8.1.5: 915 SNR (a, dB) and vertical velocity (b, m s-1) for 2040-2140. Note that
time axis is 4 min ahead. Vertical lines indicates CBZ1 passage.
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a)

b)

Figure 8.1.6: a) 5 min and b) 10 min NIMA consensus 915 horizontal wind
profiles for 2000-0200 UTC. Times in both panels have been corrected for the offset.
Vertical lines indicate CBZ1 (2113), CBZ2 (2330), and sunset (0015).
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a)

b)

Figure 8.1.7: DWL 1 min mean (a) Natural log of 2-way attenuated backscatter (β) and
(b) vertical velocity for 2000-0100. Vertical lines indicate CBZ1 (2113), CBZ2 (2330),
and sunset (0015). Note varied scale used in (b).

Thermodynamic measurements from the MPR are presented in Figure 8.1.8 and
further document the well mixed afternoon CBL. Enhancements in the surface TIR also
show the passing clouds. Surface parcel LCL heights are slight overestimates of the
cloud base levels revealed by the ceilometer and DWL, due to warm surface T and strong
lapse rate in the lowest 100 m - it is also noted that a known slight cool bias in MPR
temperatures may account for this discrepancy. Basic analysis parameters, computed
using 10 min average MPR profiles, indicate ample 0-3 km CAPE, trivial CIN, and ML
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a)

b)

Figure 8.1.8: MIPS MPR: Time-heights of (a) Temperature, (b) relative humidity, (c)
mixing ratio, (d) potential temperature, (e) virtual potential temperature, and surface
values of (f) IR temperature, (g) integrated water vapor, and (h) integrated liquid water.
In (a) and (d), grey line indicates LCL height of a surface parcel, white contour show N
(0.1 s-1 interval), and grey shading shows areas of negative N2. Vertical lines indicate
CBZ1(2113), CBZ2 (2330), and sunset (0015).
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c)

d)

Figure 8.1.8 (cont'd): MIPS MPR: Time-heights of (a) Temperature, (b) relative
humidity, (c) mixing ratio, (d) potential temperature, (e) virtual potential temperature,
and surface values of (f) IR temperature, (g) integrated water vapor, and (h) integrated
liquid water. In (a) and (d), grey line indicates LCL height of a surface parcel, white
contour show N (0.1 s-1 interval), and grey shading shows areas of negative N2. Vertical
lines indicate CBZ1(2113), CBZ2 (2330), and sunset (0015).
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e)

f)

g)

h)

Figure 8.1.8 (cont'd): MIPS MPR: Time-heights of (a) Temperature, (b) relative
humidity, (c) mixing ratio, (d) potential temperature, (e) virtual potential temperature,
and surface values of (f) IR temperature, (g) integrated water vapor, and (h) integrated
liquid water. In (a) and (d), grey line indicates LCL height of a surface parcel, white
contour show N (0.1 s-1 interval), and grey shading shows areas of negative N2. Vertical
lines indicate CBZ1(2113), CBZ2 (2330), and sunset (0015).
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Figure 8.1.9: Thermodynamic analysis parameters for 1800-0200, based on 10 min
average profiles of MIPS MPR temperature and relative humidity and lifting a ML
(lowest 100 mb) parcel. LCL (heavy black line) and LFC (thin black line) heights are
plotted along the left axis, and 0-3 km CAPE (solid grey line) and CIN (stippled grey
line) are plotted along the right axis. Vertical lines indicate CBZ1 (2113), CBZ2(2330),
and sunset (0015).

(lowest 100 mb layer) parcel LCL heights much lower than the observed cloud base implying the afternoon clouds originate from nearer the surface (Figure 8.1.9).
Figure 8.1.10 shows results for 8 km radius EVAD analyses from each radar.
Both ARMOR and RSA show mainly westerly BL flow in the late afternoon. Though
MAX operations began later, since CBZ1 dissolves before passing this radar, the westerly
flow shown near 2230 also represents the late CBL and early AET BL. These derived
profiles are generally consistent with those observed at MIPS.
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a)

b)

Figure 8.1.10: EVAD-derived (8 km radius) horizontal winds (barbs plotted with station
end at the grid point) and 300 m AGL convergence (black squares plotted with scale
shown by the right y-axis) from a) RSA, b) ARMOR, and c) MAX. Vertical lines
indicate approximate times of CBZ1 and CBZ2 passage at each radar (CBZ1 at 2135,
CBZ2 at 2328 for RSA; CBZ1 at 2200, CBZ2 at 0005 for ARMOR; CBZ2 at 0100 for
MAX) and sunset (0015).
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c)

Figure 8.1.10 (cont'd): EVAD-derived (8 km radius) horizontal winds (barbs plotted with
station end at the grid point) and 300 m AGL convergence (black squares plotted with
scale shown by the right y-axis) from a) RSA, b) ARMOR, and c) MAX. Vertical lines
indicate approximate times of CBZ1 and CBZ2 passage at each radar (CBZ1 at 2135,
CBZ2 at 2328 for RSA; CBZ1 at 2200, CBZ2 at 0005 for ARMOR; CBZ2 at 0100 for
MAX) and sunset (0015).

8.1.2

Structure and evolution of CBZ1
The persistent westerly flow rapidly changes as CBZ1 passes MIPS: surface and

low level winds increase (by over 6 m s-1 at the surface, about 2.5 m s-1 aloft) and rapidly
shift to easterlies (Figures 8.1.4, 8.1.5). Low level EVAD-derived winds at RSA and
ARMOR also take on a more northerly then northeasterly direction with CBZ1 passage
(Figure 8.1.10a,b). Based on this directional change, CBZ1 is about 700 m deep when it
passes MIPS (location "C" in Figure 4.1) at 2125 and by about 2200 easterly components
are only abut half that depth, suggesting an elevated head structure. Easterly to
northeasterly flow after CBZ1 at the surface and shallow heights suggest a feeder like
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flow toward the west to southwestward propagating leading edge of the boundary. At the
surface, ana)abrupt T drop (5° C) and Td rise (2.3° C) coincide with the wind shift, and a
pressure rise that begins ahead of the wind changes accelerates (about 1.2 mb change).
Wakimoto (1982) showed that pressure increases ahead of density currents occur due to
nonhydrostatic effects. Cloud accompanies CBZ1, seen as a drop in insolation and the
local maximum in lidar backscatter at about 1.5 km (Figures 8.1.4a, 8.1.3, 8.1.7a.
Figure 8.1.11 gives a detailed view of w915 as CBZ1 passes MIPS. Peak w915
associated with CBZ1, 4.6 m s-1, occurs just above 600 m at 2113, the same time as the
surface wind shift and an SNR maximum (Figure 8.1.5a). Large magnitude downward
w915 occurs in association with the cloud near 2130; as discussed in previous chapters,
w915 is a net of multiple scattering effects, and here includes rain drop fallspeeds (note

Figure 8.1.11: 915 vertical velocity for 2055-2140 with grey contours at 0, ±1.5, ±3, ±5,
and ±10 m s-1 showing CBZ1 more clearly. Time have been corrected to remove a 4 min
offset from those shown in Figure 8.1.5. Vertical line shows time of CBZ1 (2113). Note
varied color scale, and that large negative w915 is affected by cloud/raindrop fall speeds.
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a)

b)

c)

Figure 8.1.12: XPR a) reflectivity (dBZ) and b) vertical velocity (m s-1) for 2055-2152.
c) XPR vertical motion for 2100-2125 showing passage of CBZ1 (line at 2113) in detail.
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that the cloud shows a peak in the column integrated liquid, Figure 8.1.8h). Like the 915
SNR, XPR Z and the ceilometer and DWL β all markedly change with CBZ1's arrival.
Figure 8.1.12 gives the XPR profiles near CBZ1, and shows increased Z in the lowest
700 m, again at 2113. Ceilometer (Figure 8.1.3) and DWL (Figure 8.1.7a) returns are
drastically diminished at the same time. Enhanced XPR Z and 915 SNR are consistent
with an accumulation of scatterers (Raleigh scattering) and refractive index fluctuations
(Bragg scatter) at the convergent line, while decreased ceilometer and DWL backscatters
suggest relatively cleaner air in the outflow driving CBZ1. Consistent with the other
signatures, maximum wXPR (3.9 m s-1 at 475 m) occurs at 2113, however prominent
upward motions are evident starting about 2106 at 1 km AGL. This earlier time
corresponds well to the start of the surface pressure rise. The time range displayed in
Figure 8.1.12c ends just before the cloud passage, which appears as a deep layer of
enhanced Z containing aliased wXPR (panel b; XPR Nyquist velocity is about 10 m s-1),
including raindrop fallspeed contamination.
Unlike the 915 and XPR, wDWL measurements can be considered as true air
motion; an elaborated view of the boudary's passage is shown in Figure 8.1.13. Clearly,
the upward motion associated with CBZ1 begins several min before the surface wind
shift, consistent with wXPR, but maximum wDWL (8.6 m s-1 at 855 m) occurs at 2114. The
detail of vertical slant of the 0 m s-1 contour between up and down wDWL suggests the
presence of a rotor circulation feature within the leading edge of CBZ1, a characteristic
of outflows behaving like density currents. Based on the time of the downward motion
area under the slanted contour (about 2114-2117), and an ARMOR Z estimated 7 m s-1
propagation speed, the rotor would be about 1350 m wide.
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Figure 8.1.13: Detail of 1 s average of raw DWL vertical velocity for 2100-2125 with
grey contour for 0 m s-1. Vertical line marks time of CBZ1 (2113). Open arrows
highlight evidence for a rotor feature. Note varied color scale.

MPR thermodynamic profiles (Figure 8.1.8) show that as CBZ1 nears MIPS, T in
the lowest 1.5 km layer decreases abruptly, the depth of rv isohumes increases through
about 1.7 km, and θ and θv show an initial depth increase (clear in the 302 K and 304 K
lines, respectively). These changes begin prior the surface CBZ1 indications, about when
the vertical motion signature starts (2106). After 2113, cooling in the 1.5 km layer
continues, integrated water vapor rapidly increases, and the depth of rv increases through
the full 3 km plotted - resulting in about 500 m of lowering in the surface parcel LCL
height, and a rapid drop in ML LCL and LFC heights as well (to about 630 m for the
latter, Figure 8.1.9). Isentropes above about 400 m show a distinct vertical spread,
indicative of rising parcels at the gust front, with the 302 K contour reaching 1.5 km after
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about 700 m of height change, suggesting lifting along CBZ1 was sufficient to form the
observed cloud. The θv field supports a density current nature for CBZ1: minimum θv as
the gust front passes suggest a higher density (more rv, less T) in the leading, raised edge.
The vertical extent of this minimum is about 1.4 km, fairly consistent with the maximum
depth of the isentropes' vertical excursion and generally in line with the height of the
rotor suggestion in wDWL.
Full details of every SD and DD analysis computed are withheld for brevity, but
Tables 8.1.2 and 8.1.3 summarize grid parameters and results at every time. Preference
in the discussion below, and in the proceeding case studies (Sections 8.2, 8.3), is given to
the 3-D DD syntheses as these provide a means for obtaining spatial averages as the
boundaries move through the analysis domain. A detailed example of the SD results is
provided in the discussion of this case, and comparisons to the DD retrievals are shown.
Figure 8.1.14 gives examples of the ARMOR SD vertical plane results. At 2106,
as CBZ1 moves ahead of its parent storm, concentrated convergence through 1-2 km
depth at about 16.5 km range from the radar marks the boundary, with peak wSD
(6.5 m s-1) centered above. There is evidence of a broad rotor like feature centered near
1.5 km height. At 2139, with the Z fineline about 5 km from ARMOR, the rotor like
circulation and persistent feeder type flow toward the leading edge at low levels are
consistent with the MIPS profiler measurements' indications that CBZ1 resembles a
density current. As CBZ1 progressed generally westward, it slowed down as it
approached ARMOR, eventually stalling just west of the radar. Surface observations at
the HSV ASOS station (not shown) indicate a wind shift, little wind speed change, and a
modest T decrease (about 1.5° C) as CBZ1 passes. The T drop at MIPS, earlier in
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CBZ/Radar
of Interest

Horiz. Grid
Dimensions

CBZ1
Approaching
ARMOR

x: -2 to +23
y: -2 to +23

CBZ1
Leaving
ARMOR

x: -18 to +7
y: -12 to +13

Analysis
(Volume)
Time
2057
2059
2106
2111
2113
2117
2119
2124
2126
2131
2133
2139
2145
2148
2155
2203
2208
2215
2221
2225
2230
2234
2239
2243
2247
2252
2256
2300
2305
2309
2314
2318
2322

Radar
Relative
Motion
Angle
55
55
55
55
55
57
60
60
60
64
64
64
64
67
67
67
67
250
250
254
254
254
257
257
257
257
257
257
257
257
257
257
257

Max Conv.
-3 -1
[x 10 s ]

Max wSD
-1
[m s ]

200 m

400 m

200 m

400 m

4.98
5.04
4.70
3.75
3.89
2.86
2.15
3.09*
2.92
3.48*
3.22
2.16
4.05*
2.30
3.98*
2.57*
3.43*
2.51
3.14
2.78
2.58
2.58
2.23
1.69
1.63
2.07
2.05
1.73
1.92
1.62
1.10
1.29
1.15*

4.79
5.04
4.57
3.50
3.64
2.69
2.14
3.02*
2.61
3.48*
2.79
1.83
4.06*
2.15
2.06*
2.64*
3.35*
2.52
3.13
2.77
2.55
2.73
2.21
1.68
1.62
2.09
2.03
1.70
1.86
1.57
1.03
1.24
1.15*

0.74
0.96
0.80
0.31
0.50
0.57
0.37
0.18*
0.49
0.30*
0.59
0.36
0.30*
0.29
0.92*
0.31*
0.32*
0.03
0.05
0.06
0.07
0.06
0.05
0.10
0.11
0.09
0.10
0.11
0.12
0.13
0.11
0.08
0.08*

1.36
1.81
1.57
0.55
0.94
1.03
0.69
0.30*
0.90
0.53*
1.09
0.65
0.54*
0.52
1.53*
0.56*
0.58*
0.06
0.09
0.11
0.14
0.12
0.07
0.19
0.20
0.18
0.19
0.21
0.22
0.24
0.20
0.15
0.28*

Table 8.1.2: Single-Doppler vertical plane analysis parameters & results. All grids
centered on the radar and have vertical extent 0-4 km. Radar relative motion angles [°]
are azimuths from (toward) which the CBZs approach (leave) the radar, used for rotating
the coordinate system (see Chapter 6). Peak convergence and vertical motion values
associated with the CBZ are listed at the 200 m and 400 m grid heights, with * indicating
times when the CBZ is less distinct and/or shallow results (< ~2 km, mainly due to close
CBZ range or low elevation scans), and # means the CBZ is not resolved clearly enough
to make a determination.
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CBZ/Radar
of Interest

Horiz. Grid
Dimensions

CBZ1 - Main
Part
Approaching
MAX

x: -2 to +20
y: -2 to +20

CBZ1 - North
Part
Approaching
MAX

x: -2 to +20
y: -2 to +20

CBZ1 Joining Part
Approaching
MAX

x: -2 to +20
y: -2 to +20

CBZ2
Approaching
ARMOR

x: -2 to +40
y: -21 to +19

Analysis
(Volume)
Time
2219
2225
2230
2235
2239
2244
2219
2225
2230
2235
2239
2244
2219
2225
2230
2235
2239
2244
2249
2253
2258
2302
2307
2312
2316
2321
2326
2331
2234
2239
2243
2247
2252
2256
2300
2305
2309
2314
2318

Radar
Relative
Motion
Angle
68
68
68
68
65
65
40
40
42
42
42
42
49
49
52
52
55
55
57
60
60
62
62
62
62
62
62
62
94
94
97
97
100
100
100
100
100
100
110

Max Conv.
-3 -1
[x 10 s ]

Max wSD
-1
[m s ]

200 m

400 m

200 m

400 m

1.80
1.64
1.31
1.31
1.84
1.38
2.88
2.39
2.81
2.32
1.78
1.56
1.39
1.45
2.16
2.04
1.63
1.46
1.31
1.49
1.35
1.77
1.57
1.22
1.09
0.96*
0.82*
0.50*
#
#
#
#
#
#
2.23
4.01*
3.87*
1.26*
2.07

1.71
1.51
1.15
1.29
1.64
1.24
2.84
2.33
2.77
2.29
1.70
1.52
1.31
1.41
2.16
2.02
1.63
1.36
1.14
1.35
1.21
1.55
1.37
1.01
0.90
0.78*
0.66*
0.50*
#
#
#
#
#
#
2.03
3.95*
3.81*
1.31*
2.1

0.26
0.35
0.33
0.29
0.34
0.25
0.10
0.43
0.12
0.24
0.19
0.23
0.17
0.11
0.23
0.15
0.21
0.14
0.25
0.25
0.23
0.28
0.28
0.21
0.47
0.15*
0.15*
0.09*
#
#
#
#
#
#
0.34
0.56*
0.44*
0.19*
0.19

0.50
0.67
0.64
0.58
0.63
0.49
0.20
0.86
0.22
0.47
0.38
0.46
0.33
0.21
0.46
0.27
0.41
0.27
0.47
0.47
0.42
0.49
0.50
0.38
0.95
0.27*
0.26*
0.16*
#
#
#
#
#
#
0.59
0.89*
0.65*
0.36*
0.37

Table 8.1.2 (cont'd): Single-Doppler vertical plane analysis parameters & results. All
grids centered on the radar and have vertical extent 0-4 km. Radar relative motion angles
[°] are azimuths from (toward) which the CBZs approach (leave) the radar, used for
rotating the coordinate system (see Chapter 6). Peak convergence and vertical motion
values associated with the CBZ are listed at the 200 m and 400 m grid heights, with *
indicating times when the CBZ is less distinct and/or shallow results (< ~2 km, mainly
due to close CBZ range or low elevation scans), and # means the CBZ is not resolved
clearly enough to make a determination.
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CBZ/Radar
of Interest

Horiz. Grid
Dimensions

CBZ2
Approaching
ARMOR

(cont'd from
prev. pg)

CBZ2
Leaving
ARMOR

x:-30 to +2
y: -5 to +27

CBZ2
Approaching
MAX

x: -2 to 20
y: -11 to +11

Analysis
(Volume)
Time
2322
2327
2331
2335
2340
2344
2349
2353
2356
0000
0004
0008
0012
0016
0016
0020
0028
0032
0036
0040
0045
0048
0053
0101
0105
0109
0113
0117
0121
0017
0022
0026
0031
0036
0040
0045
0050
0054

Radar
Relative
Motion
Angle
110
110
110
110
110
110
110
110
110
110
110
110
110
110
300
300
300
300
300
300
300
300
300
300
300
300
300
300
300
121
121
121
121
121
121
121
121
121

Max Conv.
-3 -1
[x 10 s ]

Max wSD
-1
[m s ]

200 m

400 m

200 m

400 m

1.59
1.67
1.24
0.98*
1.04*
1.01*
1.16*
1.19*
1.38*
#
#
#
#
#
2.55
2.63
1.94
1.48
1.40
1.82*
1.68*
1.16*
0.89*
0.78*
1.27*
1.39*
1.32*
1.49*
1.43*
1.00
1.45
1.50
0.82*
0.64*
0.56*
0.68
0.65
0.61*

1.47
1.69
1.22
1.01*
0.92*
1.03*
1.35*
1.29*
1.48*
#
#
#
#
#
2.65
2.73
2.02
1.58
1.53
1.93*
1.79*
1.27*
0.81*
0.73*
1.39*
1.50*
1.41*
1.62*
1.57*
0.95
1.45
1.25
0.72*
0.49*
0.36*
0.53
0.52
0.50*

0.22
0.18
0.15
0.13*
0.12*
0.12*
0.12*
0.11*
0.10*
#
#
#
#
#
0.10
0.11
0.11
0.11
0.13
0.14*
0.13*
0.16*
0.17*
0.19*
0.17*
0.18*
0.18*
0.18*
0.24*
0.23
0.20
0.19
0.12*
0.13*
0.13*
0.12
0.10
0.12*

0.43
0.36
0.26
0.21*
0.24*
0.25*
0.18*
0.27*
0.22*
#
#
#
#
#
0.18
0.20
0.21
0.21
0.23
0.26*
0.23*
0.30*
0.32*
0.33*
0.31*
0.32*
0.29*
0.29*
0.39*
0.43
0.40
0.32
0.22*
0.23*
0.22*
0.20
0.18
0.24*

Table 8.1.2 (cont'd): Single-Doppler vertical plane analysis parameters & results. All
grids centered on the radar and have vertical extent 0-4 km. Radar relative motion angles
[°] are azimuths from (toward) which the CBZs approach (leave) the radar, used for
rotating the coordinate system (see Chapter 6). Peak convergence and vertical motion
values associated with the CBZ are listed at the 200 m and 400 m grid heights, with *
indicating times when the CBZ is less distinct and/or shallow results (< ~2 km, mainly
due to close CBZ range or low elevation scans), and # means the CBZ is not resolved
clearly enough to make a determination.
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CBZ/Radar
of Interest

CBZ2
Leaving MAX

Horiz. Grid
Dimensions

Analysis
(Volume)
Time

x: -15 to +5
y: -5 to +15

0054
0059
0104
0108
0113
0117
0119
0121
0123
0125
0127
0129
0131
0134
0136
0138
0140
0142

Radar
Relative
Motion
Angle
305
305
305
305
305
312
312
312
312
305
305
305
305
305
305
305
305
305

Max Conv.
-3 -1
[x 10 s ]

Max wSD
-1
[m s ]

200 m

400 m

200 m

400 m

1.04*
1.26*
1.75*
2.58*
2.60*
2.87*
2.73*
2.85*
2.76*
2.76*
2.58*
2.40*
2.46*
2.32*
2.27*
2.08*
1.84*
1.77*

1.08*
1.29*
1.79*
2.61*
2.64*
2.88*
2.75*
2.86*
2.77*
2.76*
2.57*
2.39*
2.44*
2.29*
2.23*
2.03*
1.80*
1.71*

0.04*
0.07*
0.06*
0.07*
0.06*
0.06*
0.06*
0.05*
0.06*
0.07*
0.06*
0.07*
0.07*
0.03*
0.06*
0.06*
0.06*
0.06*

0.09*
0.14*
0.11*
0.13*
0.18*
0.10*
0.11*
0.09*
0.11*
0.13*
0.12*
0.13*
0.13*
0.11*
0.12*
0.12*
0.11*
0.11*

Table 8.1.2 (cont'd): Single-Doppler vertical plane analysis parameters & results. All
grids centered on the radar and have vertical extent 0-4 km. Radar relative motion angles
[°] are azimuths from (toward) which the CBZs approach (leave) the radar, used for
rotating the coordinate system (see Chapter 6). Peak convergence and vertical motion
values associated with the CBZ are listed at the 200 m and 400 m grid heights, with *
indicating times when the CBZ is less distinct and/or shallow results (< ~2 km, mainly
due to close CBZ range or low elevation scans), and # means the CBZ is not resolved
clearly enough to make a determination.
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RSA-ARMOR Northern Lobe
C
ARMOR
RSA
Horiz. Grid
B
Time
Time
Dimensions
Z
205757
205705
205958
210241
210652
210848
211114
210848
211309
211449
30 x 30 x 4 km
211754
212053
1
x: -5 to +25
211948
212053
y: -7 to +23
212453
212633
212645
212633
213132
213213
213321
213213
213940
213817
232722
232731
233148
233336
234024
233938
234453
234543 30 x 30 x 4 km
2 234929
235124
x: -5 to +25
y: -7 to +23
235659
235752
000414
000356
000823
001004
001627
001658
RSA-ARMOR Southern Lobe
C
ARMOR
RSA
Horiz. Grid
B
Time
Time
Dimensions
Z
214544
214421
214837
215025
215555
215605
220330
220233
220809
220813
221545
221419
30 x 30 x 4 km
222133
222021
1
x: -12 to +18
222543
222625
y: -27 to +3
223010
223232
223903
223810
224330
224438
225206
225048
225632
225714
230525
230403

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

2.38
3.02
3.33
5.86*
3.76
4.72^
4.55^
2.73
2.81
2.48
1.87
1.37*
#
#
#
#
#
#
#
#
#

1.53
1.28
1.29
1.32
1.13
2.12^
2.23^
1.39
1.52
1.25
1.04
0.80*
#
#
#
#
#
#
#
#
#

1.40
1.13
1.17
1.24
1.06
2.13^
2.11^
1.36
1.42
1.26
0.98
0.75*
#
#
#
#
#
#
#
#
#

1.01
1.41
1.28
1.55
1.06
1.17^
1.61^
1.32
1.53
0.67
0.66
0.84*
#
#
#
#
#
#
#
#
#

0.63
0.68
0.74
0.58
0.58
0.73^
0.97^
0.61
0.93
0.47
0.53
0.40*
#
#
#
#
#
#
#
#
#

0.58
0.77
0.82
0.49
0.65
0.64^
1.04^
0.56
1.07
0.38
0.53
0.42*
#
#
#
#
#
#
#
#
#

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

3.48*
1.44
2.01
2.39*
1.44
1.38
2.58*
3.54*
2.86*
1.63
1.11
2.6
0.69
0.58

0.87*
0.72
0.95
0.87
0.52
0.68
0.29
0.95
0.66
0.44
0.38
0.21
0.14
0.37*

0.83*
0.73
0.95
0.88
0.51
0.67
0.28
0.98
0.66
0.43
0.36
0.20
0.12
0.37*

1.56*
0.61
0.82
0.94
0.48
0.49
0.44
0.72
0.69
0.74
0.49
0.65
0.34
0.15

0.46*
0.31
0.39
0.48
0.23
0.23
0.13
0.29
0.32
0.23
0.21
0.12
0.12
0.12*

0.51*
0.35
0.40
0.60
0.26
0.23
0.13
0.18
0.33
0.28
0.27
0.12
0.16
0.11*

Table 8.1.3: Dual-Doppler analysis parameters and results. All grids centered on
ARMOR and have vertical dimensions 0-4 km with 0.25 km (0.20 km) horizontal
(vertical) spacing. Maximum retrieved vertical motion (wDV) at 200 m, maximum
convergence at 400 m height, and representative spatial means along the CBZ at both
heights are listed for each analysis time. For CBZ2 in MAX-ARMOR lobes, "S" and "N"
indicate values in the southern and northern lobes, respectively. [Note: * indicates values
occurring along the edge of the domain/resolved area or along the baseline, # means the
CBZ is not resolved clearly enough to make a determination, and ^ marks times when the
CBZ is in close proximity to elevated topographic features.]
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RSA-ARMOR Southern Lobe
C
ARMOR
RSA
Horiz. Grid
B
Time
Time
Dimensions
Z
230952
230945
(cont'd from
1 231402
231547
prev. pg)
232255
232150
232722
232731
233148
233336
234024
233938
234453
234543 30 x 30 x 4 km
2 234929
235124
x: -12 to +18
y: -27 to -3
235659
235752
000414
000356
000823
001004
001627
001658
MAX-ARMOR Northern Lobe
C
ARMOR
MAX
Horiz. Grid
B
Time
Time
Dimensions
Z
222133
221958
222543
222501
223010
223005
223436
223513
223903
223952
224330
224429
224756
224906
225206
225343
225632
225823 33 x 33 x 4 km
1 230059
230258
x: -17 to +16
y: 0 to 33
230952
230744
231402
231220
231829
231657
232255
232139
232722
232624
233148
233103
233558
233548
234024
234036
234453
234518

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

#
#
#
#
#
6.1^
3.17*
1.67
1.85
1.46
1.41
1.39

#
#
#
#
#
1.55^
0.87
0.87
0.82
0.84
0.71
0.47*

#
#
#
#
#
1.45^
0.90
0.88
0.82
0.85
0.70
0.45*

#
#
#
#
#
1.13^
0.67
0.69
0.59
0.47
0.51
0.45

#
#
#
#
#
0.53^
0.30
0.37
0.31
0.30
0.29
0.20*

#
#
#
#
#
0.50^
0.24
0.34
0.30
0.25
0.30
0.22*

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

2.92*
1.69
1.7
2.54
1.77
1.71
2.03
1.46
1.64
1.89
1.18
0.97
4.82*
3.51*
2.16*
#
#
#
#

0.71
0.76
0.74
0.94
0.76
0.97
1.04
0.80
0.77
0.80
0.67
0.60
1.22*
1.12*
0.86*
#
#
#
#

0.77
0.69
0.65
0.88
0.69
0.91
0.96
0.72
0.68
0.72
0.59
0.53
1.20*
1.07*
0.84*
#
#
#
#

1.07
0.84
0.88
1.0
0.76
0.79
0.82
0.88
0.74
0.63
0.66
0.5
1.64*
1.02*
0.77
#
#
#
#

0.44
0.50
0.53
0.50
0.46
0.53
0.52
0.49
0.38
0.32
0.30
0.30
0.49*
0.43*
0.30*
#
#
#
#

0.49
0.61
0.66
0.51
0.52
0.55
0.51
0.53
0.34
0.24
0.24
0.26
0.42*
0.31*
0.25*
#
#
#
#

Table 8.1.3 (cont'd): Dual-Doppler analysis parameters and results. All grids centered
on ARMOR and have vertical dimensions 0-4 km with 0.25 km (0.20 km) horizontal
(vertical) spacing. Maximum retrieved vertical motion (wDV) at 200 m, maximum
convergence at 400 m height, and representative spatial means along the CBZ at both
heights are listed for each analysis time. For CBZ2 in MAX-ARMOR lobes, "S" and "N"
indicate values in the southern and northern lobes, respectively. [Note: * indicates values
occurring along the edge of the domain/resolved area or along the baseline, # means the
CBZ is not resolved clearly enough to make a determination, and ^ marks times when the
CBZ is in close proximity to elevated topographic features.]
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MAX-ARMOR
C
ARMOR
B
Time
Z
234024
234453
234929
235322
000019
000414
000823
001234
001627
002037
002840

2

Across Both Lobes - both sides of baseline
-3 -1
Convergence [x 10 s ]
MAX
Horiz. Grid
400 m
200 m
400 m
Time
Dimensions
234036
234518
235004
235442
235920
000356
000833
001309
001743
002217
002657

003250

003137

003643

003615

004054

004053

004503

004528

004858

005009

005307
010127
010521
010931
011341
011734
012145

005448
005925
010401
010838
011314
011733
012138

40 x 40 x 4 km
x: -25 to +15
y: -15 to +25

-1

wDV [m s ]

Max

Mean

Mean

200 m
Max

200 m
Mean

400 m
Mean

#
#
#
#
#
#
#
S: 3.56*
S: 1.85*
S: 1.17*
S: 0.88
S: 0.80
N: 0.58
S: 0.70
N: 0.89
S: 0.67
N: 1.14
S: 0.61
N: 1.01
S: 0.52
N: 0.91
N: 0.71
N: 0.77
N: 0.73
N: 0.74
N: 0.95
N: 1.51
N: 1.56

#
#
#
#
#
#
#
S: 0.93*
S: 0.73
S: 0.60
S: 0.33
S: 0.45
N: 0.29
S: 0.30
N: 0.43
S: 0.38
N: 0.54
S: 0.24
N: 0.58
S: 0.28
N: 0.59
N: 0.53
N: 0.63
N: 0.64
N: 0.66
N: 0.79
N: 1.02
N: 1.19

#
#
#
#
#
#
#
S: 0.93*
S: 0.72
S: 0.60
S: 0.33
S: 0.44
N: 0.24
S: 0.28
N: 0.36
S: 0.34
N: 0.46
S: 0.20
N: 0.49
S: 0.23
N: 0.52
N: 0.47
N: 0.56
N: 0.55
N: 0.58
N: 0.70
N: 0.95
N: 1.09

#
#
#
#
#
#
#
S: 1.71*
S: 0.54*
S: 0.52
S: 0.53
S: 0.52
N: 0.29
S: 0.48
N: 0.50
S: 0.44
N:0.74
S: 0.47
N: 0.55
S: 0.47
N: 0.52
N: 0.44
N: 0.45
N: 0.47
N: 0.45
N: 0.58
N: 0.69
N: 0.83

#
#
#
#
#
#
#
S: 0.41*
S: 0.35
S: 0.28
S: 0.23
S: 0.34
N: 0.17
S: 0.28
N: 0.23
S: 0.28
N: 0.35
S: 0.26
N: 0.34
S: 0.29
N: 0.33
N: 0.30
N: 0.36
N: 0.36
N: 0.36
N: 0.45
N: 0.48
N: 0.57

#
#
#
#
#
#
#
S: 0.45*
S: 0.37
S: 0.31
S: 0.31
S: 0.45
N: 0.18
S: 0.40
N: 0.22
S: 0.37
N: 0.39
S: 0.37
N: 0.35
S: 0.39
N: 0.34
N: 0.30
N: 0.36
N: 0.36
N: 0.35
N: 0.46
N: 0.42
N: 0.51

Table 8.1.3 (cont'd): Dual-Doppler analysis parameters and results. All grids centered
on ARMOR and have vertical dimensions 0-4 km with 0.25 km (0.20 km) horizontal
(vertical) spacing. Maximum retrieved vertical motion (wDV) at 200 m, maximum
convergence at 400 m height, and representative spatial means along the CBZ at both
heights are listed for each analysis time. For CBZ2 in MAX-ARMOR lobes, "S" and "N"
indicate values in the southern and northern lobes, respectively. [Note: * indicates values
occurring along the edge of the domain/resolved area or along the baseline, # means the
CBZ is not resolved clearly enough to make a determination, and ^ marks times when the
CBZ is in close proximity to elevated topographic features.]
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a)

b)

Figure 8.1.14: SD vertical plane location and results for CBZ1 approaching ARMOR:
perspective of (a) Z and (b) Vr at 2106 at 400 m AGL, results at (c) 2106, and (d) 2139.
Vectors are ground-relative 2-D winds at the horizontal and vertical scale shown at top
left on the vertical plots. Grey contours show Z (3 dBZ interval, thicker line for 0 dBZ);
black contours depict convergence in the 2-D plane at 1 x 10-3 s-1 interval with negative
values as dashed lines. X (O) in (a-b) shows MIPS (ARMOR) location.
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c)

d)

Figure 8.1.14 (cont'd): SD vertical plane location and results for CBZ1 approaching
ARMOR: perspective of (a) Z and (b) Vr at 2106 at 400 m AGL, results at (c) 2106, and
(d) 2139. Vectors are ground-relative 2-D winds at the horizontal and vertical scale
shown at top left on the vertical plots. Grey contours show Z (3 dBZ interval, thicker line
for 0 dBZ); black contours depict convergence in the 2-D plane at 1 x 10-3 s-1 interval
with negative values as dashed lines. X (O) in (a-b) shows MIPS (ARMOR) location.

CBZ1's existence, was 5° C. Decreased forward motion of the fineline, along with the
diminished T gradient, are characteristic of weakening density currents. Later SD (and as
shown below, DD) analyses show that as CBZ1 dissolves, the rotor feature and low level
flow toward the leading edge disappear.
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Plan views of northern RSA DD lobe results for CBZ1 at 2119 at the 200 m AGL
level are given in Figure 8.1.15. The marked horizontal wind shift, strong local
convergence, and enhanced upward motion along the Z fine line are common to results
for CBZ1 in this lobe, however it is noted that at this particular time results near the
domain location about (10, 6) are likely affected by blocking due to terrain (Madkin
Mountain) in the vicinity of the boundary. Though the entire resolvable section of CBZ1
contains positive convergence, upward motion, and vorticity, there are pockets of
relatively higher values, suggesting moderate slabularity. As the gust front continues,
DD results show it maintains a contiguous region of convergence, upward wDV, and
enhanced vorticity at 200 m. In the 2126 analysis, an anticyclonic pocket occurs (not
shown), and by 2139 (Figure 8.1.16c) multiple negative vorticity areas occur along the
CBZ1 Z fine line.
Vertical sections through the 200 m wDV max and normal to CBZ1 are shown in
Figure 8.1.17 for 2106, 2119, 2126, and 2139 (locations as shown in Figures 8.1.15d,
8.1.16d). At 2106, results are somewhat shallow but depict a generally vertical updraft
nearly collocated with concentrated low level convergence. In the CBZ-relative plane
(panel f) this upright structure is maintained at 2119, with largest wDV values
(approaching 4 m s-1 at 2 km height) about 2 km behind the peak low level convergence.
Convergence at the leading edge exceeds 2 x 10-3 s-1 through 1.6 km depth. Although the
first few km along the vertical section at 2126 (panels c, g) are suspicious due to baseline
proximity, at about 5.5 km range along the section largest wDV (nearly 3.5 m s-1 at 1.8
km) is stacked vertically above the low level convergence. Later times in this lobe, like
2139 (panels d, h) depict lower peak wDV values as CBZ1 approaches ARMOR. Despite
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a)

b)

Figure 8.1.15: DD results for CBZ1 in the north RSA-ARMOR lobe at 2119. Panels (ad) each show convergence, horizontal wind vectors, vorticity, and wDV, respectively,
overplot on reflectivity at the 200 m level. Contour intervals are: (a, c) 0.5 x 10-3 s-1 and
(d) 0.2 m s-1. Circles show the radar locations, and an "X" marks the MIPS site. Box in
(a) indicates region used for the spatial averages in Table 8.1.3 and Figure 8.1.18. Line
in (d) locates the vertical cross section presented in Figure 8.1.17b.
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c)

d)

Figure 8.1.15 (cont'd): DD results for CBZ1 in the north RSA-ARMOR lobe at 2119.
Panels (a-d) each show convergence, horizontal wind vectors, vorticity, and wDV,
respectively, overplot on reflectivity at the 200 m level. Contour intervals are: (a, c) 0.5 x
10-3 s-1 and (d) 0.2 m s-1. Circles show the radar locations, and an "X" marks the MIPS
site. Box in (a) indicates region used for the spatial averages in Table 8.1.3 and Figure
8.1.18. Line in (d) locates the vertical cross section presented in Figure 8.1.17b.
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a)

b)

Figure 8.1.16: RSA-ARMOR north lobe DD results for CBZ1 at 2139, as in Figure
8.1.15. Line in (d) locates the vertical section presented in Figure 8.1.17d.

174

c)

d)

Figure 8.1.16 (cont'd): RSA-ARMOR north lobe DD results for CBZ1 at 2139, as in
Figure 8.1.15. Line in (d) locates the vertical section presented in Figure 8.1.17d.
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a)

b)

Figure 8.1.17: Vertical sections through DD results in the RSA-ARMOR north lobe at
(a) 2106, (b) 2119, (c) 2126, and (d) 2139. Black (grey) contours shows wDV
(convergence) and wind vectors in the plane across the CBZ with an interval of 0.4 m s-1
(1 x 10-3 s-1). Panels (e-h) are the same, except with radar estimated CBZ1 propagation
speed removed from the vector field. Locations for these planes are as shown in Figure
8.1.15d and 8.1.16d, and are similar, CBZ-normal lines at the other times.
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c)

d)

Figure 8.1.17 (cont'd): Vertical sections through DD results in the RSA-ARMOR north
lobe at (a) 2106, (b) 2119, (c) 2126, and (d) 2139. Black (grey) contours shows wDV
(convergence) and wind vectors in the plane across the CBZ with an interval of 0.4 m s-1
(1 x 10-3 s-1). Panels (e-h) are the same, except with radar estimated CBZ1 propagation
speed removed from the vector field. Locations for these planes are as shown in Figure
8.1.15d and 8.1.16d, and are similar, CBZ-normal lines at the other times.
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e)

f)

Figure 8.1.17 (cont'd): Vertical sections through DD results in the RSA-ARMOR north
lobe at (a) 2106, (b) 2119, (c) 2126, and (d) 2139. Black (grey) contours shows wDV
(convergence) and wind vectors in the plane across the CBZ with an interval of 0.4 m s-1
(1 x 10-3 s-1). Panels (e-h) are the same, except with radar estimated CBZ1 propagation
speed removed from the vector field. Locations for these planes are as shown in Figure
8.1.15d and 8.1.16d, and are similar, CBZ-normal lines at the other times.
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g)

h)

Figure 8.1.17 (cont'd): Vertical sections through DD results in the RSA-ARMOR north
lobe at (a) 2106, (b) 2119, (c) 2126, and (d) 2139. Black (grey) contours shows wDV
(convergence) and wind vectors in the plane across the CBZ with an interval of 0.4 m s-1
(1 x 10-3 s-1). Panels (e-h) are the same, except with radar estimated CBZ1 propagation
speed removed from the vector field. Locations for these planes are as shown in Figure
8.1.15d and 8.1.16d, and are similar, CBZ-normal lines at the other times.
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this, the resolved vertical component maintains a vertically stacked appearance. All of
the ground-relative vertical sections through CBZ1 in the north RSA DD lobe results
contain at least a suggestion for rotor flow, generally about 2 km wide and centered at
about the 2 km height, and slightly narrower and lower at the later times (e.g. 2139).
Vertical sections with the ARMOR Z estimated propagation speed removed (Figures
8.1.17e-f) suggest a rotor feature clearest at the earlier times and centered at about 1.5 km,
a height more consistent with the MIPS observations.

Figure 8.1.18: Spatially averaged values of convergence (thick lines) and wDV (thin
lines) for each DD analysis time in RSA-ARMOR north lobe for CBZ1 at the 200 m
(black) and 400 m (grey) grid levels. Grey block shading marks analysis times when the
CBZ is in proximity to Madkin Mountain.
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In each DD analysis, horizontal spatial averages of convergence and wDV were
computed using a generally 24 km2 box (usually 8 x 3 km, though occasionally a slightly
larger or smaller box was used in order to give a representative mean) that moves along
with the CBZ to obtain representative means at the 200 and 400 m grid level. Resultant
values are recorded in Table 8.1.3, and examples of the averaging box location have been
included on the plan view convergence plots. Mean values of convergence and wDV
along CBZ1 in the northern RSA DD lobe are shown in Figure 8.1.18. Although some
DD times display a short-lived increase in the values at 200 and 400 m (mainly due to
proximity to terrain features, i.e., Madkin Mountain, Figure 8.1.15, Table 8.1.3, and grey
shading in Figure 8.1.18), the trends do not support a generalized increase in convergence
above the surface layer with CBZ1 in this lobe during the 2057-2139 period. This is
contrary to H2, which states that an increase or at least fairly steady values should occur
during the AET (refer to Chapter 1). However, CBZ1 exists early in the AET interval
(2115-0215, using the same definition as Chapters 5, 7), and an infant gust front can be
expected to evolve rapidly. Plan views of these fields for each DD time show a trend
toward slightly less along-CBZ variability, more so for convergence than wDV, which
contains pockets of higher values at every analysis time (e.g., Figures 8.1.15, 8.1.16).
This provides only limited support to the notion of H3, which suggests the along-line
variability in these fields should decrease with time.
A further evaluation of the validity of how 2-D the CBZ can be comparison in the
vertical plane used for the SD analyses. Figure 8.1.19 shows examples of the wSD - wDV
differences along the ARMOR SD planes in the northern RSA DD lobe. At 2113,
although the SD plane is at the edge of the resolved DD area (causing a gap in shading
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a)

b)

c)

Figure 8.1.19: SD vs. DD comparisons for CBZ1 in north RSA-ARMOR lobe at (a-d)
2113, 2126, and 2139. Vectors and red contours (convergence, 1 x 10-3 s-1 interval,
negative values dashed) are DD results in the SD analysis plane; grey contours are
reflectivity (2 dBZ interval, thick lines for 0, ±10 dBZ). Shading indicates difference in
vertical motion retrievals (colorbar). Positive differences (reds) indicate wSD > wDV,
while negative (blues) mean wDV > wSD. Compare (c) with Figure 8.1.14d.

182

around 15 km), most of wSD values are within ±1 m s-1 of wDV, except for in the vicinity
of the parent storm, beyond 20 km range. This is true for most analysis times, but when
exceptions occur mainly due to offset placement of the peak updraft area at some of the
middle times: at 2126 and 2133, SD results have maximum upward motion at a slightly
farther range than wDV. In the vicinity of the leading edge of the CBZ, DD derived winds
in the SD planes reveal a qualitative consistency to the SD retrievals, when the updrafts
are not displaced.
CBZ1 entered the southern RSA lobe at about 2145, and is resolved in the DD
fields for a little over an hour (Table 8.1.3). Results at 200 m for 2155 are shown in
Figure 8.1.20 and portray a smoother horizontal structure than seen in the northern lobe,
presumably owing to less prominent terrain features. The sharpness of the wind shift
across the Z fine line decreases with time, as do peak values of convergence and wDV. By
2221 (Figure 8.1.21), CBZ1 is resolved as a broader region of upward wDV and weaker
low level convergence. Later DD times show further deterioration in the horizontal fields
defining CBZ1. Vertical sections normal to the boundary at various times are shown in
Figure 8.1.22. At 2155 (and 2203, not shown), a nearly balancing downdraft occurs just
behind the leading updraft, resulting in about a 2 km wide vertical circulation; when the
propagation of the boundary is removed this is centered slightly lower and is not unlike
the rotor feature noted at previous times. In the next few DD times, the convergence and
updraft are weaker. Results at 2225 show more robust wDV, but lacks a clear rotor feature.
Demise of the rotor feature and feeder flow at the lowest analysis heights decreases with
time, clearest in the CBZ-relative results (panels e-h), consistent with the CBZ1's
decreased forward speed disappearance of this southern part of the Z fineline by 2300.

183

a)

b)

Figure 8.1.20: RSA-ARMOR south lobe DD results for CBZ1 at 2155, as in Figure
8.1.15. Line in (d) locates the vertical section in Figure 8.1.22a,e.
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c)

d)

Figure 8.1.20 (cont'd): RSA-ARMOR south lobe DD results for CBZ1 at 2155, as in
Figure 8.1.15. Line in (d) locates the vertical section in Figure 8.1.22a,e.
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a)

b)

Figure 8.1.21: RSA-ARMOR south lobe DD results for CBZ1 at 2221, as in Figure
8.1.15. Line in (d) locates the vertical section in Figure 8.1.22b,f.
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c)

d)

Figure 8.1.21 (cont'd): RSA-ARMOR south lobe DD results for CBZ1 at 2221, as in
Figure 8.1.15. Line in (d) locates the vertical section in Figure 8.1.22b,f.
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a)

b)

Figure 8.1.22: Vertical sections as in Figure 8.1.17, except through DD results in the
RSA-ARMOR south lobe at (a) 2155, (b) 2221, (c) 2225, and (d) 2243. Panels (e-h) are
the same, except with radar estimated CBZ1 propagation speed removed from the vector
field. Locations for these planes are shown in Figure 8.1.20d and 8.1.21d, and are similar,
CBZ-normal lines at the other times.
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c)

d)

Figure 8.1.22 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the RSA-ARMOR south lobe at (a) 2155, (b) 2221, (c) 2225, and (d) 2243. Panels (e-h)
are the same, except with radar estimated CBZ1 propagation speed removed from the
vector field. Locations for these planes are shown in Figure 8.1.20d and 8.1.21d, and are
similar, CBZ-normal lines at the other times.
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e)

f)

Figure 8.1.22 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the RSA-ARMOR south lobe at (a) 2155, (b) 2221, (c) 2225, and (d) 2243. Panels (e-h)
are the same, except with radar estimated CBZ1 propagation speed removed from the
vector field. Locations for these planes are shown in Figure 8.1.20d and 8.1.21d, and are
similar, CBZ-normal lines at the other times.
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g)

h)

Figure 8.1.22 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the RSA-ARMOR south lobe at (a) 2155, (b) 2221, (c) 2225, and (d) 2243. Panels (e-h)
are the same, except with radar estimated CBZ1 propagation speed removed from the
vector field. Locations for these planes are shown in Figure 8.1.20d and 8.1.21d, and are
similar, CBZ-normal lines at the other times.
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As in the northern RSA DD lobe, spatial means of convergence and wDV for
CBZ1 in the southern RSA lobe, given in Figure 8.1.23 and Table 8.1.3, do not display an
upward or steady trend that would broadly support H2, but it is again noted that this is
fairly early in the AET period. In the horizontal at low levels, convergence and wDV (and
at most DD times, also vorticity) values along the Z fine line are much smoother than for
the previous DD times (in north RSA lobe), suggesting a more slabular nature to CBZ1 at
these later times. This generally supports the notion of H3, that during the AET alongCBZ structures are rendered less variable.

Figure 8.1.23: Spatially averaged values of convergence (thick lines, left axis) and wDV
(thin lines, right axis) for each DD analysis time in RSA-ARMOR south lobe for CBZ1 at
the 200 m (black) and 400 m (grey) grid levels.
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The more northern portion of the CBZ1 Z fineline (Figure 8.1.1d) originated as
outflow from a different parent storm than the more southern (sampled by MIPS) portion
of the boundary, and the southern section of CBZ1 dissipated about 30 min before the
demise of the northern part (about 2300 vs. 2330). Figure 8.1.24 shows example plan
views of the northern MAX-ARMOR lobe results. Both the northern and southern
portions of CBZ1 are resolved. Local peaks (concentric contours) in the kinematic fields
occur at most DD times prior to about 2300. Vertical sections across the main/southern
and more northern/joining parts of CBZ1 reveal kinematic structural changes consistent
with the timing the boundary's demise. Along the southern part, upward wDV persists at
2230 (Figure 8.1.25a, c), although there is no evidence for a rotor feature. By 2252
(Figure 8.1.25b, c, d) the updraft has started to decay and the rear-to-front feeder flow
(right to left) at low levels has further languished. More to the north, the vertical sections
in Figure 8.1.26 show a somewhat healthier structure at these times, with updraft through
at least 2 km and a broad suggestion for a rotor-like feature and forward moving low
level flow, though the latter only appear in the ground-relative flow (panels a, b). At and
after 2300 (panels c, d, g, h), neither the ground- or CBZ-relative perspectives show rearto-front flow. A similar progression occurs in the MAX SD vertical planes (not shown).
The southern part's demise on radar occurs first because its low level kinematic structure
prohibits its continued propagation and vertical motion before the same process affects
the joining/north section, which becomes diffuse in Z by about 2330.
In the spatial means of convergence and wDV (Figure 8.1.27), results at the last
few northern MAX lobe times depict a spike that should be viewed with caution as the
CBZ was not as well resolved at these later times. Prior to this, a clear increase is not
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a)

b)

Figure 8.1.24: MAX-ARMOR north lobe DD results for CBZ1 at 2230, as in Figure
8.1.15. Line in (d) locates the vertical section presented in Figure 8.1.25a,e.
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c)

d)

Figure 8.1.24 (cont'd): MAX-ARMOR north lobe DD results for CBZ1 at 2230, as in
Figure 8.1.15. Line in (d) locates the vertical section presented in Figure 8.1.25a,e.

195

a)

b)

Figure 8.1.25: Vertical sections as in Figure 8.1.17, except through DD results in the
MAX-ARMOR north lobe at (a) 2230 and (b) 2252, across the main (southern) portion of
CBZ1. Panels (c, d) are the same, except with radar estimated CBZ1 propagation speed
removed from the vector field. Locations for these planes as shown in Figure 8.1.24d.
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c)

d)

Figure 8.1.25 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the MAX-ARMOR north lobe at (a) 2230 and (b) 2252, across the main (southern)
portion of CBZ1. Panels (c, d) are the same, except with radar estimated CBZ1
propagation speed removed from the vector field. Locations for these planes as shown in
Figure 8.1.24d.
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a)

b)

Figure 8.1.26: Vertical sections as in Figure 8.1.17, except through DD results in the
MAX-ARMOR north lobe at (a) 2242, (b) 2252, (c) 2300, and (d) 2309 across the
"joining" (middle/more northern) portion of CBZ1. Panels (e-h) are the same, except
with radar estimated CBZ1 propagation speed removed from the vector field. Locations
for these planes are similar to that shown in Figure 8.1.24d, but are across the more
northern portion of CBZ1.
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c)

d)

Figure 8.1.26 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the MAX-ARMOR north lobe at (a) 2242, (b) 2252, (c) 2300, and (d) 2309 across the
"joining" (middle/more northern) portion of CBZ1. Panels (e-h) are the same, except
with radar estimated CBZ1 propagation speed removed from the vector field. Locations
for these planes are similar to that shown in Figure 8.1.24d, but are across the more
northern portion of CBZ1.
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e)

f)

Figure 8.1.26 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the MAX-ARMOR north lobe at (a) 2242, (b) 2252, (c) 2300, and (d) 2309 across the
"joining" (middle/more northern) portion of CBZ1. Panels (e-h) are the same, except
with radar estimated CBZ1 propagation speed removed from the vector field. Locations
for these planes are similar to that shown in Figure 8.1.24d, but are across the more
northern portion of CBZ1.
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g)

h)

Figure 8.1.26 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the MAX-ARMOR north lobe at (a) 2242, (b) 2252, (c) 2300, and (d) 2309 across the
"joining" (middle/more northern) portion of CBZ1. Panels (e-h) are the same, except
with radar estimated CBZ1 propagation speed removed from the vector field. Locations
for these planes are similar to that shown in Figure 8.1.24d, but are across the more
northern portion of CBZ1.
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Figure 8.1.27: Spatially averaged values of convergence (thick lines, left axis) and wDV
(thin lines, right axis) for each DD analysis time in MAX-ARMOR north lobe for CBZ1
at the 200 m (black) and 400 m (grey) grid levels

evident, but the curves do not show as severe of a decrease as in the RSA DD lobes. In
fact, the general rates of decrease for the 400 m spatial mean convergence along CBZ1 in
the north and south RSA lobes are about 1 x 10-5 s-1 min-1 and 0.8 x 10-5 s-1 min-1,
respectively. Neglecting the suspicious last few times, Fig 8.1.27 shows a decrease rate
for CBZ1 in the north MAX lobe of only about 0.3 x 10-5 s-1 min-1, less than half the rate
of decrease observed earlier in the AET period. Though not outright supportive of H2, it
is noteworthy that as CBZ1 persists later into the AET period, the rate at which this mean
convergence decreases declines. Plan views show some smoothing in the character of the
kinematic fields along the line in the northern MAX lobe, but as a whole CBZ1 maintains
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two fairly distinct parts, most evident in the early demise of one and later demise of the
other. This lends limited support for H3 along the two mature sections, but less so for the
CBZ as a whole - i.e., if the entire length of CBZ1 were more slabular, its deterioration
would be expected to occur rather simultaneously, not offset by tens of min as observed.

dB

a)

m s-1

b)

c)

Figure 8.1.28: (a, b) As in Figure 8.1.5, except for 2200-0040, and (c) as in Figure 8.1.11,
except for 2320-0005 (c). Times in (a-b) are 4 min behind, but time in (c) has been
adjusted. Vertical lines indicate CBZ2 (2330) and sunset (0015).
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a)

b)

c)

Figure 8.1.29: As in Figure 8.1.12, except for 2100-0045 in (a, b) and 2325-0010 in (c).
Vertical lines indicate time of CBZ2 (2330) and sunset (0015).
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MIPS surface and profiler measurements indicate that after the passage of CBZ1
and its attending cloud, there is a modest recovery of the BL, though not to as vigorous as
in the late afternoon. This is seen most prominently in the increasing variability and
stacked nature of the surface T traces (Figure 8.1.4b), reemergence of thermals in w915,
wXPR, and wDWL (Figures 8.1.28b, 8.1.29b, and 8.1.7b, respectively) by about 2200.

8.1.3

Structure and evolution of CBZ2
As noted in the overview of this event, CBZ2 was not as clear in the radar

observations, but it did result in several distinct changes as it passed MIPS. CBZ2
appears in the surface data record at 2330 (Figure 8.1.4), mainly as less variation in Td,
decreased T (by 2° C at 0.5 m), and a peak in wind speed (calm to about 2.3 m s-1). A
detailed look at w915 (Figure 8.1.28c), shows the updraft with CBZ2 is both quite broad
and modest in magnitude as it passes MIPS. Unique to the 915 observations of CBZ2 is
the distinct couplet of downward then upward w915 with maximum and minimum values
of 2.6 m s-1 and -1.6 m s-1. When the broad upward w915 motion ceases at about 2355,
surface data shows a further increase in Td, accelerated T decline, and more fluctuation in
the wind speeds ( U '2 ) behind the boundary. A slight veering of winds in the 200-400 m
layer, becoming due east (Figure 8.1.6) and increased 915 SNR in the lowest 600 m
(Figure 8.1.28a) also occur with CBZ2's passage at MIPS at 2330.
Although CBZ2 is less obvious than CBZ1, details of wXPR and w915, presented in
Figures 8.1.28c and 8.1.29c, compare generally well. Upward velocities begin near 1 km
at 2330 and within the next 5 min extend closer to the surface. The duration of upward
wXPR agrees well with that of upward w915: both are about 26 min. A narrow maximum
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in downward wXPR occurs near the time of the downward part of the w915 couplet, though
the finer temporal and spatial resolution of the XPR show this puzzling feature is more
limited in the vertical, and wXPR does not indicate a couplet. The DWL also depicts
broad, upward motion with CBZ2 (Figure 8.1.7b), but shows little more detailed structure
- no couplet or large downward wDWL near 2355, implying the signatures in w915 and
wXPR are related to the differing scattering regimes the platforms employ.
CBZ2 appears subtle in the MPR profiles when CBZ2 arrives at MIPS (about
2330), but more vivid changes are evident after the broad feature passes (by about 0055,
Figure 8.1.8). Upon CBZ2's arrival, drying in the recovering post-CBZ1 BL ceases with
rv steady or increasing through about the lowest 2 km. Changes principally to the
moisture profile result in a lowing of ML LFC heights (Figure 8.1.9). After CBZ2,
modest cooling at low levels and a deep drying (clearest in the rv, RH, and integrated
water vapor) above the surface layer occur. Within the lowest 100 m, however, rv
increases by about 2 g kg-1 as CBZ2 departs, corroborated by the rise in surface dewpoint
(Figure 8.1.4). Isentropes above about 300 m (and the color scale between the 302 K
isolines) show a vertical excursion of about 200 m. Contrary to CBZ1, θv shows little
evidence suggesting CBZ2 passed MIPS with a marked density gradient.
Despite the broad nature of CBZ2 and its less striking signatures in the vertical
profiles, its existence is corroborated by shifts in the EVAD-derived winds at all 3 radars
(Figure 8.1.10). The change to easterly to southeasterly flow occurs first at the lowest
level (100 m AGL) before any higher heights, and the depth of flow with an easterly
component is limited to 300-500 m, with RSA showing the deepest extent. The lack of a
striking convergence increase with CBZ2 at RSA and ARMOR is consistent with the
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broad, modest nature of the updraft signature in the MIPS vertical velocity profiles and
the radar Vr gradient. A more prominent convergence increase (becoming positive)
occurs when CBZ2 passes MAX, consistent with its dramatically refined radar velocity
presentation by that time.
DD syntheses in the northern RSA lobe are attempted for CBZ2, but the resulting
fields are sparse and do not resolve the boundary (Table 8.1.3). The southern RSA DD
lobe produces better retrievals, for example at 2340 and 2349 as shown in Figure 8.1.30,
depicting the boundary as a broad but coherent area of enhanced convergence and wDV at
200 m; noisy results at 2340 near the domain location about (7, -15) are again likely due
to terrain and ground contamination due to higher elevations in eastern Morgan County.
Widest signatures of upward wDV for CBZ2 during its time in this lobe are up to 10 km
across (panel f). At most times in this lobe, a band of positive vorticity precedes the line
of the wind shift and strongest upward wDV. Vertical sections roughly normal to the line
of convergence and upward wDV are shown in Figure 8.1.31. CBZ2's lack of a Z fineline
and ambiguities in its location due to a broad Vr gradient hinder a reliable estimate of
propagation speed, thus only ground-relative vectors are shown. At 2340, upward wDV
extends to over 2 km height, remarkable given the shallowness of CBZ2's kinematic
signatures at MIPS. Across the wider line at 2349, this is still the case, and an
implication of rear-to-front (right to left) low level flow is evident, but there is no clear
support for a rotor feature as seen with CBZ1. At the next DD time (2356, panel c), the
boundary remains relatively wide, and upward wDV extends to a slightly lower height.
Though wide, the CBZ2 updraft is generally vertically oriented at most times in the
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a)

b)

Figure 8.1.30: (a-d) RSA-ARMOR south lobe DD results for CBZ2 at 2340, as in Figure
8.1.15; line in (d) locates the vertical section presented in Figure 8.1.31a. (e-f)
Convergence and wDV fields as in Figure 8.1.16c-d except for 2349; line in (f) locates the
vertical section presented in Figure 8.1.31b.
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c)

d)

Figure 8.1.30 (cont'd): (a-d) RSA-ARMOR south lobe DD results for CBZ2 at 2340, as
in Figure 8.1.15; line in (d) locates the vertical section presented in Figure 8.1.31a. (e-f)
Convergence and wDV fields as in Figure 8.1.16c-d except for 2349; line in (f) locates the
vertical section presented in Figure 8.1.31b.
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e)

f)

Figure 8.1.30 (cont'd): (a-d) RSA-ARMOR south lobe DD results for CBZ2 at 2340, as
in Figure 8.1.15; line in (d) locates the vertical section presented in Figure 8.1.31a. (e-f)
Convergence and wDV fields as in Figure 8.1.16c-d except for 2349; line in (f) locates the
vertical section presented in Figure 8.1.31b.
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a)

b)

Figure 8.1.31: Vertical sections as in Figure 8.1.17, except through DD results in the
RSA-ARMOR south lobe at (a) 2340, (b) 2349, and (c) 2356 across CBZ2. Locations for
these planes are shown in Figure 8.1.30d, and f, and are similar, CBZ-normal lines at the
other time.
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c)

Figure 8.1.31 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the RSA-ARMOR south lobe at (a) 2340, (b) 2349, and (c) 2356 across CBZ2. Locations
for these planes are shown in Figure 8.1.30d, and f, and are similar, CBZ-normal lines at
the other time.
southern RSA DD lobe, and behind it a reversal of the rear-to-front (ground-relative)
flow occurs above about 1.5 km.
Figure 8.1.32 shows the spatial means along CBZ2 in the southern RSA DD lobe.
The first and last DD times contain extreme values occurring near the edge of the
resolved area (e.g. Figure 8.1.30a, likely contamination owing to the elevated terrain in
eastern Morgan County). Considering the remaining, more reliable times shows a nearly
flat line; the 400 m convergence decreases by about 0.1 x 10-3 s-1 through the times the
boundary is resolved in the syntheses, or at a rate of about 0.4 x 10-5 s-1 min-1. Absence
of an increase, but lack of a more prominent decrease (e.g., as seen at the earlier times for
CBZ1) in the convergence provides support for the minimum criteria of H2, implying
that the AET can promote the maintenance of existing convergent elements. Trends in
the visual character of convergence and wDV fields at horizontal levels show little

212

reduction or enhancement in the along line variability, giving little support or objection to
H3 regarding slabularity.
While it is clear that CBZ1 resembled a density current, the nature of CBZ2 is a
bit less obvious. Surface data at the 1-min HSV ASOS station (essentially collocated
with ARMOR) are rather benign near the time CBZ2 passed, but it is notable that a
steady T occurred, contrary to the decline in surface T recorded at MIPS about 30 min
earlier. With little pointing to a density gradient (Figure 8.1.8e), the propagative nature
suggested by the DD kinematic results, relatively sustained changes in the moisture fields
aloft (persisting through 0200, Figure 8.1.8b, c), wave like shape in the rv and θ isolines
(Figure 8.1.8c, d), and the relatively prolonged period of upward motion (beyond 2350,
Figures 8.1.28c, 8.1.29c) all indicate that CBZ2 is probably a wave-like feature, perhaps
a bore. A common bore characteristic, there and relatively sustained, though modest,
pressure rise at the MIPS site (Figure 8.1.4a), but when M3V samples CBZ2 about
50 min later the pressure change is more subtle (Figure 8.1.33b, mentioned below). This
suggests CBZ2 may have been partially elevated as the BL transitioned to a more
stratified nocturnal regime, or was in a maturing phase. In the lowest 1.5 km after about
2240, N generally increases, and the vertical extent of negative N2 decays. Especially
above 200 m, where CBZ2 has vivid thermodynamic signatures, the N values are well
above the minimum stability threshold shown for the formation and propagation of bores
in the various studies described in Chapter 3.
Figure 8.1.33 presents measurements from the M3V made as CBZ2 moved
northwest across the MAX-ARMOR DD lobes. The vehicle was stationary at the end of
the white path line shown as CBZ2 passed overhead at about 0020, with a slight increase

213

Figure 8.1.32: Spatially averaged values of convergence (thick lines, left axis) and wDV
(thin lines, right axis) for each DD analysis time in RSA-ARMOR south lobe for CBZ2 at
the 200 m (black) and 400 m (grey) grid levels. Grey block shading marks analysis times
when the CBZ is in proximity to elevated terrain in eastern Morgan County.
a) 0022
1.1°

Figure 8.1.33: (a) MAX 1.1° Vr at 0017, 0022 with M3V location for 2132-2200 as
colored path line. Vehicle is stationary at N Greenbraiar Rd (end of white path line) from
2158-0055. (b-e) M3V surface data recorded at 0005-0035. CBZ2 passes at about 0020.
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b)

c)

d)

e)

Figure 8.1.33 (cont'd): (a) MAX 1.1° Vr at 0017, 0022 with M3V location for 2132-2200
as colored path line. Vehicle is stationary at N Greenbraiar Rd (end of white path line)
from 2158-0055. (b-e) M3V surface data recorded at 0005-0035. CBZ2 passes at about
0020.
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in T and Td accompanying the wind shift. Surface data at other north AL stations to the
west of ARMOR and MAX (obtained through the MesoWest project, Horel et al. 2002),
are available at only 5-min resolution (including the Decatur ASOS station) and thus are
unfortunately not very helpful in further diagnosing CBZ2 as a likely bore. However, the
increased T at M3V does support a bore-like nature as turbulent mixing in bores is often
associated with a rise in surface T.
MAX-ARMOR DD syntheses resolve CBZ2 by 0012 (Table 8.1.3). At the first
few DD times the southern lobe shows CBZ2 more clearly, and by 0036 (Figure 8.1.34)
fields in both lobes indicate the boundary. As time goes on, CBZ2 is better resolved in
the northern lobe. At each DD time in this domain, convergence and wDV are the best
indicators of CBZ2; horizontal winds depict a decrease in magnitude behind those
signatures, but a wind direction shift is less pervasive through time. Figures 8.1.34-35
present plan views of the 200 m level at 0036 and 0113. Contours of convergence, and
especially of wDV, have a smoother character with time along the wide feature. This is
clearest in comparing Figure 8.1.35d and 8.1.34d, and generally supports H3.
Vertically, results for CBZ2 lack the density current characteristics common in
the CBZ1 findings. In the southern lobe, slices across CBZ2 are similar to that shown in
Figure 8.1.36a, with a broad updraft (up to 4 km across the strongest wDV contour) and
obvious lack of rear-to-front or rotor flow suggestions. Up to about 0100, cross sections
through CBZ2 in the northern lobe typically resolve more heights and show a slightly
more condensed updraft, though magnitudes are modest and appear washed out in
comparison to the horizontal vector component. Results at the last DD times are shallow
as MAX executed limited vertical scanning, but depict the same situation. In each MAX
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a)

b)

Figure 8.1.34: MAX-ARMOR DD results for CBZ2 at 0036, as in Figure 8.1.15. Lines
in (d) locates the vertical section presented in Figure 8.1.36a (southern line) and 8.1.36b
(northern line).
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c)

d)

Figure 8.1.34 (cont'd): MAX-ARMOR DD results for CBZ2 at 0036, as in Figure 8.1.15.
Lines in (d) locates the vertical section presented in Figure 8.1.36a (southern line) and
8.1.36b (northern line).
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a)

b)

Figure 8.1.35: MAX-ARMOR DD results for CBZ2 at 0113, as in Figure 8.1.15. Line in
(d) locates the vertical section presented in Figure 8.1.36d.
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c)

d)

Figure 8.1.35 (cont'd): MAX-ARMOR DD results for CBZ2 at 0113, as in Figure 8.1.15.
Line in (d) locates the vertical section presented in Figure 8.1.36d.
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a)

b)

Figure 8.1.36: Vertical sections as in Figure 8.1.17, except through DD results in the
MAX-ARMOR south (a) and north (b-d) lobes at (a) 0036, (b) 0036, (c) 0101, and (d)
0113 across CBZ2. Locations for these planes are shown in Figures 8.1.34d and 8.1.35d.
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c)

d)

Figure 8.1.36 (cont'd): Vertical sections as in Figure 8.1.17, except through DD results in
the MAX-ARMOR south (a) and north (b-d) lobes at (a) 0036, (b) 0036, (c) 0101, and
(d) 0113 across CBZ2. Locations for these planes are shown in Figures 8.1.34d and
8.1.35d.
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Figure 8.1.37: Spatially averaged values of convergence (thick lines, left axes) and wDV
(thin lines, right axes) for each DD analysis time in MAX-ARMOR south (top) and north
(bottom) lobes for CBZ2 at the 200 m (black) and 400 m (grey) grid levels.
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ARMOR synthesis for CBZ2, horizontal flow at all heights generally is directed opposite
the CBZ motion, with stronger (weaker) wind magnitude ahead of (behind) the modest
updraft, rather than feeder-type flow, supporting the convergence and upward wDV along
the boundary. This suggests CBZ2, in contrast to CBZ1, is generally more propagative
than transportive, consistent with a bore- or wave- like behavior.
Bands of oppositely signed ζ become prominent near the MIPS site after the
passage of CBZ2 and at all later times. Their persistence through 0120 suggests a local
effect, and they may be associated with the development of upward motion in the vicinity
of the campus MIPS site (recall wDWL observations presented in Chapter 7).
Figure 8.1.37 shows the spatial means along CBZ2 in the MAX-ARMOR lobes.
Considering results in the southern lobe when CBZ2 is better resolved (0028 and later,
Table 8.1.3), show only a very slight decline, about 0.47 x 10-5 s-1 min-1, a weak decrease
that, as in the southern RSA lobe results, may imply a maintaining effect during the AET.
Consistent with the sharpening Vr gradient as CBZ2 nears MAX (Figure 8.1.1i-l), DD
computed convergence along the boundary in the northern MAX lobe clearly increases,
equating to a rate of 1.7 x 10-5 s-1 min-1 though all DD times, or 2.4 x10-5 s-1 min-1 if the
last two, less well resolved, analysis times are neglected. These increases are more than 3
and nearly 5 times, respectively, the increase identified in Chapter 7 as characterizing the
transition period itself (0.5 x 10-5 s-1 min-1), supporting H2 that convergence along an
existing CBZ should increase during the AET period.
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8.1.4

Summary for 30-31 August 2013
Two CBZs generated by thunderstorms near the ABIDE network were observed

during the AET period. CBZ1 occurred early in the AET time interval, passing MIPS
about 3 h before sunset. Kinematic and thermodynamic analyses show CBZ1 had a
density current type structure, with direct observations and DD results suggesting a rotor
circulation, rear-to-front low level flow, and a θv gradient within an elevated leading head.
Convergence at the leading edge of CBZ1 produced an accumulation of scatterers
enhancing 915 SNR and XPR Z at the same time as a drop in ceilometer and DWL
backscatter, marking the relatively clean outflow air. Earliest DD analyses show a
decrease in 200 m and 400 m convergence along CBZ1, and while the final series of DD
retrievals also shows a decrease, the rate of decrease drops by more than half as the AET
progresses, suggesting the transition may support a lack of substantial decrease of
convergence along existing convective elements and implying a maintenance effect - the
minimum criteria of H2. Along-line variability in the kinematic results for CBZ1 tends
to decrease with time overall, modestly supporting H3.
Also initiated as an outflow boundary, CBZ2 entered the network later in local
time and time of its existence. It appeared to transition to a bore-like feature during the
AET period. CBZ2 was broad and subtle in the surface record at MIPS within 45 min of
sunset, but its passage is corroborated by a broad (and ambiguous at times) radar Vr
gradient and wDV and convergence signatures. MIPS vertical velocity profiles show a
fairly weak magnitude, long period updraft, and kinematic structure revealed by the DD
syntheses suggests CBZ2 was more propagative than transportive, with no evidence of
density current characteristics, despite its origin as an outflow. CBZ2 existed around the
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time of sunset, in the heart of the AET time frame. Spatial means of the DD convergence
at first decrease very slightly, then increase at a rate nearly five times greater than the
convergence increase that characterizes the clear air AET, generally supporting H2, and
arrangements in the wDV and convergence fields tend to show less variability along the
broad CBZ2 with time, well aligned with H3 that existing CBZs should show more
slabularity in the transitioning BL.However, this event illustrates that CBZ kinematics
through the AET can be complex and pertain to multiple physical processes (i.e., the
formation or intensification of waves or bores), an unexpected finding given that the bulk
of previous bore research portrays them as primarily nocturnal phenomena (see Chapter
3). Perhaps lingering stability in the wake of CBZ1 further allowed the AET
environment to better support this apparent gust front to bore-like entity transition.

8.2

9-10 July 2013
The large scale set up for this case was fairly benign across the southeast US. A

synoptic ridge persisted over the region on 9 July 2013, producing little in way of large
scale vertical forcing. Typical of summer in the region, warm temperatures and high
precipitable water (approaching 50 mm) values characterized northern Alabama by midmorning, and in the afternoon general summer, pulse-type storms developed, driven by
daily heating and buoyant forcing. The isolated showers and thunderstorms across the
Tennessee Valley tended to move toward the east and generally diminished in areal
extent with time going into the evening. However, outflows generated by several of these
cells persisted into the overnight hours. Sunset for Huntsville on this day occurred at
8:02 pm (0102 UTC), meaning the 5 h general AET time frame was 2202-0302 UTC.
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With a high likelihood of CBZ occurrence within the AET period in the ABIDE
observation network, the MIPS, MAX, and M3V platforms were deployed by late
afternoon. MAX operations began at about 2100 at the Browns Ferry site (location "M"
in Figure 4.1), and most MIPS instruments were operational at the Belle Mina site
(location "B" in Figure 4.1) by the same time. Most of the MIPS components recorded
data for this event, including the XPR, but the DWL was not active (see Table 6.1). Data
from the RSA radar were not archived after about 1830 UTC and thus are unavailable for
the AET time frame. However, ARMOR and MAX operations permitted DD sampling
of a CI event along an outflow boundary during the AET period. Scan patterns for both
radars are given in Table 8.2.1. For the duration of operations, the ARMOR alternated
the 5 tilt scans with higher tilt volumes. The MAX employed generally the same volume
scan pattern throughout its deployment, the main difference being the highest elevation
angle used. It is noted that a 10 min time offset (behind) occurs in the MAX raw data,
per notes in operator logs for the day; this has been corrected for all data used herein.

Platform

ARMOR

MAX

Update
Time
~2 min
~4 min 55 s
~4 min 25 s
~4 min
~1 min 20 s
~5 min 10 s
~5 min 10 s
~4 min 35 s

Volume Scanning Sequence
0.7, 1.3, 2.0, 2.7, 3.4
0.7, 1.2, 2.2, 3.2, 4.2, 5.2, 6.2, 7.2, 8.2, 9.2, 11.0
0.7, 1.2, 2.2, 3.2, 4.2, 5.2, 6.2, 7.2, 8.2, 9.2
0.7, 1.2, 2.2, 3.2, 4.2, 5.2, 6.2, 7.2, 8.2
0.7, 1.2, 2.2
0.6, 1.1, 1.6, 2.3, 3.0, 3.7, 4.4, 5.1, 6.0, 7.0, 8.0, 10.0, 15.0
0.6, 1.1, 1.6, 2.3, 3.0, 3.7, 4.4, 5.1, 6.0, 7.0, 8.0, 10.0, 12.0
0.6, 1.1, 1.6, 2.3, 3.0, 3.7, 4.4, 5.1, 6.0, 7.0, 8.0, 10.0

Table 8.2.1: Scanning patterns used by the ARMOR and MAX radars for 9-10 July 2013.
ARMOR alternated mainly the 11 tilt sequence (second line) with the default 5 tilt pattern
(only one volume used the 3 tilts, last ARMOR line). MAX mainly used the sequence up
to 15°, and also performed RHIs.
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Reflectivity from the KHTX, ARMOR, and MAX radars shows the approach of
isolated cells toward the southwestern edge of the DD lobes by about 2200 (Figure
8.2.1a). A few of these cells became slightly elongated and amalgamated into a small
line that initiated an outflow boundary. This outflow entered the southern DD lobe by
about 2250 (Figure 8.2.1b). Based on ARMOR and MAX Z, the fine line propagated
through the DD region at about 7 m s-1. As this CBZ advanced toward the northeast
(toward MIPS), its parent convection separated and weakened (2317, Figure 8.2.1c-d),
but at 2333 the first Z signature of a new cell occurred in the MAX Z (> 0 dBZ at 1.6°)
along the boundary, about 6.5 km west of MIPS. The first of two MIPS soundings for
this case was launched at about 2330, before radar Z and Vr show the CBZ passing MIPS
(Figure 8.2.1e-f). ARMOR Z for the new cell exceeded 30 dBZ by 2335 (at 0.7°, Figure
8.2.1g-h), and Z at 0.5° from KHTX, about 87 km away, showed > 50 dBZ by 2342. The
new cell moved east at about 4 m s-1, passed over MIPS around 0000 (Figure 8.2.3), and
by 0025 began to take on a more linear shape (Figure 8.2.1j-k). Photographs from the
MIPS site, presented in Figure 8.2.2a-b, show a highly slabular, prominent cloud line
extending north to northwestward from the cell after this time. ARMOR, MAX, and
KHTX Z show that the storm separated and weakened as it neared the edge of the DD
domain at about 0055 (Figure 8.2.1k-l).
There was little other radar-observed convective activity within the network
throughout the remainder of the AET period. However, visual observations at the MIPS
field site revealed an increase in vertical extent of cumuliform clouds, transitioning from
a few stratocumulus type to cumulus congestus character, as shown at 0118 in Figure
8.2.2c, and evident in the MIPS ceilometer backscatter after about the same time
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Figure 8.2.1: Raw data from ARMOR (panels a, g, h, j-l, p-r, 0.7°) and MAX (panels b-f,
i, m-o, 1.6°) at UTC times indicated, 9-10 July 2013. Same Z (Vr) scale used for panels
b, c, e, g, i, m, q (d, f, h, o, p). Panels n, r show Zdr with the sale at their left.
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Figure 8.2.1 (cont'd): Raw data from ARMOR (panels a, g, h, j-l, p-r, 0.7°) and MAX
(panels b-f, i, m-o, 1.6°) at UTC times indicated, 9-10 July 2013. Same Z (Vr) scale used
for panels b, c, e, g, i, m, q (d, f, h, o, p). Panels n, r show Zdr with the sale at their left.
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Figure 8.2.1 (cont'd): Raw data from ARMOR (panels a, g, h, j-l, p-r, 0.7°) and MAX
(panels b-f, i, m-o, 1.6°) at UTC times indicated, 9-10 July 2013. Same Z (Vr) scale used
for panels b, c, e, g, i, m, q (d, f, h, o, p). Panels n, r show Zdr with the sale at their left.
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a)

b)

c)
Figure 8.2.2: Photographs taken at
the MIPS Belle Mina site ("B" in
Figure 4.1) on 9-10 July: a) at
2345 UTC looking toward WSW,
b) 0038 toward NE, and c) 0118
toward ESE.

Figure 8.2.3: MIPS ceilometer backscatter for the period 12-04 UTC up to 4 km AGL.
For 21-03 UTC, MIPS is deployed to the Belle Mina location ("B" in Figure 4.1); data
before and after these times are from the default campus location ("C" in Figure 4.1).
Vertical black lines indicate time of CBZ passage (2349) and sunset (0102); arrow
highlights clouds noted in Section 8.2.4.
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(Figure 8.2.3). This vertical development suggests a convective signal during the AET
that is not necessarily observed by radar, i.e. the Z field did not appear to imply a CI
event. A second sounding was launched from the MIPS site at near 0130, and is
discussed below in evaluating this notion. Other notable features of this case include
polarimetric signatures of biota apparently taking flight in the evening hours from south
of the MIPS site (0126, Figure 8.2.1m-o) and near Wheeler Lake (0152, Figure 8.2.1p-r).
In the sections that follow, key periods of the event relevant for addressing the
objectives and hypotheses of this project (mainly Objective 2 and Hypotheses 2 and 3,
see Chapter 1) are discussed. The series of 915 wind profiles shown in Figure 8.2.7,
described in more detail below, is helpful in defining these key periods: first for times
late in the CBL cycle and early AET period (with prevailing westerlies in the BL, through
nearly 2300), next during the AET time frame but prior to the CBZ's passage (seen in the
wind profiles as after the backing to southerly flow at low levels after about 2300), then
the structure and evolution of the boundary (CBZ passage at MIPS occurred at 2349),
followed by the late AET convective signal (after 0100).

8.2.1

Late CBL and early in the AET period
The early afternoon CBL exhibited a well-mixed character and included several

modest passing clouds at the MIPS campus location prior to deployment visible in the
ceilometer backscatter (Figure 8.2.3). Between about 2005-2050 (3:05-3:50 pm LT),
while the mobile platforms were en route to the field locations, an eastward moving
outflow boundary and its parent storm passed over the UAH campus berm, with reduced
temperatures and insolation, as well as increased in Td and wind speed evident in the
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surface record (Figure 8.2.4). It is noted that there were no other storms in the
observation network until the parent convection of the CBZ of interest approached
(Figure 8.2.1a). After 2200, the solar radiation curve returned to a more pristine shape
and the variability of the temperatures and wind speed increased, indicating a
reinvigorated CBL by the start of the AET. Overall, the gradual smoothing and decrease
(increase) of the T (Td) traces in the first few hours of the transition interval correspond
well with typical features of the AET at the campus site noted in Chapter 7. A modest
spike in wind speed, shift in wind direction, and subtle temperature adjustments occur at
about 0051 when the CBZ passes the campus site, following its passage at the MIPS field
location (discussed further in Section 8.2.3).
Data collection at the MIPS field site ("B" in Figure 4.1) began at about 2100.
Surface observations from the MIPS MPR (1 min, Figure 8.2.5) indicate the warm,
summer T is depressed by the shade of a passing cloud (just above 3 km in the ceilometer
backscatter) shortly after 2200. Vertical profiles from the 915 are presented in Figures
8.2.6-8.2.7. Prior to MIPS deployment (Figure 8.2.6a-b), afternoon CBL thermals show
characteristic alternating up/down vertical motions, especially in the lowest 1-1.5 km.
These heights are consistent with the cloud bases revealed by the ceilometer (Figure
8.2.3). For the first couple of hours of field site operations (after 2100, Figure 8.2.6c-d)
the 915 indicates a slightly less vigorous late afternoon CBL. Five and 10 min NIMA
consensus 915 winds show prevailing westerlies of about 2.5-5 m s-1 in the late afternoon
(about 2100-2230, Figure 8.2.7), with little directional shear through the CBL. While not
operated prior to deployment on this day, the MIPS XPR also recorded Z and Vr
characteristic of a well developed CBL in the initial hours at the field site (Figure 8.2.8).
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a)

b)

c)

d)

Figure 8.2.4: Surface observations (5 s) from the UAH campus berm (at "C" in Figure
4.1) for 20-03 UTC a) pressure and solar radiation, b) temperatures at various heights, c)
5 s 10 m wind speed with 5 min mean overlaid, d) wind direction. Vertical grey lines
indicate time of CBZ passage (0051) and sunset (0102).
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a)

b)

c)

Figure 8.2.5: Surface observations (1 min) from the MIPS MPR for the duration of MIPS
deployment (at "B" in Figure 4.1) 21-03 UTC a) pressure and infrared temperature, b)
temperature and relative humidity, c) vertically integrated water vapor and liquid water.
Plus (+) symbols mark suspect times due to rain contamination. Vertical grey lines
indicate time of CBZ passage (2349) and sunset (0102).
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dB

m s-1

Figure 8.2.6: 915 SNR (a, c, same dB scale) and vertical motion (b, d, same m s-1 scale).
Recorded at MIPS campus site (a, b) at 1700-2000, and field site (c, d) at 2100-0300. Times
shown are 2 min ahead. Lines in (c, d) show surface CBZ indication (2349) and sunset (0102).
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a)

b)

Figure 8.2.7: a) 5 min and b) 10 min NIMA consensus 915 horizontal wind profiles for
the duration of the MIPS deployment. Times in both panels have been corrected for the
offset. Vertical lines show times of surface CBZ indication (2349) and sunset (0102).
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a)

b)

Figure 8.2.8: XPR a) reflectivity (dBZ) and b) vertical motion (m s-1) for 2130-2330 at
the field site.

MPR data for the duration of the MIPS deployment are given in Figure 8.2.9. The
instrument was started at 2102, and can take up to half an hour to stabilize to its operating
temperature (Radiometrics, 2006) - this could account for the somewhat erratic nature of
the profiles prior to about 2130. After this, a well-mixed humidity profile is clear. The
cloud passage near 2200 is evident in lowered T and RH through much of the BL, and
also affects surface values, as mentioned above (Figure 8.2.5). Well-mixed values return
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a)

b)

Figure 8.2.9: MIPS MPR time- heights from the deployment site, (a) Temperature, (b)
relative humidity, (c) mixing ratio, (d) potential temperature, and (e) virtual potential
temperature. White contours in (a, d) show N (0.1 s-1 interval), and grey shading shows
areas of negative N2. Vertical lines show time of surface CBZ indication (2349) and
sunset (0102). Surface values of IR temperature and integrated water vapor and liquid
are shown in Figure 8.2.5a,c.
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c)

d)

Figure 8.2.9 (cont'd): MIPS MPR time- heights from the deployment site, (a)
Temperature, (b) relative humidity, (c) mixing ratio, (d) potential temperature, and (e)
virtual potential temperature. White contours in (a, d) show N (0.1 s-1 interval), and grey
shading shows areas of negative N2. Vertical lines show time of surface CBZ indication
(2349) and sunset (0102). Surface values of IR temperature and integrated water vapor
and liquid are shown in Figure 8.2.5a,c.
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e)

Figure 8.2.9 (cont'd): MIPS MPR time- heights from the deployment site, (a)
Temperature, (b) relative humidity, (c) mixing ratio, (d) potential temperature, and (e)
virtual potential temperature. White contours in (a, d) show N (0.1 s-1 interval), and grey
shading shows areas of negative N2. Vertical lines show time of surface CBZ indication
(2349) and sunset (0102). Surface values of IR temperature and integrated water vapor
and liquid are shown in Figure 8.2.5a,c.

by about 2225, after the cloud passes. As expected for a daytime CBL, N2 near the
surface is negative prior to the roughly 0000 UTC arrival of rain from the initiated cell.
Figure 8.2.10 shows the 8 km radius EVAD analyses for both the ARMOR and
MAX radars from the early AET period to about 0200. In about the lowest 500 m,
horizontal winds retrieved from both radars show a more southerly direction than the 915
indicates at MIPS (Figure 8.2.9). Above this, the retrieved winds generally veer with
height, with the ARMOR results having a more extreme shift. Radar Z and Vr fields
indicate the boundary passes MAX (ARMOR) at about 2354 (0009); the EVAD results
at these and other times will be mentioned in proceeding sections.
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a)

b)

Figure 8.2.10: EVAD-derived (8 km radius) horizontal winds (wind barbs plotted with
station end at the grid point) and 300 m AGL convergence (black squares plotted with the
scale shown by the right y-axis) from a) MAX and b) ARMOR. Vertical lines indicate
approximate times of CBZ passage at each radar (about 2354 at MAX and 0009 at
ARMOR) and sunset (0102). MAX convergence results are affected by a blocking due to
the radar truck cab and local objects; portions of the CBZ occupy these blocked areas as
the boundary approaches and through about 0015 (see text).
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8.2.2

Ahead of the CBZ
After about 2300, winds in the lowest 600-700 m have backed to more southerly

flow (Figure 8.2.7) while the CBL begins a more obvious transition. At the surface, the
MPR T is decreased shortly after 2300. This is aided due to partial cloud shading, as the
TIR shows a slight indication of cloud at this time and the setting sun becomes obscured
by the deep convection to the southwest of MIPS at this time (Figures 8.2.5a, 8.2.1b-d).
Corresponding with this surface T decrease, wind speeds below about 700 m begin a
modest increase, presumably resulting for lessened vertical and turbulent momentum
transport caused by the surface cooling - akin to the AET process described in the latter
portion of Section 2.3 (including the discussion of Equations 2.5-7). At larger scale,
EVAD-derived wind profiles also show increased wind speed at similar heights after
2300 (Figure 8.2.10), suggesting that while the cloud shading assists the wind changes at
the MIPS site, the meso-γ scale flow is also affected by this transition effect.
The MPR profiles (Figure 8.2.9) also indicate the more pronounced transition
after 2300: Following the cloud shading, T nearest the surface (in about the lowest 500
m) increases, but it does not quite reach the pre-2300 values. Through about 1.5 km, rv
(and RH) is modestly enhanced, with a more distinct jump through 700 m at about 2320.
Near the surface, rv steadily increases throughout the early AET period, clearest from the
cooler colors and appearance of additional contours across the bottom of Figure 8.2.9c.
Vertical motions recorded by the 915 and XPR continue to indicate thermal like
structures at this time (Figures 8.2.6, 8.2.8). However, the magnitude of the 915 SNR
aloft begins a slight decrease, and the period of the alternating up/down CBL motion
appears to increase slightly after about 2300.
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a)

b)

Figure 8.2.11: Sounding launched from the MIPS site at about 2330, shown with paths
lifting a surface (a) and ML (b, lowest 100 mb) parcel.
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As the CBZ approached the MIPS field site, a sounding balloon was launched at
2330 and reported data up to and above the 100 mb level. Figure 8.2.11 shows the
resulting skew-T plot, with the path of both a surface and ML (lowest 100 mb) parcel
annotated. In the AET environment ahead of the boundary, the profile displays a
superadiabatic surface layer and conditionally unstable CBL. Winds below about 1 km
show a mostly southerly component, veering to westerlies above that height, similar to
the 915 observations. The cell initiated along the CBZ of interest forms west of MIPS at
about the time this sonde was launched, discussed in more detail below. Ceilometerindicated cloud base heights as the CBZ approaches just before 0000 show closer
agreement to the LCL of a ML parcel. This is generally consistent with Craven et al.
(2002) who showed that for well-mixed BLs (nearly 400 central US warm season 00
UTC soundings) the ML parcel LCL tended to better estimate ceilometer observed cloud
base than surface-based parcels. Below, Section 8.2.4 includes a comparison of this
sounding to a second launched from the MIPS site near 0130. Table 8.2.4, presented in
that discussion, lists basic analysis values resulting from lifting both surface and ML
parcels for each sounding.

8.2.3

CBZ structure and evolution
The advance of the Z fineline location as the boundary progressed through the

southern DD lobe is shown in Figure 8.2.12. Structure of the CBZ revealed by DD
analyses over the southern and portions of the northern lobe will be discussed after
surface and profile observations of the outflow are highlighted.
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Figure 8.2.12: ARMOR raw reflectivity at 400 m AGL at 2338 UTC overlaid with lines
showing the location of the fineline associated with the CBZ in the southern MAXARMOR dual-Doppler lobe at each annotated time. After 0009, the CBZ progresses
through the northern lobe, but is less well defined due mainly to ground clutter blockage
near and north of ARMOR (see Figure 8.2.13a-c).

The mobile M3V surface probe collected measurements on this day which show
the CBZ at multiple locations. Figure 8.2.13a-c shows the location of the vehicle at
several times, and the remaining panels give the observations in the vicinity of the
boundary, with winds corrected for vehicle motion. At 2240-2315, M3V traveled along
Alabama Hwy 20 at the western edge of the network, executing a U-turn at 2257 at the
westernmost point shown by the white path line in Figure 8.2.13a. Unlike the following
CBZ intercepts, the vehicle was moving at all times shown in Figure 8.2.13d-g. M3V
shows the early CBZ as decrease in the wind speed variability and directional shift at
2255 from easterly, toward the approaching CBZ, to generally southwesterly behind the
boundary - consistent with convergence at the leading edge of the CBZ, and flow behind
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a)

b)

c)

Figure 8.2.13: M3V path and raw ARMOR Z and Vr: a) 2257 at 0.7° elevation, 2200-2300
M3V path, b) 2343 at 0.7° elevation, 2300-0000 M3V path, c) 0103 at 1.2° elevation, 00000100 M3V path. Scale for Z at left, Vr as in Figure 8.2.1o. M3V path line color is based on
minutes within the hour: red (0-5), orange (5-10), yellow (10-15), green (15-20), light green
(20-25), light blue (25-30), blue (30-35), cobalt (35-40), lavender (40-45), purple (45-50),
pink (50-55), and white (55-60). (d-o) 1 s surface data recorded by M3V at times indicated
(with 5 min mean wind speed shown); grey block shading shows when M3V was stationary.
Note for scale in (a-c) that the baseline between MAX and ARMOR is 18 km. Also see text.
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d)

e)

f)

g)

Figure 8.2.13(cont'd): M3V path and raw ARMOR Z and Vr: a) 2257 at 0.7° elevation,
2200-2300 M3V path, b) 2343 at 0.7° elevation, 2300-0000 M3V path, c) 0103 1.2°
elevation, 0000-0100 M3V path. Scale for Z at left, Vr as in Figure 8.2.1o. M3V path
line color is based on minutes within the hour: red (0-5), orange (5-10), yellow (10-15),
green (15-20), light green (20-25), light blue (25-30), blue (30-35), cobalt (35-40),
lavender (40-45), purple (45-50), pink (50-55), and white (55-60). (d-o) Surface data (1
s) recorded by M3V at times indicated (with 5 min mean wind speed) ; grey block
shading shows when M3V was stationary. Note for scale in (a-c) that the baseline
between MAX and ARMOR is 18 km. Also see text.
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h)

i)

j)

k)

Figure 8.2.13 (cont'd): M3V path and raw ARMOR Z and Vr: a) 2257 at 0.7° elevation,
2200-2300 M3V path, b) 2343 at 0.7° elevation, 2300-0000 M3V path, c) 0103 1.2°
elevation, 0000-0100 M3V path. Scale for Z at left, Vr as in Figure 8.2.1o. M3V path
line color is based on minutes within the hour: red (0-5), orange (5-10), yellow (10-15),
green (15-20), light green (20-25), light blue (25-30), blue (30-35), cobalt (35-40),
lavender (40-45), purple (45-50), pink (50-55), and white (55-60). (d-o) Surface data (1
s) recorded by M3V at times indicated (with 5 min mean wind speed); grey block shading
shows when M3V was stationary. Note for scale in (a-c) that the baseline between MAX
and ARMOR is 18 km. Also see text.
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l)

m)

n)

o)

Figure 8.2.13 (cont'd): M3V path and raw ARMOR Z and Vr: a) 2257 at 0.7° elevation,
2200-2300 M3V path, b) 2343 at 0.7° elevation, 2300-0000 M3V path, c) 0103 1.2°
elevation, 0000-0100 M3V path. Scale for Z at left, Vr as in Figure 8.2.1o. M3V path
line color is based on minutes within the hour: red (0-5), orange (5-10), yellow (10-15),
green (15-20), light green (20-25), light blue (25-30), blue (30-35), cobalt (35-40),
lavender (40-45), purple (45-50), pink (50-55), and white (55-60). (d-o) Surface data (1
s) recorded by M3V at times indicated (with 5 min mean wind speed) ; grey block
shading shows when M3V was stationary. Note for scale in (a-c) that the baseline
between MAX and ARMOR is 18 km. Also see text.
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the boundary aligned with the outflow's propagation direction (east to northeast).
Shading from cloud overhead and to the west, evident in the solar radiation curve, is
noted as a factor for the T decrease starting a few min prior to the CBZ intercept.
Near 1 h later, M3V intercepted the boundary while stationary for 2339-2355 at
the grey dot (midpoint of white path line) in Figure 8.2.13b. ARMOR shows the CBZ
passed this location by about 2343-2346. This intercept is just prior to the boundary's
passage at the MIPS site. Again, M3V surface winds (Figure 8.2.13j-k) give the clearest
indication of the outflow's passage: Convergence at the leading edge is suggested by
southerly wind prior to the CBZ shifting to southwesterly behind the boundary. Wind
speed increases as the CBZ passes, with the fastest winds (about 6.4 m s-1 in the 1 s wind
data) concurrent with the arrival of southwesterly flow by 2346. M3V intercepted the
CBZ a third time, about 10 km north of the UAH campus berm site, while stationary for
0051-0106 at the white dot in Figure 8.2.13c. As before, wind direction shows the
boundary clearest, passing M3V about 1 min after sunset (Figure 8.2.13l-o). Generally
unremarkable signatures in the other surface traces, notably the wind speed, depict a
weaker CBZ at this time.
MPR surface data at the MIPS field site indicate CBZ passage at 2349 (Figure
8.2.5), as the surface T begins to decline, pressure increases, and infrared temperature and
vertically integrated liquid water indicate cloud. The cell initiated west of MIPS at about
2335 moved eastward, passing the field site following the CBZ. MPR surface T drops
sharply and the vapor and liquid water contents peak just after 0000 - this precipitation
from the CI cell is recorded in the MPR rain flag and the ceilometer backscatter.
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Figure 8.2.14: 915 vertical velocity for 2335-0005 with grey contours at 0, ±1, ±2, ±5,
and ±10 m s-1. Times have been corrected to remove a 2 min offset from those shown in
Figure 8.2.6. Vertical line shows time of surface CBZ indication (2349). Note varied
color scale.

Figure 8.2.14 gives a detailed view of w915 during the successive passages of the
CBZ and the CI cell. At the time of surface CBZ indication (2349), the 915 shows broad
downward motion, though enhanced upward values occur at 400-500 m and above 700 m.
With an ARMOR Z based estimate of CBZ propagation speed of 7 m s-1, the duration of
the positive w915 at 400-500 m is about 1.4 min, corresponding to a width of about 600 m
(the column of positive w915 about 2339-2344, before the surface CBZ indication, would
correspond to a width of about 2 km at the same height). By 2353, the ARMOR Z fine
line and strongest Vr gradient is east of MIPS and the highest Z part of the CI cell
approaches MIPS from the west. Stronger, more obvious upward w915 is recorded at this
time, with about a 1.5 min duration of 1 m s-1 updraft associated with the leading edge of
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a)

b)

c)

Figure 8.2.15: XPR a) reflectivity (dBZ) and b) vertical motion (m s-1) for 2330-0030. c) XPR
vertical motion for 2335-0005. In (c), white shading indicates values below the lowest color
scale level. Vertical line marks time of surface CBZ indication (2349). Note: both velocity
scales differ from the previous figure.
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the cell; an ARMOR Z estimate of the cell's motion (4 m s-1) translates this to a width of
630 m. Prominent downward w915 occurs in the few min before 0000 and again when
MPR and ceilometer indicate rain after 0000 (Figure 8.2.6). These large negative values
are affected by raindrop fallspeed contamination. When the CI cell passes over MIPS, 25
min after the first 30+ dBZ echo at 0.7° at ARMOR (2335), the 915 shows it is over 7 km
deep. Consensus 915 wind profiles (Figure 8.2.7) express a continued increase in wind
speeds and subtle shift to southwesterly by CBZ passage at 2349 before retrieval quality
is hampered by rain.
Similar to w915, wXPR shows modest upward motion above the just below 1 km at
the time of CBZ passage (Figure 8.2.15), and a slight increase in Z through the lowest
1200 m is evident. The most prominent wXPR enhancement at this time occurs at about
900 m and lasts for about 59 s, corresponding to a width of about 410 m. A broad area of
weak positive wXPR precedes this, as in w915, for about 2339-2345. It is noted that, not
unlike the outflow in the previous case (CBZ1, Figures 8.1.11, 8.1.12c), upward motion
through and above 1 km precedes the surface indication of the boundary by several
minutes. Pronounced upward motion occurs as the CI cell approaches, with a peak of
about 1.7 m s-1 at 2353. Substantial negative wXPR (magnitudes exceeding several m s-1)
are recorded just before and after 00 UTC; as with w915 these values are a result of air and
raindrop motions.
Thermodynamic profiles from the MPR (Figure 8.2.9) show decreasing T a few
minutes prior to the surface CBZ indication, roughly consistent with the timing of upward
w915 and wXPR, echoing some of the 30-31 August findings. Above about 2 km, this is
proceeded by a T rise, then an abrupt decrease in the minutes after 2349. Below about

255

Figure 8.2.16: Thermodynamic analysis parameters for 2100-0300 (duration of MIPS
deployment), based on 10 min average profiles of MPR temperature and relative
humidity and lifting a surface parcel. LCL (heavy black line) and LFC (thin black line)
are plotted along the left axis, and 0-3 km CAPE (solid grey line) and CIN (stippled grey
line) are plotted along the right axis. Data flagged as rain contaminated have been
removed (see Figure 8.2.5). Vertical lines indicate time of CBZ passage (2349) and
sunset (0102).

500 m, there are 2 step-like T drops in the 15 min prior to boundary passage, clearest in
the 22° C isotherm. Owing to the lessened T, RH increases immediately behind the CBZ.
Because rv variations are small, θv closely emulates the θ field in the boundary's vicinity.
Coincident with the T drop aloft after 2349, isentropes at the same heights show a distinct
rise. These vertical excursions show the boundary's parcel lifting potential, a key factor
in the initiation of the cell 15 min earlier. Near 500 m, minima in θ and θv occur at about
10 min after boundary passage and are more likely associated with evaporational cooling
due to advancing precipitation than the CBZ, corroborated by the SD and DD results' lack
of a clear rotor that would indicate a mature density current. Rain, and/or a wet MPR
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radome, can result in a warm T bias and hampered rv retrievals due to scattering and
emission effects (e.g., Figure 10 in Knupp et al. 2009). Precipitation from the CI cell
reaches the MIPS site after 0000 (see MPR rain flag and ceilometer, Figures 8.2.5 and
8.2.3, respectively); profiles from about 0005-0020 are rain contaminated. Results for a
basic thermodynamic analysis in RAOB of 10 min mean MPR profiles presented in
Figure 8.2.16 show steadily declining surface LCL and LFC heights as the boundary
approaches and a rapid increase in 0-3 km CAPE upon its arrival.
Though most prominent at ARMOR, EVAD wind profiles show a directional shift
enhancing the westerly component upon the passage of the CBZ at each radar (Figure
8.2.10). At ARMOR, the EVAD-derived 300 m convergence increases upon CBZ
passage at 0009 (though generally as a decrease in divergence), and at MAX a similar
result occurs as the CBZ moves northeast across the southern DD lobe. At first glance,
the declining convergence as the outflow approaches MAX may appear puzzling, but can
be accounted for when the 30° azimuth wedge that is blocked below 10° elevation (to
accommodate the truck cab) and local features blocking azimuths to the north (see Figure
8.2.1b-f,i) are considered. As the CBZ nears and passes MAX, portions of the feature
occupy the blocked areas, but the portions of the CBZ to the west and south are observed.
Once the boundary has "cleared" the blockage area to the north (after 0010-0015), MAX
Vr is again more representative of the local flow with the boundary nearby.
Tables 8.2.2 and 8.2.3 provide details on grid parameters and results for each 2-D
SD and 3-D DD analysis completed for the CBZ. For brevity, plots for each analysis at
each time are not shown, however the DD and SD vs. DD results shown convey the
overall findings.
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Radar

Horiz. Grid
Dimensions

CBZ
approaching
ARMOR

x: -45 to +5
y: -45 to +5

CBZ
approaching
MAX

x: -35 to +5
y: -35 to +5

Analysis
(Volume)
Time
224142
224419
224925
225202
225708
225947
230454
230733
231238
231516
232022
232259
232806
233043
233550
233827
234333
234609
235116
235352
235859
000135
000640
225114
225639
230152
230703
231224
231742
232250
232813
233331
233846

Radar
Relative
Motion
Angle
244
244
244
244
244
244
244
244
244
250
238
232
232
232
232
232
232
232
232
232
232
232
232
225
223
223
220
220
220
220
220
220
220

Max Conv.
-3 -1
[x 10 s ]

Max wSD
-1
[m s ]

200 m

400 m

200 m

400 m

#
2.46*
1.82*
1.87*
1.64*
1.24
1.21*
1.96
1.24
1.26
1.27*
1.10
1.00
1.21
1.03
0.26
0.80*
0.74
1.08
0.51
0.79*
0.48*
#
1.02*
1.59
1.24
1.18
1.65
1.23
1.10
0.87*
1.21
1.88

#
2.43*
1.78*
1.86*
1.63*
1.20
1.19*
1.92
1.21
1.20
1.23*
1.06
0.93
1.13
0.95
0.22
0.78*
0.67
1.07
0.41
0.79*
0.47*
#
1.30*
1.56
1.26
1.13
1.39
0.96
0.97
0.74*
1.31
1.76

#
0.06*
0.03*
0.01*
0.11*
0.08
0.05*
0.09
0.07
0.09
0.08*
0.08
0.09
0.19
0.12
0.07
0.03*
0.23
0.01
0.16
0.01*
0.04*
#
0.0*
0.17
0.12
0.13
0.22
0.20
0.23
0.19*
0.31
0.24

#
0.13*
0.06*
0.02*
0.17*
0.14
0.10*
0.16
0.12
0.18
0.14*
0.16
0.17
0.35
0.23
0.14
0.06*
0.44
0.01
0.30
0.02*
0.08*
#
0.0*
0.27
0.13
0.18
0.37
0.38
0.40
0.36*
0.56
0.45

Table 8.2.2: Single-Doppler vertical plane analysis parameters & results. All grids
centered on the radar and have vertical extent 0-4 km. Radar relative motion angles [°]
are azimuths from (toward) which the CBZs approach (leave) the radar, used for rotating
the coordinate system (see Chapter 6). Peak convergence and vertical motion values
associated with the CBZ are listed at the 200 m and 400 m grid heights, with * indicating
times when the CBZ is less distinct and/or shallow results (< ~2 km, mainly due to close
CBZ range or low extent in elevation scans), and # means the CBZ is not resolved clearly
enough to make a determination.
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Radar

Horiz. Grid
Dimensions

CBZ
approaching
MAX

x: -45 to +5
y: -45 to +5

CBZ
leaving
MAX

x: -5 to 30
y: -5 to 30

Analysis
(Volume)
Time

Radar
Relative
Motion
Angle

234410

220

234932
000014
000525
001045
001554
002759
003321
003833
004346
004903
005416

220
46
46
46
46
46
46
46
46
46
46

Max Conv.
-3 -1
[x 10 s ]

Max wSD
-1
[m s ]

200 m

400 m

200 m

400 m

1.77
#
0.32
0.34
0.37
0.58*
0.28
0.66*
1.24
1.19
1.37*
2.23*

1.68
#
0.29
0.29
0.37
0.55*
0.28
0.63*
1.19
1.13
1.43*
1.89*

0.16
#
0.07
0.10
0.16
0.12*
0.11
0.07*
0.06
0.06
0.04*
0.33*

0.30
#
0.13
0.19
0.30
0.22*
0.20
0.12*
0.10
0.09
0.07*
0.56*

Table 8.2.2 (cont'd): Single-Doppler vertical plane analysis parameters & results. All
grids centered on the radar and have vertical extent 0-4 km. Radar relative motion angles
[°] are azimuths from (toward) which the CBZ approaches (leaves) the radar, used for
rotating the coordinate system (see Chapter 6). Peak convergence and vertical motion
values associated with the CBZ are listed at the 200 m and 400 m grid heights, with *
indicating times when the CBZ is less distinct and/or shallow results (< ~2 km, mainly
due to close CBZ range or low elevation scans), and # means the CBZ is not resolved
clearly enough to make a determination.
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CBZ in MAX-ARMOR Southern Lobe
ARMOR
Time

MAX
Time

Horiz. Grid
Dimensions

224419
224559
225202
225114
225708
225639
225947
230152
230733
230703
231238
231224
231516
231742
42 x 40 x 4 km
232259
232250
x: -40 to +2
232806
232813
y: -30 to +10
233550
233331
233827
233846
234333
234410
235116
234932
235352
235447
235859
000014
000640
000525
CBZ in MAX-ARMOR Northern Lobe
ARMOR
Time

MAX
Time

Horiz. Grid
Dimensions

000640
000525
000917
001045
001700
001554
002950
002759
003226
003321 40 x 40 x 4 km
003732
003833
x: -20 to +20
y: 0 to +40
004515
004346
004751
004903
005534
005416
010041
005936
010318
010450
MAX-ARMOR Southern Lobe
ARMOR
MAX
Horiz. Grid
Time
Time
Dimensions
011102
011012
011607
011525
012133
012043 42 x 40 x 4 km
012641
012601
x: -40 to +2
y: -30 to +10
012918
013121
013702
013646
014208
014201

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

6.97*
3.91*
3.43
2.13*
3.47*
3.33*
3.36
3.18
4.07
2.69
2.52
1.03
2.93*
1.51
1.71*
1.63*

1.07*
0.80*
1.54
0.79
1.12
1.08
0.74
1.33
1.41
1.28
1.11
0.50
0.64
0.38*
0.80*
#

1.09*
1.19*
1.58
0.81
1.07
1.00
0.66
1.28
1.43
1.24
1.04
0.50
0.66
0.33*
0.76*
#

2.20*
1.57*
1.03
0.79
1.63*
1.42*
1.72
2.16
1.89
1.25
1.19
0.45
0.54*
0.63
0.88*
0.80*

0.64*
0.19*
0.53
0.32
0.49
0.47
0.45
0.85
0.54
0.62
0.64
0.21
0.30
0.14*
0.36*
#

0.44*
0.14*
0.44
0.31
0.48
0.43
0.48
0.98
0.43
0.62
0.74
0.21
0.25
0.05*
0.35*
#

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

2.40
1.50
2.73
2.96*
3.15*
2.52*
2.63
2.31
3.61*
#
#

0.40
0.58
0.56
0.40^
0.34^
0.45
0.84
0.45
0.40*
#
#

0.36
0.51
0.54
0.40^
0.32^
0.45
0.75
0.43
0.16*
#
#

0.95
0.80
0.98
0.70
0.55
0.60
0.50*
0.70
0.60
#
#

0.31
0.40
0.28
0.13^
0.12^
0.25
0.26
0.14
0.22*
#
#

0.47
0.51
0.28
0.07^
0.11^
0.28
0.24
0.13
0.23*
#
#

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

200 m Mean

400 m Mean

200 m Mean

400 m Mean

0.13
0.42
0.29
0.33
0.39
0.27
0.33

0.16
0.43
0.29
0.34
0.40
0.26
0.30

-0.02
0.18
0.08
0.10
0.10
0.07
0.13

-0.08
0.18
0.05
0.07
0.05
0.04
0.11

Table 8.2.3: Dual-Doppler analysis parameters and results. The grid is centered on ARMOR and
has vertical dimensions 0-4 km with 0.25 km (0.20 km) horizontal (vertical) spacing. Maximum
retrieved vertical motion (wDV) at 200 m, maximum convergence at 400 m height, and
representative spatial means along the CBZ at both heights are listed for each analysis time. Last
grouping shows spatial means in a fixed 10 km2 box to SW of MIPS. [Note: * indicates values
occurring along the edge of the domain/resolved area or along the baseline, and # means the CBZ
is not resolved clearly enough to make a determination. ^ marks times when the CBZ is resolved
a bit more broad in comparison to other times (averaging box is ~10 km2 bigger)].
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Due to limited radar return between the CBZ fineline and the parent storm, the
first DD analysis time with at least 10 km along the CBZ resolved at the 200 m AGL grid
level is 2257, shown in Figure 8.2.17. A wind shift and bands of oppositely signed ζ
mark the CBZ. Peak convergence and wDV values occur in pockets rather than elongated
structures. In the vertical plane through the 200 m wDV peak, convergence exceeds 2 x
10-3 s-1 through 2 km in a column about 1 km across, but values > 1 x 10-3 s-1 extend
across about 4 km in width. As occurs in most DD times, the ground-relative horizontal
flow behind the CBZ is faster than before it. Values of upward wDV are confined to the
lowest 1.5 km within the CBZ, and there is no evidence of a rotor feature, even in the
CBZ-relative flow, but results are confined to below 2.5 km due to a 5-tilt ARMOR scan.
Higher ARMOR elevations are available for 2307 (Figure 8.2.18), when localized
maximum of low level convergence and wDV continue to indicate moderate slabularity.
The 4 km width of convergence > 1 x 10-3 s-1 remains in the vertical sections, and behind
this column, wDV values are well stacked and approach 2 m s-1 near 1.5 km AGL. The
results continue to lack a clear rotor feature behind the leading edge of the outflow.
At 2312, 23 min prior to the CI cell's first base ARMOR echo above 30 dBZ,
Figure 8.2.19 depicts slightly more visually slabular convergence and wDV fields and
persistence of the oppositely signed ζ bands. Of particular note, upward wDV near where
the new cell initiates along the CBZ exhibits a branch extending from the peak along the
boundary behind the leading edge. The vertical sections in Figure 8.2.18e,f are centered
at the wDV peak, and show the nearly 2 km across convergence > 1 x 10-3 s-1 column
reaching to nearly 2 km AGL. Immediately behind this, the wDV updraft remains quite
upright. In the 2328 analysis (Figure 8.2.20), the branch of upward wDV extending
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a)

b)

Figure 8.2.17: DD results for the CBZ in the south MAX-ARMOR lobe at 2257. Panels (ad) each show convergence, horizontal wind (scale vector below colorbar), vorticity, and w DV,
respectively. Contour intervals are: (a, c) 0.5 x 10-3 s-1 and (d) 0.2 m s-1. Circles show radars,
and an "X" marks MIPS deployment site. Box in (a) indicates the region used for spatial
averaging (Figure 8.2.22, Table 8.2.3). Panel (e) is a vertical cross section taken along the
black line shown in (d); black (grey) contours show wDV (convergence) and winds across the
CBZ with a 0.4 m s-1 (1 x 10-3 s-1) interval. Panel (f) is the same as (e), except the vectors
show flow with the CBZ motion removed.

262

c)

d)

Figure 8.2.17 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2257.
Panels (a-d) each show convergence, horizontal wind (scale vector below colorbar), vorticity,
and wDV, respectively. Contour intervals are: (a, c) 0.5 x 10-3 s-1 and (d) 0.2 m s-1. Circles
show radars, and an "X" marks MIPS deployment site. Box in (a) indicates the region used
for spatial averaging (Figure 8.2.22, Table 8.2.3). Panel (e) is a vertical cross section taken
along the black line shown in (d); black (grey) contours show wDV (convergence) and winds
across the CBZ with a 0.4 m s-1 (1 x 10-3 s-1) interval. Panel (f) is the same as (e), except the
vectors show flow with the CBZ motion removed.
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e)

f)

Figure 8.2.17 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2257.
Panels (a-d) each show convergence, horizontal wind (scale vector below colorbar),
vorticity, and wDV, respectively. Contour intervals are: (a, c) 0.5 x 10-3 s-1 and (d) 0.2 m
s-1. Circles show radars, and an "X" marks MIPS deployment site. Box in (a) indicates
the region used for spatial averaging (Figure 8.2.22, Table 8.2.3). Panel (e) is a vertical
cross section taken along the black line shown in (d); black (grey) contours show wDV
(convergence) and winds across the CBZ with a 0.4 m s-1 (1 x 10-3 s-1) interval. Panel (f)
is the same as (e), except the vectors show flow with the CBZ motion removed.
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a)

b)

Figure 8.2.18: DD results for the CBZ in the south MAX-ARMOR lobe at 2307, panels
as in Figure 8.2.17a, d, e, and f, respectively. Black line in (b) locates the vertical
sections.
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c)

d)

Figure 8.2.18 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2307,
panels as in Figure 8.2.17a, d, e, and f, respectively. Black line in (b) locates the vertical
sections.
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a)

b)

Figure 8.2.19: DD results for the CBZ in the south MAX-ARMOR lobe at 2312. Each
panel as in Figure 8.2.17.
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c)

d)

Figure 8.2.19 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2312.
Each panel as in Figure 8.2.17.

268

e)

f)

Figure 8.2.19 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2312.
Each panel as in Figure 8.2.17.

269

a)

b)

Figure 8.2.20: DD results for the CBZ in the south MAX-ARMOR lobe at 2328. Panels
as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in (e,f);
white line in (d) locates the ARMOR SD plane shown in Figure 8.2.24a.
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c)

d)

Figure 8.2.20 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2328.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in
(e,f); white line in (d) locates the ARMOR SD plane shown in Figure 8.2.24a.
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e)

f)

Figure 8.2.20 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2328.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in
(e,f); white line in (d) locates the ARMOR SD plane shown in Figure 8.2.24a.
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behind the CBZ at 200 m AGL has a generally smaller magnitude and more elongated
shape. The convergence field, still positive along the length of the boundary, displays
more slabularity across the CBZ, along the cross-boundary wDV feature, than along the
boundary itself. Cross-CBZ bands of oppositely signed ζ straddle the convergence
signature. In the vertical plane through the wDV maximum at about the intersection of the
CBZ and cross-boundary feature (Figure 8.2.20e,f, along black line in Figure 8.2.20d),
convergence > 1 x 10-3 s-1 persists in the lowest 2 km. Peak wDV values, about half the
magnitude as at 2312, are now situated along the leading edge of the convergence
enhancement.
Figure 8.2.21 shows the new cell at 2338 (this DD time is shown in favor of 2335
due to less time between volume scans, see Table 8.2.3). While the coherence of wDV
and convergence along the boundary at 200 m has improved since 2328, the cross-CBZ
feature remains evident in each kinematic field. A closed 1 x 10-3 s-1 convergence
contour is located at the cell's peak ARMOR Z, coincident with a kink in the wDV field.
Northwest of the cell, convergence at the CBZ exceeds 1 x 10-3 s-1 through 2 km height
across about 4 km (Figure 8.2.21e,f). Peak wDV (nearly 1.5 m s-1) occurs at about 1.5 km,
centered above the strongest convergence. A second wDV peak, similar in magnitude and
height, occurs ahead of the CBZ's convergence signature. In the vertical plane through
the wDV peak nearest the new cell (Figure 8.2.21g,h), similar wDV structure is seen: a peak
of nearly 2 m s-1 is roughly centered above the low level convergence maximum and a
second, stronger peak is ahead of the line, though the latter occurs near the baseline. A
third region of elevated wDV at about 2.5 km height behind the boundary is associated
with the cross-CBZ feature. It is again noteworthy that results in neither plane portray a
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distinct rotor within the leading portion of the boundary, though the CBZ-relative flow
suggests a modest circulation feature several km behind the convergence signature.
By 2343, base Z for the CI cell from KHTX (85+ km away) exceeds 50 dBZ. The
photo in Figure 8.2.2a was taken at MIPS near this time. Couplets in the 200 m AGL
convergence and wDV occur in the vicinity of the cell (Figure 8.2.22). These fields are
enhanced along the CBZ, though largest values are found in pockets, suggesting
moderate slabularity at best. The ζ field shows a better alignment along the fineline.
Vertically, at the wDV peak, strongest upward motion is generally centered above the low
level convergence maximum, but magnitudes are less than half that seen at previous
times. As the cell grows in east-west extent and the CBZ approaches the baseline, south
lobe DD syntheses at 2351 and later only resolve the part of the CBZ immediately
southeast of the cell, and indicate moderately slabular convergence and wDV fields.
Means of convergence and wDV along the boundary at 200 m and 400 m AGL in
the southern DD lobe are shown in Figure 8.2.23. These values are computed as spatial
averages within a set box that moves with the propagating CBZ (about 24 km2, usually
8 km x 3 km, though occasionally a slightly larger or smaller box is used to obtain a
representative mean, see Table 8.2.3). As in the 30-31 August case, some DD times
show a temporary convergence increase, but the overall trend in the S lobe analyses does
not show a general increase. However, there is a trend of increasing mean wDV prior to
the CI event, which may imply that the convergence through a deeper layer (or at a
higher height) than shown in Figure 8.2.23 may occur. Further, in the times leading up to
the initiation of the new cell (30+ dBZ in base ARMOR Z occurs at 2335), a sustained
increase in the spatially averaged convergence occurs, coincident with a shorter-lived
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a)

b)

Figure 8.2.21: DD results for the CBZ in the south MAX-ARMOR lobe at 2338. Panels
as in Figure 8.1.17. Northernmost black line in (d) locates the vertical cross section
shown in (e,f), southernmost black line in (d) locates the vertical plane in (g,h); whit line
in (d) locates the MAX SD plane shown in Figure 8.2.23b.

275

c)

d)

Figure 8.2.21 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2338.
Panels as in Figure 8.1.17. Northernmost black line in (d) locates the vertical cross
section shown in (e,f), southernmost black line in (d) locates the vertical plane in (g,h);
whit line in (d) locates the MAX SD plane shown in Figure 8.2.23b.
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e)

f)

Figure 8.2.21 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2338.
Panels as in Figure 8.1.17. Northernmost black line in (d) locates the vertical cross
section shown in (e,f), southernmost black line in (d) locates the vertical plane in (g,h);
whit line in (d) locates the MAX SD plane shown in Figure 8.2.23b.
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g)

h)

Figure 8.2.21 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2338.
Panels as in Figure 8.1.17. Northernmost black line in (d) locates the vertical cross
section shown in (e,f), southernmost black line in (d) locates the vertical plane in (g,h);
whit line in (d) locates the MAX SD plane shown in Figure 8.2.23b.
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a)

b)

Figure 8.2.22: DD results for the CBZ in the south MAX-ARMOR lobe at 2343. Panels
as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in (e,f).
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c)

d)

Figure 8.2.22 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2343.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in
(e,f).
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e)

f)

Figure 8.2.22 (cont'd): DD results for the CBZ in the south MAX-ARMOR lobe at 2343.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in
(e,f).
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Figure 8.2.23: Spatially averaged values of convergence (thick lines) and wDV (thin
lines) for each DD analysis time in south MAX-ARMOR lobe for the CBZ at the 200 m
(black) and 400 m (grey) grid levels. Vertical black line indicates when 30+ dBZ
associated with the new cell is first seen in the base ARMOR scan.

wDV jump. From 2315 to 2328, Table 8.2.3 and Figure 8.2.23 show mean convergence
along the boundary increases over 90% (116%) increase at 200 m (400 m).
Because the CI event occurs during the AET (2202-0302 for this day), it is
plausible that the transition-related convergence enhancement identified in Chapter 7
plays a role in this increase, but the DD results also show the development of a crossboundary feature, extending behind the CBZ at about the point where the cell forms.
While the AET effect is one factor, the intersection of the main CBZ with an apparent
local, cross-boundary convergence feature appears to have contributed to the CI in this
case. Also, the fact that this outflow was fairly young during its foray through the
southern DD lobe further supports the notion that its evolution may be less impacted by
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AET effects, though simulations of incipient gravity currents through the AET support
the application of H2 to these types of CBZs (Chapter 9).
Example comparisons between the 2-D SD and 3-D DD vertical motion retrievals
are given in Figure 8.2.24. Values of wSD are typically within ±1 m s-1 of wDV; this is the
case for most of the analysis times. The greatest wSD - wDV differences occur just behind
the fineline and above 2 km, near the parent convection (Figure 8.2.24b is along the white
line in Figure 8.2.21d). At some analysis times, differences exceed 1 m s-1 at the edge of
the resolved DD area, near the baseline, or very close to the radar(s). In well resolved
areas near the CBZ, wSD and wDV are not grossly different (within ±1 m s-1), showing the
2-D assumption for SD analysis is reasonable to a first order, though the along- (and even
cross-) line variations revealed by the DD results show the boundary is quite complex.
As the boundary progresses through the northern DD lobe, Figures 8.2.25-8.2.27
show enhanced 200 m convergence and wDV, a broad area of positive ζ, and a horizontal
wind shift from southerly to southwesterly along the CBZ. Coherence of convergence
and wDV contours increases with time; later times contain more elongated shapes,
suggesting increased slabularity (e.g. wDV at 2307 and 0048, Figure 8.2.18b and 8.2.27d,
respectively). The boundary becomes more 2-D with time: later analysis times show
smaller maximum values, but less along-line variability, meaning that, as time goes on,
the vertical motion at any point along the CBZ becomes more representative of the mean
vertical motion. This qualitatively supports H3, and indeed, the photo in Figure 8.2.2b
documents the high visual slabularity of the cloud line to the NE of MIPS.
Vertical sections through the most prominent 200 m wDV peak (panels (e,f) in
Figures 8.2.25-8.2.27), show maximum vertical motion is typically centered at about
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a)

b)

Figure 8.2.24: SD vs. DD comparison for the CBZ in south MAX-ARMOR lobe, (a)
ARMOR SD vs. DD results at 2328, (b) MAX SD vs. DD results at 2338. The planes are
along the white lines indicated in Figures 8.2.20d and 8.2.21d, respectively. Vectors and
red contours (convergence, 1 x 10-3 s-1 interval, negative values dashed) are DD results in
the SD analysis plane; grey contours are reflectivity (from ARMOR, 2 dBZ interval,
thick lines for 0, ±10 dBZ). Shading indicates difference in vertical motion retrievals
(colorbar). Positive differences (reds) indicate wSD > wDV, while negative (blues) mean
wDV > wSD.
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a)

b)

Figure 8.2.25: DD results for the CBZ in the north MAX-ARMOR lobe at 0009. Panels
as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in (e,f).
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c)

d)

Figure 8.2.25 (cont'd): DD results for the CBZ in the north MAX-ARMOR lobe at 0009.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in
(e,f).
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e)

f)

Figure 8.2.25 (cont'd): DD results for the CBZ in the north MAX-ARMOR lobe at 0009.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in
(e,f).
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a)

b)

Figure 8.2.26: DD results for the CBZ in the north MAX-ARMOR lobe at 0037. Panels
as in Figure 8.1.17.
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c)

d)

Figure 8.2.26 (cont'd): DD results for the CBZ in the north MAX-ARMOR lobe at 0037.
Panels as in Figure 8.1.17.
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e)

f)

Figure 8.2.26 (cont'd): DD results for the CBZ in the north MAX-ARMOR lobe at 0037.
Panels as in Figure 8.1.17.
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a)

b)

Figure 8.2.27: DD results for the CBZ in the north MAX-ARMOR lobe at 0048. Panels
as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in (e, f).
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c)

d)

Figure 8.2.27 (cont'd): DD results for the CBZ in the north MAX-ARMOR lobe at 0048.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in (e,
f).
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e)

f)

Figure 8.2.27 (cont'd): DD results for the CBZ in the north MAX-ARMOR lobe at 0048.
Panels as in Figure 8.1.17. Black line in (d) locates the vertical cross section shown in (e,
f).
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Figure 8.2.28: Spatially averaged values of convergence (thick lines) and wDV (thin
lines) for each DD analysis time in north MAX-ARMOR lobe for the CBZ at the 200 m
(black) and 400 m (grey) grid levels.

1.7 km AGL, above and slightly ahead of the low level convergence peak. Similar to
earlier times, the flow in the vertical planes shows an increase in ground-relative
horizontal winds behind the CBZ at nearly all resolved heights and does not support the
presence of a rotor feature, even in a CBZ-relative view. The persistent lack of such a
signature in every DD and SD analysis implies a departure of this outflow from typical
density current characteristics.
Spatial means of convergence and wDV along the CBZ in the northern DD lobe
shown in Figure 8.2.28 depict a decreasing trend between about 0010-0032. After this, a
modest increase occurs, followed by a spike in convergence at 0045. The spike is shortlived and considered with caution, but the previous and following times show similar
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values that corroborate the modest enhancement. Neglecting the last DD time due to the
boundary's proximity to the edge of resolved fields, the CBZ displays about the same
mean convergence when it is last well resolved as it does about 40 min earlier. This
interval is within 1 h of sunset (0102), significant in light of the Chapter 7 results
showing that on clear air days the final vertically coherent (through 800-900 m)
convective eddy tends to occur about 1 h before sunset. The lack of a persistent
convergence increase above the surface layer through the AET time frame for this case
overall does not strictly support the hypothesis that convergence along an existing CBZ
will increase during the transition, but interim enhancements are clear, most importantly
in the several minutes prior to the new cell's formation (Figure 8.2.23). However, the
lack of a persistent convergence decrease within the hour before sunset may imply that
the transition can support the maintenance of existing convergent elements, similar to
findings noted for the early DD times for CBZ2 on 30-31 August (Section 8.1.3, Figure
8.1.35), and supports the minimum criteria of H2.

8.2.4

Post-CBZ and late AET convective signal
After the CI cell passes the MIPS site, surface T fails to recover its pre-CBZ

values (Figure 8.2.5b). Alternating upward and downward motions, clearest in w915 to
about 0040 (Figure 8.2.6d), occur immediately behind the cell and above about 500 m,
suggesting the presence of possible gravity waves. Near 0130, the 200-300 m 915
horizontal winds (Figure 8.2.7) show up to a 2.5 m s-1 increase, generally consistent with
the amount and height of the wind magnitude increase characterizing the clear air AET
found in Chapter 7. Wind speeds at 200-300 m then decrease slightly, but show a further

295

increase after about 1.5 h post-sunset, a pattern not unlike the composite of summer cases
in the clear-air portion of this study (Figure 7.15c). Visual changes in the cloud field
were marked by a transition from fairly shallow stratocumulus to more vertically
extensive cumuli, presenting a more castellanus to cumulus mediocris (at about 0118,
Figure 8.2.2c) followed by congestus character. With this context, the enhanced w915
about 30 min after sunset detailed in Figure 8.2.29a is notable. Between 0129-0142, w915
up to 2 m s-1 occurs near 1 km. Following this, a sustained period of deeper upward w915
occurs through nearly 0200. Height and timing of the initial enhancement corresponds
well to the ceilometer record of modest cloud near 0130 (annotation in Figure 8.2.3).
This enhancement is less clear in wXPR: an initial upward motion increase occurs near the
surface at about 0110, then nearly 2 m s-1 wXPR at 0131 (Figure 8.2.29c) corresponds well

a)

Figure 8.2.29: (a) 915 vertical motion for 0110-0210 with grey contours at at 0, ±1, ±2,
±5, and ±10 m s-1. Times have been corrected to remove a 2 min offset from those shown
in Figure 8.2.6. XPR b) reflectivity (dBZ) c) vertical motion (m s-1), and d) spectrum
width for 0103-0133.
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b)

c)

d)

Figure 8.2.29 (cont'd): (a) 915 vertical motion for 0110-0210 with grey contours at at 0,
±1, ±2, ±5, and ±10 m s-1. Times have been corrected to remove a 2 min offset from
those shown in Figure 8.2.6. XPR b) reflectivity (dBZ) c) vertical motion (m s-1), and d)
spectrum width for 0103-0133.
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with the start of enhanced w915. A sounding launched from the MIPS site at 0130
indicates a saturated environment to about 3 km AGL, discussed further below. The XPR
spectrum width at 600 m, 2 min earlier, is fairly high, but elsewhere widths are broadly
consistent and relatively low below about 800 m, suggesting the wXPR enhancements at
0110 and 0131 occur more as a general property of the flow and are less likely caused by
turbulent variations in the sample volume. Unfortunately, technical problems caused the
XPR to cease data collection at 0133. These vertical and horizontal flow perturbations
are also associated with a modest relative minimum in the surface pressure (Figure 8.2.4),
not unlike that which occurs with a gravity wave.
Several DD syntheses are completed during this period (Table 8.2.3, Figure
8.2.30). For these analyses, rather than having the spatial averaging box follow along a
specific feature, a stationary 10 km2 box was used. The photo in Figure 8.2.2c looks to
the east-southeast, but because the DD baseline is near that area, the box is placed to the
west-southwest of MIPS, as shown in the convergence panels. Following an abrupt
increase between the first two analysis times, Figure 8.2.31 shows the trend in the spatial
means of convergence and wDV is rather flat. The lack of a prominent convergence
decrease at this set location echoes the results for the CBZ traversing the northern DD
lobe, with values roughly 0.1-0.15 x 10-3 s-1 less; mean wDV values are also fairly steady.
After the CI cell passes MIPS, MPR derived N values (Figure 8.2.9a,d) show
stability increases near the surface, but decreases above about 800 m starting about 20
min prior to sunset. An N2 < 0 area develops near 1 km by 0115, corresponding very
well to the timing of visual and ceilometer observations of vertical cloud augmentation.
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a)

b)

Figure 8.2.30: DD results for later times in the south MAX-ARMOR lobe for (a-d) 0121
and (e-h) 0142. Panels as in Figure 8.2.16. Boxes in (a, d, e, h) indicate the region used
for spatial averaging (Figure 8.2.32, Table 8.2.3).
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c)

d)

Figure 8.2.30 (cont'd): DD results for later times in the south MAX-ARMOR lobe for (ad) 0121 and (e-h) 0142. Panels as in Figure 8.2.16. Boxes in (a, d, e, h) indicate the
region used for spatial averaging (Figure 8.2.32, Table 8.2.3).
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e)

f)

Figure 8.2.30 (cont'd): DD results for later times in the south MAX-ARMOR lobe for (ad) 0121 and (e-h) 0142. Panels as in Figure 8.2.16. Boxes in (a, d, e, h) indicate the
region used for spatial averaging (Figure 8.2.32, Table 8.2.3).
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g)

h)

Figure 8.2.30 (cont'd): DD results for later times in the south MAX-ARMOR lobe for (ad) 0121 and (e-h) 0142. Panels as in Figure 8.2.16. Boxes in (a, d, e, h) indicate the
region used for spatial averaging (Figure 8.2.32, Table 8.2.3).
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Figure 8.2.31: Spatially averaged values of convergence (thick lines) and wDV (thin
lines) for each DD analysis time in south MAX-ARMOR lobe (stationary box shown in
Fig. 8.2.31) at the 200 m (black) and 400 m (grey) grid levels.

The MPR profile analysis in Figure 8.2.16 shows declining LFC heights and modest, but
increasing, 0-3 km CAPE at this time.
Figure 8.2.32 presents the second sounding, launched near 0130, in with a much
shallower layer of mainly southerly winds (lowest 300 m) above which veering to
westerlies occurs. A very shallow surface based inversion, not clear from the MPR,
contributes to increased surface based CIN (Table 8.2.4). Temperatures show saturation
through about 700 mb and substantial cooling at 850-700 mb compared to the 2330
sounding (Figure 8.2.32 vs 8.2.11), corroborating the elevated destabilization evident in
the MPR N trends. Changes in the basic sounding parameters indicate that the later AET
environment is more favorable for convection for ML parcels: the LCL (LFC) height is
reduced by about 840 m (nearly 270 m), 0-3 km CAPE increases by 123 J kg-1, and CIN
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a)

b)

Figure 8.2.32: Sounding launched from the MIPS site at about 0130, shown with paths
lifting a surface (a) and ML (b, lowest 100 mb) parcel.

304

Parcel
Lifted
SFC
ML (lowest
100 mb)

Sounding
Launch Time
2330
0130
2330
0130

LCL [m]

LFC [m]

1373
209
1050
742

1373
1405
1244
976

0-3 km CAPE
[J kg-1]
101
91
68
191

CIN [J kg-1]
0
-104
-8
-9

Table 8.2.4: Basic analysis parameters for the MIPS soundings given in Figures 8.2.11
and 8.2.32.
only marginally increases. Ceilometer observed cloud base (~2 km) exceeds the late
sounding ML LCLs, suggesting parcels originate slightly above the lowest 100 mb layer
and/or undergo entrainment as they ascend. Development of the cloud field and the
decreased stability aloft indicate for this late AET case, the transition supports an
enhancement to the vertical development of convective elements (the clouds)

8.2.5

Summary for 9-10 July 2013
An outflow boundary generated by diurnal summer convection propagated across

the ABIDE network during the AET, with MIPS, MAX, and M3V deployed. While in
the MAX-ARMOR DD region, this CBZ initiated a new storm about 1.5 h before sunset,
roughly 6.5 km west of the MIPS site. Near sunset, a second convective signal was
observed as the cloud field at MIPS developed vertically. Kinematic profiles depict
modest upward motion through the BL several minutes prior to the surface CBZ
indication, similar to findings noted in the previous case.
Dual-Doppler retrievals suggest that while the mean convergence above the
surface layer (400 m level) increases 116% immediately before the new cell is visible on
radar, the interaction of an apparent cross-boundary feature with the CBZ (not unlike
entities described by Weckwerth et al. 2008) appears to have contributed to the AET CI.
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Within the context of their conclusions (and those of Xue and Martin 2006 for the same
IHOP case), it is postulated that the AET process enhanced the likelihood of CI along the
boundary, but the more localized, cross-boundary feature probably provided the actual
trigger for the new cell. While there is no general increase in the convergence associated
with the CBZ at 200 or 400 m (but wDV does show an increase in the earlier DD times,
e.g. Figure 8.2.23, perhaps suggesting a convergence increase at deeper heights than
those considered here), the lack of a prominent decrease, especially in the northern DD
lobe, is noteworthy, and suggests that the transition can support the maintenance of
existing convergent elements (in line with H2, and similar to the CBZ1 results in the 3031 August case). Kinematic structures in the DD results along the CBZ in the northern
lobe depict smaller peak convergence and wDV values, but more slabularity in these fields.
This, the visual appearance of the cloud line (Figure 8.2.2b), and transition of the new
cell's Z echo to a more linear shape with time (Figure 8.2.1j-k), lend support for H3.
Vertical motions retrieved from the SD and DD methods (wSD and wDV) are typically
within ±1 m s-1 for areas resolved well near the boundary, with larger discrepancies occur
within areas of precipitation and at the edges of what the analyses can resolve, similar to
findings for the previous case. As the boundary becomes more slabular with time, the 2D assumption becomes more applicable, but is less true for earlier times when the
boundary's structure is more complex.
Regarding the late AET visual convective signal, DD results show steady spatial
means of convergence and wDV just above the surface layer. Sounding analysis from the
MPR and two radiosondes released from the MIPS site document a destabilization in
transitioning environment modestly supportive for convection. Through the impact of
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this effect is not evident in the radar Z field, these results indicate in this case the AET
enhances the vertical development of convective elements, evident in the augmented
character of the cloud field.

8.3

19-20 July 2013
By early afternoon on 19 July 2013, some deep convective activity had developed

along the northern Gulf coast in association with an upper level disturbance, but high
pressure dominated over Huntsville and extending across the rest of the southeast US.
With little large scale support, afternoon convection in the observation network would be
due to diurnal and/or local forcings. Generally southerly low level flow transported
moisture into the study region during the afternoon, prompting ABIDE operations. MIPS
stayed at the UAH campus location ("C" in Figure 4.1), the XPR began data collection at
2115, and a MIPS sounding was launched at 00 UTC. The DWL was not operational for
this day, and ARMOR was down due to technical issues. MAX was deployed to a
contingency site near ARMOR, 3 km west of "A" in Figure 4.1, and the archived RSA
data (in default 13 tilt mode, Table 4.2) were available. Table 8.3.1 lists the MAX
volume scanning patterns. The M3V also operated for this event, but its observations are
not included here as it did not fully sample the CBZ of interest. Sunset occurred at 0058
(7:58 pm LT), meaning the 5 h general AET interval was 2158-0258.

Platform

Update Time
~5 min 20 s

MAX

~5 min 50 s
~2 min 40 s

Volume Scanning Sequence
0.6, 1.1, 1.6, 2.3, 3.0, 3.7, 4.4, 5.1, 6.0, 7.0, 8.0, 10.0, 15.0
0.6, 1.1, 1.6, 2.3, 3.0, 3.7, 4.4, 5.1, 6.0, 7.0, 8.0, 10.0,
15.0, 18.0, 21.0
0.6, 1.1, 1.7, 2.3, 3.1, 3.7, 4.4, 5.1

Table 8.3.1: Volume scanning patterns used by the MAX radar for 19-20 July 2013.
First sequence (13 tilts) ran for 2059-2215, the second pattern (15 tilts) was used for
2223-0222, and the last volume (0228) used the 8 tilt list.
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a) 2119

2119

b) 2235

2235

c) 2246

2246

Figure 8.3.1: Series of raw radar reflectivity (left) and radial velocity (right) at UTC
times indicated for 19-20 July 2013. Panels (a, b, h) are at 0.5° elevation from KHTX,
and (c-g, i) are at 1.7° elevation from MAX. All Z panels use the scale to left in (a, b); all
Vr panels use the scale to left in (c).
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d) 2353

2353

e) 0033

0033

f) 0108

0108

Figure 8.3.1 (cont'd): Series of raw radar reflectivity (left) and radial velocity (right) at
UTC times indicated for 19-20 July 2013. Panels (a, b, h) are at 0.5° elevation from
KHTX, and (c-g, i) are at 1.7° elevation from MAX. All Z panels use the scale to left in
(a, b); all Vr panels use the scale to left in (c).
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g) 0131

0131

h) 0219

0219

i) 0228

0228

Figure 8.3.1 (cont'd): Series of raw radar reflectivity (left) and radial velocity (right) at
UTC times indicated for 19-20 July 2013. Panels (a, b, h) are at 0.5° elevation from
KHTX, and (c-g, i) are at 1.7° elevation from MAX. All Z panels use the scale to left in
(a, b); all Vr panels use the scale to left in (c).
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Scattered, modest cumulus developed across the network by mid-afternoon and
became linearly organized by about 2235 (5:30 pm LT, Figure 8.3.1a, b; 8.3.2a). The
cloud line to the northeast of MIPS showed more vertical development (compared to the
clouds west of MIPS, Figure 8.3.2a vs. 8.3.2b) at this time, and radar indicates CI along
this cloud line by about 2245 (i.e., 30+ dBZ at 0.7° from MAX), near the AL/TN state
line and beyond the DD coverage. The cell developed a north-south linear axis,
presumably along a convergence line or mesoscale feature (Figure 8.3.1c,d). Other
storms, initiated south of the DD lobes, traveled north towards the network during this
time (Figure 8.3.1c). As this southern convection progressed into the southern DD lobe,
it developed more rapidly and increased in aerial extent, especially after about 2345
(Figure 8.3.1e). Visually, an extensive cumulus line spread west and east from the
southern cell (Figure 8.3.2c, d) as it moved north, generally with the low level flow.
After 0050, this initial southern cell dissipates quickly, but a smaller cell is initiated to its
north, 11 km southeast of MAX (Figure 8.3.1f), presumably along an outflow from the
original southern cell, though MAX personnel noted a lack of a visual CBZ - they did not
see the boundary approaching as the small cell formed near 0100. The Z for this new cell
reached 20 dBZ at 1.7° at MAX at 0056, and 30 dBZ at 1.7° (0.5°) at MAX (KHTX) by
0108 (0103), but the small storm dissipated by the time it crossed the MAX-RSA
baseline near 0145. With this cell's demise, it seems the precipitation activity for the day
is over as evening continues, however, this is not the area's last storm of the day.
The first echo of a new storm appears east of MIPS at about 0120 in the MAX
data, near the Hampton Cove community. The Z first exceeds 20 dBZ at 1.7° (0.5°) at
MAX (KHTX) at 0125 (0126) and 30 dBZ at MAX (KHTX) at 0131 (0132), within half
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a)

b)

c)

d)

Figure 8.3.2: Photographs taken at the MIPS site ("C" in Figure 4.1) on 19-20 July 2013:
a) looking W at 2235, b) looking NE at 2235, c) looking S at 0035, and c) looking SE to
SW at 0057.
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an hour of sunset (Figure 8.3.1g). By 0207, multiple cells had formed along a westsouthwest to east-northeast axis and merged to a line of 40+ dBZ by 0219, as shown in
Figure 8.3.1h (KHTX is shown in favor of MAX here because of second trip return at
MAX due to another cell in eastern Jackson County). Figure 8.3.1i shows the final
volume scan from MAX, 0228, with the Hampton Cove storm still precipitating over
eastern Madison County. Base elevation KHTX data indicate this storm continued north
into TN and contained 40+ dBZ echo through at least 0400 (11 pm LT).
While the most impressive AET CI event here occurred just outside the eastern
edge of the MAX-RSA DD lobes, evidence for its apparent cause exists in the MIPS
observations. An obvious boundary passage occurred at about 0145 with the arrival of
clouds in the ceilometer backscatter, enhancements in w915 and wXPR, increased wind
speeds, and an abrupt rv increase through 2 km AGL. This CBZ, evident as a modest Vr
gradient in the radar data (e.g. MAX at 0131, Figure 8.3.1g), has the most ambiguous
radar presentation of all the boundaries discussed in this chapter, lacking a distinct Z
fineline and showing a relatively broad Vr gradient. With little large scale forcing and
the demise of the diurnally driven convection, this CBZ is the culprit that triggered the
Hampton Cove storm in the AET time frame.

8.3.1

Late CBL and early in the AET period
Scattered clouds in late afternoon became more linearly organized, mainly on the

west side of the MAX-RSA DD network, with radar presentation not unlike that of HCRs
(Figure 8.3.1b). At the MIPS campus site, ceilometer backscatter (Figure 8.3.3) and the
surface solar radiation curve (Figure 8.3.4a) show clear skies after 2130. Surface T and
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Td traces typify well mixed summer afternoon values about this time and a light
(~2.5 m s-1), fairly steady southerly to southwesterly surface wind is recorded.
Figure 8.3.5 shows profiles from the 915 indicate strong thermal activity from
2000 through about 2330 UTC. The vigor of these CBL eddies decreases somewhat by
about 2130 with w915 values within about ±2 m s-1 and the spectrum width revealing a
less turbulent boundary layer after this time. Consensus horizontal wind profiles, shown
in Figure 8.3.6, depict southerly to southwesterly flow though about 1400 m AGL, with
more southerly components above. The XPR (Figure 8.3.7) is consistent with this well
mixed late CBL, showing strongest thermals with wXPR approaching ±2 m s-1. In the first
~2 h of the general sunset - 3/+2 h AET time frame (2158-2358), the depth and intensity
of the CBL mixing diminishes, with steadier w915 and wXPR evident by about 0000, and
the 915 shows increased horizontal wind magnitudes above 200 m. This initial AET
wind increase does not occur in the surface observations, and is indicative of decaying
vertical momentum transport as the surface heat flux wanes.

Figure 8.3.3: MIPS ceilometer backscatter for 21-04 UTC up to 4 km AGL. Vertical
lines indicate sunset (0058) and CBZ passage (0145).
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a)

b)

c)

d)

Figure 8.3.4: Surface observations (5 s) from the MIPS campus berm for 21-04 UTC a)
pressure and solar radiation, b) temperatures at various height, c) 5 s 10 m wind speed
with 5 min mean overlaid, d) wind direction. Vertical lines indicate sunset (0058) and
CBZ passage (0145).
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m s-1

m s-1

c)

dB

Figure 8.3.5: 915 SNR (a, dB), vertical motion (b, m s-1), and spectrum width (c, m s-1)
at the MIPS campus site for 20-04 UTC. Vertical lines indicate sunset (0058) and CBZ
passage (0145).
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a)

b)

Figure 8.3.6: (a) 5 min and (b) 10 min NIMA consensus 915 horizontal wind profiles for
2200-0430 UTC. Vertical lines indicate sunset (0058) and CBZ passage (0145).
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Figure 8.3.7: MIPS XPR reflectivity (a, dBZ) and vertical velocity (b, m s-1) for 2130-0430 UTC. Vertical lines indicate
sunset (0058) and CBZ passage (0145).

a)

b)

Figure 8.3.8: EVAD-derived (8 km radius) horizontal winds (wind barbs plotted with
station end at the grid point) and 300 m AGL convergence (black squares plotted with the
scale shown by the right y-axis) from a) MAX and b) RSA. Vertical lines indicate sunset
(0058) and the approximate time of CBZ passage at each radar (about 0115 at MAX and
0110 at RSA).
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Wind profiles derived with 8 km radius EVAD analyses at MAX and RSA, given
in Figure 8.3.8, do not display as prominent an increase as shown in the 915 observations.
The EVAD-derived 300 m AGL horizontal wind convergence at both radars shows a
generally flat trend through the early part of the AET. After about 2330, these values
rapidly decrease at both radar sites, indicating meso-γ scale divergence in the pre-CBZ
environment. This decrease is contrary to the characterization findings (Chapter 7), but
the persistence of late CBL values to nearly 1 h before sunset is notable.
Thermodynamic measurements from the MPR show the effects of decaying CBL
mixing most clearly from about 2300-0000 (Figure 8.3.9). Temperature in the lowest
several hundred meters begins a slow decrease that is more obvious at the surface, and
indeed the campus berm surface data show this as well with the T2 - T10 difference
declining most after about 2330 (Figure 8.3.4b). Modest drying in the layer about 2001500 m AGL after about 2300 is shown in the MPR RH and rv records, while near the
surface rv values show a slight increase. The latter is also consistent with an increase in
the surface Td. Stability (as N, Figure 8.3.9a, d) peaks in the layer about 400-700 m ,
where N > 0.35 s-1, and through nearly 2 km AGL N values and surface parcel LCL
heights remain about the same to nearly 0000, when a sonde was launched from the
MIPS campus site. Figure 8.3.10 presents this sounding, which shows a superadiabatic
surface layer and conditional instability through the late CBL to nearly 700 mb. Basic
analysis values for surface and ML (lowest 100 mb) parcels listed in Table 8.3.2 highlight
that while this environment is not an impressive one for convective development, there
was lingering instability at about 1 h before sunset, albeit with some CIN for ML parcels.
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a)

b)

Figure 8.3.9: MIPS MPR: Time-heights of (a) Temperature, (b) relative humidity, (c)
mixing ratio, (d) potential temperature, (e) virtual potential temperature, and surface
values of (f) pressure (black, left axis) and IR temperature (grey, right axis) and (g)
integrated water vapor (black, left axis) and integrated liquid water (grey, right axis). In
(a) and (d), grey line indicates LCL height of a surface parcel, white contour show N (0.1
s-1 interval), and grey shading shows areas of negative N2. Vertical lines indicate sunset
(0058) and CBZ passage (0145).
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c)

d)

Figure 8.3.9 (cont'd): MIPS MPR: Time-heights of (a) Temperature, (b) relative
humidity, (c) mixing ratio, (d) potential temperature, (e) virtual potential temperature,
and surface values of (f) pressure (black, left axis) and IR temperature (grey, right axis)
and (g) integrated water vapor (black, left axis) and integrated liquid water (grey, right
axis). In (a) and (d), grey line indicates LCL height of a surface parcel, white contour
show N (0.1 s-1 interval), and grey shading shows areas of negative N2. Vertical lines
indicate sunset (0058) and CBZ passage (0145).
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e)

f)

g)

Figure 8.3.9 (cont'd): MIPS MPR: Time-heights of (a) Temperature, (b) relative
humidity, (c) mixing ratio, (d) potential temperature, (e) virtual potential temperature,
and surface values of (f) pressure (black, left axis) and IR temperature (grey, right axis)
and (g) integrated water vapor (black, left axis) and integrated liquid water (grey, right
axis). In (a) and (d), grey line indicates LCL height of a surface parcel, white contour
show N (0.1 s-1 interval), and grey shading shows areas of negative N2. Vertical lines
indicate sunset (0058) and CBZ passage (0145).
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a)

b)

Figure 8.3.10: Sounding launched from MIPS at about 0000, shown with paths lifting a
surface (a) and ML (b, lowest 100 mb) parcel.
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Parcel
Lifted

LCL [m]

LFC [m]

0-3 km CAPE
[J kg-1]

CIN [J kg-1]

SFC

1715

1715

84

0

ML (lowest
100 mb)

1356

1668

43

-20

Table 8.3.2: Basic thermodynamic parameters for the MIPS sounding launched at 0000,
shown in Figure 8.3.10.

8.3.2

CBZ structure and evolution
Similar to the previous cases, 2-D SD and 3-D DD analyses were completed for

the CBZ in this case, and Tables 8.3.3 and 8.3.4 provide specific details and results for
each analysis. Initial DD time results do not resolve the CBZ due to limited radar return
in advance of the convection in the southern DD lobe (Figure 8.3.1d). This is somewhat
alleviated by about 0030, shown in Figure 8.3.11. A coherent line of elevated
convergence and wDV values at 200 m is consistent with a marked increase in horizontal
winds to the south. Though the vertical section at the peak 200 m wDV value is at the
edge of the resolved area, the CBZ relative flow in this plane shows a vertical updraft
collocated with the boundary's convergence signature (Figure 8.3.11f).
With the northward advance of the CBZ, a small CI event occurs to the south of
the MAX. At 0051, about 5 min (one volume scan) before it obtains 20 dBZ in the MAX
1.7° tilt, Figure 8.3.12 shows the incipient cell (pink annotations) located just behind the
main CBZ, near an apparent cross-boundary feature extending about 7 km southward
from the boundary. At this time, the cross-CBZ feature shows more coherence in the 200
m convergence and wDV fields than the primary, northward propagating boundary. The
vertical section nearest the new cell depicts the CBZ updraft centered about 1 km behind
the boundary's convergence maximum and suggests an interaction with the deeper
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Radar

Horiz. Grid
Dimensions

CBZ
approaching
MAX

x: -30 to +5
y: -30 to +2

CBZ
leaving
MAX

x: -5 to +30
y: -2 to +30

Analysis
(Volume)
Time
001639
002221
002807
003353
003931
004526
005108
005649
010243
010824
011403
011946
012529
013111
013650
014231
014813
015349
015932
020514

Radar
Relative
Motion
Angle
178
179
180
180
180
180
182
182
182
182
2
2
2
2
2
2
2
2
2
2

Max Conv.
-3 -1
[x 10 s ]

Max wSD
-1
[m s ]

200 m

400 m

200 m

400 m

2.34*
2.81*
4.02
3.44
1.61
1.44
1.32
1.16
1.58*
1.96*
0.96*
0.83
0.53
0.52
0.22*
0.17*
#
#
#
#

2.30*
2.74*
4.05
3.07
1.56
1.27
1.26
1.15
1.53*
1.98*
0.98*
0.82
0.49
0.47
0.18*
0.15*
#
#
#
#

0.30*
0.23*
0.26
0.33
0.21
0.25
0.25
0.27
0.07*
0.13*
0.06*
0.11
0.19
0.15
0.14*
0.09*
#
#
#
#

0.66*
0.40*
0.50
0.59
0.40
0.49
0.50
0.54
0.13*
0.25*
0.12*
0.22
0.37
0.28
0.27*
0.15*
#
#
#
#

Table 8.3.3: Single-Doppler vertical plane analysis parameters & results. All grids
centered on MAX and have vertical extent 0-4 km. Radar relative motion angles [°] are
azimuths from (toward) which the CBZ approaches (leaves) the radar, used for rotating
the coordinate system (see Chapter 6). Peak convergence and vertical motion values
associated with the CBZ are listed at the 200 m and 400 m grid heights, with * indicating
times when the CBZ is less distinct and/or shallow results (< ~2 km, mainly due to close
CBZ range), and # means the CBZ is not resolved clearly enough to make a
determination.
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CBZ in MAX-RSA Southern Lobe
MAX
Time

RSA
Time

Horiz. Grid
Dimensions

001639
001806
002221
002405
002807
003005
003353
003606
35 x 30 x 4 km
003931
004206
x: -13 to +22
004526
004806
y: -28 to +2
005108
005406
005649
005406
010243
010006
010824
010606
CBZ in MAX-RSA Northern Lobe
MAX
Time

RSA
Time

010824
011403
011946
012529
013111
013650
014231
014813
015349
015932
020514

010606
011205
011806
012406
013005
013605
014205
014805
015405
020005
020605

Horiz. Grid
Dimensions

30 x 30 x 4 km
x: 0 to +30
y: -7 to +23

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

#
#
1.70*
3.03*
2.68*
1.59
1.96
1.18
1.73
#

#
#
0.53
0.90
1.05
0.58
0.87
0.47
0.53
#

#
#
0.46
0.82
0.99
0.54
0.83
0.46
0.46
#

#
#
0.78*
1.27*
1.07*
0.58
0.69
0.77*
0.75
#

#
#
0.24
0.44
0.53
0.27
0.35
0.24
0.24
#

#
#
0.25
0.42
0.55
0.27
0.32
0.25
0.25
#

-3

-1

-1

Convergence [x 10 s ]

wDV [m s ]

400 m
Max

200 m
Mean

400 m
Mean

200 m
Max

200 m
Mean

400 m
Mean

#
2.16
2.58*
2.41*
2.09
1.07
1.57
1.34
6.17*
1.72
#

#
0.84*
0.89*
0.83*
0.61
0.40
0.82
0.73
0.86*
0.76
#

#
0.75*
0.82*
0.76*
0.57
0.40
0.77
0.61
0.80*
0.69
#

#
0.92
1.19*
0.96*
0.46
0.55
0.64
0.65
1.32*
0.79
#

#
0.52*
0.46*
0.38*
0.19
0.20
0.37
0.32
0.38
0.39
#

#
0.57*
0.50*
0.41*
0.19
0.27
0.40
0.35
0.37
0.39
#

Table 8.3.4: Dual-Doppler analysis parameters and results. The grids are centered on MAX and
have vertical dimensions 0-4 km with 0.25 km (0.20 km) horizontal (vertical) spacing. Maximum
retrieved vertical motion (wDV) at 200 m, maximum convergence at 400 m height, and
representative spatial means along the CBZ at both heights are listed for each analysis time.
[Note: * indicates values occurring along the edge of the domain/resolved area or along the
baseline, and # means the CBZ is not resolved clearly enough to make a determination.].

upward velocities associated with cell (at about 2-4 km range along the plane, Figure
8.3.12f). Across a secondary peak in wDV along the CBZ, Figure 8.3.12g shows weaker
low level convergence at the boundary but a deeper updraft. Vectors in this plane do not
have the CBZ's northward motion removed as the ground relative flow is predominantly
normal to the plane and removal of the motion vector overwhelms the structure (i.e.,
vectors all point toward the left, not shown).
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a)

b)

Figure 8.3.11: DD results for the southern MAX-RSA lobe at 0033. Panels (a-d) each
show convergence, horizontal wind (scale vector below colorbar), vorticity, and wDV,
respectively. Contour intervals are: (a, c) 0.5 x 10-3 s-1 and (d) 0.2 m s-1. Circles show
radars, and box in (a) indicates the region used for spatial averaging (Figure 8.3.13, Table
8.3.3). Panels (e) is a vertical cross section taken south to north along the black line in
(d): black (grey) contours show wDV (convergence) and winds across the CBZ with a
0.4 m s-1 (1 x 10-3 s-1) interval. Panel (f) is the same as (e), except the vectors show flow
with the CBZ motion removed.
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c)

d)

Figure 8.3.11 (cont'd): DD results for the southern MAX-RSA lobe at 0033. Panels (a-d)
each show convergence, horizontal wind (scale vector below colorbar), vorticity, and
wDV, respectively. Contour intervals are: (a, c) 0.5 x 10-3 s-1 and (d) 0.2 m s-1. Circles
show radars, and box in (a) indicates the region used for spatial averaging (Figure 8.3.13,
Table 8.3.3). Panels (e) is a vertical cross section taken south to north along the black
line in (d): black (grey) contours show wDV (convergence) and winds across the CBZ
with a 0.4 m s-1 (1 x 10-3 s-1) interval. Panel (f) is the same as (e), except the vectors
show flow with the CBZ motion removed.
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e)

f)

Figure 8.3.11 (cont'd): DD results for the southern MAX-RSA lobe at 0033. Panels (a-d)
each show convergence, horizontal wind (scale vector below colorbar), vorticity, and
wDV, respectively. Contour intervals are: (a, c) 0.5 x 10-3 s-1 and (d) 0.2 m s-1. Circles
show radars, and box in (a) indicates the region used for spatial averaging (Figure 8.3.13,
Table 8.3.3). Panels (e) is a vertical cross section taken south to north along the black
line in (d): black (grey) contours show wDV (convergence) and winds across the CBZ
with a 0.4 m s-1 (1 x 10-3 s-1) interval. Panel (f) is the same as (e), except the vectors
show flow with the CBZ motion removed.
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a)

b)

Figure 8.3.12: DD results for the southern MAX-RSA lobe at 0051. Panels as in Figure
8.3.11. Pink ovals highlight the small cell mentioned in the text. Western black line in
(d) locates the south to north vertical cross section shown in (e,f); eastern black line in (d)
locates the vertical plane in (g).
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c)

d)

Figure 8.3.12 (cont'd): DD results for the southern MAX-RSA lobe at 0051. Panels as in
Figure 8.3.11. Pink ovals highlight the small cell mentioned in the text. Western black
line in (d) locates the south to north vertical cross section shown in (e,f); eastern black
line in (d) locates the vertical plane in (g).
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e)

f)

g)

Figure 8.3.12 (cont'd): DD results for the southern MAX-RSA lobe at 0051. Panels as in
Figure 8.3.11. Pink ovals highlight the small cell mentioned in the text. Western black
line in (d) locates the south to north vertical cross section shown in (e,f); eastern black
line in (d) locates the vertical plane in (g).
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Figure 8.3.13: Spatially averaged values of convergence (thick lines) and wDV (thin
lines) for each DD analysis time in the southern MAX-RSA lobe for the CBZ at the
200 m (black) and 400 m (grey) grid levels. Vertical lines indicate when the small cell
initiated to south of MAX achieves 20+ dBZ at MAX's 1.7° elevation scan (0056) and
sunset (0058).

Figure 8.3.13 displays the spatial means of 200 m and 400 m convergence and
wDV along the CBZ at each DD analysis time. A dramatic mean convergence increase of
about 98% (115%) at 200 m (400 m) occurs in the first 3 analysis times, followed by a
decrease then recovery to about 80% of the peak values by 0051 just before the new cell
achieves 20 dBZ at 1.7° at MAX at 0056. At that time, the DD derived convergence
along the CBZ returns to about the same level it had in the first analysis time. The
increase near the time of the cell's generation suggests the boundary, in conjunction with
the cross-CBZ feature noted above, may have aided the CI. For the CBZ's foray through
the southern lobe, DD results show the convergence at the boundary lacked a prominent
decrease through the 30 min interval, including sunset at 0058, supporting the minimum
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cirteria of H2. The visual coherence of the convergence and wDV fields along the CBZ
generally did not markedly increase or decrease across this period, providing little
evidence to qualitatively support or refute H3.
As the boundary neared the radars and their baseline it is not resolved in the DD
syntheses. EVAD-derived 300 m convergence values at MAX and RSA (Figure 8.3.8)
show the CBZ passage: At RSA, the decline noted through the early AET period is
reversed after sunset at about 0110, when the boundary passes. At MAX the early AET
decline ceases at about 0030 with a shift and increase in flow at 300 m followed by
another decrease (likely related to the large azimuths of cab blocking) then increase after
the CBZ passes at near 0115.
Located at the Huntsville International Airport, essentially collocated with
ARMOR and 3 km east of MAX on this day, the KHSV Automated Surface Observing
System (ASOS) station shows the passage of the CBZ at about 0115 in Figure 8.3.14.
The most obvious change upon the boundary's arrival is seen as the 2 m s-1 wind speed
increase. This occurs with a slight change in the environmental flow to a more directly
southern wind direction, consistent with the boundary's primarily northward propagation
vector. Dewpoint at the surface at KHSV shows little signature of the CBZ, but T
expresses a non-trivial increase following the wind speed increase. Station pressure
declines ahead of then increases by about 0.3 mb at the time of the wind speed peak.
Though the magnitude here is small, a pressure decrease then increase is typical of the
passage of a wave feature (Coleman 2008, Coleman and Knupp 2009). When the
boundary passes over MIPS 30 min later (0145, Figure 8.3.4), the surface pressure shows
less of this signature, but wind speed and direction express similar changes. Temperature
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a)

b)

c)

d)

Figure 8.3.14: HSV ASOS (3 km east of MAX) surface observations for 21-04 UTC,
pressure (a), temperature and dew point (b), and 5 sec wind speed (c) and direction (d).
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at 0.5 m slightly increases and is initially steady at 1, 2, and 10 m, then T at each of these
heights decreases as the winds reach their peak value of about 4.3 m s-1 (in the 5 s record).
The surface pressure rise and warming at the ASOS site suggests the CBZ resembles
more of a bore, while the record at MIPS, including the presence of an N > 0.35 s-1 layer
in the pre-boundary environment, support the notion of the CBZ transitioning toward
more of a solitary wave feature.
Wind profiles from the 915 are consistent with the 0145 CBZ passage, showing
increased magnitudes and slightly more southerly wind direction at the lowest gates after
this time (Figure 8.3.6). The enhancement in wind speeds associated with the boundary
is clear through nearly 1.5 km, but largest magnitudes occur within the lowest 600 m.
Above the lowest levels, westerly wind components prevail at the head of the CBZ,
extending to about 1 km just after 0145, then to nearly 1.5 km by 0200. This depth
decreases as the low level wind speeds after the boundary decline.
Detailed views of vertical motion from the 915 and XPR near the time of CBZ
passage are shown in Figure 8.3.15. Downward w915 occurs above 1 km starting about
0135. This is preceded by a vertically continuous region of upward values. There is an
enhancement in upward w915 from about 1-2 km at the time of the surface CBZ signature
with still generally downward values at 2-3 km. Two prominent w915 peaks occur: first at
about 2200 m 5 min after the surface indication and a later, vertically coherent tower is
seen at about 0154-0200. The region above 1.5 km behind the CBZ is quite turbulent,
shown well in the w915 and spectrum width in Figure 8.3.5. Figure 8.3.15b shows wXPR
maxima near 2.5 km starting at 0140; these are associated with clouds arriving at leading
portion of the CBZ. About 2 m s-1 downward wXPR occurs just prior to the surface
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a)

b)

Figure 8.3.15: MIPS vertical motion profiles from the 915 (a) and XPR (b) for 0120-0220
UTC. Note different color scales in each panel, and grey contours at 0, ±1, and ±2 m s-1
in (a). Vertical lines show time of CBZ passage (0145).
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boundary indication at 1.4 and 2.0 km, and enhanced upward values start at 1.5 km just
before 0145. The upward wXPR is connected with a stronger updraft through nearly 2.2
km. In the lowest 1.4 km, weak downward wXPR occurs about 0149-0154, followed by
modest upward motion prior to 0200. These signatures are generally consistent w915,
however, prior to 0200, when the 915 shows continued and even enhanced vertical
velocity above 1 km, wXPR exhibits downward values of about 2 m s-1 for several minutes
in the 1.5-2 km layer.
The MPR profiles show a slight T decrease through about 2 km upon the passage
of the boundary at MIPS (Figure 8.3.9). In the same layer, rv increases markedly starting
at about 0135 and is further enhanced at 0145, especially within the lowest 1 km.
Profiles of RH also depict this moistening. Figure 8.3.9d shows a vertical excursion of
the 302 K isentrope, indicating parcel ascent (about 550 m, from 700 to 1250 m), and
decreasing surface LCL height resulting from the CBZ passage. These features are
consistent with the arrival of clouds associated with the boundary, seen in the ceilometer
backscatter (Figure 8.3.3) and the MPR's T IR and integrated liquid water (Figure 8.3.9f,g),
as well as increased XPR Z (Figure 8.3.7a).
Vertical excursions in the MPR mixing ratio (Figure 8.3.9c) suggest about 1 km
lift for low level parcels. An (admittedly ambiguous) estimate of the CBZ's motion,
based on the gradient in MAX Vr, is about 7 m s-1. Combining this with observed mean
flow (as shown by the 915, Figure 8.3.6) through about the lowest 1 km and the duration
of upward w915, an application of the parcel continuity principle (Ziegler and Rasmussen
1998, Ziegler et al. 2007b, R = [W L] / [U (ht)] must be ≥ 1 for a parcel to achieve a
height change ht, see Section 3.2) shows that the sustained CBZ updraft supports the
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amount of lifting documented by the MPR: About 8.5 min of upward vertical motion
corresponds to a 3.5 km width across the updraft. The mean updraft magnitude through 1
km AGL is about 0.6 m s-1 in the profile measurements as the boundary passes MIPS
(Figure 8.3.15), and the spatial mean of wDV along the boundary at 400 m AGL for the
closest DD time is 0.4 m s-1 (Table 8.3.4, Figure 8.3.19). These values, and CBZ-relative
horizontal flow of about 0.8 m s-1, result in the ratio for a surface parcel attaining a 1 km
height in the CBZ updraft of R1km = [(0.6 m s-1)*(3.5 km)]/[(0.8 m s-1)*(1 km)] = 2.6, or
R1km = 1.75 using the mean wDV at 400 m. That both of these estimates for R1km exceed
unity means the parcel continuity condition is satisfied (Ziegler and Rasmussen 1998,
Ziegler et al. 2007b), and the kinematic observations support the thermodynamic
measurements' implication of 1 km vertical parcel displacements.

Figure 8.3.16: Thermodynamic analysis parameters for 2200-0400, based on 10 min
average profiles of MIPS MPR temperature and relative humidity and lifting a mean
layer (lowest 100 mb) parcel. LCL (heavy black line) and LFC (think black line) heights
are plotted along the left axis, and 0-3 km CAPE (solid grey line) and CIN (stippled grey
line) are plotted along the right axis. Vertical lines indicate sunset (0058) and CBZ
passage (0145).
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Convective parameters computed from the MPR data shown in Figure 8.3.16
further show the destabilizing effect of the boundary: For a ML parcel (Craven et al.
2002), LCL and LFC heights and CIN decrease and 0-3 km CAPE sharply increases
ahead of the CBZ, largely due to the moistening. After 0145, these remain steady and
supportive of convective development through about 0215.
The DD syntheses resolve portions of the boundary as it progressed in the
northern lobe from 0114 to about 0200 (Table 8.3.4). At 0114, shown in Figure 8.3.17,
questionable DD horizontal winds at 200 m near the edge of the resolvable area are likely
contaminating some of the largest convergence values shown there, but to the west
(x ≤ 23.5 km) the convergence and wDV fields capture the CBZ. The vertical planes
across the enhanced wDV depict an upright updraft generally centered with low level
convergence peak. Figure 8.3.18c shows the upright updraft is maintained through 0131,
though the boundary appears slightly less coherent in plan views of the kinematic fields.
Quasi-banded signatures in convergence and vertical motion to the northeast of MIPS
(centered in the grid at about (24, 14)) are not associated with the boundary, but are likely
related to suspicious wind results in the area. Also, the storm initiated at Hampton Cove
is clearly seen at the far eastern edge of the resolvable area, centered at about (29, 1.5).
At 0142, the DD retrievals show the boundary as the coherent area of enhanced
convergence and wDV just south of the MIPS (Figure 8.3.19, campus is at the "x"). At the
edge of the resolved fields, wDV and convergence show local maxima in the vicinity of
the new cell. Horizontal winds, exhibit slightly more westerly flow than expected based
on the MIPS measurements. This, and the much smaller resolved area, suggests the
results for this event are perhaps somewhat less robust than the findings for previous
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a)

b)

Figure 8.3.17: DD results for the northern MAX-RSA lobe at 0114. Panels (a-e) as in
Figure 8.3.11. Western black line in (d) locates the south to north vertical cross section
shown in (e); eastern black line in (d) locates the vertical plane in (f).
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c)

d)

Figure 8.3.17 (cont'd): DD results for the northern MAX-RSA lobe at 0114. Panels (a-e)
as in Figure 8.3.11. Western black line in (d) locates the south to north vertical cross
section shown in (e); eastern black line in (d) locates the vertical plane in (f).
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e)

f)

Figure 8.3.17 (cont'd): DD results for the northern MAX-RSA lobe at 0114. Panels (a-e)
as in Figure 8.3.11. Western black line in (d) locates the south to north vertical cross
section shown in (e); eastern black line in (d) locates the vertical plane in (f).
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a)

b)

Figure 8.3.18: DD results for the northern MAX-RSA lobe at 0131. Panels as in Figure
8.3.11. Black line in (d) locates the vertical cross section shown in (e).
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c)

d)

Figure 8.3.18 (cont'd): DD results for the northern MAX-RSA lobe at 0131. Panels as in
Figure 8.3.11. Black line in (d) locates the vertical cross section shown in (e).
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e)

Figure 8.3.18 (cont'd): DD results for the northern MAX-RSA lobe at 0131. Panels as in
Figure 8.3.11. Black line in (d) locates the vertical cross section shown in (e).

a)

Figure 8.3.19: DD results for the northern MAX-RSA lobe at 0142. Panels as in Figure
8.3.9. Black line in (d) locates the vertical cross section shown in (e).
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b)

c)

Figure 8.3.19 (cont'd): DD results for the northern MAX-RSA lobe at 0142. Panels as in
Figure 8.3.9. Black line in (d) locates the vertical cross section shown in (e).
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d)

e)

Figure 8.3.19 (cont'd): DD results for the northern MAX-RSA lobe at 0142. Panels as in
Figure 8.3.9. Black line in (d) locates the vertical cross section shown in (e).
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Figure 8.3.20: Spatially averaged values of convergence (thick lines) and wDV (thin
lines) for each DD analysis time in the northern MAX-RSA lobe for the CBZ at the
200 m (black) and 400 m (grey) grid levels. The Hampton Cove storm that initiated at
the far eastern edge of the DD region obtains 20+ dBZ at MAX's 1.7° elevation scan by
0125 (vertical line), and 40+ dBZ by 0219.
cases (recall that as ARMOR was down for this day, DD sampling is only available with
RSA and MAX at a contingency site). Despite this, the consistency of the upright nature
of the updraft is noteworthy (Figure 8.3.19e). Through the later syntheses, these
kinematic signatures of the CBZ are evident, but only about a 10 km length portion along
the boundary is captured as the feature nears the edge of the resolvable area. Because of
these caveats, results shown in Figure 8.3.20 should be conservatively viewed. It is
encouraging from the perspective of this work's hypotheses, however, that a reasonably
steady trend (lacking a persistent decrease overall) is evident and precedes the times
when both MAX and the base KHTX scans first reveal 20+ dBZ (0125) and 40+ dBZ
(0219) echo for the storm initiated along the CBZ at Hampton Cove.

350

8.3.3

Post-CBZ and early NBL
After the wave-like boundary passes MIPS, the early evening time frame shows

decreasing cloud height and coverage (Figures 8.3.3, 8.3.9f). Temperatures at 0.5, 1, 2,
and 10 m AGL decline at a fairly consistent rates behind the CBZ, followed by initial
inversion formation by about 0250, seen in Figure 8.3.4b. By this time, surface wind
speeds have declined and generally agree with the early AET values. Some sporadic
turbulence in the early NBL period can be seen in the increases in surface wind
variability after about 0300. This is consistent with episodic enhancements in the 915
spectrum width in the lowest 800 m (Figure 8.3.5c).
Vertical profiles of the horizontal winds in Figure 8.3.6 show decreased
magnitudes following the boundary by about 0300. Flow in the lowest 700 m is
southwesterly to westerly and backs to more southerly above. By 0430 (11:30 pm), the
wind profile shows less directional shear. MPR measurements also show a stabilizing
NBL approaching 0400, with increasing θ with height near the surface and the
reemergence of the N = 0.35 s-1 contour near 500 m. It is also noteworthy that the storm
initiated by the CBZ at the eastern edge of the DD region was in southern middle TN by
this time, and still contained 40+ dBZ in the base KHTX scan.

8.3.4

Summary for 19-20 July 2013
An evolving boundary, generated by diurnally forced summer convection,

propagated through a contingency set up of the ABIDE network. Two CI events
occurred during the AET can be attributed to this CBZ: a short lived cell produced about
30 min before sunset along the boundary's western edge and a vigorous late AET storm at
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the far eastern edge of the MAX-RSA DD region. The latter storm persists for several
hours, apparently subsisting on lingering instability indicated by a MIPS sounding at
0000. Surface observations near MAX, MIPS surface and profile measurements, and DD
derived kinematic fields suggest the CBZ became more of a wave-like feature in the late
AET and early NBL environment and provided the lifting that triggered the two new cells.
Key points to note from this case include the rather subtle nature of the young
solitary wave-like feature in the radar observations (e.g., a prominent Z fineline was
absent, even earlier as the CBZ was presumably initiated as a gust front), that such
features can develop during the AET and very early NBL, and that convection initiated
by a CBZ in the AET period can persist into the overnight hours. Within the limited DD
resolved area, convergence and wDV results show moderate slabularity at best and lack an
obvious increase or demise in the character of these fields, providing little support for or
against H3. However, visual observations of increased slabularity in the cloud line
associated with the original convection in the southern DD lobe, early in the AET, lend
anecdotal support for H3. Steady values of spatially averaged convergence along the
CBZ, most prominently in the analysis times preceding both CI events, generally support
at least the minimum criteria of H2.

8.4

Summary of convective cases
Three detailed case studies of existing boundaries propagating through the

ABIDE network during the AET period were presented. These cases were labeled as
"convective" in this study to differentiate them from the clear air days used in Chapter 7
and because the hypothesized AET effects on the CBZs imply the maintenance or
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enhancements to convective elements. Results for surface, kinematic and thermodynamic
profile, and 2-D single- and 3-D dual-Doppler radar analyses were performed to address
the project's second objective, evaluating CBZ structural evolution in the AET period,
and determine support for Hypotheses 2 and 3, that convergence above the surface layer
in existing CBZs will experience an increase or at least lack a significant decline (H2)
and that the along-CBZ variability of CBZs should decrease during the transition,
rendering them more slabular or 2-D with time (H3, Chapter 1). H2 was addressed
principally via spatial averages of dual-Doppler derived convergence and vertical motion
along each CBZ, and H3 was considered from a more qualitative perspective based on
the visual character of the kinematic DD fields on plan view images, the similarity of 2-D
and 3-D analysis results, and the nature of the observed cloud fields recorded in
photographs and operations logs.
In the first case, a density current present early in the transition period initially
fails to show any increase or steadiness in the along-CBZ convergence and vertical
motion. Later in its life cycle, and later in the AET, the rate at which these values decline
is halved, suggesting that the transition contributes a maintaining effect. An apparent
bore-like feature observed later on the same day, at about the same time as sunset,
displays a marked convergence increase, consistent with H2. In another event, an
outflow boundary propagating during the AET triggered CI upon interaction with an
apparent local circulation. Convergence along the CBZ in this case exhibited a
remarkable consistency that supports the minimum criteria of H2. The generation of new
deep convection along the intersection of this CBZ and the apparent local, CBZ-normal
feature implies that the AET's maintaining effect along a boundary can make CI during
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the transition more likely upon interaction with smaller, localized circulations (Xue and
Martin 2006 and Weckwerth et al. 2008). In the last case presented, a suspected solitary
wave triggers multiple isolated storms during the AET period, with one cell persisting for
several hours. This boundary is associated with a substantial increase in the depth of
water vapor and displays steady convergence values preceding both CI events, and
supports the minimum criteria of H2.
Regarding slabularity, visual observations in most cases clearly documented more
linear and contiguous cloud features/lines associated with the CBZs and/or any deep
convection that was initiated. Changes in the coherence of the kinematic fields, mainly
the convergence and vertical motion, with time along the CBZs overall also generally
lend modest qualitative support for H3, but not every CBZ showed this effect as
definitively, for example, the density current at earlier times in the first case study.
Further, in the second case, destabilization aloft during the late AET is documented, and
compliments the timing of enhanced vertical cloud development. This shows that the
sometimes subtle transition from vigorous CBL to more quiescent NBL can have a
prominent impact on existing convective elements like clouds that is often unobservable
in typical radar products but is obvious as a visual signal.
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CHAPTER 9

SIMPLIFIED SIMULATION OF THE AET EFFECT

To supplement the observational components of this project, a simple numerical
modeling exercise was conducted to further evaluate the hypothesis that AET effects
contribute to an increase - or at a minimum, a lack or delay of a decrease - in the
horizontal wind convergence along a CBZ (H2, Chapter 1). An idealized gravity current
(GC) simulation, generated by an elevated cold bubble, was initialized with wind,
temperature, and moisture profiles observed at several hours through the course of two
clear air case days. Comparison of changes in the convergence and vertical motion at the
leading edge of the boundaries in each simulation shows the impact of the transitioning
BL environment on the density currents' evolution.

9.1

Explanation of the idealized experiment
The Weather Research and Forecasting (WRF) model presents users with a choice

of dynamics solvers, namely the Nonhydrostatic Mesoscale Model (NMM) and the
Advanced Research WRF (ARW). The latter framework (version 3.6, released in April
2014) was used for this study and employs an Arakawa-C staggered grid, third order
Runge-Kutta time integration, and terrain-following pressure based (η) vertical
coordinate (Skamarock et al. 2008).
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There are several example idealized cases supplied with the original model code,
including the default set up for the GC case examined here. This case, as it comes with
the WRF ARW package, is detailed as the "reference solution" used in a numerical
methods workshop described by Straka et al. (1993). Upon initialization, a cold bubble is
imposed (as a -15 K discrepancy from the domain mean θ) at the center of the 2-D,
range-height domain and allowed to fall, producing two counter propagating density
currents. These boundaries will be referred to as the Left Gravity Current (LGC) and the
Right Gravity Current (RGC) in the following section. In the default set up:
input sounding has no wind and a dry, constant θ profile,
model horizontal grid spacing is 100 m,
there are 65 vertical levels and model top is at 6409 m,
boundary conditions are periodic in the x and y directions,
the time step is 1 s, and
all physics parameterization options are turned off.
Though the simulation is 2-D, there is a y dimension in the model, as the grid staggering
requires the definition of u and v winds on separate horizontal points from the massrelated variables (like temperature). Upon processing the model output, variables on the
staggered grid are interpolated to a consistent set of 2-D points. Figure 9.1 shows the
evolution of the LGC and RGC in the default case, for a 100 km west-east domain run
until simulation time t = 40 min (it is noted that the WRF supplied set up uses a 50 km
range dimension and runs to t = 15 min).
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a)

b)

c)

Figure 9.1: Simulation results for the default gravity current case, plots of θ at
t=0, 5, 10, 20, 30, and 40 min (a-f), and at 20 min with (g) convergence contours at 3 x
10-3 s-1 interval and (h) vertical motion contours at 2 m s-1 interval.
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d)

e)

f)

Figure 9.1 (cont'd): Simulation results for the default gravity current case, plots
of θ at t=0, 5, 10, 20, 30, and 40 min (a-f), and at 20 min with (g) convergence contours
at 3 x 10-3 s-1 interval and (h) vertical motion contours at 2 m s-1 interval.
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g)

h)

Figure 9.1 (cont'd): Simulation results for the default gravity current case, plots
of θ at t=0, 5, 10, 20, 30, and 40 min (a-f), and at 20 min with (g) convergence contours
at 3 x 10-3 s-1 interval and (h) vertical motion contours at 2 m s-1 interval.

For the present experiment, input soundings were constructed using MIPS 915
and MPR measurements for two example days from the clear air AET characterization
data set (Chapters 5, 7). Ten minute 915 NIMA consensus winds (Chapter 5) and 10 min
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average MPR potential temperature and water vapor mixing ratio were compiled at a 2 h
interval from midday though nightfall (see Table 9.1 below). Separate WRF ARW
simulations were completed for each input sounding, with otherwise exactly the same
model set up and initialization parameters, as described above. For each simulation, peak
values of convergence and vertical motion at the leading edge of the counter propagating
density currents were tabulated. This was done by creating plots akin to Figure 9.1g, h
zoomed in farther on each GC, with the peak value at the model levels at about 300 m
and 500 m noted on each plot, meaning that for each line shown in the panels of Figures
9.4-7, 160 individual plots were made (2 GCs x 2 analysis fields x 40 simulation times,
not shown for brevity). Effectively, the environment in which the idealized GCs develop
is changed to reflect the transitioning BL so that, although no radiation or other physics
routines are active in the simulations, the exercise is an instructive look at the AET's
impact on the evolution of an idealized boundary.
The experiment provides a simplified test to evaluate H2, that AET effects
contribute to an increase - or at a minimum, a lack or delay of a decrease - in the
convergence along an existing CBZ. This approach is an extension of the methodology
of Busse (2010), who also performed a simplified modeling exercise with the goal of
assessing the AET's effect on an existing CBZ, in several ways: First, here the model
domain is a 2-D space, whereas the earlier study used a 1-D, single-column type model.
Second, the current exercise evaluates changes at the leading edge of idealized GCs,
rather than considering varied cloud fractions as a boundary proxy. However, as noted
above, both longwave and shortwave radiation physics are turned off for this study's
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WRF ARW simulations, but the 1-D model used by Busse (2010) does include net
shortwave and downward longwave radiation components (Mackaro 2008).
Two days, 5 September 2013 and 15 July 2013, from the dataset described in
Chapters 5 and 7 were selected as examples of the transition. These days met the criteria
for the clear air cases, with conditions aligned with those deemed by previous research to
favor the transition signals (minimal sky cover, minimal large-scale forcing, and low
mean surface winds, Chapter 5, and, e.g., Acevedo and Fitzgarrald 2001), and displayed
most of the hallmark AET signatures described in Chapter 7. Further, these two days
represent varied mean flow direction scenarios, described below, and have ample data
availability from both the MIPS 915 and MPR (Table 5.1) needed for generating the
input soundings. Sunset occurred near the top of an hour for both days, a choice of
convenience, allowing top of hours to be used for the input sounding times (Table 9.1).
Figures 9.2 and 9.3 give the observed 915 and MPR profiles used to construct the
input soundings for each set of simulations. In the former, winds in about the lowest
1 km were light (< 2.5 m s-1) and somewhat variable in the early afternoon, becoming
generally northerly by mid-afternoon (2100, or 4 pm LT). As the AET progressed, wind
speeds increased and the direction veered slightly to a more northeasterly flow. In the
context of the model domain, Figure 9.2a implies that both the LGC and RGC will
initially have little environmental flow impediment at low levels. As the input soundings
are changed to the later times, the enhanced easterly wind component will change the
LGC (RGC) environment to include modest flow in the direction of (opposite to) the
boundary propagation. Temperatures in the BL on this day (Figure 9.2b) depicted an
overall quiescent trend through the period, with an exception being the jump in the height
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a)

b)

c)

Figure 9.2: 5-6 September 2013 (a) MIPS 915 10 min consensus winds and MPR (b)
temperature and (c) mixing ratio observed profiles used to derive input soundings.
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a)

b)

c)

Figure 9.3: 15-16 July 2013 (a) MIPS 915 10 min consensus winds and MPR (b)
temperature and (c) mixing ratio observed profiles used to derive input soundings.
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a)

b)

Figure 9.4: Example Skew-T plots of the input soundings at sunset times for the (a)
September and (b) July cases, with path line of a surface parcel.
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of the 20° C isotherm at about 2030 UTC. Radiational cooling near the surface was most
obvious after sunset, which occurred at 0007 UTC. The steady increase of low level rv
noted in Chapter 7 is fairly subtle for this case, but is seen as the gradual emergence of
cooler colors along the bottom of Figure 9.2c.
Observations from the second case, 15 July 2013 (Figure 9.3), show winds in the
lowest 1 km backed slightly in the early to mid-afternoon and veered slightly in the early
evening hours, but were generally easterly through the entire time period. Considering
the west-east oriented model domain, it is clear that the RGC in the 15 July simulations
will encounter a consistent to increasing environmental flow that opposes its propagation,
and the LGC for 15 July will experience the opposite orientation. Given these changes in
the 15 July wind profile, and recalling the principles of RKW theory (Rotunno et al. 1988,
Weisman and Rotunno 2004) and Wilson et al.'s (1998) results (see Figures 3.4 and 3.5,
Section 3.1), the situation for the RGC will tend to support a more upright and sustained
updraft: the RGC will propagate into the mean environmental flow, while the LGC will
propagate essentially with a tail wind. These conditions are generally more (less)
favorable for persistent convergence at the RGC (LGC) leading edge in the 15 July
simulations. Temperature profiles for this day (Figure 9.3b) were again fairly quiescent.
Mixing ratio profiles showed a greater variability on this summer day from the autumn
case, with a prominent increase after the 0100 UTC sunset time. A gap in the MPR data
on 15 July 2013 occurred in the 1800 UTC hour, but did not affect the 10 min average
profiles required for generating the input soundings. Perhaps a visually more familiar
format than the time-height sections, the skew-T plots in Figure 9.4 show the input
soundings at sunset time for each case.
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9.2

Simplified simulation results
Table 9.1 provides a summary of the hours for which input soundings were

generated for each set of simulations. As explained above, the WRF ARW idealized GC
simulation was initialized with each hour shown in the table as a simple test of CBZ
evolution in a transitioning BL.
5-6 September 2013
Sunset:
0007 UTC (7:07 pm local time)
Hours used for
WRF ARW
input_sounding
15-16 July 2013
Sunset:
Hours used for
WRF ARW
input_sounding

UTC

1800

2000

2200

0000

0200

0400

local
time

1:00 pm

3:00 pm

5:00 pm

7:00 pm

9:00 pm

11:00 pm

0100 UTC (8:00 pm local time)
UTC

1700

1900

2100

2300

0100

0300

local
time

12:00 pm

2:00 pm

4:00 pm

6:00 pm

8:00 pm

10:00 pm

Table 9.1: Summary of sunset time on each day and the times used for generating input
soundings for the idealized gravity current simulations.

Comparison plots of the peak convergence and vertical motion at the leading edge
of the LGC and RGC in the 5 September simulations are presented in Figures 9.5 and 9.6,
respectively. These plots show the peak values of each field at the model vertical levels
located at about 300 m and 500 m AGL. Each line color corresponds to a different
simulation, with the black line depicting the model run initiated with observations nearest
the time of sunset. Values are compared at these set height levels for consistency
between the simulations and with typical heights above the surface layer. Similar to as
shown for the default set up (Figure 9.1), it takes about 10 min of simulation time to
achieve the counter propagating density currents.
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The evolution of the 5 Sept LGC in the first few simulations shows a general
decrease in the 300 m convergence as early afternoon approaches the start of the AET
interval (based on the sunset -3 h/+2 h time frame, Chapter 7). After 20 min of
simulation time, results depict increased convergence at 300 m from 22 to 00 to 02 UTC.
This effect is seen a few min of simulation time earlier at 500 m, which is conceptually
consistent with the notion of decreasing vertical momentum transport through the

a)

b)

c)

d)

Figure 9.5: Comparison of the peak convergence (a, b) and vertical motion (c, d) at
model levels approximating 300 m (a, c) and 500 m (b, d) AGL at the leading edge of the
LGC in 5 Sept simulations. Each line color indicates the hour used for the simulations'
WRF ARW input_sounding file.
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transition period. Further, after t ~ 10 min, the 02 UTC line (model run initialized with
observations at about 1 h 50 min after sunset) has the smallest slope through the
remainder of the simulation time, with the exception of the 04 UTC run which produces
convergence values up to an order of magnitude below that of 02 UTC run. The
steadiness of the 02 UTC convergence lines in Figure 9.5a, b indicates more consistent
convergence at the CBZ as it progresses though the late-AET environment.

a)

b)

c)

d)

Figure 9.6: Comparison of the peak convergence (a, b) and vertical motion (c, d) at
model levels approximating 300 m (a, c) and 500 m (b,d) AGL at the leading edge of the
RGC in 5 Sept simulations. Each line color indicates the hour used for the simulations'
WRF ARW input_sounding file.
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For model runs initialized at the times nearest and just before and after sunset (22,
00, and 02 UTC), the 5 Sept LGC demonstrates an increase in the convergence at the
leading edge of the CBZ through the AET period, and the 02 UTC simulation shows a
relative lack of convergence decrease along the evolving GC, in comparison to the other
simulations initialized with soundings from other times. Not surprisingly, the character
of the vertical motion results lines are similar. The 02 UTC run produces the steadiest
results, excepting the nocturnal simulation. Also notable is that the 00 UTC (about the
time of sunset) simulation consistently produces a higher peak vertical motion at 300 m
and 500 m compared to the 22 UTC run. This clear AET impact is followed by an abrupt
and substantial decrease in the magnitudes of convergence and vertical motion in the
simulation initialized with the 04 UTC (11 pm LT) observations. While this result is
encouraging in the context of the project hypotheses, it is noted this assumes that the
changing input profiles are affected principally by BL processes in the AET. All clear air
cases meet the criteria of minimal large scale forcing, so this is a reasonable assumption
here, however, an arbitrary real world CBZ existing during the AET may be influenced
by other processes, including the possibility of synoptic scale variations, which could
alter the AET's effect.
While the simulation nearest sunset for 5 Sept RGC does not depict an increase in
the convergence or vertical motion to the earlier initialization times, the character of the
black lines (00 UTC simulation) in Figure 9.6 is more similar to the afternoon results,
particularly for t ~ 10-30 min. In all four panels, the 02 and 04 UTC simulations exhibit
similar evolution, while the afternoon runs show stronger kinematic forcing along the
RGC. The evolution of the RGC initialized with the 00 UTC measurements portrays a
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delay in the dramatic decrease of convergence and vertical motion, suggesting that the
largest decrease waits until after about 2 h after sunset, the end of the general AET time
frame (Chapters 5, 7), supporting the minimum criteria noted in H2.
The LGC with the 15 July input soundings produces the values given in the panels
of Figure 9.7. Most prominent at 500 m, between about 12 and 30 min of simulation time,
there is a general increase in the convergence and vertical motion for the model runs

a)

b)

c)

d)

Figure 9.7: Comparison of the peak convergence (a, b) and vertical motion (c, d) at
model levels approximating 300 m (a, c) and 500 m (b, d) AGL at the leading edge of the
LGC in 15 July simulations. Each line color indicates the hour used for the simulations'
WRF ARW input_sounding file.
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initialized with the later evening profiles (from 21 to 23 to 01 to 03 UTC; the green, blue,
black, and violet lines in Figure 9.7b are progressively higher on the ordinate). This
enhancement is most pronounced at the higher height between the 23 and 01 UTC
simulations at all output times. The black line depicts the 01 UTC (exactly sunset time)
run and has a slightly steadier behavior relative to the earlier initialization runs,
suggesting more consistent convergence along the boundary as it develops and lack of a

a)

b)

c)

d)

Figure 9.8: Comparison of the peak convergence (a, b) and vertical motion (c, d) at
model levels approximating 300 m (a, c) and 500 m (b, d) AGL at the leading edge of the
RGC in 15 July simulations. Each line color indicates the hour used for the simulations'
WRF ARW input_sounding file.
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decrease through the transition, similar to the LGC in the 5 Sept runs. Interestingly, for
the LGC with 15 July data, the largest convergence and vertical motion values at several
simulation times are produced by the 03 UTC model run. This continued increase at 2 h
post-sunset shows that the late AET BL can affect the evolution an existing CBZ,
echoing the 00 vs. 02 UTC simulation results for the LGC with the 5 Sept input
soundings (Figure 9.5), and highlights the significance of the AET period on the early
NBL development and CBZ structure early in the NBL cycle.
Figure 9.8 presents the comparison plots for the RGC in the 15 July model runs.
Beginning at local noon and clear in all four panels, the convergence and vertical motion
at both the 300 m and 500 m levels increases as the input sounding is taken from a later
hour - through 23 UTC (6 pm LT). Though the simulation initialized with observation at
the time of sunset (01 UTC) produces smaller values than the 23 UTC run at every output
time, the range of the 01 UTC line remains consistent with the values produced by the
early afternoon simulations. However, with the 03 UTC (10 pm LT) input data,
convergence and vertical motion along the boundary achieve values below the afternoon
ranges by up to about 4 x 10-3 s-1 and 1 m s-1, respectively. Persistence in the increased
convergence and vertical motion at the leading edge of the 15 July RGC from the 17
UTC through the 23 UTC initializations support the hypothesis that AET processes can
enhance the convergence above the surface layer in an existing CBZ.
In summary, a simplified 2-D numerical simulation experiment of idealized
density currents was conducted to evaluate changes in the evolution of the convergence
and vertical motion at the leading edge of the boundaries at a range of times spanning
midday through the early night hours. Separate simulations were initialized with
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soundings constructed from measured profiles at 2 h intervals relative to the time of
sunset on two days from the clear air AET characterization dataset. As a whole, the
results provide general support to the hypothesis that AET effects contribute to an
increase - or at a minimum, a lack or delay of a decrease - in the convergence above the
surface layer along an existing CBZ (H2, Chapter 1). Trends in the convergence and
vertical motion fields for the LGC in the 5 Sept environment and the RGC in the 15 July
simulations indicate increases primarily at the early hours in the transition time frame.
The RGC in the 15 July model runs shows the most prominent AET enhancement,
presumably due to a more favorable wind profile for supporting persistent convergence at
the leading edge of the boundary. Additionally, the RGC in the 5 Sept simulations
depicts a clear holding off of the dramatic decrease in the convergence magnitudes until
at least 2 h after sunset. Overall, the output from this highly simplified exercise provides
encouraging support for H2 and illuminates the validity of the notion of a positive AET
effect on existing CBZs.
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CHAPTER 10

CONCLUSION

Previous chapters show details of the results in the context of the two objectives
of this study. Hypotheses regarding the behavior of the BL during the AET period and
implications for convective elements are outlined in the first chapter. Here, a summary of
results and conclusions pertaining to each objective are given, as are a brief discussion on
known error and avenues for future work.

10.1

Summary and conclusions
The Objectives for this effort, stated in Chapter 1, were to (O1) Extend the narrow

swath of previous work characterizing the transition from daytime CBL to the more
stable, nocturnal regime on days with little large scale forcing conditions, and (O2)
Evaluate the behavior of convective elements, mainly boundaries, during the AET to
consider a transition-effect enhancement to or initiation of convection. In this context,
three hypotheses were addressed: (H1) Wind speeds above the surface layer increase
while surface winds decrease, and the acceleration aloft occurs in response to the waning
surface heat flux and associated reductions in TKE and turbulent momentum transport,
(H2) The convergence above the surface layer in existing CBZs should increase - or at a
minimum, a lack or delay in substantial decrease - during the AET period, and (H3)
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CBZs should become more 2-D and slabular with time, expressing less along-line
variability as CBLs eddies decay. Results presented in Chapters 7-9 are summarized here.
A summary schematic is presented in Figure 10.1, primarily related to the first
two hypotheses. The far left panel sketches show changes to the mean wind profile as an
idealized, vigorous CBL evolves during the clear air AET period. In the center of the
schematic, block arrows depict the decrease in vertical and turbulent momentum fluxes
and conceptualize the impact of increasing convergence above the surface layer. An
example of the visual AET convective signal along a boundary is included to the right.

Figure 10.1: Idealized conceptual schematic. Left: Evolution of an initially uniform
CBL mean wind profile through the AET period. Middle: Block arrows depict
comparative vigor of vertical and turbulent momentum fluxes in the CBL (top), early
AET (middle) and later AET (bottom) time frames; hatched boxes represent ground, with
line arrows conceptualizing changes in the convergent flow above the surface layer for an
simplified CBZ. Right: Visual AET convective signal along a boundary documented
from the UAH campus (an animation of this case is at the URL listed below).
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10.1.1 Clear air AET characteristics
The first part of this project investigates the AET under clear air, light wind
(< 5 m s-1) conditions for 3 seasons at and near the UAH campus, contributing to the
relative paucity of long term, multi-platform datasets of the transition time period. The
clear air cases are required to have minimal sky cover and large-scale forcing. Based on
previous work at the same site, the generic AET interval is considered as 3 h before
through 2 h after sunset. Several signatures of the transition are identified and show
trends that are generally consistent with previous work. In the hours approaching sunset,
turbulent quantities such as the horizontal wind variance at 10 m and the temperature
variance at 2 m and 10 m monotonically decrease as surface heating diminishes. A
steady increase in the 2 m water vapor mixing ratio begins by 80 min before sunset,
though in the springtime that rise starts about 1 h earlier. Initial inversion formations
takes place by 20 min prior to sunset, and variances in temperature at both 2 m and 10 m
achieve minimum values within the same time. Overall, vertical velocity variance at
about 200 m measured from both the 915 and the DWL reaches a minimum range at
about the time of sunset. The DWL, which better represents true vertical air motion,
shows this minimum remains up to at least 2 h after sunset. Distinctly different structures
in the profiles of mean vertical velocity from the 915 and DWL are likely due to
summation of Bragg scattering and particulate biological target effects on the vertical
motion obtained by the longer wavelength radar.
Results show a consistent pattern in the timing of the decline of turbulent
parameters near the surface and at 200 m, as well as an increase in the magnitude of
horizontal winds and meso-γ scale convergence at 300 m. The conceptual framework
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suggested by the observations is well aligned with H1. In general, temperature variances
(first at 10 m, then at 2 m) decrease slowly, then more quickly after about 1.5 h before
sunset. Then, vertical velocity fluctuations decay as thermals diminish. After a faster
decline in vertical wind variance, there is also an acceleration in the decrease of
horizontal wind fluctuations, and finally a modest increase in the mean horizontal wind
magnitude atop the surface layer. Maximum horizontal winds at 300 m occur about 15
min after sunset, with a steady rise evident through the 5 h AET period. Radar-derived
meso-γ scale convergence values show considerable range, but in the mean an increase
across the AET interval is noted, and is effectively about 0.3 × 10-3 s-1 h-1. In the
presence of an existing convergence feature, the gradual increase in the flow atop the
surface layer could aid a parcel's ability to reach its LCL or LFC. These observations
indicate the plausibility of generalized low level convergence enhancement resulting
from AET effects.

10.1.2 Impact of AET on convergent boundary zones
The second component of this effort involved detailed case studies of convergent
boundary zone (CBZ) events observed in the ABIDE network during the AET interval.
Some of these cases included CI along the boundaries, and in one event the initiated
storm persisted for several hours. Surface, kinematic and thermodynamic profile, and 2D single- and 3-D dual-Doppler radar analyses were employed in each case to evaluate
the evolution of these boundaries through the AET. H2 was addressed principally via
spatial averages of dual-Doppler derived convergence and vertical motion along each
CBZ, and H3 was considered from a more qualitative perspective based on the visual
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character of the kinematic DD fields on plan view images, the similarity of 2-D and 3-D
analysis results, and the nature of the observed cloud fields recorded in photographs and
operations logs.
Overall, the results show strong support for the minimum criteria of H2, and more
limited support for the convergence increase. This implies that, for the observed cases,
the transition period supported a maintenance effect along the preexisting convergent
elements in the BL. In the first case, an outflow showed density current characteristics
with a maintaining impact of the early AET period, and a later boundary appeared to
evolve from an outflow to a wave like entity, perhaps a bore, within about 30 min of
sunset. Another outflow detailed in this project showed additional evidence pointing to a
maintaining of the low level convergence along the CBZ leading edge, with suggestion of
a convective enhancement in the DD-derived vertical motion field. The last case study
describes another outflow that appeared to take on wave properties during the AET and
was responsible for the initiation of multiple thunderstorms, including one that persisted
for several hours.
Further, two of the observed CI events occurred at the intersection of the CBZ of
interest and an apparent localized convergence feature. That the initiated cells were not
generated until the AET-influenced CBZ met the local feature illustrates the importance
of this initial effort, and suggests that the AET's maintaining effect along a boundary can
make CI during the transition more likely. In general, the derived kinematic fields and
direct observations are qualitatively aligned with H3. Also, in one case (9-10 July,
Section 8.2) a destabilization aloft (evident in the MPR profiles as well as a sounding
launched from the MIPS) in the late AET BL prompted substantial visual vertical cloud
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development, though not deep convection. This shows that though the transition from
vigorous CBL to more quiescent NBL can be subtle, it can have a prominent impact on
existing convective elements like clouds that is often unobservable in typical radar
products but is obvious as a visual signal of low level convergence enhancement.
While these results do generally support the Hypotheses, one must bear in mind
that the evolution of the CBZs in these case studies demonstrates the intricate nature of
boundaries in the AET environment. Particularly in the 30-31 August (Section 8.1) and
19-20 July (Section 8.3) events, it now appears clear that evolving CBZs can accrue wave
or bore-like characteristics near sunset, a somewhat unexpected finding. These boundary
focused processes add to the complexity of the combined issue of the AET and the
maintenance (or enhancement or initiation) of convection.
Finally, observations from two days in the characterization data set were used in a
simplified numerical modeling exercise to provide a clearer test for H2. An idealized
gravity current simulation is initialized with soundings constructed from the wind profiler
and microwave radiometer observations at several hours from the midday through
nightfall. Separate model runs were performed, with the only change being the time of
day of the input sounding. As a whole, the simulation results provide good support for
H2. In one set of simulations, convergence at the leading edge of the gravity current
markedly increased in the early hours of the AET interval, with the density current
propagating into the direction of modest mean BL flow showing the most substantial
AET enhancement. Simulations using input sounding for another day depicted a more
steady convergence trend with time in the early AET hours, followed by a drastic
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decrease in the values obtained when the simulation is initiated with a 2 h post-sunset
sounding, clearly demonstrating a delay of convergence decrease until after the transition.
As a whole, the results support the three hypotheses and show that the transitional
BL can be a favorable habitat for maintaining convective elements, and AET-influenced
convergent boundary zones can support enhancement and even trigger the initiation of
new convective elements, ranging from visually observed clouds to storms that persist
into the night. While it is difficult to say with certainty whether or not the maintenance
effect implied in these case studies would have occurred along the CBZs regardless of the
AET (i.e., if the boundaries has been present at a different time of day), the idealized
simulation results do provide evidence that the transitional BL can positively impact CBZ
kinematics. Future observational analysis, similar to the case studies herein, of differing
CBZ scenarios over the same region could extend these findings: The evolution of
boundaries present at different times of day (earlier afternoon, overnight after the AET),
or the rather ideal situation of a fairly stationary CBZ within multi-Doppler coverage
through the transition period, would permit further instructive comparisons.

10.2

Error discussion
An inescapable aspect of any observational study is that we only really know

what we are able to measure, which is limited by the capability of the instruments
employed. Additionally, assumptions required for analyses of the measurements may not
always be correct, leading to error in calculated results. For this project, two notable
examples are in how well the observations characterizing the AET capture the decay of
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turbulent CBL variables (Chapter 7) and error in dual-Doppler retrievals used to obtain
spatial means of convergence and vertical motion along propagating CBZs (Chapter 8).
Turbulence in the BL creates fine temporal variations in quantities as energy is
dissipated from larger scales down to the molecular level. Fluctuations in measured state
variables and wind speeds have been used to study the decay of the CBL (e.g. Caughey et
al. 1979, Busse and Knupp 2012, Bonin et al. 2013, and this project's Chapter 7).
Because the turbulent motions occur at very fine spatial and temporal scales, fast
response (several Hz) sensors are best suited for these goals. Surface sensors used in this
work have factory specified response times of, for example, 15 s for humidity at 20° C in
still air and up to 60 s for temperature in a 5 m s-1 wind. The sensors are ventilated, but
not aspirated, resulting in even longer practical response times which attenuate the true
magnitudes of turbulent fluctuations.
Required assumptions for the analysis of the radar data mean uncertainties arising
from non-simultaneous sampling, spatial and temporal changes in the observed area, the
underdetermined nature of dual-Doppler syntheses, and the accumulation of errors during
the vertical continuity integration all contribute to errors in the derived 3-D wind fields.
Most deleterious is the underdetermined nature of the syntheses and incomplete sampling
of divergence in the column, especially when radar volumes are limited in elevation.
Dual-Doppler synthesis assumed the region sampled by the two radars is steady-state, so
the two Vr measurements are taken as separate observations of the same flow. Changes
within radar sample volumes do, however, occur in the time required for a scan cycle this is why great care is taken to minimize time between the volume pairs to within 2 min.
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Doviak et al. (1976) detailed errors inherent in the dual-Doppler methodology and
note typical errors of about 1-2 m s-1. These can result from beam position inaccuracies,
and random errors in Vr due to turbulence in the radar sample volume and departures
from the standard refraction model can be on the same order (Miller and Strauch 1974,
Doviak and Zrnic 1993, Rinehart 2004). Best estimates of horizontal wind are obtained
when the true wind direction bisects the angle of the two radar beams, and the wind
direction of the result is best at stronger true wind magnitudes. Vertical velocity
retrievals tend to be worse than the horizontal components, with nearly twice the variance
and standard deviations on the order of a few m s-1 (Doviak et al. 1976). Measurement
and synthesis errors are compounded during the vertical integration to obtain the vertical
component. This was examined by Matejka and Bartels (1998) and O'Brien (1970),
whose results shown that generally the variational integration method produces better
vertical estimates, as the imposition of both top and bottom boundary conditions permits
a redistribution of errors due to insufficient low level (for upward integration) or upper
level (in the downward method) radar sampling.
While minimal in the clear air cases, relatively large azimuthal gaps (30° or more)
in radar return do occur in the boundary case studies, primarily with the MAX as a result
of purposeful blocking to accommodate the truck cab. This affects the quality of the
EVAD results for these events, as the method requires as full a circle of observations as
possible to allow the Fourier decomposition to produce the best results. An example of
such deleterious effects is described in the discussion of Figure 8.2.10 in Section 8.2.3.
In the observed boundary case studies, the project's second hypothesis is accessed
through the implementation of a CBZ-following box over which spatial averages are
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computed. The placement of these Lagrangian boxes is somewhat subjective (though
very careful to avoid baseline and other contamination as much as possible), which may
limit the reproducibility of results. Sensitivities of the spatial means to the exact
coordinates of the box were not performed herein, but future studies might attempt a
more iterative approach in which means are obtained over a series of similar boxes at
each synthesis time. An average of the results for each box iteration may provide a
slightly more robust representation of the mean kinematic values along a boundary.

10.3

Avenues for future work
This project provides a significant contribution to the study of the AET period and

its implications for the maintenance, enhancement, and initiation of convective elements.
Continued progress in this arena is needed to extend the present. Specifically, results
presented herein add to the comparative lack of detailed transitional BL observations.
Building the body of work in this regard supports a wide array of applications and
industries, including transportation safety, agriculture, forest management, as well as
forecasting fog formation, pollutant concentrations, and of course evening and nocturnal
convection. Further, well observed AET cases, both clear air and convective, can aid in
future refinements to numerical parameterizations of the boundary layer used in highresolution simulations.
Currently ongoing, routine visual documentation of the cloud field at the MIPS
site continues to record examples of a visual AET convective signal, as highlighted in the
results presented here. An example animation of such an event, available at
[ http://vortex.nsstc.uah.edu/uahsevere/abide/exAETsig_9sept_SS701pm.gif ] shows
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prominent vertical cloud development and increased slabularity in the cloud field. The
visual observations, consistent with the results of this study, do not always produce a
radar-observable signature. Datasets compiled for this project provide many exemplary
cases for another ongoing effort focused on documenting the effects of differing
scattering regimes on measurements of vertical motion by comparing observations from
the MIPS platforms with differing wavelengths.
Extensions from this initial project could involve similar characterization and
boundary-focused studies at other locations, for example, the ARM Southern Great Plains
site in Oklahoma. This would provide a means to evaluate a less heterogeneous (for the
OK site) AET's impact on boundaries and allow for identification of regional differences.
Results here highlight the need for more sophisticated modeling studies in follow up
efforts. Because the question of the transitioning BL's influence on convection is indeed
a complicated one, perhaps the most ideal test for AET hypotheses would employ 3-D,
high-resolution, full-physics simulations of an observed, real boundary that produces an
AET CI event, with and without allowing the setting of the most basic driver of all
Earth's weather, the sun.
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