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Abstract 1 
The research on brain computer interfaces (BCIs) has 2 
become a hotspot in recent years because it offers benefit to 3 
disabled people to communicate with the outside world. 4 
Steady state visual evoked potential (SSVEP)-based BCIs 5 
are more widely used because of higher signal to noise ratio 6 
(SNR) and greater information transfer rate (ITR) compared 7 
with other BCI techniques. In this paper, a multiple signal 8 
classification (MUSIC)-based method was proposed for 9 
multi-dimensional SSVEP feature extraction. 2-second data 10 
epochs from four electrodes achieved excellent accuracy 11 
rates including idle state detection. In some asynchronous 12 
mode experiments, the recognition accuracy reached up to 13 
100%. The experimental results showed that the proposed 14 
method attained good frequency resolution. In most 15 
situations, the recognition accuracy was higher than 16 
canonical correlation analysis (CCA), which is a typical 17 
method for multi-channel SSVEP signal processing. Also, a 18 
virtual keyboard was successfully controlled by different 19 
subjects in an unshielded environment, which proved the 20 
feasibility of the proposed method for multi-dimensional 21 
SSVEP signal processing in practical applications.  22 
 23 
Keywords 24 
brain computer interface (BCI), steady state visual evoked 25 
potential (SSVEP), multiple signal classification (MUSIC), 26 
feature extraction. 27 
1 INTRODUCTION 28 
A brain computer interface (BCI) is a communication 29 
V\VWHP WKDW GRHV QRW GHSHQG RQ WKH EUDLQ¶V QRUPDO RXWSXW30 
pathways of peripheral nerves and muscles[1] . The ultimate 31 
goal of a BCI is to create a specialized interface that allows 32 
an individual with severe motor disabilities to have effective 33 
control of devices such as computers, speech synthesizers, 34 
assistive appliances and prostheses[2]. 35 
Electroencephalography (EEG) is most commonly used 36 
for BCIs because it has advantages of portability and ease of 37 
use. A steady state visual evoked potential (SSVEP)  is a 38 
periodic response to a visual stimulus modulated at a 39 
frequency higher than 6 Hz[3]  (or 4Hz[4] ). It can be 40 
recorded from the scalp as a nearly sinusoidal oscillatory 41 
waveform with the same fundamental frequency as the 42 
stimulus, and often includes some higher harmonics. The 43 
amplitude and phase characteristics of SSVEPs depend upon 44 
the stimulus intensity and frequency. SSVEP-based BCIs are 45 
becoming a research hotspot because it has many advantages 46 
over other BCI systems including a higher signal to noise 47 
ratio (SNR), and faster information transfer rate (ITR). It 48 
also does not require intensive training [5].  49 
A variety of methods have been developed and used for 50 
feature extraction for SSVEP-based BCIs[6]. Fourier-based 51 
transform methods are mostly used for power spectrum 52 
density analysis (PSDA). Most research used them to 53 
compute the accumulative power at the stimulus frequencies 54 
and their harmonics for frequency-coded SSVEPs. Or the 55 
average power centered on the stimulus frequency was 56 
calculated[7] . An important advantage of Fourier-based 57 
transforms is their simplicity and small computation time. 58 
However, the time window length of SSVEP signals needs to 59 
be long enough to enhance the frequency resolution of FFT 60 
when the sampling frequency is confirmed. This might limit 61 
practical applications because it has a lower information 62 
transfer rate (ITR) [8]. Additionally, a larger window length 63 
could lead to classification errors during the changing of 64 
stimuli. The studies [8-10] all used wavelet analysis to 65 
estimate power at relevant frequency points. A key problem 66 
with applying wavelet analysis is how to choose an 67 
appropriate mother wavelet to attain good performance. 68 
Although the wavelet analysis is better for non-stationary 69 
signal processing compared with Fourier transform, it is 70 
developed based on Fourier transform, which is fit for 71 
processing linear signals. New methods suitable for 72 
non-linear and non-stationary signal processing are needed. 73 
In this case, Hilbert Huang transform (HHT) is adopted in 74 
previous studies [11,12]. HHT has more stability than FFT, 75 
which means the recognition accuracy will not change 76 
greatly when the data length varies. Although HHT can be 77 
well used for non-linear and non-stationary SSVEPs, its 78 
computation time is higher compared with Fourier transform. 79 
All the methods discussed above were commonly employed 80 
to process single channel SSVEPs. Signals from 81 
multi-channel EEG are less affected by noise than signals 82 
from a unipolar or bipolar system. The combination of 83 
signals collected from different channels (electrodes) is also 84 
referred to as spatial filtering. Typical methods like 85 
minimum energy combination (MEC) and maximum 86 
contrast combination (MCC) are the most commonly utilized 87 
[13-16]. Another method named canonical correlation 88 
analysis (CCA) can be employed to extract features from a 89 
different viewpoint. It computes the correlation of two 90 
multi-variable datasets [17]. Paper [18] used CCA to 91 
recognize SSVEP for the first time. A further comparison 92 
between the CCA and PSDA method was done by Hakvoort 93 
5HYLVHG0DQXVFULSW &OLFNKHUHWRGRZQORDG0DQXVFULSWUHYLVHG$086,&%DVHG0HWKRGIRU669(36LJQDO3URFHVVLQJGRF[
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et al. [19], which showed that CCA had better performance. 94 
Spatial filtering methods have the advantage of combining 95 
signal pre-processing and feature extraction together. 96 
In this paper, a new method based on multiple signal 97 
classification (MUSIC) was proposed for feature extraction 98 
of multi-dimensional SSVEPs. One of the typical 99 
applications of MUSIC is to solve the problem of harmonic 100 
retrieval for one-dimensional signals. The principle of using 101 
MUSIC for target frequency recognition of 102 
multi-dimensional SSVEPs was explained in detail. Also, a 103 
criterion used to determine the number of eigenvectors 104 
constructing the signal subspace for power spectrum 105 
estimation was proposed. The method was verified with both 106 
simulated and real SSVEP data. Experiments in synchronous 107 
and asynchronous modes were conducted. The results show 108 
that MUSIC achieved a good frequency resolution.  109 
Meanwhile, it is capable of suppressing noise because it 110 
decomposes the original data into signal subspace and noise 111 
subspace. Compared with CCA, MUSIC is more flexible, as 112 
the number of eigenvectors constructing the signal subspace 113 
is adjustable. The recognition accuracy was better than CCA 114 
in most situations. Finally, the proposed method was 115 
successfully utilized for users to control a virtual keyboard in 116 
an unshielded environment. 117 
This paper is organized as follows: methods including the 118 
principle of MUSIC, the procedure of SSVEP signal 119 
processing and the setup of experiments are explained in 120 
Section 2. The experimental results are illustrated in Section 121 
3. Discussion and conclusions are presented in Section 4 and 122 
Section 5. 123 
2 MATERIALS AND METHODS 124 
2.1 Multiple Signal Classification for SSVEP Signal 125 
Processing 126 
MUSIC was first proposed by R. O. Schmidt in 1979[20]. 127 
It is often used to solve the problem of harmonic retrieval 128 
and direction of arrival. The data model [21] can be 129 
expressed as follows. 130 
)()2exp()(
1
nwjnfjanx k
p
k
kk ¦  IS                (1)  131 
Here, ( )w n is additive noise. ka , kf  and kI  represent the 132 
amplitude, frequency and phase respectively. p denotes the 133 
number of harmonics. 134 
The SSVEP signal is a periodic response to the stimulus 135 
frequency and its harmonics, which can be modeled using 136 
the above formula. Actually, many other methods like MEC, 137 
MCC or CCA employ similar data models to represent 138 
SSVEPs. The model includes sum of stimulus frequencies 139 
and noise. They are typically used for multi-channel signals. 140 
In this situation, the data model should be defined as: 141 
)](),...,(),([)( 21 nxnxnxnXX num               (2)                                                                 142 
Here, num is the number of channels. It is assumed that the 143 
data includes both signals and noises, which are independent 144 
of each other[22] . Thus, the covariance matrix can be 145 
decomposed into signal and noise components.  146 
As mentioned before, the typical use of MUSIC method is 147 
to solve the problem of harmonic retrieval for 148 
one-dimensional signals.  The principle of using MUSIC for 149 
multi-dimensional SSVEP signal processing is illustrated as 150 
follows.  151 
A simulated signal according to Formula (1) is generated 152 
as: 153 
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   (3) 154 
Where, the value of Sf  is 256, and n  ranges from 1 to 155 
512. It can be seen that there are two harmonic components 156 
with frequencies of 5.384 Hz and 5.871 Hz for the simulated 157 
signal. The spatial smoothing method which reconstructs 158 
one-dimensional signals to multi-dimensional signals, is 159 
usually employed to analyze the signal as Formula (3). The 160 
reconstructed signal is an N Mu
 
dimension matrix. As for 161 
the MUSIC method, N  means the number of snapshots, and 162 
M means the number of arrays. The reconstructed 163 
multi-dimensional signal can be represented by a matrix X . 164 
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The first row of the new matrix includes 166 
)(),1(),...,2(),1( MxMxxx  ; the second row of the new 167 
matrix includes )1(),(),...,3(),2( MxMxxx , and so on. 168 
The last row includes 169 
)1(),2(),...,1(),(  NMxNMxNxNx . Because the 170 
total number of sampling points for the original signal )(nx  171 
is 512, the maximum sum of M  and N  is 513. 172 
The values of M  and N  were adjusted to reconstruct the 173 
signal. The result of power spectral analysis for the new 174 
multi-dimensional signal with various values of M  and N  175 
is illustrated as Fig. 1. 176 
It is seen in Fig. 1(a) only one harmonic component of 177 
5.632 Hz is recognized. While in Fig. 1(b), Fig. 1(c) and Fig. 178 
1(d) , two harmonic components of 5.376 Hz and 5.888 Hz 179 
can be recognized, which are quite close to the harmonic 180 
components of the original signal represented by Formula 181 
(3).  For real SSVEP signals, the recognition accuracy of 182 
target frequencies doesn¶t normally need to be 0.001 Hz. The 183 
harmonic recognition effect became better with the value of 184 
M  increasing in experiments. However, the result would 185 
not improve any more if M increased to some extent. 186 
For the matrix X , each row can be seen as a time series. 187 
Compared the next row with the last low, the next one can be 188 
regarded as a unit-time delay time series of the last one. The 189 
real SSVEP signal as in Formula (2) can be also represented 190 
by a matrix newXX . 191 
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sam  means the sampling points, and num  denotes the 193 
number of electrodes (channels). Each row of newXX  is also 194 
a time series. For electrodes are laid at different positions, 195 
the time series according to each electrode might be regarded 196 
as signals with different transmitting distances from the 197 
same sources. It means for newXX , the next row can be 198 
regarded as a time-delay series of the last one. From this 199 
perspective, newXX  as in Formula (5) and X  in Formula (4) 200 
are quite similar. newXX  can be seen as the reconstructed 201 
multi-dimensional signal, which is to be analyzed by the 202 
MUSIC method for harmonic components recognition. The 203 
feasibility of using MUSIC for multi-dimensional SSVEP 204 
signal processing were verified by both simulated data and 205 
real SSVEP data, and it can be seen in the section Results. 206 
 207 
(a)                                                                                       (b) 208 
 209 
(c)                                                                                                                                  (d) 210 
Fig. 1 Power spectral analysis for reconstructed signal with various values of M and N. (a)M=5, N=507; (b)M=200, N=312; 211 
 (c)M=500, N=12; (d) M=508, N=4. 212 
 213 
   The detailed computation procedure is described as 214 
follows: 215 
(1)Assume that the original SSVEP signal is a numsamu  216 
dimension matrix. sam  and num represent the number of 217 
sampling points and the number of channels.  218 
(2)As explained above, sam  can be seen as M  in 219 
Formula (4), and num  can be seen as N .The covariance 220 
matrix XXR  of the new matrix newXX is a samsamu  221 
dimensional matrix. Compute the eigenvalues 1d , 2d , ..., 222 
samd  and eigenvectors  1V , 2V ,..., samV of the covariance 223 
matrix. 224 
(3)The eigenvectors corresponding to the k largest 225 
eigenvalues constitute the signal subspace, while the 226 
remaining eigenvectors constitute the noise subspace. How 227 
to confirm the value of k  is also discussed in this paper. 228 
(4)Use the signal subspace or the noise subspace for power 229 
spectrum estimation as follows. 230 
))(/(1)( TFTiiF aSSIafP                  (6) 231 
))(/(1)( FTooTF aNNafP                    (7) 232 
I  is a samsamu  dimensional unit matrix. iS  and 233 
oN represent the signal and the noise subspace with 234 
dimensions of ksamu  and )( ksamsam u . Fa  is a 235 
samu1
 dimensional matrix. The value of each element is: 236 
 ),...,2,1(,),1( *)1(* samieia orderijF   Y              (8) 237 
1)/( ' ffroundorder                      (9) 238 
sorder forderf /***2 ' SY                  (10) 239 
Here, sf is the sampling frequency, f'  is the frequency 240 
interval, and f  is the target frequency.. 241 
The value of k can be defined as a constant which is 242 
obtained by conducting experiments. The idea is like setting 243 
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a threshold. It needs time to adjust the value to maximize the 244 
recognition results. Inspired by the principle of minimum 245 
energy combination [14], which is another important 246 
technique for spatial filtering, the number of eigenvalues is 247 
chosen corresponding to the following equation. 248 
kiddi ,...,3,2,1,01.0/ 1  !                 (11) 249 
Here, 1d is the largest eigenvalue of the covariance matrix 250 
and 1d , 2d  till kd  are sorted in descending order. Only 251 
these eigenvectors whose corresponding eigenvalues are no 252 
less than 1% of the largest eigenvalue are classified as the 253 
signal subspace for spectrum estimation. 254 
The SSVEP signal processing usually includes data 255 
pre-processing, feature extraction and feature classification. 256 
In our research, a low-pass filter with a cut-off frequency of 257 
30 Hz and a 50 Hz notch filter were used for pre-processing. 258 
The original data were segmented into epochs for feature 259 
extraction via the MUSIC method. The basic idea is to 260 
compute the power values at stimulus frequencies. As for 261 
feature classification, the frequency corresponding to the 262 
maximum power value was recognized as the target one. If 263 
there are n stimulus frequencies which are 1f , 2f  till nf . 264 
The power value )( fP  corresponding to each frequency is 265 
computed as shown in Formula (6). And then the target 266 
frequency is confirmed as the following formulas. 267 
))(max(argarg fPf ett                           (12) 268 ^ `nett ,...,2,1arg 
                           (13) 269 
From the above two formulas, it can be seen that we should 270 
focus on the magnitude relation of power values 271 
corresponding to different stimulus frequencies, not the 272 
absolute magnitude of a specific power value. Therefore, the 273 
units of power values are not labeled in all figures in this 274 
paper. 275 
A  dwell time, which means the state of one target kept for 276 
a period of time, was employed to reduce the false positives. 277 
The detailed explanations about this are given in the Results 278 
and Discussion sections. 279 
The recognition results were compared with the CCA 280 
method in experiments. Here, the principle of CCA[23] is 281 
briefly introduced. If there are two variables X  and Y  with 282 
dimensions of p  and q  respectively. X  and Y  are 283 
represented as ),...,,( 21 pXXXX   and ),...,,( 21 qYYYY  . 284 
To find out the relation between X  and Y , a linear 285 
combination is applied to both X and .Y  Two new 286 
variables are generated which are 287 
pp XaXaXaU  ...2211   and 288 
qqYbYbYbV  ...2211 . Then the correlation coefficient 289 
),( VUcorr U between U  and V  is computed. 290 
),...,,( 21 paaaa   and ),...,,( 21 qbbbb   are named 291 
canonical variables when p  has the largest value, and U  is 292 
the canonical correlation coefficient between X  and Y  . 293 
If there are four stimulus frequencies used in practical 294 
applications which are 1f , 2f , 3f  and 4f , four reference 295 
signals should be constructed as follows: 296 
])**2cos(
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300 
If the original SSVEP data are denoted by 1X , the 301 
aforementioned CCA method is used to compute the 302 
correlation coefficients 1U , 2U , 3U , 4U between 1X  and 303 
21X , 22X , 23X , 24X . Then the target frequency is 304 
dertermined according to the following formula. 305 
}4,3,2,1{arg)),(max(argarg  ettff ett U    (18) 306 
It is noted that the reference signals only use the 307 
fundamental harmonic components corresponding to 308 
stimulus frequencies. The second or other harmonics can be 309 
also used to calculate the correlation coefficients if 310 
necessary. 311 
2.2 Experimental Setup 312 
As the signal and noise components of simulated data are 313 
deterministic, the simulated data are suitable for method 314 
verification. But the real SSVEP data are more persuasive to 315 
prove that the proposed method can be used in practical 316 
applications. So both simulated and real SSVEP data were 317 
used in our experiments. 318 
1) Simulated data 319 
In experiments, four-channel data were generated. Each 320 
channel includes two sine waves to simulate the harmonic 321 
components of SSVEP and random noise. The frequencies of 322 
two sine components are 5.384 and 5.871 Hz, respectively, 323 
just like the harmonic components used in Formula (19). The 324 
data are expressed as follows. 325 
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                    (19) 327 
Here, sf  is the sampling frequency equal to 256 Hz. N is 328 
the total number of sampling points with a value of 512. n  329 
represents each single sampling point ranging from 1 to 512. 330 
Thus, S  is a 5124u dimensional matrix. It is noticed that the 331 
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strictly meet the frequency resolution requirement for 333 
traditional FFT method to estimate the spectrum, because the 334 
resolution is computed as 0.5 Hz ( 512/256/  Nfs ). Also, 335 
both of the frequency points 5.384 and 5.871 are not located 336 
on the FFT spectral lines. However, MUSIC can better 337 
estimate the power values at these two points. It is shown in 338 
the Results section. 339 
2)  Real SSVEP data 340 
The stimulus panel contains four LED blocks each 341 
measured as 2*2 cm. The distance between LED blocks and 342 
the flickering frequencies are adjustable. The effects of these 343 
parameters on experimental results are discussed in the 344 
following section. 345 
A Symtop UE-16B EEG amplifier was used in our 346 
experiments as shown in Fig. 2. It has 16 channels and a USB 347 
interface. The maximum sampling frequency can be adjusted 348 
to 1000 Hz.  A low-pass filter and a notch filter are 349 
developed in the amplifier.  350 
 351 
Fig. 2 UE-16B EEG amplifier and the experimental setup 352 
 353 
In reality, the sampling frequency was set to 200 Hz, 354 
because the frequency of EEG signals is usually lower than 355 
100 Hz. Also, the stimuli frequencies used in experiments 356 
are lower than 30 Hz. The choice of 200 Hz is reasonable. 357 
Besides, an appropriate sampling frequency rather than a 358 
higher frequency saves the computation time. The cut off 359 
frequency of the low-pass filter was set to 30 Hz and the 50 360 
Hz power line interference was removed by a notch filter. 361 
All 16 channels (Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, 362 
F7, F8, T3, T4, T5, and T6) were utilized to acquire the 363 
original EEG data in early stages. The number of channels 364 
was reduced to 4 (P3, P4, O1, O2) in later experiments. Five 365 
subjects (one female, four male) participated in the 366 
experiments for performance analysis of related methods. 367 
All of them have good eye vision. The average age is 25.4 368 
years old. More subjects were asked to conduct the 369 
experiment for real time control of a virtual keyboard. All 370 
experiments were done in an unshielded environment.  371 
Two different kinds of experiments were designed for the 372 
five subjects, namely synchronous paradigm and 373 
asynchronous paradigm. Regarding the synchronous one, 374 
three sessions were conducted: (i) Only one of the four 375 
stimuli was flickering. Subjects looked at the flickering one 376 
for 40 seconds from the 20th second; (ii) Only one of the four 377 
stimuli was flickering. Subjects looked at each area 378 
corresponding to stimuli not flickering for 20 seconds 379 
consecutively from the 20th second; (iii) Four stimuli were 380 
flickering at the same time. Subjects looked at each one for 381 
20 seconds consecutively from the 20th second. Labels were 382 
used to indicate different experiment sessions as illustrated 383 
in Fig. 3. As for the asynchronous paradigm, two following 384 
sessions were carried out: (i) Subjects looked at different 385 
stimuli according to a predefined number sequence. Once a 386 
target was recognized, subjects turned to look at the next 387 
stimulus. In our experiments, three number sequences were 388 
GHILQHG DV µ-2-3-¶ µ-3-2-¶ DQG µ-4-2-¶ LL 6XEMHFWV389 
looked at stimuli randomly, and no sequence was defined 390 
before the experiment. 391 
 392 
Fig. 3  Explanation of SSVEP dataset labels in the synchronous mode 393 
 394 
3)  Virtual keyboard layout 395 
In order to verify the aforementioned method, a virtual 396 
keyboard was designed for subjects to input words. In this 397 
application, four stimuli were used to move the cursor along 398 
four different directions: up, down, left and right. The fifth 399 
stimulus ZDVXVHGWRUHSUHVHQWWKH³FRQILUP´FRPPDQGIRU400 
selecting a letter or a symbol of the keyboard. It can be seen 401 
from Fig. 4 that the keyboard contains 26 letters and other 402 
symbols. The layout of the keyboard is based on the 403 
frequency of how often these symbols are used [14]. The 404 
more frequent they are used, the closer they are placed near 405 
the center of the keyboard. When the cursor moved on a 406 
letter or a symbol, the background color turns red. When the 407 
letter or the symbol is selected, the text box at the bottom of 408 
the screen displays the selected symbol with previous 409 
symbols. 410 
3 RESULTS 411 
3.1 Simulated Data Analysis 412 
Fig. 5(a) illustrates the power spectrum obtained by 413 
MUSIC method. The spectrum area around 6 Hz was 414 
zoomed in as shown in Fig. 5(b).  415 
It is obvious in Fig. 5(b) that two peaks appear at around 416 
5.3 and 5.8 Hz, which are almost equal to the harmonic 417 
components of the simulated data. Also, the spectral curve is 418 
smooth in Fig. 5(b), which means a high frequency 419 
resolution can be acquired. 420 
3.2 Real SSVEP Data Analysis 421 
For real SSVEP signals, MUSIC was utilized to calculate 422 
the power at those stimulus frequency points. The stimulus 423 
frequency corresponding to the maximum power value was 424 
recognized as the target one. Taking the processing results of 425 
dataset A03 as an example, as shown in Fig. 6, four curves 426 
with different colors represent the power values of the four 427 
stimulus frequencies (6, 7, 8, 9 Hz).The values 428 
corresponding to the second stimulus are higher than the 429 
other three after the 22nd seconds. The 2-second delay is 430 
mainly caused by the response time when subjects changed 431 
from the idle state to the work state. In addition, a dwell time, 432 
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433 
Fig. 4 Control of a virtual keyboard based on SSVEP 434 
  435 
 436 
(a) 437 
 438 
(b) 439 
Fig. 5 Spectrum of the simulated data computed by MUSIC 440 
 441 
which means SSVEP signals responding to one stimulus 442 
have to keep for a period of time, was employed in real 443 
applications in order to reduce the false positives. The dwell 444 
time was adjusted in experiments. The CCA method was 445 
used to compare the processing results. The original SSVEP 446 
data were segmented into epochs of 400 sampling points, 447 
which means the time duration was 2 seconds (sampling 448 
frequency is 200 Hz). Data overlapping was used to make 449 
the time window move smoothly. Results of no overlapping 450 
and 50% overlapping were compared. 451 
Table 1 VKRZV RQH VXEMHFW¶V UHFRJQLWLRQ UDWHV XQGHU452 
different conditions during the first session in the 453 
synchronous mode. The frequencies corresponding to A01, 454 
A03, A05 and A07 were 6, 7, 8 and 9 Hz. Original data were 455 
segmented into epochs of 400 points. 456 
The recognition rates of one subject during the second 457 
session are shown in Table 2. In this session, only one 458 
stimulus was flickering. The subjects looked at other areas of 459 
stimuli not flickering in order, which means the subjects 460 
were in idle states all the time. So, the aforementioned dwell 461 
time was utilized. Several consecutive decisions made one 462 
final target choice. The parameter of consecutive numbers 463 
was tested in experiments. Overlapping was also employed 464 
to recognize the target smoothly. 465 
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 466 
Fig. 6 Frequency power estimation corresponding to dataset A03 467 
 468 
In the third session, the use of covers on stimuli, the 469 
distance of neighboring stimuli were changed to compare the 470 
different recognition results. The four stimulus frequencies 471 
used in Table 3 were 6.5, 7.5, 8.5 and 9.5 Hz, respectively. 472 
 473 
Table 1  Recognition rates under different conditions during the first session 474 
in the synchronous mode[24] 475 
Conditions * 1 2 3 
A01 
MUSIC 0.8571 0.9024 0.7073 
CCA 0.7619 0.8293 0.6829 
A03 
MUSIC 0.8571 0.878 0.9268 
CCA 0.7619 0.8293 0.9268 
A05 
MUSIC 0.8571 0.878 0.9268 
CCA 0.7143 0.878 0.8537 
A07 
MUSIC 0.8571 0.8537 0.9268 
CCA 0.8095 0.8293 0.9024 
* Condition 1: data length=400, overlapping=0; number of channels=16;  476 
  Condition 2: data length=400, overlapping =50%; number of 477 
channels=16; 478 
  Condition 3: data length=400, overlapping =50%; number of 479 
channels=4. 480 
 481 
In the first session of the asynchronous mode, subjects 482 
looked at stimuli following predefined number sequences 483 
µ-2-3-¶ µ-3-2-¶ DQG µ-4-2-¶ 2QFH D WDUJHW ZDV484 
recognized, subjects turned to look at another one 485 
immediately.  It is different from the experiments in the 486 
synchronous mode, in which subjects looked at each 487 
stimulus for a fixed period of time. 488 
Table 2 Recognition rates under different conditions during the second 489 
session in the synchronous mode[24] 490 
Conditions* 1 2 3 4 
A02 
MUSIC 0.6607 0.5495 0.7928 0.8908 
CCA 0.5 0.5135 0.6937 0.8829 
A04 
MUSIC 0.6429 0.5315 0.7838 0.8288 
CCA 0.6429 0.6126 0.8108 0.8198 
A06 
MUSIC 0.7679 0.5856 0.8378 0.8829 
CCA 0.6429 0.6667 0.8559 0.9099 
A08 
MUSIC 0.75 0.6937 0.9279 0.8649 
CCA 0.75 0.5676 0.8288 0.8198 
* Condition 1: data length=400, overlapping =0; number of 491 
channels=16; 2 consecutive decisions (overlapping: 1) made one final target 492 
choice; 493 
Condition 2: data length=400, overlapping =50%; number of 494 
channels=16; 2 consecutive decisions (overlapping: 1) made one final target 495 
choice; 496 
Condition 3: data length=400, overlapping =50%; number of 497 
channels=16; 3 consecutive decisions (overlapping: 2) made one final target 498 
choice; 499 
Condition 4: data length=400, overlapping =50%; number of 500 
channels=4; 3 consecutive decisions (overlapping: 2) made one final target 501 
choice. 502 
 503 
Table 3 Recognition rates during the third session in the synchronous 504 
mode[24] 505 
Conditions MUSIC CCA 
Far distance (8 cm), no use of covers 0.8025 0.8148 
Far distance (8 cm), use of covers 0.8148 0.8025 
Near distance (4 cm), no use of covers 0.7901 0.7531 
Near distance (4 cm), use of covers 0.8148 0.8148 
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 506 
Fig. 7 Frequency power estimation in the asynchronous mode 507 
 508 
7DNLQJRQHQXPEHUVHTXHQFHµ-2-3-¶DVDQH[DPSOHWKH509 
frequency power at four stimulus frequencies was illustrated 510 
in Fig. 7. Subjects repeated looking at stimuli orderly three 511 
times. The frequencies used were 6.5, 7, 7.5 and 8 Hz, 512 
respectively. It means the frequency resolution was reduced 513 
to 0.5 Hz, while the above experimental results were 514 
obtained with frequency resolution of 1 Hz. As seen in Fig. 7, 515 
frequencies with an interval of 0.5 Hz can be clearly 516 
distinguished using the MUSIC method just like the 517 
simulated data. 518 
Five subjects participated in experiments. Each of them 519 
finished looking at all stimuli corresponding to three number 520 
sequences for three times. The experimental time 521 
consumption for all subjects to complete different tasks is 522 
listed in the following Table 4. 523 
 524 
Table 4 Time consumption (seconds) during the first session in the 525 
asynchronous experimental mode 526 
Subjects 
Number sequences (repeating three times for each) 
µ-2-3-¶ µ-3-2-¶ µ-4-2-¶ 
Subject 1 57 57 57 
Subject 2 58 59 63 
Subject 3 57 51 55 
Subject 4 57 58 61 
Subject 5 60 62 59 
 527 
Table 5 Recognition accuracy when subjects looked at stimuli randomly 528 
Subjects Accuracy Total time (seconds) 
Subject 1 1.0000 100 
Subject 2 1.0000 103 
Subject 3 0.9523 100 
Subject 4 1.0000 101 
Subject 5 0.9048 102 
 529 
In the second session of the asynchronous mode, subjects 530 
looked at whichever stimulus as they would like to for about 531 
100 seconds. This situation is more like the real world 532 
applications without external interference. The first session 533 
was to estimate the time consumption time of target 534 
recognition, while this one was to estimate the recognition 535 
accuracy in the asynchronous mode as seen in Table 5. 536 
3.3 SSVEP-based Virtual Keyboard 537 
Fig. 4 illustrates the whole procedure of spelling the word 538 
³BRAIN´. For five different subjects, the time consumption 539 
of spelling ³BRAIN´ or ³BCI TEST´ was recorded as shown 540 
in Table 6. 541 
Table 6 shows the spelling speed for different subjects 542 
were not the same even for the same word. As for ³BRAIN´, 543 
it takes 11.6 to 17 seconds to output a letter or a symbol. In 544 
terms of ³BCI TEST´, the average time is 15 to 15.88 545 
seconds. Taking the word ³BRAIN´ as an example, the steps 546 
of choosing these five letters starting from the keyboard 547 
center are 2, 1, 2, 1 and 1, respectively. The total step is 7. 548 
Considering the five ³confirm´ commands, 12 steps are 549 
needed to spell the word ³BRAIN´. It means each step takes 550 
about 4.83 to 7.08 seconds. This time is longer than that of 551 
the asynchronous mode experiments without device control. 552 
It is partly because subjects need time to choose which the 553 
next target is when spelling a specific word. 554 
 555 
Table 6 Time consumption for different subjects of spelling different words 556 
Subjects Words Time (Seconds) 
Subject 1 BRAIN 58 
Subject 2 BRAIN 68 
Subject 3 BCI TEST 120 
Subject 4 BCI TEST 127 
Subject 5 BRAIN 85 
4 DISCUSSION 557 
4.1 Enhancement of Frequency Resolution 558 
For stimulated data, the MUSIC method was used to 559 
estimate the power at two nearby frequencies. As for  FFT, 560 
power values can be computed only at points where the 561 
frequency is an integer multiple of the frequency resolution, 562 
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such as, 0, 0.5, 1, 1.5 Hz and so on. In Fig. 5(b), it is obvious 563 
that two maxima appear at around 5.3 and 5.8 Hz, which are 564 
the real harmonic components of the stimulated data. That 565 
means the MUSIC method can achieve high frequency 566 
resolution. In addition, MUSIC decomposes data into signal 567 
subspace and noise subspace. The noise can be removed to 568 
some extent when estimating the power spectrum. 569 
4.2 One-target Recognition 570 
For the real SSVEP signals, we compared the 571 
experimental results of MUSIC and another typically used 572 
method CCA. As shown in Tables 1-3, the MUSIC method 573 
achieved higher recognition accuracy in most cases. 574 
Exceptions existed, as the numbers in red color in these 575 
tables illustrated that CCA performed better than MUSIC 576 
sometimes. 577 
In Table 1, one subject looked at only one stimulus for 40 578 
seconds. All segmented data length was 2 seconds. The 579 
accuracy was better when 50% data overlapping was used 580 
for 16-channel SSVEP signals. Also, the results showed that 581 
4-channel (P3, P4, O1 and O2) signals could be utilized for 582 
detecting the target stimulus except dataset A1. This is 583 
because not all frequencies evoke strong SSVEPs when 584 
applied to different individuals.  It is proved that more 585 
channels do not definitely produce better results, because 586 
SSVEP signals are not evenly distributed on the brain 587 
surface.  Some channels might contain more noise rather 588 
than SSVEP related signals. In addition, reducing the 589 
number of channels shortens the preparation time before 590 
experiments, which is important for implementing a real BCI 591 
system. 592 
4.3 Idle State Detection 593 
 594 
Fig. 8  A dwell time used for final decisions 595 
 596 
The frequency with the maximum power value was 597 
recognized as the target one in Table 1. However, in the idle 598 
VWDWH ZKHQ VXEMHFWV GLGQ¶W IRFXV RQ DQ\ VWLPXOXV WKLV599 
method could cause false positives. Idle state detection 600 
becomes another key issue. There are two common ways to 601 
solve this problem. A dwell time or a threshold can be 602 
employed for idle state detection. The accuracy in Table 2 603 
was calculated by using a dwell time. A same target was 604 
recognized for several consecutive times, and then a final 605 
decision was made as seen in Fig. 8. Fig. 8 shows that three 606 
consecutive decisions make a final decision, which means if 607 
three consecutive one-time decisions are identical, and then a 608 
final decision is made to confirm a target. The overlapping 609 
percentage is 2/3 in this example. That means there is a 610 
µGHFLVLRQZLQGRZ¶PRYLQJDORQJWKHWLPHD[LV,WFDQEHVHHQ611 
in Table 2 that under condition 4, where the data length was 612 
400 points with 50% overlapping and the number of 613 
channels was 4, better performance was achieved than other 614 
conditions.  615 
For comparison, the threshold method was also employed. 616 
The threshold was obtained from training data. For each 617 
stimulus frequency, a period time of data in the work state 618 
and the idle state was acquired. The threshold was adjusted 619 
to maximize the total recognition rate, which was defined as 620 
value of the sum of true positives and true negatives divided 621 
by the total training number.  622 
As seen in Table 7, the idle state could be better detected 623 
by using a threshold. If the threshold and the dwell time were 624 
used together, the recognition accuracy can be even up to 625 
100%, such as dataset A06. It is noticed that using a 626 
threshold can achieve better results, but it is more time 627 
consuming compared with using a dwell time. Preparation 628 
time is needed to acquire training data for all stimulus 629 
frequencies. Recognition accuracy was higher than 83% 630 
when using a dwell time in experiments. And there is no 631 
extra time needed in advance. That is an advantage of using a 632 
dwell time. However, a longer dwell time leads to delay of 633 
recognition. In real applications, the choice of the dwell time 634 
should be considered based on requirements of the detection 635 
speed and the detection accuracy. 636 
 637 
Table 7 Recognition rates with a threshold during the second session 638 
 in the synchronous mode 639 
Conditions* A02 A04 A06 A08 
1 0.8468 0.8468 0.8378 0.8739 
2 0.8559 0.7658 0.8739 0.8739 
3 0.9640 0.9820 1.0000 0.9820 
*Condition 1: data length=400, overlapping =50%; number of 640 
channels=4; 3 consecutive decisions (overlapping: 2) made one final target 641 
choice; 642 
Condition 2: data length=400, overlapping =50%; number of 643 
channels=4; a threshold made one final target choice; 644 
Condition 3: data length=400, overlapping =50%; number of 645 
channels=4; a threshold and 2 consecutive decisions (overlapping: 1) made 646 
one final target choice. 647 
4.4 Multi-target Recognition 648 
 649 
Table 8  Recognition rates under different conditions during all sessions in 650 
the synchronous mode[24] 651 
A01 
MUSIC 0.7869 
A06 
MUSIC 0.8378 
CCA 0.7705 CCA 0.7748 
A02 
MUSIC 0.8468 
A07 
MUSIC 0.9180 
CCA 0.8649 CCA 0.8852 
A03 
MUSIC 0.7705 
A08 
MUSIC 0.8739 
CCA 0.7377 CCA 0.8198 
A04 
MUSIC 0.8468 
B01 
MUSIC 0.716 
CCA 0.8649 CCA 0.7284 
A05 
MUSIC 0.7869 
B02 
MUSIC 0.6914 
CCA 0.6885 CCA 0.6914 
 652 
Table 3 reflects the recognition accuracy when subjects 653 
looked at each stimulus consecutively when all stimuli were 654 
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flickering. The influence of stimulation design on 655 
recognition results was tested in experiments. If two 656 
neighboring stimuli were too close, it was not easy for 657 
subjects to focus on one stimulus. This explained the poor 658 
results. Through experiments, a distance of 4 cm seemed 659 
reasonable. The distance made the stimulation panel not too 660 
big, and the mutual influence of nearby stimuli could be 661 
reduced. Also, a layer of thin paper was covered on the 662 
stimuli, which made the light more centralized. Recognition 663 
rates shown in Table 3 proved that it did improve the 664 
recognition results. 665 
The idle state data and the work state data were analyzed 666 
alone with or without the use of a dwell time as discussed 667 
above. In real applications, all data should be processed 668 
under the same condition. Table 8 shows the recognition 669 
results of one subject during all three sessions. Three 670 
consecutive decisions with 2/3 overlapping made a final 671 
target choice. It is shown in Table 8 that the recognition rates 672 
in the work state were reduced compared with the situation 673 
when no dwell time was used. Subjects might have difficulty 674 
in keeping focusing on one stimulus for 40 seconds. This 675 
affected the overall recognition accuracy. For the third 676 
session, the results became even worse. This is mainly 677 
caused by the transition from looking at one stimulus to 678 
looking at another, as seen in Fig. 9 showing the stimulus 679 
frequency power values of data B02 in Table 8. It took time 680 
for subjects to get used to another stimulus. The response 681 
time made the results worse. In addition, 80 seconds was 682 
quite a long time for subjects to keep focused during this 683 
VHVVLRQ7KHUHVXOWVFRXOGEHDIIHFWHG LIVXEMHFWV¶attention 684 
was distracted. 685 
 686 
Fig. 9  Frequency power estimation corresponding to dataset B02 687 
 688 
4.5 Asynchronous Mode Target Recognition 689 
In the asynchronous mode, from both Fig. 7 and Table 4, it 690 
can be estimated that it took about 5 seconds to finish 691 
one-target recognition. But the consumption time is different 692 
for different subjects or sequences. Actually the original data 693 
were processed every one VHFRQG EXW VXEMHFWV FRXOGQ¶W694 
move eyes from one stimulus to another instantly. The 695 
response time existed inevitably when subjects were 696 
informed to look at the next stimulus. At most times, one 697 
response potential was evoked following a former potential 698 
quickly. However, for each potential, it lasted for a period of 699 
time. Also, a dwell time caused the delay of one final 700 
decision, which made the whole procedure longer. 701 
In the second session, the accuracy when subjects looked 702 
at stimuli as they wanted for about 100 seconds was tested. 703 
The performance was quite good as seen in Table 5. Three of 704 
them achieved accuracy of 100%. For this experiment, not 705 
only the target stimulus should be recognized, but also the 706 
idle state had to be detected. For all experiments in the 707 
asynchronous mode, a dwell time was used to reduce false 708 
positives. In addition, the idle state detection was conducted 709 
in this asynchronous mode. All stimuli were flickering and 710 
the subject looked other places rather than the stimulation 711 
panel for 100 seconds. However, in the previous 712 
synchronous mode, only one of the stimuli was on and the 713 
subject looked at other stimuli areas even they were not 714 
flickering. This test in the asynchronous mode means 715 
subjects are completely in an idle state without any external 716 
interference. The recognition accuracy for this experiment is 717 
shown in the following Table 9. 718 
 719 
Table  9  Idle state detection in the asynchronous mode 720 
Subjects Accuracy Total time (seconds) 
Subject 1 0.9303 100 
Subject 2 0.9055 100 
Subject 3 0.9950 100 
Subject 4 0.8905 100 
Subject 5 0.9876 100 
 721 
It can be seen from Table 9 that the accuracy is better in 722 
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this experiment than that in the synchronous mode for idle 723 
state detection. The subjects kept in an idle state for a period 724 
of 100 seconds, and the detection accuracy for Subject 3 was 725 
even up to 99.50%, which is a satisfactory result. For in this 726 
experiment, although all stimuli were flickering, the subject 727 
looked at other areas rather than the stimuli. While for the 728 
previous one, the flickering stimulus had influence when 729 
subjects looked at other stimuli areas. Also, no predefined 730 
time duration was set in the asynchronous mode. All these 731 
contributed to good results. 732 
4.6 Number of Eigenvectors Constituting the Signal 733 
Subspace 734 
 735 
Table 10 Recognition rates when p is a constant or adjustable 736 
Data p: constant p: adjustable 
A01 0.5372 0.5372 
A02 0.9095 0.9457 
A03 0.6529 0.7438 
A04 0.9231 0.9819 
A05 0.6033 0.6529 
A06 0.9548 0.9593 
A07 0.8430 0.8512 
A08 0.9186 0.9276 
 737 
It was mentioned that a segmentation ratio was proposed 738 
to confirm the number of eigenvectors to be used for 739 
constituting the signal subspace of the MUSIC method in our 740 
research. This value can be set to a constant, too.  Let p  741 
represent this value. We did experiments to compare the 742 
recognition results as shown in Table 10 by using the 743 
constant method and the proposed method. 744 
Table 10 reflects that the proposed method produced 745 
better results. It is more flexible than the constant method. 746 
However, the segmentation ratio is set to be 0.01 in our 747 
research. This ratio was obtained after conducting some 748 
previous data analysis, too.  749 
4.7 Control of a Virtual Keyboard 750 
Fig. 10 illustrates the power values corresponding to five 751 
stimuli. The five frequencies are 6.5, 7, 7.5, 8 and 8.5 Hz, 752 
which are mapped to five numbers 1, 2, 3, 4 and 5. The 753 
numbers are used to represent five commands: up, confirm, 754 
left, down and right. 755 
As seen in Fig. 10, the frequency corresponding to the 756 
maximum power value is different during the spelling 757 
process. The number sequence is ³4-5-2-4-2-3-3-2-1-2-3-2´ 758 
when mapping the frequencies to numbers. This sequence is 759 
translated to commands 760 
³up-right-confirm-down-confirm-left-left-confirm-up-confir761 
m-left-confirm´. According to these commands, five letters 762 
B, R, A, I and N are selected. It takes about 60 seconds to 763 
finish the whole procedure, which means each step 764 
consumes about 5 seconds. It is noticed that a control 765 
strategy was used during the spelling procedure. Only if one 766 
recognition number (corresponding to one frequency target) 767 
lasts for a certain period of time, is a control command 768 
confirmed. This explains the recognition time is longer than 769 
that of the asynchronous mode experiments without device 770 
control, too. If the commands change too quickly, the cursor 771 
moves quickly. It is hard for subjects to focus on one letter or 772 
symbol. Also, the subjects need time to decide the move path 773 
of the cursor. This is why the control strategy is necessary. 774 
 775 
 776 
Fig. 10 Frequency power values during the process of spelling ³BRAIN´ 777 
 778 
5 CONCLUSIONS 779 
SSVEP-based BCI systems have great potential in real 780 
world applications, and the signal processing algorithm is of 781 
great importance. In this paper, a MUSIC-based method was 782 
proposed for multi-dimensional signal processing and a 783 
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segmentation ratio for determining the number of 784 
eigenvectors constituting the signal subspace was suggested.  785 
The experimental results with simulated data proved that 786 
this method could provide high frequency resolution. Also, 787 
the multi-channel(dimensional) signals have the anti-noise 788 
ability, so the power spectrum estimation is more accurate. 789 
The method was verified with real SSVEP signals 790 
acquired in an unshielded environment. The original data 791 
were segmented into 2-second epochs with a sampling 792 
frequency of 200 Hz. Four channels were enough for feature 793 
extraction. The basic idea was to compute the frequency 794 
power at stimulus frequencies. Then the frequency with the 795 
maximum power value was recognized as the target one. The 796 
results showed targets could be well recognized either one 797 
stimulus was on or all stimuli were on, compared with a 798 
typical multi-channel signal processing method CCA. It was 799 
feasible to detect the idle state using a dwell time in our 800 
experiments. A disadvantage of this method is that it caused 801 
time delay for each decision. An alternative way is to use a 802 
threshold, which was obtained with training data. In our 803 
research, the threshold was gradually adjusted to maximize 804 
the overall recognition accuracy of the training data. Though 805 
LWGLGQ¶WFDXVHUHFRJQLWLRQGelay, the preliminary time was 806 
longer. 807 
Finally, the proposed method was implemented in a real 808 
time application of keyboard control. Different subjects 809 
could use the virtual keyboard successfully. 810 
Future work includes improving the algorithm to 811 
recognize the target within less time and with higher 812 
accuracy. Other factors like design of the stimuli, the 813 
subjects comfort, all should be taken into account to develop 814 
practical applications for disabled people. 815 
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