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A análise microestrutural de um material permite a completa caracterização de suas
propriedades mecânicas. Assim, o desempenho de um componente mecânico depende
fortemente da identificação e quantificação de seus constituintes microestruturais. Atu-
almente, este processo ainda é feito manualmente por especialistas, tornando-o lento,
muito trabalhoso e ineficiente. Estima-se que um especialista experiente leve em média
15 minutos por imagem para realizar a identificação e quantificação adequada de mi-
croconstituintes. Portanto, uma ferramenta computacional poderia ajudar bastante a
melhorar o desempenho nesta tarefa. No entanto, uma vez que uma microestrutura pode
ser uma combinação de diferentes fases ou constituintes com subestruturas complexas, sua
quantificação automática pode ser muito difícil e, como resultado, há poucos trabalhos
anteriores lidando com este problema. Redes Neurais Convolucionais são promissoras
para este tipo de aplicação, já que recentemente esse tipo de rede tem alcançado grande
performance em aplicações complexas de visão computacional. Neste trabalho, propomos
uma quantificação automática de constituintes microestruturais de aço de baixo carbono
via Redes Neurais Convolucionais. Nosso conjunto de dados consiste em 210 micrografias
de aço de baixo carbono, e essa quantidade de imagens foi aumentada através de técnicas
de aumento dos dados, resultando em um total de 720 amostras para treinamento. Com
relação às arquiteturas de rede, foi utilizado as redes AlexNet e VGG16 treinadas do zero,
e VGG19, Xception e InceptionV3 todas pré-treinadas. Os resultados mostraram que as
CNNs podem quantificar microestruturas de forma muito eficaz.




The microstructural analysis of a material allows the complete characterization of its
mechanical properties. Thus, the performance of a mechanical component depends heavily
on the identification and quantification of its microstructural constituents. Currently, this
process is still done mostly manually by experts, making it slow, very labor-intensive
and inefficient. It is estimated that an experienced expert takes 15 minutes per image to
perform the proper identification and quantification of microconstituents. Therefore, a
computational tool could greatly assist to improve the performance in this task. However,
since a microstructure can be a combination of different phases or constituents with
complex substructures, their automatic quantification can be very hard and, as a result,
there are few previous works dealing with this problem. Convolutional Neural Networks
are promising for this type of application since recently this type of network has achieved
great performance in complex applications of computational vision. In this work, we
propose an automatic quantification of microstructural constituents of low carbon steel via
Convolutional Neural Networks. Our dataset consists of 210 micrographs of low carbon
steel, and this amount of images was increased through data augmentation techniques,
resulting in a total of 720 samples for training. With regard to network architectures, we
used AlexNet and VGG16 both trained from scratch, and three pre-trained models: VGG19,
InceptionV3, and Xception. The results showed that CNNs can quantify microstructures
very effectively.
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1 INTRODUÇÃO
1.1 A IMPORTÂNCIA DA ANÁLISE MICROESTRUTURAL
Microestruturas são preenchimentos de espaços tridimensionais e distribuições de
fases não regulares e não aleatórias [16]. Elas influenciam praticamente todos os aspectos do
comportamento dos materiais e são os elementos mais suscetíveis ao controle na hierarquia
estrutural dos materiais [16].
As propriedades mecânicas de um material são determinadas essencialmente por
suas microestruturas [6]. Essas microestruturas armazenam a gênese de um material
e determinam todas as suas propriedades físicas e químicas [5]. Se a microestrutura
consistir em mais de uma fase, a propriedades do material dependem fortemente do tipo e
distribuição das respectivas fases. Portanto, é crucial determinar o tipo e a quantidade
das diferentes fases, a fim de se avaliar a relação estrutura-propriedade do material [18].
Assim, a identificação e quantificação de constituintes microestruturais de um material é
um aspecto crítico em engenharia.
Uma área da indústria em que é essencial o procedimento de contagem de micro-
constituintes em micrografias, é a soldagem. A soldagem está presente quase todos lugares,
com aplicações importantes em diversas áreas, tais como automotiva, aeroespacial, naval,
informática e construção civil. Independente do tipo e da aplicação da soldagem, é sempre
importante se analisar as propriedades mecânicas do cordão de solda obtido, e isso se dá
pela análise e quantificação microestrutural do material [2].
No entanto, até hoje, esta tarefa tem que ser feita manualmente por especialistas
ou com o auxílio de dispositivos caros e ineficientes. A Sociedade Americana para Testes
e Materiais (ASTM) produz industrialmente padrões reconhecidos para a quantificação
microestrutural de forma manual. A norma ASTM E562 estabelece padrão para a
determinação das frações volumétricas de microconstituintes via o Método da Contagem
Manual de Pontos [4]. No entanto, a implementação desses padrões é muito trabalhosa e
muito propensa a erros. Estima-se que um especialista experiente, implementando estes
padrões, leve em média 15 minutos por imagem para realizar a identificação e quantificação
adequada de microestruturas [9].
Neste trabalho, Redes Neurais Convolucionais, (do inglês, Convolutional Neural
Networks (CNNs)) foram aplicadas para quantificar cinco microestruturas muito comuns
em zonas fundidas por soldagem: Ferrita Primária Granular (PF (G)), Ferrita Primária
Intragranular (PF (I)), Ferrita de segunda fase alinhada (FS (A)), Ferrita de segunda fase
não alinhada (FS (NA)) e Ferrita Acicular (AF), seguindo a terminologia de [31]. Cada
uma dessas microestruturas possui uma morfologia própria e indica uma característica no
material, como especificado abaixo [29].
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• Ferrita Primária de Contorno de Grão PF(G): Grãos de ferrita usualmente poligonais,
localizados dentro dos grãos austeníticos prévios e mais três vezes maiores do que
os grãos ou lâminas adjacentes de ferrita. Apresenta-se em forma de veios claros e
lisos, delineando o contorno de grão colunar da austenita conferindo-lhe uma forma
alongada. De um modo geral, altas quantidades de PF(G) são indesejáveis em soldas
que devem apresentar elevada resistência à fratura frágil, uma vez que entre os seus
grãos podem ser observados constituintes ricos em carbono e em impurezas [29] [10].
• Ferrita Poligonal Intragranular PF(I): Apresenta Veios de grãos poligonais associados
com os contornos austeníticos prévios. É mais comum em soldas com baixa velocidade
de resfriamento e com baixo teor de elementos de liga [29] [10].
• Ferrita com Segunda Fase Alinhada FS(A): Aparece na forma de grãos grosseiros
e paralelos, crescendo sempre ao longo de um plano bem definido, formando duas
ou mais placas de ferrita paralelas. Essa morfologia justamente com a presença de
filmes nç de constituintes ricos em carbono e frágeis em seus contornos, fazem com
que a FS(A) seja pouco desejada na zona fundida de soldas que devam apresentar
um certo grau de tenacidade [29] [10].
• Ferrita com Segunda Fase não Alinhada FS(NA): Ferrita envolvendo completamente
ou microfases aproximadamente equiaxiais ou distribuídas aleatoriamente ou lâminas
isoladas de AF.
• Ferrita Acicular (AF): A Ferrita Acicular pode ser considerada uma microestrutura
caótica, ela é caracterizada por grãos pequenos em um formato agulhado, quando
vistos em duas dimensões. Os grãos, na verdade tridimensionais, tem a forma de uma
fina camada lenticular. Devido a essa ordenação caótica, ela possui propriedades
mecânicas superiores, especialmente a resistência. Por isso, ela é amplamente
reconhecida por ser uma microestrutura desejável [6]
A Figura 1 a seguir, apresenta exemplos de micrografias de aço com as respectivas
morfologias de microestruturas presentes no material. Já a Figura 2 apresenta uma
das micrografias analisadas neste trabalho, suas respectivas morfologias microestruturais
também são destacadas. Em ambas imagens, é possível notar que a identificação das





de padrões em imagens, as CNNs são consideradas o tipo de DL mais eficaz no tratamento
de tarefas de visão computacional [5]. Elas se tornaram tão populares devido a sua
capacidade de automaticamente criar e analizar atributos em imagens, através de operações
de convolução, esses modelos retêm a informação da vizinhança, permitindo vincular
atributos locais à um label associado, sem a necessidade de extrair atributos de forma
manual [33]. No entanto, vale destacar que a aplicação das redes neurais convolucionais
para quantificar os microconstituintes ainda foi pouco explorada. Neste projeto cinco
diferentes arquiteturas de CNNs foram comparadas: AlexNet e VGG16 treinadas do zero,
e VGG19, Xception e InceptionV3 todas pré-treinadas.
1.3 JUSTIFICATIVA
A análise e quantificação de microestruturas de materiais é um procedimento muito
importante em engenharia, que ainda não foi automatizado [9]. Ao se estudar a viabilidade
da aplicação de CNNs para este problema, a abertura de um caminho para otimizar o
trabalho nesta área da indústria pode se tornar possível.
As CNNs são muito aplicadas em problemas de classificação e segmentação de
imagens. Porém, a aplicação dessas redes para problemas envolvendo regressão ainda
não foi tanto explorada. Especificamente, a aplicação destas redes para quantificar
microconstituintes em micrografias é um caminho que ainda não foi muito desbravado
na ciência e engenharia. Desta forma, com este estudo é possível abrir campo para mais
pesquisas nesta área, além de apresentar mais uma aplicação desta poderosa ferramenta.
Ao estudar a aplicação de cinco das principais arquiteturas de CNNs, é possível se
analisar o modelo que melhor se adequa para esta aplicação. Além disso, a comparação
de modelos treinados do zero e pré-treinados é importante para a análise destas duas
possibilidades. Isto pode servir de base para futuros trabalhos e pesquisas, ou até mesmo
difusão desta solução para o mercado e a indústria.
1.4 OBJETIVOS
O presente trabalho tem como objetivo geral analisar a eficácia da aplicação
de redes neurais convolucionais na tarefa de quantificação de microconstituintes em
micrografias de aço.
Os objetivos específicos que se destacam no trabalho são:
• Verificar qual modelo de CNN performa melhor nesta aplicação;
• Avaliar a performance de CNNs em uma tarefa de regressão;
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• Avaliar e comparar o desempenho de modelos pré-treinados com modelos treinados
do zero.
1.5 ESTRUTURA DO TRABALHO
Este trabalho está dividido em seis capítulos: Introdução, Revisão da Literatura,
Materiais e Métodos, Resultados e Discussão, e Conclusões e Trabalhos Futuros.
No capítulo 2 de Revisão da Literatura, é apresentado o estado da arte envolvendo
aplicações aprendizado de máquina e aprendizado profundo para análise de imagens, através
da exposição dos principais trabalhos relacionados ao tema.
No capítulo 3 de Materiais e Métodos é apresentado como é feito a análise
computacional de imagens e como as redes neurais atuam no tratamento de dados. As
CNNs, que é o principal método utilizado neste trabalho, são descritas de forma teórica
minuciosa e todas as arquiteturas utilizadas são também apresentadas. Além disso, é
descrito também as métricas utilizadas, os otimizadores, como o conjunto de dados foi
apresentado e os demais detalhes da implementação.
No capítulo 4 de Resultados e Discussões são apresentados os principais resulta-
dos de performance das redes, gráficos de comparação, os resultados obtidos para cada
microestrutura separadamente, bem como algumas previsões para os conjuntos de teste.
No capítulo 5 de Conclusões e Trabalhos Futuros é feito uma revisão do que foi
abordado no trabalho, ressaltando as principais contribuições do projeto, além da análise


























onde xi são os valores de entrada da rede, w representa os pesos, b se refere aos valores de
bias e f e g são as funções de ativação.
Como veremos na próxima subseção, uma das camadas de uma CNN é este tipo de
configuração totalmente conectada representada na Figura 11. Desta forma, além de as
CNNs utilizarem a lógica de aprendizado das RNAs, elas possuem até mesmo camadas de
uma rede neural típica.
O Treinamento de uma RNA segue as seguintes etapas: A função de perda
(L) mede o quão distante as saídas da rede estão das saídas corretas. O problema de
otimização é resolvido via técnica de descida do gradiente, que será abordado com mais
rigor no capítulo 3. Então, é utilizada a lógica de Back-Propagation para propagar o
gradiente da função de perda para as camadas anteriores [26]. Então, os pesos (w) se
adaptam para diminuir a função de perda. O tamanho de passo desta atualização dos
pesos é dado por uma taxa de aprendizado, representada por η na Equação 2.3, este







2.1.3 Redes Neurais Convolucionais
A CNN é um tipo de rede neural que tem como foco o reconhecimento de padrões
visuais das imagens. A arquitetura desse tipo de rede neural é similar ao do padrão de
conectividade dos neurônios do cérebro humano e sua organização teve como base o córtex
visual [25]. Apesar das CNNs terem aparecido nos holofotes da comunidade científica
somente na última década, seu conceito básico foi desenvolvido há quase 40 anos por [17].
No entanto, somente depois do aumento dos recursos computacionais, da disponibilidade
de dados e da evolução dos algoritmos de aprendizado, é que os trabalhos utilizando este
tipo de rede neural voltaram a ter uma atenção especial da ciência. Atualmente, as CNNs
representam o estado da arte na área de visão computacional, estando presente em diversas
aplicações complexas de reconhecimento, classificação e segmentação de imagens [33], [27],
[39].
Como é possível observar na Figura 12, uma CNN padrão é formada por vários
tipos repetidos de camadas empilhadas entre si [5]. Cada camada dessa possui um nome de
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Neste trabalho se utilizou o tipo max-pooling para as arquiteturas AlexNet e VGG16 e
global average pooling para as demais arquiteturas.
Figura 14 – Operação de compressão de imagens via Max-Pooling
Fonte: Extraído de [13]
Camada totalmente conectada é uma camada de rede neural clássica, conforme
apresentado na Figura 11, em que cada nó está conectado a todos nós da camada anterior.





Wklxl + bk (2.5)
onde yk representa o k-ésimo neurônio de saída e Wkl é o k-ésimo peso entre xl e yk [14],
[5].
Função de Ativação aplica uma ativação não linear sobre um sinal de entrada.
Geralmente segue uma camada de pooling ou totalmente conectada. Existem diferentes
tipos de funções de ativação, tais como a tangente hiperbólica e a função sigmóide. No
entanto, a função ReLU relu(x) = max(0, x) foi usada porque treina a rede neural mais
rápido, sem uma penalidade significativa na precisão da generalização [14], [5].
Camada de Classificação Softmax é a última camada da rede e calcula a
probabilidade de uma classe do label dos dados de entrada. A camada de classificação mais
utilizada em CNNs, e que também foi tida como a mais apropriada para este trabalho,
é a função Softmax. Esta função aplica uma distribuição categórica de probabilidade
baseada na função exponencial, como mostra a Equação 2.6, para uma k-ésima classe e
uma entrada X [5].








Para ilustrar melhor essa função, a Figura 15 apresenta de forma esquemática
como é o processo nesta camada. Os valores de entrada z são aplicados na equação 2.6 e
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raros os trabalhos que exploram a aplicação de machine learning e deep learning para a
quantificação de microestruturas em micrografias. Os trabalhos relacionados encontrados
utilizam ou redes neurais convolucionais ou a combinação de algoritmos de extração de
atributos com algoritmos de machine learning.
2.2.1 Extração de Atributos + Algoritmos de Machine Learning
Algoritmos de extração de atributos combinados com modelos tradicionais de
machine learning foram usados, por exemplo, por [32] para caracterizar e classificar três
tipos de ferro fundido: nodular, cinzento e maleável. Três classificadores de machine
learning foram utilizados para a execução desta tarefa: Support Vector Machine (SVM),
Optimum-Path Forest (OPF) e o classificador Bayesiano, além do método de segmentação
de imagens Otsu.Para extração dos atributos das imagens foi utilizado o método Filtro de
Gabor. Pelos resultados, o classificador OPF apresentou uma performance gera superior,
tanto em termos de acurácia quanto em tempo de execução.
É importante lembrar que, o conjunto de dados utilizado neste presente trabalho
é composto por micrografias de cordões de solda. Técnicas de machine learning para a
análise da qualidade de cordões de solda também foram empregadas por [46]. Entretanto,
o autor utilizou macrografias de cordões de solda e o trabalho tinha objetivo de classificar
se o cordão era bom ou ruim. Foram empregados os métodos de extração de atributos
Gray-Level Co-Occurrence Matrix (GLCM), Local Binary Patterns (LBP) e os algoritmos
de classificação SVM e KNN. Os melhores resultados foram obtidos com a combinação
LBP e SVM.
A aplicação do método SVM é muito comum em tarefas de classificação. Ele
também foi empregado por [18], em que diferentes microestruturas (martensita, perlita
e bainita) de dois aços distintos foram classificadas por métodos de mineração de dados.
Os resultados foram obtidos a partir de diferentes métodos de pré-processamento (bruto
e transformado em log), diferentes métodos de divisão de dados (aleatório e amostral) e
diferentes parâmetros C e gama do método SVM. Os melhores resultados atingiram 87%
de acurácia.
Vale ressaltar que, as CNNs também podem ser utilizadas somente como algoritmos
de extração de atributos, como no trabalho de [15]. Neste trabalho técnicas de aprendizado
de máquina supervisionadas e não supervisionadas foram usadas para a identificação de
microestruturas em aços de alto carbono tratados termicamente. Além da CNN, o método
Bag of Words também foi utilizado para extrair os atributos das imagens, e o algoritmo
de aprendizado SVM aplicado como classificador. Os resultados mostraram que as CNNs
foram as melhores extratoras de características.
Um amplo trabalho envolvendo a comparação de métodos de extração de atributos e
modelos de machine learning, foi desenvolvido por [12], em que microestruturas específicas
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com diferentes magnitudes, tratamentos químicos e orientações foram automaticamente
identificadas. Os principais métodos utilizados para a extração dos atributos foram:
GLCM, LBP, Visual Bag of Words (VBOW) e algumas CNNs pré-treinadas. Duas tarefas
de classificação foram desenvolvidas: classificação entre micrografias com e sem dendritos
e classificação entre vistas de dendritos longitudinais e seções transversais. Os algoritmos
de aprendizado SVM, KNN e Random Forests foram utilizados na tarefa de classificação.
Os melhores resultados foram obtidos quando as redes neurais pré-treinadas foram usadas
para extrair os atributos das imagens.
Um trabalho que também abordou técnicas de machine learning para tratar micro-
grafias de microestruturas metalúrgicas, foi desenvolvido por [7]. Os autores demonstram
uma abordagem de reconhecimento de padrões baseada no algoritmo de aprendizado
Random Forest para automaticamente segmentar as microestrutras nas imagens. Segundo
os autores, esta abordagem pode ajudar no tratamento de grandes volumes de imagem em
pouco tempo e também permite a busca de novos aços com propriedades desejáveis.
2.2.2 Redes Neurais Convolucionais para análise microestrutural
Em [23], CNNs foram empregadas para correlacionar microestruturas experimentais
com as suas respectivas condutividades iônicas. Os autores desenvolveram uma CNN
própria parecida com a rede VGG, eles também utilizaram técnicas para aumentarem
o número de imagens do conjunto de dados. Os resultados se mostraram superiores em
performance comparados com métodos de extração de atributos tradicionais e também
os autores concluíram que, ao contrário do que muitos pensam, não é necessário grande
quantidade de imagem, dependendo de como estas estão preparadas.
Outra publicação que mostra o quando as CNNs podem superar os métodos tradi-
cionais de extração de atributos foi desenvolvida por [37]. Neste trabalho, a performance
de classificação das CNNs foram comparadas com outros métodos de extração manual em
três diferentes conjunto de imagens: Defeitos em aço, defeitos em madeira e defeitos aço.
Em todos os cenários os resultados obtidos pelas CNNs foram superiores.
Métodos de aprendizagem profunda foram usados também por [5] para classificar
automaticamente microestruturas, tais como martensita, bainita e perlita. Técnicas de
segmentação de imagens e de redução de dimensionalidade foram empregadas. Além disso,
Diferentes arquiteturas de CNNs e também Máquinas de Vetor Suporte (SVM) foram
empregados, mas os melhores resultados de acurácia atingindo a ordem de 93%, foram
atingidos pelo modelo de CNN proposto pelos autores, chamado MVFCNN (Max-voting
Fully Convolutional Neural Network).
CNNs também foram empregadas por [28] para classificar microestruturas. Mi-
crografias de aço de alto teor de carbono foram divididas em sete classes diferentes de
microestruturas, e quatro arquiteturas de CNNs foram utilizadas na tarefa de classificação:
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LeNet, GoogleNet, VGG19 e ResNet. Todas as redes performaram satisfatoriamente e os
melhores resultados em termos de acurácia foram obtidos pelo modelo LeNet.
Quando se trata de CNNs, um tema bastante relevante e que será abordado
com mais detalhes no capítulo 3, é a Transferência de Aprendizado (do inglês, Transfer
Learning). Na literatura é possível encontrar trabalhos significativos que utilizaram esta
abordagem, como é o caso de [27]. Nesta obra, os autores utilizaram uma abordagem
de transfer learning para o problema de reconstrução de microestruturas e a previsão
de propriedades estruturais. As abordagens não se limitam à materiais específicos e se
demosntraram vantajosas para o tratamento de microestruturas complexas.
Em [33] uma abordagem orientada a dados é implementada para mapear a micro-
estrutura ao desempenho fotovoltaico usando redes neurais convolucionais. Os autores
desenvolveram uma arquitetura CNN para classificar as morfologias em classes de perfor-
mances. Eles compararam a performance do modelo proposto com os modelos VGG16 e
ResNet 50. Os resultados mostraram que o modelo proposto é mais adequado, uma vez
que ele é capaz de indentifcar atributos críticos nas morfologias, o que ambos VGG16 e
ResNet50 falharam em identifcar consistentemente.
Em suma, visto a quantidade de trabalhos relacionadas, pode-se dizer que a
abordagem de técnicas de inteligência artificial para a análise microestrutural de imagens é
um assunto que está aquecido na ciência. No entanto, como já mencionado anteriormente,
a aplicação de CNNs para a quantificação de microestruturas em micrografias ainda não
foi muito trabalhada por outros autores, e isto serve de motivação e justificativa para este
projeto.
3 MATERIAIS E MÉTODOS
Neste capítulo, descrevemos a abordagem proposta para quantificar microestrutu-
ras em imagens de aço. Começamos o capítulo introduzindo o método Transferência de
Aprendizado, que foi aplicado em três das arquiteturas aplicadOs neste projeto. Poste-
riormente, cada arquitetura utilizada é introduzida separadamente. Depois, temos duas
seções relacionadas ao conjunto e preparação dos dados que foram utilizados. Por fim, a
última seção traz os principais detalhes da implementação, apresentando as técnicas de
treinamento, métricas e otimizadores utilizados.
3.1 TRANSFERÊNCIA DE APRENDIZADO
A técnica Transferência de Aprendizado (do inglês, Transfer Learning) é uma
ferramenta de aprendizado de máquina baseada na transferência de parâmetros de uma
rede neural treinada com um conjunto de dados para outro problema com outro conjunto de
dados. Desta forma, a rede tem somente suas últimas camadas retreinadas para se adaptar
ao problema proposto. Isto não só aumenta a velocidade de treino consideravelmente,
como também requer muito menos dados de treinamento [19].
Neste projeto, esta técnica foi utilizada para os modelos VGG19, Xception e
InceptionV3. Estes modelos já foram treinados no conjunto de dados ImageNet [1], que
é um conjunto de mais de 1 milhão de imagens de mais mil categorias diferentes. Desta
forma, estes modelos pré-treinados já são capazes de reconhecer diversos tipos de padrões
diferentes em imagens, e, como não há a necessidade do treinamento de todas as camadas,
eles podem chegar à solução final de forma mais rápida
Nas subseções seguintes, as cinco arquiteturas CNNs aplicadas neste trabalho são
descritas. Vale ressaltar que em todas as configurações, se utilizou a função de ativação
ReLu nas camadas de convolução e a função Softmax na camada de classificação.
3.2 ALEXNET
AlexNet, proposta por [24], atingiu um erro de 15.3% no desafio de reconhecimento
visual em larga escala ImageNet (ILSVRC), mais de 10.8 pontos percentuais abaixo do
segundo colocado, sendo até hoje considerada um divisor de águas na área de visão
computacional. O modelo é uma CNN profunda com mais de 60 milhões de parâmetros e
650.000 neurônios. A arquitetura contém oito camadas, como mostra a Figura 16 a seguir.
Pela figura, observa-se que as primeiras cinco camadas são do tipo convolucionais,
sendo que algumas delas são seguidas por camadas max-pooling, e as três últimas são
camadas totalmente conectadas. A não linearidade ReLU é aplicada após toda a convolução






Tabela 1 – Quantificação microestrutural manual de algumas imagens do conjunto de dados
Imagem PF (G) PF (I) AF FS (NA) FS(A)
1 26,04% 1,56% 10,94% 47,40% 14,06%
2 34,38% 4,17% 11,98% 39,06% 10,42%
3 33,85% 3,13% 20,31% 42,71% 1,00%
4 31,25% 4,17% 7,81% 47,40% 9,38%
5 33,33% 3,13% 18,23% 40,10% 5,21%
6 45,83% 3,65% 11,98% 37,50% 1,04%
7 41,67% 3,65% 16,67% 35,94% 2,08%
8 50,00% 4,17% 16,67% 23,44% 5,73%
Fonte: Elaborada pelo autor (2020).
Figura 22 apresenta um exemplo de uma imagem quadruplicada.
Deve-se ressaltar também, que a resolução original das imagens era muito alta e
teria sido muito caro computacionalmente executar o programa com imagens tão grandes.
Portanto, tivemos que escolher uma resolução mais baixa sem comprometer os resultados.
A melhor opção encontrada, depois de se realizar vários testes com diferentes resoluções, foi
aplicar um fator de redução de 0.15, reduzindo as imagens para 307x230, como é possível
também se notar na Figura 22.
Figura 21 – Exemplo de micrografia analisada neste trabalho. Microconstituintes: 36% PF(G),
3% PF(I), 16% AF, 34% FS(NA) e 11%FS(A)

















onde N é número de dados, y é o valor verdadeiro e ŷ é o valor previsto.
R2-score, que é a proporção da variação na variável dependente que é previsível
a partir da variável independente. Desta forma, o R2-score é uma métrica que avalia a
adequação do modelo aos dados observados, e seus valores geramente variam entre 0 e 1,
sendo que um R2-score próximo de 1 geralmente indica uma boa adequação do modelo
aos dados [21]. Sua representação matemática é dada pela equação 25 abaixo.
R2 = 1 −
∑
i (yi − ȳ)
2
∑
i (fi − ȳ)
2
(3.3)
onde y são os valores observados e f são os valores previstos pela rede.
3.9.4 Otimizadores
Em relação ao otimizador, foram empregados neste trabalho o otimizador ADAM
e o otimizador SGD (Stochastic Gradient Descent). Para cada modelo foi estudado qual
desses otimizadores seria mais apropriado.
O SGD é uma variação da Descida do Gradiente (GD) e é um dos métodos mais
tradicionais em problemas de machine learning. Estes problemas sempre se consideram o








Onde o parâmetro w que minimiza a função Q(w) tem que ser estimado.
Quando usado pra minimizar a função acima, o método GD (Gradient Descent)
padrão performaria as seguintes iterações [19]:





Onde η é uma taxa de aprendizado do modelo.
Ao invés de performar cálculos no conjunto inteiro como é feito no GD, o que
é redundante e ineficiente, o SGD só faz as computações em subconjuntos de dados
selecionados aleatoriamente. Apesar de ser um método consideravelmente antigo, o SGD,
por sua boa capacidade de generalização, é ainda considerado um dos algoritmos mais
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importantes quando se trata de treinamento de CNNs. Entretanto, apesar do SGD ser um
otimizador muito robusto e eficaz, ele apresenta algumas imperfeições, como a lentidão de
sua convergência em algumas aplicações. [34].
Para aprimorar estes pontos, algumas extensões do SGD foram criadas. O otimiza-
dor ADAM pode ser considerado uma dessas evoluções do SGD, apesar de performar pior
em alguns casos. Este é um método de taxa de aprendizado adaptável, ou seja, calcula
taxas de aprendizado individuais para diferentes parâmetros. Seu nome é derivado da
estimativa do momento adaptável, pois no ADAM as estimativas do primeiro e do segundo
momentos de gradiente são utilizadas para adaptar a taxa de aprendizado para cada peso
da rede neural [22].
Após a realização de vários testes, a melhor combinação de parâmetros encontrada
foi a seguinte: para o otimizador ADAM, foi aplicada uma taxa de aprendizado de 0.0001
e, no otimizador SGD, utilizou-se uma taxa de aprendizado de 0.01, momento de 0.9
e decaimento de peso de 10−6. Em relação aos modelos, somente a arquitetura VGG19












Este trabalho investigou a viabilidade da aplicação de CNNs na quantificação
microestrutural de micrografias de aço. Foram utilizados as configurações treinadas do
zero: AlexNet e VGG16, e as configurações pré-treinadas: Xception, Inception e VGG19.
O desempenho das cinco arquiteturas foi comparado sob métricas de erro, acurácia e
tempo de execução. Além disso, buscando se obter resultados mais viáveis e satisfatórios,
algumas técnicas foram empregadas para se aumentar a quantidade de dados e diminuir a
resolução da imagens.
Pode-se concluir que o objetivo geral do trabalho foi totalmente atingido, uma
vez que ficou comprovado que as CNNs podem ser empregadas nesta aplicação. Ao se
analisar as Figuras 20 e 21, nota-se que todos os cinco modelos convergiram e aprenderam
a realizar a tarefa. Além disso, a Tabela 1 e as Figuras 22 e 23 nos mostram que os valores
de erro ficaram dentro do aceitável, visto a pouca quantidade de dados disponíveis.
Em relação ao objetivo de se verificar qual modelo de CNN performa melhor para
esta aplicação. Temos que de acordo com os resultados obtidos e apresentados na Tabela
1 e nas Figuras 22, 23 e 24, o modelo VGG19 apresentou o melhor desempenho para esta
aplicação. Este resultado não é surpreendente, tendo em vista que o modelo VGG19 é um
modelo consideravelmente robusto e mais profundo do que a VGG16. Além disso, ao se
utilizar sua versão pré-treinada, seu tempo de solução foi otimizado e, como esta versão foi
treinada em conjunto de mais de 1 milhão de imagens, ele foi capaz de reconhecer e extrair
os atributos das imagens de forma muito assertiva. Os modelos Xception e InceptionV3 são
modelos mais complexos e precisam de quantidades de dados maiores para obter melhores
performances. Já, o modelo AlexNet, apesar de ter obtido também resultados satisfatórios,
é o modelo menos complexo entre os cinco e, portanto, não foi apto a superar o modelo
VGG19.
O objetivo de se verificar a performance das CNNs em uma tarefa de regressão
também foi atingido. A partir das previsões no conjunto de testes, Figuras 25 a 30,
verificou-se que o modelo pode alcançar valores de saída muito próximos aos valores de
entrada. É interessante observar também, que o modelo realmente aprendeu a tarefa e
reconhece os padrões e atributos de cada imagem, uma vez que suas previsões não são
parecidas de imagem pra imagem, pra cada micrografia é feita uma previsão específica e
apropriada. Isto comprova a eficácia na aplicação de métodos de aprendizagem profunda
nesta tarefa.
Em relação ao último objetivo proposto de se avaliar a performance de modelos
pré-treinados e modelos treinados do zero, observou-se que em ambos os casos os modelos
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convergiram e atingiram resultados plausíveis. Entretanto, levando em consideração que o
conjunto de dados disponível é pequeno e o modelo que performou melhor foi um modelo
pré-treinado, pode-se concluir que modelos previamente treinados são mais adequados para
esta aplicação com este conjunto de dados, tendo em vista as características abordadas na
seção 3.1.
É importante enfatizar que a aplicação das CNNs realiza a quantificação dos
microconstituintes automaticamente em poucos segundos, o que as torna muito atraentes
para a aplicação destes modelos no mundo profissional, pois ao realizar manualmente a
contagem das microestruturas, como é feito atualmente, leva-se muito mais tempo e o
processo é muito propenso a erros. Desta forma, ao se obter uma maior quantidade de dados
e uma infraestrutura computacional mais robusta, podemos aprimorar a performance dos
modelos CNNs e com uma construção de uma interface para o usuário poderíamos expandir
a ideia deste projeto, modelando uma ferramenta que atenda a indústria, universidades e
laboratórios de pesquisa.
Em conclusão, visto que todos os objetivos estabelecidos foram atingidos, espera-se
que este trabalho sirva de base para outros estudos na área de quantificação automá-
tica de microestruturas, e também como um modelo para a aplicação desta ferramenta
computacional na indústria e em centros de pesquisa.
5.2 TRABALHOS FUTUROS
Como trabalhos futuros, é proposto a inclusão de técnicas de segmentação de
imagens como abordado em [33], [5], [8]. Ao se utilizar essas ferramentas de segmentação,
será possível se identificar e reconhecer cada morfologia separadamente dentro da imagem,
fazendo com que o modelo fique mais evoluído.
É proposto também o treinamento dos modelos com o máximo de micrografias
que for possível, podendo envolver micrografias de diferentes tipos de aço, com diferentes
resoluções e obtidas de diferentes dispositivos microscópios. Adicionalmente, o treinamento
feito com uma infraestrutura computacional maior poderá viabilizar mais testes nos
modelos, mais execuções e variações.
Por fim, seria interessante transformar este projeto em um produto de fato, para que
as indústrias e os laboratórios de pesquisa possam usufruir desse recurso computacional, e
começarem a realizar esta tarefa de quantificação, que é tão importante e laboriosa, de
forma automática e precisa.
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