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ETH Zu¨rich
We define a heteropolymer in a medium with random droplets.
We prove that for this model we have two regimes: a delocalized one
and a localized one. In the localized regime we prove tightness to the
droplets, whereas in the delocalized regime we prove diffusive path
behavior.
1. Introduction and main result.
1.1. Definition of the model. We start with the definition of the model.
The dimension is denoted by d+1, d≥ 1. Then our model has three random
ingredients: (1) a (d+ 1)-dimensional random medium, described by η; (2)
a (d+1)-dimensional directed random walk, described by S; (3) a sequence
of random variables ω, taking values ±1 describing the random monomers.
So let us formally define all these objects.
1. Random medium. Choose η = (ηi)i∈Z: an i.i.d. sequence of random vari-
ables taking the value 1 with probability p ∈ [0,1] and taking value −1 with
probability 1− p. Then the random medium is defined as follows:
Dη = {(k,0, . . . ,0) ∈ Z
d+1 if ηk = 1}.(1)
Dη describes a (d+1)-dimensional medium with random droplets attached
to the first coordinate axis, that is, we have a droplet in (k,0, . . . ,0) whenever
ηk = 1. The probability measure of η is denoted by Pη .
2. Directed random walk. Choose k < n ∈ Z. Define
Cnk = {w= (w(k), . . . ,w(n));w(l) ∈ Z
d for l ∈ {k, . . . , n}
(2)
and |w(l+1)−w(l)|2 = d for l ∈ {k, . . . n− 1}},
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where | · | is the L2-norm in Rd. For x, y ∈ Zd, we define
Cnk,x = {w ∈C
n
k ; w(k) = x},(3)
Cn,yk = {w ∈C
n
k ; w(n) = y}.(4)
Then Pnk,x and P
n,y
k denote the uniform probability measures on the sets
Cnk,x and C
n,y
k , respectively. P
n
k,x is the d-dimensional random walk starting
at time k in site x; Pn,yk is the random walk measure in reverted time. The
expectations are denoted by Enk,x and E
n,y
k , respectively. Hence, for w ∈C
n
k,x,
(Si)i=k,...,n = (i,w(i))i=k,...,n(5)
is a directed random walk under Pnk,x in Z
d+1.
3. Random monomers. ω = (ωi)i∈Z: an i.i.d. sequence of random variables
taking the values ±1 with probability 1/2 each; Pω denotes its probability
law. Furthermore, we denote by P the product measure of Pη and Pω; Ω
denotes the space of all couples (ω,η) and E denotes the mean w.r.t. P.
Heteropolymer. Now we can define the heteropolymer: Fix λ ∈ [0,∞),
h ∈R, x ∈ Zd and k < n ∈ Z. Given (ω,η) ∈Ω, define the transformed prob-
ability law on the path space Cnk,x by putting
Qnk,x(w)(ω,η) =
1
Znk,x(ω,η)
exp
{
λ
n∑
i=k+1
∆η(Si)(ωi + h)
}
Pnk,x(w),(6)
where Si = (i,w(i)), Z
n
k,x(ω,η) is the normalizing partition sum and
∆η(Si) =
{
−1, if Si = (i,w(i)) ∈Dη,
+1, otherwise.
(7)
Analogously, we define Qn,xk (w)(ω,η). By the definition of our model, we
have that Znk,x
(d)
= Zn,xk .
Interpretation. We think of (Si)i≥k = (i,w(i))i≥k as a directed polymer
in Zd+1, starting at (k,x), consisting of monomers represented by the sites
in the path. This polymer is in a random medium described by Dη . One
should think that one has, for example, water with random oil droplets
Dη . The monomers are now of two different types, occurring in a random
order indexed by ω. Namely, ωi =+1 means that monomer i is hydrophilic,
ωi =−1 that it is hydrophobic. Since ∆η(Si) = +1 when monomer i lies in
the water and ∆η(Si) = −1 when it lies in the oil, we see that the weight
factor in (6) encourages matches and discourages mismatches for the first
n monomers. For h = 0, both types of monomers interact equally strongly
with the water and with the oil. For h 6= 0, on the other hand, the interaction
strength is asymmetric. The parameter λ is the overall interaction strength
and plays the role of inverse temperature.
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1.2. Main results. First we prove the existence of the infinite volume
limit of the free energy:
Theorem 1.1. For every λ≥ 0, h ∈R and p ∈ [0,1], the following limit
exists and
lim
n→∞
1
n
logZn0,0 =Φp(λ,h), P-a.s. and L
1(P),(8)
where Φp(λ,h)≥ λh is a deterministic number.
One main property of our model is to obtain a phase transition picture.
We prove that there exists a critical curve which divides the parameter space
into to regimes, namely, the localized and the delocalized phase.
Definition 1.2. We say the polymer is:
(a) localized if Φp(λ,h)>λh,
(b) delocalized if Φp(λ,h) = λh.
Theorem 1.3. For every p ∈ (0,1] and λ > 0, there exists h
(c)
p (λ) ∈ R
such that the polymer is:
(a) localized for h < h
(c)
p (λ),
(b) delocalized for h≥ h
(c)
p (λ).
Moreover, λ 7→ h
(c)
p (λ) is continuous and nondecreasing on (0,∞).
The nice feature of our model is that we are also able to give polymer
path properties in both regimes.
We define for d≥ 3 (random walk is transient for d≥ 3):
α(d) = P∞0,0[w(i) does not reenter state 0 for all i≥ 1]> 0.(9)
Theorem 1.4 (Delocalized behavior). Choose d ≥ 3, λ > 0 and h ≥
( 12λ log cosh(2λ)) ∨ (1−
1
2λ log
1
1−α(d) ). Then we have, for all a0 > 0,
lim inf
n→∞
Qn0,0[|w(n)|> a0n
1/2]> 0, P-a.s.,(10)
lim sup
c0→∞
lim sup
n→∞
Qn0,0[|w(n)|> c0n
1/2] = 0, P-a.s.(11)
Remark. Of course, the choice (λ,h) belongs to the delocalized regime
in the above theorem [see Lemma 2.3 and (31)]. Hence, in Theorem 1.4 we
prove that the polymer behaves diffusively in the large h regime for d≥ 3,
that is, the directed polymer lives on the same scale as the directed random
walk, namely, on n1/2.
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Next we state that the endpoint of the polymer is exponentially tight in
the localized regime.
Theorem 1.5 (Localized regime). Choose d ≥ 1 and (λ,h) ∈ {(λ,h) ∈
(0,∞)×R; Φp(λ,h)>λh}: There is a P-a.s. finite random variable ν :Ω→
N, ε > 0 and c > 0 such that P-a.s. for all large n,
Q0−n,0[w(0) = z]≤ c exp{−ε|z|}, |z|> ν(ω,η).(12)
Define on Cn0,0 the following annealed measure:
Qn(dw) =
∫
P(dω,dη)Qn0,0(dw)(ω,η).(13)
Corollary 1.6. The laws of w(n) under Qn, n≥ 0, are tight.
1.3. Interpretation and one-interface heteropolymer. The model defined
in (6) is one step into the direction of considering a heteropolymer in a
random medium. The random medium is chosen such that the droplets are
on the first coordinate axis. For d= 1, this has a good interpretation: The
model is equivalent to the model where the directed random walk is reflected
at the x-axis. This way one can interpret the medium such that we have
water with random oil droplets at the surface.
More general geometries for the random droplet can be obtained in a simi-
lar way as in [6] (folding procedure). Then the droplets are located in parallel
layers, where the distances of the layers are such that the heteropolymer does
not see too many droplets at the same time.
Since there is an increasing interest into these models, we conclude the
first section with some remarks on the related models. A one-interface model
is studied by Garel, Huse, Leibler and Orland [4], Albeverio and Zhou [1]
and Bolthausen and den Hollander [3], and early studies include Sinai [12]
(h= 0) and Grosberg, Izrailev and Nechaev [5] (ω periodic). Recent results
on related one-interface models appear in [9, 10, 11].
These authors have studied related models: The medium has two different
solvents which are separated by a linear interface. They prove that in this
situation there is a phase transition depending on the coefficients h and λ
(we see that this is also true in our model). The two regimes are called
localized regime and delocalized regime.
In most of these models it is much more difficult to prove results on path
behaviors, than on free energies. For example, in [2] various path proper-
ties are derived in the localized regime, but there is not much proved in
the delocalized regime, for example, there is no proof for the expected dif-
fusive path behavior. In our model we have both results, tightness in the
localized regime and, moreover, we prove diffusive behavior for some part of
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the delocalized regime for d ≥ 3. The reason for the fact that we can only
prove diffusive behavior for d ≥ 3 is the same as in [13], namely, that the
usual random walk is transient for high dimensions. We do not know how to
control the occasional returns of the random walk to the origin in d= 1,2.
A first step into the direction of relaxing the one-interface model is done
in [6]. They have studied the path behavior of a heteropolymer in a medium
with two different solvents arranged in alternating layers. Another model
which comes away from the linear interface is studied in [7]. They study
a medium where the two solvents are arranged in large blocks. In most of
these models one cannot prove much about path properties. For explicit
open challenges, we refer to Section 1.5 in [6] and Section 1.7 in [7].
2. Phase transition picture. We define
Ẑnk,x(ω,η) =E
n
k,x
[
exp
{
λ
n∑
i=k+1
∆η(Si)(ωi + h)
}
,w(n) = 0
]
;(14)
this is the partition sum Znk,x restricted to end at the origin at time n, that
is, w(n) = 0.
Lemma 2.1. The following limit exists and
lim
n→∞
1
2n
log Ẑ2n0,0 =Φp(λ,h), P-a.s. and L
1(P),(15)
where Φp(λ,h) is a deterministic number.
Proof. The proof is similar to the proof of Lemma 1 in [3]. It uses
Kingman’s [8] subadditive ergodic theorem in its standard way. 
Proof of Theorem 1.1. The lower bound easily follows from the fact
that Z2n0,0 ≥ Ẑ
2n
0,0, hence, it remains to prove the upper bound. We define the
following events:
Ak,n = {w ∈C
2n
2k ; w(i) 6= 0 for 2k < i≤ 2n},(16)
Bk,n = {w ∈C
2n
2k ; w(i) 6= 0 for 2k < i < 2n,w(2n) = 0}.(17)
Furthermore, an−k = P
2n
2k,0[Ak,n] and bn−k = P
2n
2k,0[Bk,n]. Now we have
Z2n0,0 = Ẑ
2n
0,0 +
n−1∑
k=0
Ẑ2k0,0 ·E
2n
2k,0
[
exp
{
λ
2n∑
i=2k+1
∆η(Si)(ωi + h)
}
,Ak,n
]
≤ Ẑ2n0,0 +
n−1∑
k=0
Ẑ2k0,0 ·E
2n
2k,0
[
exp
{
λ
2n∑
i=2k+1
∆η(Si)(ωi + h)
}
,Bk,n
]
(18)
×
an−k
bn−k
· exp{λ(1 + |h|)}.
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As in [3], Lemma 2, the claim of the theorem follows from the fact that there
exists c1 > 0 such that, for all k ∈ {1, . . . , n},
ak
bk
≤ c1n
d,(19)
hence, we obtain
Z2n0,0 ≤ (1 + c1n
d exp{λ(1 + |h|)})Ẑ2n0,0,(20)
which finishes, in view of Lemma 2.1, the infinite volume statement. It re-
mains to prove the lower bound on Φp: Let w
(k)(i) denote the kth coordinate
of w(i):
1
n
logZn0,0
≥
1
n
logEn0,0
[
exp
{
λ
n∑
i=1
∆η(Si)(ωi + h)
}
,
w(k)(i) 6= 0, i= 1, . . . , n, k= 1, . . . , d
]
(21)
=
λ
n
n∑
i=1
(ωi + h)
+
1
n
logPn0,0[w
(k)(i) 6= 0, i= 1, . . . , n, k= 1, . . . , d].
The first term on the right-hand side of the above inequality converges P-a.s.
to λh, whereas the last term converges to 0 because
Pn0,0[w
(k)(i) 6= 0, i= 1, . . . , n, k = 1, . . . , d] =O(n−3d/2).(22)
This completes the proof of Theorem 1.1. 
Definition 2.2. We define the following sets:
Lp = {(λ,h) ∈ (0,∞)×R; Φp(λ,h)> λh},(23)
Dp = ((0,∞)×R) \ Lp.(24)
Lemma 2.3. For p ∈ (0,1], both Lp and Dp are nonempty.
Proof. Lp is nonempty. We mention that
Φp(λ,h)> λh
⇐⇒ P-a.s. and L1(P):(25)
lim
n→∞
1
n
logEn0,0
[
exp
{
λ
n∑
i=k+1
(∆η(Si)− 1)(ωi + h)
}]
> 0;
A HETEROPOLYMER IN A MEDIUM WITH RANDOM DROPLETS 7
this follows from the fact that limn
1
n
∑n
i=1ωi = 0, P-a.s. and L
1(P). There-
fore, we prove that the right-hand side of (25) is true for certain choices of
λ and h. The main idea in the following proof is to introduce an indica-
tor function in the expression on the right-hand side of (25). This indicator
allows for a renewal argument which will give a positive lower bound.
We choose n≥ 1 an odd number and assume that 1 = (1, . . . ,1) ∈ Zd is the
one-vector. Then we have, using translation invariance in the second step,
E
[
1
n
logEn0,0
[
exp
{
λ
n∑
i=1
(∆η(Si)− 1)(ωi + h)
}]]
≥ E
[
1
n
logEn0,0
[
exp
{
λ
n∑
i=2
(∆η(Si)− 1)(ωi + h)
}
,w(1) = 1
]]
= E
[
1
n
logEn−10,1
[
exp
{
λ
n−1∑
i=1
(∆η(Si)− 1)(ωi + h)
}]]
(26)
≥ E
[
1
n
logEn−10,1
[
exp
{
λ
n−1∑
i=1
(∆η(Si)− 1)(ωi + h)
}
,
(n−1)/2⋂
i=1
{w(2i) = 1}
]]
.
Using the Markov property and translation invariance, we can decouple the
last term and obtain
E
[
1
n
logEn0,0
[
exp
{
λ
n∑
i=1
(∆η(Si)− 1)(ωi + h)
}]]
(27)
≥
1
n
(n−1)/2∑
i=1
E[logE20,1[exp{λ(∆η(S1)− 1)(ω1 + h)},w(2) = 1]].
An easy lower bound for this last term can be obtained as follows: Assume
2 = (2, . . . ,2) ∈ Zd is the “two-vector,” then
E[logE20,1[exp{λ(∆η(S1)− 1)(ω1 + h)},w(2) = 1]]
≥ E[logE20,1[exp{λ(∆η(S1)− 1)(ω1 + h)},
w(1) ∈ {0,2},w(2) = 1]]
= E
[
log
(
1
4d
+
1
4d
exp{−2λ(ω1 + h)1{η1=1}}
)]
(28)
=−d log 4 + (1− p) log 2 + pE[log(1 + exp{−2λ(ω1 + h)})]
≥−(2d− (1− p)) log 2 +
p
2
log(1 + exp{2λ(1− h)})
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≥−(2d− (1− p)) log 2 + pλ(1− h).
This last term is strictly positive for
h < 1−
(2d− (1− p)) log 2
pλ
.(29)
This proves that Lp is nonempty for p > 0.
Dp is nonempty. This step is similar to Step 3 in the proof of Theorem 2
of [3]. We have, using Jensen’s inequality,
Φp(λ,h)− λh
= lim
n→∞
E
[
1
n
logEn0,0
[
exp
{
λ
n∑
i=1
(∆η(Si)− 1)(ωi + h)
}]]
≤ lim sup
n→∞
1
n
logEn0,0
[
n∏
i=1
1{w(i)=0}
×E[exp{−2λ(ω1 + h)1{η1=1}}]
]
(30)
= limsup
n→∞
1
n
logEn0,0
(
n∏
i=1
1{w(i)=0}
(
(1− p)
+
p
2
[e−2λ(1+h) + e2λ(1−h)]
))
.
If the last term in the square brackets is less or equal to 2, the left-hand side
is less or equal to 0. But this last condition is equivalent to
h≥
1
2λ
log cosh(2λ).(31)
This proves thatDp is nonempty, and hence, completes the proof of Lemma 2.3.

Proof of Theorem 1.3. From Lemma 2.3, we already know that both
Lp and Dp are nonempty for p > 0. Hence, it remains to prove the existence
of a continuous and nondecreasing phase transition curve λ 7→ h
(c)
p (λ).
Step 1. From (31), we know that we are in the delocalized regime for h≥ 1.
So assume h < 1. If (λ,h) ∈Dp, then (λ+ δ, h+ ε) ∈Dp for all δ, ε≥ 0 with
ε≥ δ(1−h)/λ. The proof is similar to Step 1 in the proof of Theorem 1 in [3].
This proves that there exists a function λ 7→ h
(c)
p (λ) such that (λ,h) ∈ Dp
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for all h≥ h
(c)
p (λ): we define, for λ≥ 0 and p > 0,
h(c)p (λ) = inf{h ∈R; (λ,h) ∈Dp}.(32)
By the continuity of Φp(λ,h)− λh, we have (λ,h
(c)
p (λ)) ∈Dp.
Step 2. Similar as in (25), we see that Ψp(λ,h) = Φp(λ,h)− λh ≥ 0 is a
convex curve in λ (use Ho¨lder’s inequality) with boundary value Ψp(0, h) = 0.
Hence, if (λ,h) /∈Dp (for fixed h), then Ψp(λ,h)> 0. But using the convexity
and positivity of Ψp(h, ·), we know that Ψp(λ+ δ, h)> 0 for all δ ≥ 0. Hence,
λ 7→ h
(c)
p (λ) is nondecreasing. Step 1 shows that the slope at λ > 0 is bounded
from above by (1− h
(c)
p (λ))/λ which is finite. Hence, we get the continuity
on (0,∞). This completes the proof of Theorem 1.3. 
3. Path behavior in the large-h regime for d ≥ 3. In this section we
prove that the polymer behaves diffusively for large h when d≥ 3. Choose
d≥ 1, λ ∈ [0,∞), h ∈R, x ∈ Zd, k < n ∈ Z and (ω,η) ∈Ω. Define the random
variable
Ψnk,x(ω,η) =
Znk,x(ω,η)
exp{λ
∑n
i=k+1(ωi + h)}
(33)
= Enk,x
[
exp
{
λ
n∑
i=k+1
(∆η(Si)− 1)(ωi + h)
}]
.
Lemma 3.1. Choose h≥ 12λ log cosh(2λ). For x ∈ Z
d, k ∈ Z, there exists
a random variable Ψk,x ∈ L
1(P) such that Ψnk,x converges P-a.s. to Ψk,x as
n→∞. For d≥ 3, we have Ψk,x > 0, P-a.s., and Ψk,0 ≥ α(d).
Proof. Choose n > k and denote by Fk,n the σ-field generated by
ωk+1, . . . , ωn, ηk+1, . . . , ηn. Then (Fk,n)n≥k is a filtration of σ-fields and Ψ
n
k,x
is Fk,n-measurable.
Using the Markov property, we obtain
E[Ψn+1k,x |Fk,n]
= E
[∑
y∈Zd
Enk,x
[
exp
{
λ
n∑
i=k+1
(∆η(Si)− 1)(ωi + h)
}
, Sn = (n, y)
]
×Ψn+1n,y (ω,η)
∣∣∣Fk,n
]
(34)
=
∑
y∈Zd
Enk,x
[
exp
{
λ
n∑
i=k+1
(∆η(Si)− 1)(ωi + h)
}
, Sn = (n, y)
]
× E[Ψn+1n,y (ω,η)|Fk,n].
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Next we consider
E[Ψn+1n,y (ω,η)|Fk,n]
= E[Ψn+1n,y (ω,η)]
= Pn+1y,n [w(n+ 1) 6= 0]
+ Pn+1y,n [w(n+ 1) = 0]
(35)
×E[1{ηn+1=−1} + 1{ηn+1=+1} exp{−2λ(ωn+1 + h)}]
= 1−Pn+1y,n [w(n+1) = 0]
× p(1− 12 (exp{−2λ(1 + h)}+ exp{2λ(1− h)}))
≤ 1, as soon as exp{−2λ(1 + h)}+ exp{2λ(1− h)} ≤ 2.
But this last condition is equivalent to the assumption on h in the lemma.
Hence, we obtain
E[Ψn+1k,x |Fk,n]
≤
∑
y∈Zd
Enk,x
[
exp
{
λ
n∑
i=k+1
(∆η(Si)− 1)(ωi + h)
}
,(36)
Sn = (n, y)
]
=Ψnk,x.
This proves that Ψnk,x is a supermartingale with respect to Fk,n. But then the
first claim of our lemma is implied by the martingale convergence theorem.
Choose k < n<m. Using the Markov property, we have
Ψmk,x =
∑
y∈Zd
Enk,x
[
exp
{
λ
n∑
i=k+1
(∆η(Si)− 1)(ωi + h)
}
,
(37)
Sn = (n, y)
]
·Ψmn,y.
Lettingm→∞, we find with the martingale convergence theorem (as above)
that, P-a.s.,
Ψk,x =
∑
y∈Zd
Enk,x
[
exp
{
λ
n∑
i=k+1
(∆η(Si)− 1)(ωi+ h)
}
,
(38)
Sn = (n, y)
]
·Ψn,y.
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Assume that Ψk,x = 0; this implies [using (38)] that Ψk+2l,x = 0, P-a.s., for
all l≥ 1. Hence,
Ak = {(ω,η) ∈Ω; Ψk,x(ω,η) = 0}
(39)
⊂Ak+2l = {(ω,η) ∈Ω; Ψk+2l,x(ω,η) = 0}, P-a.s.
Using translation invariance, we have P[Ak] = P[Ak+2l], which implies that
Ak = Ak+2l, P-a.s. Moreover, Ak+2l is Fk+2l,∞ measurable, and Ak is⋂
l≥0Fk+2l,∞ measurable. Using Kolmogorov’s 0–1-law, it follows that P[Ak] =
0 or 1, hence, P-a.s., either Ψk,x = 0 or Ψk,x > 0.
Assume that d ≥ 3, then the random walk is transient. Using defini-
tion (9), we have α(d)> 0, and henceforth,
1≥Qn0,0[w(i) 6= 0 for all i≥ 1]
=
exp{λ
∑n
i=1(ωi + h)}P
n
0,0[w(i) does not reenter state 0 for i= 1, . . . , n]
Zn0,0(ω,η)
(40)
≥
α(d)
Ψn0,0
,
which implies that Ψn0,0 ≥ α(d)> 0 for all n≥ 1. This implies the claim for
Ψ0,0, whereas, for general starting point (k,x), the proof goes analogously.
This completes the proof of Lemma 3.1. 
Lemma 3.1 and (40) lead to the following corollary
Corollary 3.2. Assume d≥ 3 and h≥ 12λ log cosh(2λ). Then there ex-
ists a random variable Ψ0,0 ≥ α(d) with E[Ψ0,0]<∞ and such that
lim
n→∞
Qn0,0[w(i) 6= 0 for all i≥ 1] =
α(d)
Ψ0,0
> 0, P-a.s.(41)
Remark. This means that, with positive probability, we do not return
to the oil droplets, which is a kind of a transience statement.
For w ∈Cn0,0, we define the number of returns to the origin
Nn = number of returns of w(i) to the origin within (0, n].(42)
Let EQn0,0 denote the expectation w.r.t. Q
n
0,0.
Proposition 3.3. Choose d≥ 3, λ > 0 and h > 1− 12λ log
1
1−α(d) , then
we have
lim sup
n→∞
EQn0,0 [Nn]<∞.(43)
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Proof. Choose (ω,η) ∈Ω and k,n≥ 1. Then we have from (40) that
Qn0,0[Nn = k] =
∑
1≤z1<···<zk≤n
Qn0,0
[
k⋂
i=1
{w(zi) = 0},Nn = k
]
=
exp{λ
∑n
i=1(ωi + h)}
Zn0,0(ω,η)
×
∑
1≤z1<···<zk≤n
(
Pn0,0
[
k⋂
i=1
{w(zi) = 0},Nn = k
]
(44)
× exp
{
−2λ
k∑
i=1
(ωzi + h)1{ηzi=1}
})
≤
Pn0,0[Nn = k]
α(d)
·
α(d)
Ψn0,0
· exp{−2λmin{h− 1,0}}k
≤ Pn0,0[Nn = k] ·
1
α(d)
· exp{−2λmin{h− 1,0}}k.
Assume h≥ 1, then
Qn0,0[Nn = k]≤ P
n
0,0[Nn = k]
1
α(d)
.(45)
This implies, for all n≥ 1,
EQn0,0 [Nn] =
∑
k≥0
Qn0,0[Nn ≥ k]≤
1
α(d)
∑
k≥0
Pn0,0[Nn ≥ k]
(46)
≤
1
α(d)
∑
k≥0
P∞0,0[N∞ ≥ k] =
1
α(d)
E∞0,0[N∞]<∞.
This finishes the proof for h≥ 1.
So assume 1 > h > 1 − 12λ log
1
1−α(d) and define γ = exp{2λ(1 − h)} ∈
(1, 11−α(d) ). Furthermore, we choose γ1 ∈ (γ,
1
1−α(d) ) (hence, γ1 > 1). There
exists K0 such that kγ
k < γk1 for all k ≥K0. Hence, we have, for all n≥ 1,
EQn0,0 [Nn] =
∑
k≥0
kQn0,0[Nn = k]
≤K20 +
1
α(d)
∑
k≥K0
kγkPn0,0[Nn = k]
≤K20 +
1
α(d)
∑
k≥K0
γk1P
∞
0,0[Nn = k](47)
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≤K20 +
1
α(d)
E∞0,0[γ
Nn
1 ]
≤K20 +
1
α(d)
E∞0,0[γ
N∞
1 ]
=K20 +
1
α(d)
∑
k≥0
γk1 (1− α(d))
kα(d)
=K20 +
1
1− γ1(1− α(d))
<∞.
This completes the proof of Proposition 3.3. 
Proof of Theorem 1.4. Choose h ≥ ( 12λ log cosh(2λ)) ∨ (1 −
1
2λ ×
log 11−α(d) ).
Proof of the diffusive lower bound. Choose a0 > 0, then we have from
the central limit theorem
lim inf
n→∞
P∞0,0[|w(n)|> a0n
1/2] = 1− χ2d(a
2
0) = a1 > 0,(48)
where χ2d denotes the quantiles of the χ
2-distribution with d degrees of
freedom. Since the random walk is transient for d≥ 3, we can choose K0 <∞
and a2 ∈ (0, a1) such that
P∞0,0[N∞ ≤K0]≥ 1− a2 > 1− a1,(49)
from which we obtain
lim inf
n→∞
P∞0,0[|w(n)|> a0n
1/2,N∞ ≤K0] = a3 ≥ a1 − a2 > 0.(50)
Hence, we obtain
lim inf
n→∞
Qn0,0[|w(n)|> a0n
1/2]
≥ lim inf
n→∞
Qn0,0[|w(n)|> a0n
1/2,Nn ≤K0]
≥ lim inf
n→∞
1
Ψn0,0
P∞0,0[|w(n)|> a0n
1/2,Nn ≤K0](51)
× exp{−2λK0(1 + |h|)}
≥
a3
Ψ0,0
exp{−2λK0(1 + |h|)}> 0, P-a.s.
This finishes the proof of the lower bound.
14 M. V. WU¨THRICH
Proof of the diffusive upper bound. Choose c0 > 0. Then we have
Qn0,0[|w(n)|> c0n
1/2]
=
∑
k≥0
Qn0,0[|w(n)|> c0n
1/2,Nn = k]
(52)
≤
1
Ψn0,0
∑
k≥0
P∞0,0[|w(n)|> c0n
1/2,Nn = k]
× exp{2λkmax{1− h,0}}.
If h≥ 1, then of course we have, P-a.s.,
lim sup
c0→∞
lim sup
n→∞
Qn0,0[|w(n)|> c0n
1/2]≤
1
Ψ0,0
lim sup
c0→∞
(1− χ2d(c
2
0)) = 0,(53)
which finishes the proof for h≥ 1. So let us assume h ∈ ( 12λ log cosh(2λ)∨1−
1
2λ log
1
1−α(d) ,1) and define γ = exp{2λ(1−h)} ∈ (1,
1
1−α(d) ). Furthermore, we
choose q ∈ (1, log2−log(1−α(d))log 2+logγ ). Hence, we have, using Ho¨lder’s inequality,∑
k≥0
P∞0,0[|w(n)|> c0n
1/2,Nn = k] exp{2λkmax{1− h,0}}
≤ P∞0,0[|w(n)|> c0n
1/2]1−1/q
∑
k≥0
P∞0,0[Nn = k]
1/qγk
(54)
= P∞0,0[|w(n)|> c0n
1/2]1−1/q
× 2 ·
∑
k≥0
(P∞0,0[Nn = k](2γ)
kq)1/q( 12)
k 1
2 .
The last term in the equation above describes a geometric distribution: As-
sume X is geometrically distributed with p= 1/2 and define Y = P∞0,0[Nn =
X](2γ)Xq . Hence, we have, using Jensen’s inequality,∑
k≥0
(P∞0,0[Nn = k](2γ)
kq)1/q(12)
k 1
2
=E[Y 1/q]≤E[Y ]1/q(55)
=
(∑
k≥0
P∞0,0[Nn = k](2γ)
kq(12)
k 1
2
)1/q
.
So we calculate this last expectation. Define γ2 = γ
q2q−1. By the choice of
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q, we have γ2 ∈ (γ,
1
1−α(d) ). Hence, it can be bounded by∑
k≥0
P∞0,0[Nn = k]γ
k
2
1
2
=
1
2
E∞0,0[γ
Nn
2 ]
≤
1
2
E∞0,0[γ
N∞
2 ](56)
=
1
2
α(d)
1− γ2(1− α(d))
<∞.
We collect now all the pieces and we obtain, P-a.s.,
limsup
n→∞
Qn0,0[|w(n)|> c0n
1/2]
(57)
≤
21−1/q
Ψ0,0
(1− χ2d(c
2
0))
1−1/q
(
α(d)
1− γ2(1−α(d))
)1/q
.
Since limc0→∞χ
2
d(c
2
0) = 1, the claim of Theorem 1.4 follows. 
4. Localized regime. First we prove a result which is similar to the result
obtained by Biskup and den Hollander [2], Lemma 3, which is their analogon
in the one-interface model.
Lemma 4.1 (Localized regime). Let λ, δ > 0 and h ∈R such that Φp(λ,h)>
λh+ δ. Choose ε ∈ (0, δ), then there exists δ˜ > 0 such that, for all large m,
P
[
1
m
logZ0−m,0 <Φp(λ,h)− ε
]
≤ exp{−δ˜m}.(58)
Proof. Choose ε ∈ (0, δ), then we have from Theorem 1.1 and Lemma
2.1 that, for all large n,
1
2n
E[logZ0−2n,0]≥Φp(λ,h)− ε/2,(59)
1
2n
E[log Ẑ0−2n,0]≥Φp(λ,h)− ε/2.(60)
Choose N even and k ≥ 1. As in Lemma 2.1, we have (adding additional
hitting points of the first coordinate axis)
Z0−kN,0 ≥
k∏
j=1
Ẑ
−(j−1)N
−jN,0 .(61)
From (60), we have, for all large N (using translation invariance),
1
N
E[log Ẑ
−(j−1)N
−jN,0 ]≥Φp(λ,h)− ε/2,(62)
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and we know that for fixedN the random variables log Ẑ
−(j−1)N
−jN,0 are bounded
i.i.d. random variables for the running index j = 1,2, . . . . Using a standard
large deviations estimate, we find the following result: for all ε ∈ (0, δ), there
exists N0 such that, for all N ≥N0, there exist c, δ1 > 0 such that, for all
large k,
P
[
1
kN
logZ0−kN,0 <Φp(λ,h)− ε
]
≤ P
[
1
k
k∑
j=1
1
N
log Ẑ
−(j−1)N
−jN,0 <Φp(λ,h)− ε
]
(63)
≤ c exp
{
−
δ1
N
· kN
}
.
Hence, the lemma is proved for kN if we choose δ˜ ∈ (0, δ1/N) (N ≥ N0
fixed) and k large. For general m= kN + l, l ∈ {0,1, . . . ,N − 1}, the claim
follows similarly:
Z0−m,0 ≥
k∏
j=1
Ẑ
−(j−1)N
−jN,0 Ẑ
−m+l
−m,0 ,(64)
the last term Ẑ−m+l−m,0 is small w.r.t. large k, that is,
1
k log Ẑ
−m+l
−m,0 is arbitrarily
small for large k. This completes the proof of Lemma 4.1 
Proof of Corollary 1.6. Choose ν, c, ε as in Theorem 1.5. We define,
for n≥ 0,
An = {(ω,η); for all m≥ n :Q
0
−m,0[w(0) = z](ω,η)≤ c exp{−ε|z|}
(65)
for all z with |z|> ν(ω,η)}.
Then An→ Ω, P-a.s., using Theorem, 1.5. Therefore, for M > 0, n≥ 0, we
have
Qn(|w(n)|> 2M)
=
∫
P(dω,dη)Q0−n,0(|w(0)|> 2M)(ω,η)
(66)
≤ P[ν >M ] + P[Acn] + E[ν ≤M,An,Q
0
−n,0(|w(0)|> 2M)]
≤ P[ν >M ] + P[Acn] + c
∑
|z|>2M
exp{−ε|z|}.
Since ν is finite P-a.s., limn→∞P[A
c
n] = 0 and since the last term in (66)
converges to 0 as M →∞, we see that for all ε > 0 there exists M > 0 such
that, for all n,
Qn(|w(n)|> 2M)≤ ε,(67)
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which proves tightness of w(n) under Qn. This completes the proof. 
Proof of Theorem 1.5. We define L= sup{k ≤ 0; w(k) = 0}, which
is the last hitting time of the first coordinate axis. In the following sums we
only consider the terms which have the correct parity. Hence, we have, for
z ∈ Zd, z 6= 0,
Q0−n,0[w(0) = z]
=
n∑
t=|z|∞
Q0−n,0[L=−t,w(0) = z]
=
n∑
t=|z|∞
Ẑt−n,0
Z0−n,0
·E0−t,0
[
exp
{
λ
0∑
i=−t+1
∆η(Si)(ωi + h)
}
,
w(0) = z,w(i) 6= 0, i=−t+1, . . . ,1
]
(68)
≤
n∑
t=|z|∞
1
Z0−t,0
·E0−t,0
[
exp
{
λ
0∑
i=−t+1
∆η(Si)(ωi + h)
}
,
w(0) = z,w(i) 6= 0, i=−t+1, . . . ,1
]
≤
n∑
t=|z|∞
exp{λ
∑0
i=−t+1(ωi + h)}
Z0−t,0
.
From Lemma 4.1, we have, using a Borel–Cantelli argument: there exists
Ω1 ⊂ Ω with P[Ω1] = 1 such that, for all (ω,η) ∈ Ω1 and all m sufficiently
large,
Z0−m,0 ≥ exp{m(Φp(λ,h)− ε)}.(69)
For the other term in (68), we have that
1
t
λ
0∑
−t+1
(ωi + h)
t→∞
−→ λh, P-a.s.(70)
Hence, P-a.s., for t large,
λ
0∑
−t+1
(ωi + h)≤ (λh+ ε)t.(71)
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Choose ε ∈ (0, δ/4) recall that δ =Φp(λ,h)−λh > 0 in the localized regime,
then we have, P-a.s., for large t,
exp{λ
∑0
i=−t+1(ωi + h)}
Z0−t,0
≤ exp{2εt− δt} ≤ exp{−δt/2}.(72)
Since the last term in the above equation is integrable, we obtain from (68),
P-a.s., for all large |z|∞ and all large n,
Q0−n,0[w(0) = z]≤ c1 exp{−δ|z|∞/2}.(73)
Since the supremum norm | · |∞ and the L
2-norm | · | are equivalent, the
proof of Theorem 1.5 follows. 
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