We prove that the SLE κ trace in any simply connected domain G is continuous (except possibly near its endpoints) if κ < 8. We also prove an SLE analog of Makarov's Theorem about the support of harmonic measure.
Introduction
The stochastic Loewner evolution (SLE) describes a collection of random curves that are related to scaling limits of two-dimensional statistical physics systems. In [14, Theorem 5.1] it was shown that the chordal SLE trace in the upper half plane H is a well defined continuous path. For other simply connected domains G C, the SLE in G is defined via a conformal homeomorphism f : H → G. The situation with radial SLE is similar, except that the "standard" domain is the unit disk D. Our first theorem extends this continuity result, as follows. Theorem 1.1. Let G C be a simply connected domain, let a, b be two prime ends of G, let z 0 ∈ G, and let κ ∈ [0, 8) . Then the chordal SLE κ trace in G from a to b and the radial SLE κ trace in G from a to z 0 are a.s. continuous in (0, ∞).
Besides the intrinsic interest in this result, it is also useful in the general theory of SLE and the related scaling limits. For example, the construction of the conformal loop ensembles in [16, Section 4 .1] would have been simpler if this theorem was available.
If the boundary ∂G is a smooth curve (more generally, if it is locally connected), then the conformal map f to G extends continuously to the closure of H (respectively D), and the continuity of the trace f • γ follows at once from the continuity of the trace γ. But if ∂G contains boundary points at which it looks like the topologist's sine curve, then f is not continuous at the corresponding points, and the continuity of f • γ is no longer obvious when κ > 4. In fact, this non-continuity could happen at every boundary point: there are simply connected domains G for which the limit set f (z) := {w : ∃(z k → z), lim f (z k ) = w} equals ∂G, for all z ∈ ∂D [10]! On the other hand, for every conformal map f : D → C, the radial limit lim r→1 f (re it ) exists for a.e. t ∈ [0, 2π]. A celebrated theorem of Makarov asserts that there is a set A ⊂ ∂D of full measure such that the set of radial limits f (A) has Hausdorff dimension 1 (even sigma-finite length). Equivalently, for every simply connected domain G C there is a set B ⊂ ∂G of Hausdorff dimension 1 such that a Brownian motion started inside G will a.s. exit G through B. However, under a mild assumption on the geometry of G (precisely, if G is a John domain), reflected Brownian motion in G intersects the boundary in a set of full dimension [4] . In particular, there is no nontrivial upper bound on the dimension of the trace of reflected Brownian motion on ∂G. The situation is different for SLE:
C be a simply connected domain, let a, b be two prime ends of G, let z 0 ∈ G, and let κ ∈ (4, 8) . Then there is a Borel set (actually a F σ set) B ⊂ ∂G such that the chordal SLE κ trace in G from a to b and the radial SLE κ trace in G from a to z 0 almost surely satisfy
where d(κ) is a constant that depends only on κ.
In the case κ = 6, this theorem can be thought of as a Makarov theorem for percolation. Indeed, instead of starting a Brownian motion at z 0 inside G, think of "sending" a critical percolation cluster from z 0 in the following C ∂G Figure 1 : A schematic view of a percolation cluster C (or an SLE 6 hull) inside a fractal domain G; the blue curve represents the exterior boundary of the cluster.
way: already at the scaling limit, condition z 0 to be connected via some open cluster to the boundary ∂G (though this is an event of probability 0, it is possible to make sense of this conditioning; see [8] ). Theorem 1.2 then implies that there is a subset B ⊂ ∂G of dimension d ≤ d(6) < 2 which almost surely "absorbs" all the points on ∂G which are connected to z 0 within G. See figure  1 for an illustration of this. Of course one cannot hope to find such a set B of dimension one, as in Makarov's theorem, since the percolation cluster is much "thicker" than the Brownian path stopped on the boundary. Following this intuition, we will also show that the smallest bound d(κ) necessarily satisfies d(κ) > 1 for all κ ∈ (4, 8).
The case κ = 4 should nearly correspond to the setting of Makarov's theorem (for instance if one considers chordal SLE 4 in the disc with a random initial point). Therefore we expect that for κ close to 4, d(κ) should be close to one. We indeed prove the following estimates on d(κ):
Finally, in Section 4 we will relate the integral means spectrum of a conformal map to the dimension of the SLE trace on the boundary of a domain, and show existence of nice Jordan curves such that two independent SLE κ , run in the two complimentary domains of the curve, are almost surely disjoint.
Uniform Continuity
For sets A ⊂ C, denote
which is called the p-dimensional Hausdorff content of A, where the infimum is over all covers of A by discs with positive radius. The following is an adaptation of [9, Proposition 3.3].
Lemma 2.1. Let G C be a simply connected domain and f : D → G a conformal homeomorphism. For every 0 < p < 1 and ε > 0 there is D ⊂ D and C > 0 such that
For our present application, the case where p is small is the most relevant. The proof shows that we can choose the centers of the discs to lie on the unit circle.
Proof. We first assume that G is bounded. Consider the collection Q of dyadic "squares"
where n ≥ 1 and k = 0, 1, 2, ..., 2 n − 1. Denote by ℓ(Q) := 2 −n , the size of Q, and T (Q) := {z ∈ Q : 1 − 2 −n ≤ r ≤ 1 − 2 −(n+1) }, the "inner half" of Q. Fix N > 1, to be determined later, and let L be the collection of those Q ∈ Q for which
We claim that
with C depending on N and p only. Indeed, let z ∈ D. If |z| < 1 − 2 −N , we get (3) simply by choosing C large enough. Else, suppose that
p . By the Koebe distortion theorem [12] , |f ′ | is essentially constant in T (Q) and (3) follows.
We now claim that f satisfies (2) for z, z ′ ∈ D, with possibly a different constant C. Consider any z, z ′ ∈ D. First, suppose that z = s z ′ , where
Then we may integrate the estimate (3) over [z, z ′ ] to obtain (2). Next, suppose that z = r e iθ 1 and z ′ = r e iθ 2 , where
In that case, the path r e iθ , θ ∈ [θ 1 , θ 2 ], is contained in the union of some Q ∈ Q satisfying z ∈ T (Q) and a possibly different Q ′ ∈ Q satisfying z ′ ∈ T (Q ′ ). Therefore, this path is in D, and we get (2) in the same way. In general, suppose that z = r 1 e iθ 1 and z ′ = r 2 e iθ 2 with |θ 1 − θ 2 | ≤ π. Then take ρ := min{r 1 , r 2 , 1 − |θ 1 − θ 2 |/(2 π)}. We then use the above cases and |f
. To estimate the p-content of D \ D, just notice that the interiors of the sets T (Q), Q ∈ Q, are disjoint and
which can be made arbitrarily small by choosing N large. This completes the proof in the case where G is bounded.
The case of unbounded G requires a few minor adaptations. Set
and redefine L to be the set of Q ∈ Q such that ℓ(Q) ≤ 2 −N and
p . Note that a simple change of variables gives
and so we get Q∈L ℓ(Q) p < ε by taking N sufficiently large, as above. The Koebe distortion theorem implies that φ is essentially constant in T (Q). Therefore, we get
Set
.
is bounded by the left hand side of (4) with z = r e iθ . Therefore, since D is star-shaped about 0, we have for z ∈ D,
Thus (4) implies (3) with possibly a different constant. This gives (2), as before. The continuity of f • γ follows at once. Now let 4 < κ < 8, let δ, ε > 0 and δ < |t| < π − δ. We have
for some constant C = C(κ, δ) and for all r < δ/2; see, e.g., [17 
< ε, and we may and will assume x i ∈ ∂D. From (5) we obtain
Since f is continuous on D, it follows that with probability at least 1 − Cε f • γ is continuous at every t such that γ(t) / ∈ B(1, 2 δ) ∪ B(−1, 2 δ). Now Theorem 1.1 in the chordal case follows by first letting ε → 0, then letting δ → 0, and using the transience of γ [14, Theorem 7.1]. The radial case is similar.
To prove Theorem 1.2, consider the domain 
for all z, z ′ ∈ D, with a constant C depending on ε, but with exponent αp/2 depending on κ only.
If α p/2 happened to be greater than 1/2, then the result would follow from the trivial estimate for the change of Hausdorff dimension by the reciprocal of the Hölder exponent. Since it is not the case (recall p = 8/κ − 1), we need to use some more advanced results. Here is a Theorem by Jones and Makarov (Theorem C.2 in [7] , see Corollary 3.2 in [9] for a different proof of this Theorem). Applied to our setting, this theorem implies that
Above, we have seen that for every 0 < t < T < ∞ we almost surely have γ[t, T ] ⊂ D ε for some ε > 0, and therefore
Setting B = ∂G ∩ n ∂f (D 1/n ), Theorem 1.2 follows at once with d(κ) = 2 − cαp/2. Notice here that B is indeed a F σ set since by (2), f is uniformly continuous on D 1/n .
Notice that α can be chosen independently of κ, therefore there is a constant C 1 > 0 such that
which proves part of Proposition 1.3.
In order to show that we cannot choose d(κ) ≤ 1 in general, fix κ ∈ (4, 8) and choose α ∈ ( 8 κ − 1, 1). Then there is a simply connected domain G whose boundary has dimension greater than 1 and such that any conformal map f from D onto G is Hölder continuous with exponent α. In fact, any sufficiently "flat" snowflake curve, or the bounded Fatou component of the quadratic polynomial z 2 + λz with 0 < |λ|
see [3] , Chapter 13.3. If B ⊂ ∂G is a Borel set which almost surely contains the intersection γ(0, ∞) ∩ ∂G of the chordal SLE κ trace γ from a to b with the boundary of the domain, then almost surely the chordal
. We claim that L has to be of Hausdorff dimension at most a := 8 κ − 1. We briefly sketch the proof, which is based on estimates and arguments from [17] ; see [19] for further details. Consider the chordal SLE κ path from 0 to ∞ in the upper half plane. Let L ′ ⊂ [1, 2] be Borel-measurable and have Hausdorff dimension larger than a. By Theorem 8.8 in [11] , there exists a Frostman measure µ supported on a compact subset A of L ′ whose a-energy is finite; namely, µ is supported on A ⊂ L ′ , µ(A) > 0, and
(See [11, Section 8] for background on Frostman measures.) Let C ε be defined as in [17, Section 2] . We now apply a second moment argument to the random variable µ(C ε ). By Propositions 2.3 and 2.4 in [17] we have for 1 ≤ x < y ≤ 2 and ε < 1 that P x ∈ C ε is comparable to ε a and P x, y ∈ C ε ≤ C ε 2a (y − x) −a . Hence,
is of order ε a and
By the choice of µ, the latter is bounded by a constant times ε 2a . Thus,
The standard second moment argument (i.e., Cauchy Schwarz) therefore implies that P[µ(C ε ) > 0] is bounded away from 0 independently of ε. Thus, with positive probability µ(C ε ) > 0 for every ε > 0. But since the support of µ is compact and contained in L ′ , this implies that the SLE path hits L ′ with positive probability, which clearly implies our claim that the Hausdorff dimension of
Proof of Proposition 1.3. We already noticed one part of the inequality in (6) . It remains to bound d(κ) when κ is close to 4. We will follow the same plan of proof, but instead of using the quantities Q |f ′ | 2 we will refine Lemma 2.1 by using Q |f ′ | t for some well chosen t = t(κ) close to zero. What allowed us to conclude the proof of Lemma 2.1 was the fact that for bounded domains, D |f ′ | 2 < ∞. Here we will use instead the known bounds on the Integral means spectrum of univalent functions (in particular, we do not need to assume G bounded in this proof).
Let us briefly recall some facts about the Integral Means Spectrum (see [12] ). Let f be an univalent function in the unit disc D. For any t ∈ R, let
The universal integral means spectrum B(t) of univalent functions is defined as
where the supremum is over all univalent functions (often one restricts the supremum to bounded univalent functions, resulting in a slightly different spectrum). Much is known about this spectrum, see [12] and references therein. We will use the following upper bound on the spectrum ( [12] , Theorem 8.5):
We prove the following Lemma (which is a refinement of Lemma 2.1 for p close to 1), from which Proposition 1.3 will easily follow. 
for all z, z ′ ∈ D.
Proof. Notice that the lemma is relevant only when p is close enough to 1. As in the proof of Lemma 2.1, we consider the collection Q of dyadic squares. For each Q ∈ Q, denote by L(Q) the inner "segment" {z ∈ Q : |z| = 1 − 2 −n }. Fix the parameters N > 1, t > 0 and 0 < δ < p, to be determined later, and let L be the collection of squares Q ∈ Q for which
Set as before
Using the integral means spectrum, one can easily estimate the Hausdorff p-content of D \ D. Indeed,
2 , where C > 0 may depend on f . Therefore one needs to choose δ > 4t 2 ; let δ := 5t 2 . By taking N large enough, we get
As in Lemma 2.1, to conclude the proof, it is enough to check that there is some C = C(f, N, p) such that for all z ∈ D,
Let z ∈ D, |z| ≥ 1 − 2 −N (for |z| < 1 − 2 −N , we choose C large enough so that (8) is satisfied). Let Q be such that z ∈ T (Q) and notice that
. By Koebe's distortion theorem, |f ′ | fluctuates by at most a multiplicative constant with is essentially constant within T (Q), and hence
By choosing our last parameter t := √ 1 − p, this leads to (8) . Now, following Lemma 2.1, i.e., integrating along appropriate arcs, this proves Lemma 3.2. 
, which together with (6) implies Proposition 1.3.
Related results
In [17, 2] , it is proved that for κ ∈ ( 
where f is a conformal map from D to G and β f (d) is the integral means spectrum of f . We will now sketch a proof that for general κ ∈ (4, 8] and John domains G, the dimension of SLE κ ∩ ∂G is bounded from above by the solution d of the equation
and t > 0 such that β f (t) < t − (2 − 8/κ). Let γ be a chordal SLE κ from −1 to 1 in D. We are interested in dim f (γ(0, ∞)) ∩ ∂G. Since we assumed G to be a John domain, there is a constant C such that C · f (T (Q)) ⊃ f (Q) for each dyadic square Q ∈ Q. Cover f (γ(0, ∞)) ∩ ∂G by C · f (T (Q)), where the union is over those Q ∈ Q for which γ ∩ 2 · Q = ∅ and l(Q) ≤ 2 −N with N large enough. By (5), the expected Hausdorff t-content of f (γ(0, ∞)) ∩ ∂G is thus bounded by where z Q is any point in T (Q). This sum converges since β f (t) < t−(2−8/κ); so by letting N going to ∞, the expected Hausdorff t-content of f (γ(0, ∞)) ∩ ∂G is equal to zero, and the result follows. Figure 2 : For some domains G, (at the continuum limit) percolation clusters inside G are "invisible" to percolation clusters inside G c .
G G c
If κ > 16/3, then dim(SLE κ ∩ R) = 2 − 8/κ > 1/2 and hence two independent SLE κ , one in the upper half plane and one in the lower, will intersect a.s. This is not true any more for general Jordan domains: For each κ ∈ (4, 8), there exists a John domain (actually a quasidisc) G = G(κ) and a set E ⊂ ∂G such that if γ 1 and γ 2 are respectively SLE κ curves driven inside and outside G, then a.s. γ 1 (0, ∞)∩∂G ⊂ E while γ 2 (0, ∞)∩∂G ⊂ E c . Indeed, given κ ∈ (4, 8) and choosing 0 < ε < 8/κ − 1, by [18] and [13] there is a quasidisc G and a subset A ⊂ ∂D with dim A < ε and dim ∂D\f −1 c (f (A)) < ε, where f and f c are conformal maps from D to G and G c . It follows that SLE κ in D will a.s. be disjoint from both A and ∂D \ f −1 c (f (A)), and the claim follows with E = f (∂D \ A). This can be viewed as an SLE analog of the Theorem by Bishop, Carleson, Garnett and Jones about harmonic measure (see [5, 13] ). Figure 2 is an illustration of this property in the case of percolation clusters.
