OurGrid is a web-based community whose members can use each others' spare computing power. When an OurGrid member is not using his own computer, it can be used by any other member. This paper describes how the community aspects of OurGrid have been crucial for its success. It argues that grid economies, which provide another method for sharing computing power, might also benefit from having a web-based community structure. Communities, Vol. 3, No. 1, 2007 How web community organisation can help grid computing
Introduction
This paper is concerned with OurGrid, a web-based community whose members can use each others' spare computing power. When an OurGrid member is not using his own computer, it can be used by any other member. OurGrid has been described in several previous publicationsThis paper may be of interest to members of web-based communities who would like to know about community practices that have contributed to OurGrid's success, and so might also be useful for their own communities. It also may be of interest if you would like to increase the computer power that you can use, in exchange for making your spare computing resources available to others.
Previous approaches to sharing computing power
For decades, distributed computing has allowed computing power to be shared within an organisation. A user of a networked computer can send applications to be carried out by other computers in the same organisation. More recently a more ambitious architectural vision has arisen, that of grid computing (Foster et al., 2001; Berman et al., 2003) in which computing power can be shared transparently between different organisations.
There has been considerable effort into realising grid computing, and several grids are now in operation: for instance, CERN's LHC Grid (CERN, 2005) , TeraGrid (Beckman, 2005) , ChinaGrid (Jin, 2004) , and the UK e-Science Grid (Hey and Trefethen, 2004) . However, the middleware stack that these grids rely on is large and complicated, and as a result is regarded with suspicion by security experts. Joining any of these grids is a complex operation, and it requires human negotiation, so its complexities cannot all be delegated to a computer.
Once it is technically possible for your computer to be used by someone who belongs to a different organisation, the question arises as to why you would want to let him do that. An answer which has been widely discussed in the computing industry is that he would pay you for the use of your computer, in a secure, automated fashion, using a grid economy (Buyya et al., 2000; Buyya, 2002) . However, implementing secure and reliable global accounting and billing mechanisms for computing power shared between different organisations over a grid is a hard problem. Although work on grid economies is progressing, none of the grids mentioned above have yet developed full grid economies, and the elements required to support a future grid economy have sometimes proved problematic. In particular, the e-banking and cryptography infrastructure required can provide a single point of failure. In one grid the certificate revocation server went down twice in six months, and each time the entire grid stopped working.
An alternative approach to sharing computing power between different organisations is that of volunteer computing (Sarmenta, 2001; Anderson and Fedak, 2005) . There have been quite a few examples of volunteer computing, but the most famous is probably SETI@home (Anderson et al., 2002) . Volunteer computing uses the idle time of volunteers' computers. Computer users typically have some periods of time during which they need to use their computer, and some periods of time during which they have no applications to run and leave their computer idle.
Suppose a project team wants to carry a large computation which is embarrassinglyparallel, that is, it consists of a large number of tasks that can be performed in parallel without any communication between the different tasks. (Such computations are called embarrassingly-parallel because they are so parallel that it is embarrassing.) Embarrassingly-parallel applications exist in many fields, including data mining, simulations, parameter sweeps, computer imaging, film animation, pharmaceutical development, computational biology, and meteorology. These applications typically have the property that the limit on the amount of computing power that they can profitably use is extremely high; for example, additional computing power may allow the computation to run faster or to produce more detailed (and hence more useful) output. To use volunteer computing, the team makes some special screen-saver code available for volunteer members of the public to download. When a volunteer's computer is not being used by the volunteer, and so would otherwise be idle, the screensaver code uses the volunteer's computer to perform some of the tasks, and sends the results back to the project team.
The screensaver code is lightweight, joining the system as a new volunteer is easy, and volunteer computing scales well up to millions of volunteers. The shared volunteer computing infrastructure BOINC (Anderson and Fedak, 2005) allows scientific projects to use volunteer computing without having to create their own infrastructure. The volunteers lose nothing by volunteering, since their computers would otherwise be idle. However, they also do not gain anything concrete by volunteering -except a good feeling from having contributed, for example, to improving malaria control in Africa (AFRICA@home, 2006) .
Only projects which can persuade large numbers of people to volunteer can harvest much voluntary computing power. As pointed out by the climateprediction.net volunteer computing project team, getting the word out to the public is a challenge, and the best hope is to have an application of widespread public appeal combined with marketing and public relations to generate media interest (Christensen et al., 2005) . Even with these advantages, climateprediction.net suffered from a high attrition rate of volunteers. It is not practical for an individual user to use volunteer computing to increase the computer power available for his routine computer use.
OurGrid
OurGrid is a web-based community for sharing computing power. It has been in production since December 2004. It began as a research project at the Federal University of Campina Grande, and later gained some financial support from HP Brazil. The principal reason for HP's interest in the OurGrid project is that the project is carrying out cutting-edge innovation in a technology area of strategic interest to the company. However, it is also seen as part of HP's global citizenship efforts (Hewlett-Packard Development Company, 2006 (Cirne et al., 2006) . For a snapshot of OurGrid's current size and status, visit http://status.ourgrid.org.
As in volunteer computing, members join OurGrid by downloading a lightweight client which runs tasks on their computer when it would otherwise be idle. However, the tasks do not all belong to a single application run for a project team; instead, the tasks may be part of an application submitted by any OurGrid member. That is, the organisational model for OurGrid is a community, in which all members can both contribute and benefit, as opposed to a service (where some only perform the service and others only receive it, as in volunteer computing) or a market (in which benefits are bought and sold, as in a grid economy).
The OurGrid code incorporates an innovative resource allocation algorithm which ensures that the more spare computing power that a member donates to other OurGrid members, the more he can expect to receive from them. Thus there is an incentive for an OurGrid member to let other members to use his computer, which is that in return he can use their computers (when they would otherwise be idle) to perform any embarrassingly-parallel application that he pleases, for free. OurGrid members do not choose which application to donate their spare computing power; the resource allocation depends only on the relative past generosity of the members who are currently requesting donations. As a result, in contrast to volunteer computing, members can obtain computing power from OurGrid in order to run applications that are not of wide public interest.
The client code runs the tasks in a sandbox based on Cambridge University's Xen virtual machine (Barham et al., 2003) , which isolates the tasks from the rest of the computer, and has no access to the network. This helps to prevent poorly coded or malicious tasks from causing security problems. It also carries out an integrity check after task execution, to prevent malicious tasks from installing Trojan horses. OurGrid is designed to work for up to 10 000 computers. In comparison to grids such as the LHC grid it is simple to join, and joining does not require a human negotiation. Its code is lightweight, and it does not require secure e-banking or a network-wide cryptographic infrastructure.
OurGrid's architecture for the sharing of computing power is that of a peer-to-peer community (Oram, 2001) . That is, it is completely decentralised, and hence so has no single point of failure. There have been several other proposals for peer-to-peer sharing of computing power (Oliveira et al., 2002; Butt et al., 2003; Taylor et al., 2003; Lo et al., 2004) , but unlike OurGrid these proposals do not address the problem of providing an incentive for peers to share. The experience of peer-to-peer file-sharing systems in which there is no incentive to share has been that in these systems a significant percentage -in some cases, a majority -of participating peers free-ride, that is they only consume resources, never contributing anything back to the system (Adar and Huberman, 2000; Saroiu et al., 2002; Hughes et al., 2005) .
Evaluation results summarised in Figure 5 of Cirne et al. (2006) indicate that almost all the time there are computers being donated over OurGrid. This means that almost all the time there are both some OurGrid members whose computers would otherwise be idle, and some other OurGrid members who have a current demand for computing power that their local resources cannot satisfy.
In the rest of the paper, I will first outline the role of web-based tools and communication in OurGrid, and the effects of the build-up of social capital. I will suggest that similar communication might play a role in grid economies. I will then describe an application for which the community aspects of OurGrid are especially relevant. I will end by indicating how readers may benefit from, or contribute to, OurGrid themselves.
Web-based community support for grids
In this section, I will describe some ways in which OurGrid successfully exploits the fact that it is a web-based community. Other web-based community projects might find some of these strategies useful in their own contexts. I will then suggest, based on the experience of OurGrid and some research into unsuccessful and successful online commodity markets, that grid economies might also benefit from having web-based community infrastructure.
OurGrid seen as a web-based community
A crucial aspect of OurGrid's code is that it was developed by and for a web-based community. Web-based communities allow distributed collaboration, opportunities for testing ideas, and easy feedback from members on system functionality. All of these have been essential in the development of the code. OurGrid's code is open source, allowing any member (or indeed any non-member) to contribute to its development. Different functionalities were developed by different members of the community, in different locations, working together over the internet. For instance, OurGrid's resource allocation algorithm (Andrade et al., 2004) was developed by a collaborative team distributed between Brazil and the UK. OurGrid's own technology has been used to run simulations and tests of new technical ideas for OurGrid itself, trying them out in a secure way on members' computers (Duarte, 2005) . Several changes in technical direction for OurGrid came from suggestions by community members or arose from their experiences with using the OurGrid code (Cirne et al., 2006, Section 7) ; this experience is normal in the development of open source projects.
There is an OurGrid users' mailing list, with an archive linked from the OurGrid website, which is used to report and discuss problems and features, and to share experiences. Members of the development team take the responsibility to answer questions on the users' mailing list, if they are not adequately answered by other users. There is a separate developers' mailing list, also web-archived, for people developing OurGrid or discussing its architecture; and an announcement list to report new code releases and bug-fixes. The use of separate mailing lists means that members can choose for themselves the level of information that they receive, and that meta-level discussions on how to improve OurGrid can be separated from questions on how to use the current version.
The OurGrid development team has found wikis particularly useful for coordinating distributed tasks. For example, there is a wiki of contact information for the development team. Whenever a team member makes contact with an organisation that expresses interest in OurGrid, the team member can add this contact to the wiki and provide updates on the progress of that relationship. That way, any other team member who comes into contact with the organisation can simply and quickly find out the state of the organisation's involvement. There is an introduction page used to introduce members of the development team; this is more important than it might first appear, because the team is large. Another wiki page records a summary of current research activities. This makes it easier for the members of a large and geographically distributed research team to be aware that another team member's work might be relevant to their own. Wiki technology is especially well suited for this purpose, since it makes it easy for each researcher to update the summary of her own research. There is also a users' wiki, which allows members to contribute useful information, hints, and pieces of code. For instance, the users' wiki contains a script to manage OurGrid user agents in the machines of a site containing many machines, and code and instructions to run OurGrid user agents as a Windows service. If a user writes a piece of code for her own convenience in using OurGrid, the ease of sharing code through the wiki means that with very little additional effort she can potentially spare many other users from repeating her work.
The OurGrid website 2 is also used to spotlight interesting applications and development activities, thus rewarding high-quality application or development work with publicity and diffusing information about this work to people who might benefit from knowing about it; and to make available all OurGrid's documentation, including the quick-start guide, manual, list of frequently asked questions, and related research papers. Moreover, web technology is essential for the ease of joining OurGrid, because the method of joining OurGrid is to download the OurGrid client from the web.
The OurGrid community has been fostered through face-to-face communication as well as web communication. Regular face-to-face meetings have been organised for OurGrid community members. This has been productive, both technically and socially. It appears to be a general rule that members of successful web-based communities wish to meet each other face-to-face, and that face-to-face meetings between some of the members, where practical, can enhance the web-based community, with online and offline communication complementing each other. Calvi (2006) calls the resulting online-and-offline communities 'semi-virtual'. For an example in a different context of the beneficial impact of face-to-face meetings between some members of a web-based community, see Burgos et al. (2006) .
The social capital developed within OurGrid provides an extra disincentive for malicious uses, in addition to technological security protections such as the sandbox mentioned earlier. It provides an incentive for members to make useful contributions. Perhaps most importantly, it has had the effect of increasing and enhancing the interaction between OurGrid members. Several OurGrid member organisations are now collaborating with each other in deeper ways than simply using each others' spare computing power.
Grid economies may need web-based communities
The importance of person-to-person web-based communication in the development, testing, use and growth of OurGrid may be relevant to organisations developing other models of sharing computing power, in particular grid economies. The grid economy model is that of an online commodity trading market, where the commodity is computing power. Kollock and Braziel's (2006) study of failed online commodity trading markets shows that one of the reasons for failure was an incorrect assumption that identity and the network of social relationships were unimportant to the functioning of an online market. In Altra Online Exchange, a rare successful business-to-business online market that Kollock and Braziel examine, social relationships between traders were still important and not precluded by the online system. Developers of Grid technology have so far focussed on building correctly-functioning and reliable software to carry out automated trading of computing power between computers. This focus is understandable, because it is a complex and challenging technical problem. However, it may well turn out that grid economies also need a network of human social interactions to function well, just as it has turned out to be the case for OurGrid and for earlier online commodity markets.
This issue was foreseen to a certain extent by Foster (2003) , who stated that the success of the Grid concept "demands effective community mechanisms" for coordinated research and development of core technologies, testing, packaging, documentation, and support and training of user communities. However, this list appears not to include the communication between users that Kollock and Braziel found important for online commodity trading, or the feedback from users to developers that was valuable for OurGrid.
Interestingly, social features appear in volunteer computing projects, although the depth of social interaction in these projects is not generally as strong as in OurGrid. The BOINC infrastructure supports volunteer profiles, message boards (which are used to sort out technical problems, but also sometimes for purely social conversations), and links to project-related news and information. It also produces statistics showing which teams of volunteers have donated the most computing power, in order to encourage donations through competition driven by team identification; this idea goes back to much earlier volunteer comuputing projects for factorising large numbers (Lenstra et al., 1996) . Since there is no economic motivation for volunteering, it seems reasonable to try to use social factors to motivate volunteers. In a poll of SETI@home (2002) volunteers, 58% said that their main reason for running SETI@home was for the good of humanity, 17% to "keep my computer productive", and slightly over 5% were mainly motivated by the chance of becoming famous or of getting their name on a top 100 list on the website. It may be that developers of grid technology have so far not put much consideration into social factors because they believe that these are unnecessary if there is a concrete incentive to share computing power. The experiences of OurGrid and of online commodity markets suggest that such a belief would be mistaken.
An OurGrid application: water management
OurGrid members have used the OurGrid technology to run many different applications, including molecular dynamics (Veronez et al., 2003) , simulations, computer imaging, and data mining (Silva et al., 2004) . An example of a project for which the community aspects of OurGrid are particularly relevant is the SegHidro collaborative project (Araújo, 2005; Araújo et al., 2005) . 'SegHidro' is an abbreviation of the Portuguese for 'hydrological security'. The project's aim is to support water management in North-East Brazil, an area where repeated droughts and poor planning have made a huge number of people suffer unnecessarily. There is a recurrent theme in the local music and literature of the misery and migration that occur in times of drought (Guerra, 2002; Swarnakar, 2003) .
SegHidro is funded by the Brazilian Ministry of Science and Technology, via the funding body FINEP 3 . Within SegHidro, several government organisations are using the computation power that they can gain from OurGrid to improve weather forecasting for this area. Water reservoir managers are using these more accurate forecasts, plus computation and simulation power from OurGrid, to improve the risk management of their resources. Other organisations are using computing power from OurGrid, and information from the previous two types of SegHidro project members, for the management of alluvial aquifers -underground water sources that were previously used in an unsystematic fashion. Agricultural management centres are interested in SegHidro's forecasts and scenario simulation capabilities in order to perform better agricultural planning for sites in their geographical area of responsibility.
For this application, volunteer computing could certainly be used. However, the use of OurGrid means that the SegHidro project can exploit the communication channels and social capital already available within OurGrid. Clearly, the more closely that the different organisations work together, the more effective they can be, and the better the potential impact on water availability for inhabitants of this area. By sharing each others' spare computing power over OurGrid they are already cooperating with each other, and the aim is that their joint membership of OurGrid will assist them to collaborate in other ways as well, both over the web and face-to-face, sharing data and human expertise in addition to computing power.
The SegHidro project is a fine example of an application of web-based communities that is more interesting than the common use of such technology to support e-commerce. I would encourage researchers and developers of web-based community technology to look for humanitarian applications for their technological expertise, if they are not already doing so. It might not be obvious that cutting-edge research in networked computing could contribute to improving the lives of small-scale farmers in Brazil who may not own computers themselves, but that is precisely the potential result of SegHidro's use of OurGrid technology.
What next?
At the moment only embarrassingly-parallel applications can run on OurGrid. Restricting OurGrid's use to this type of application makes it easier to ensure that the system is efficient and secure. However, the OurGrid team is investigating how to extend OurGrid's code to also support workflow applications.
There are also plans to extend OurGrid's resource allocation algorithm to provide an incentive for the sharing of data between members in addition to the sharing of computing power. Several computations -including, for example, some of the computations using meteorological data that are mentioned in the previous section -require a relatively small amount of computing power but access to a very large amount of data. Currently, the only aspect of a computation carried out on behalf of another peer that is rewarded is the computing power used in carrying out the computation. The provision, storage and transfer of data relating to a computation are services that a donating peer may provide for another, and the resource allocation algorithm might be adapted to reward these services as well as the provision of computing power, repaying these data-related services either with similar data-related services or with additional computing power.
Conclusion
This paper has described some ways in which OurGrid exploits the fact that it is a web-based community. This fact has been crucial in its design, development, testing, adoption, growth, and in improving its usefulness to its members.
In contrast to other approaches to sharing computing power between different organisations, on the one hand OurGrid provides an incentive for members to share their computers, and can be used by individuals to increase the computing power available to them for running applications which are not of general public interest: and on the other hand it is lightweight, easy to join, and does not have a single point of failure.
Although OurGrid is designed to work smoothly with 10 000 computers, it currently has many fewer. Communities of 10 000 users require different social and technical infrastructures from communities of 300 users, so changes to the way the community is organised will be necessary as OurGrid grows. Another current limitation of OurGrid is that it can only be used for embarrassingly-parallel applications. However embarrassingly-parallel applications are useful in many fields, and there are plans to extend the range of applications further.
