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ABSTRACT  
 
3D mapping can significantly improve GNSS positioning accuracy in dense urban areas by predicting which signals are directly 
visible and which are blocked by the buildings. Many different 3D-mapping-aided (3DMA) GNSS techniques have been 
demonstrated in the last few years. Some use pseudo-range measurements, whereas others use signal-to-noise ratio. Some assume 
the position is already known, while others can handle large initial position uncertainties. Some compute position epoch-by-
epoch, while others implement filtered solutions using measurements from multiple epochs. Finally, some approaches are 
efficient enough to run in real time on a mobile device, whereas others are too computationally intensive. 
 
Previously, UCL has demonstrated that real-time single-epoch 3DMA GNSS using both pseudo-range and signal-to-noise 
measurements can reduce position errors in dense urban areas from tens of meters to a few meters. Here, we extend this to multi-
epoch positioning by using a grid filter. Filtering reduces the impact of noise-like errors on the position solution, bringing a 
further improvement in accuracy. This is the first time that a grid filter has been applied to 3DMA GNSS as other authors have 
used a particle filter. Both filters can represent nonlinear position likelihood distributions using a set of candidate position 
hypotheses. The key difference is that a particle filter’s hypotheses have equal likelihood and an irregular distribution whereas 
the grid filter’s hypotheses are regularly distributed, forming a grid, but with unequal likelihoods. The grid-based approach better 
represents the physics of the problem. Position hypothesis spacing of less than a meter brings no significant performance benefit 
as the GNSS signal Fresnel zones are about this size in urban areas. Conversely, a spacing of more than 5 meters does not capture 
the variation of the environment sufficiently and can lead to 3DMA GNSS failing. The grid-based approach is also compatible 
with UCL’s use of pre-computed building boundary files to minimize the real-time processing load. These enable satellite 
visibility across an array of candidate positions to be predicted quickly simply by comparing the satellite elevation with that of 
each building boundary at the corresponding azimuth. 
 
Versions of the grid filter with different state propagation algorithms have been implemented for static, pedestrian and vehicle 
applications. Using static, pedestrian and vehicle GNSS data collected in central London using a u-blox EVK 8MT receiver, 
these new algorithms have been compared with single-epoch 3DMA GNSS and multi-epoch conventional GNSS using a basic 
extended Kalman filter with innovation-based outlier detection. In all cases, best positioning accuracy was obtained using the 
multi-epoch 3DMA GNSS algorithm. This achieved an RMS horizontal position error of 2.2m in the static tests, 3.9m in the 
pedestrian tests and 4.3m in the vehicle tests. Compared with single-epoch 3DMA, this represents a factor of 2.2 improvement 
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for the static tests, a factor of 1.55 improvement for the pedestrian tests and a factor of 1.8 improvement for the vehicle tests. For 
all test scenarios, multi-epoch 3DMA GNSS was a factor of 4 more accurate than multi-epoch conventional GNSS positioning. 
 
1. INTRODUCTION 
 
Blockage and reflection of signals by buildings and other obstacles in dense urban areas severely degrades GNSS positioning 
accuracy in three ways. Firstly, where signals are completely blocked, they are simply unavailable for positioning, degrading the 
signal geometry. Secondly, where the direct signal is blocked (or severely attenuated), but the signal is received via a (much 
stronger) reflected path, this is known as non-line-of-sight (NLOS) reception. NLOS signals exhibit positive ranging errors 
corresponding to the path delay (the difference between the reflected and direct paths). These are typically a few tens of meters 
in dense urban areas, but can be much larger if a signal is reflected by a distant building. Thirdly, where both direct line-of-sight 
(LOS) and reflected signals are received, multipath interference occurs. This can lead to both positive and negative ranging 
errors, the magnitude of which depends on the signal and receiver designs. The strength of the reflected signals depends on the 
construction of the building. Metallized glass is a much stronger reflector than brick and stone. NLOS reception and multipath 
interference are often grouped together and referred to simply as “multipath”. However, to do so is highly misleading as the two 
phenomena have different characteristics and can require different mitigation techniques [1]. 
 
Over the current decade, there has been a lot of interest in 3D-mapping-aided (3DMA) GNSS. This improves performance in 
dense urban areas by using maps of the buildings to predict which signals are directly visible at any given location. Many different 
approaches have been demonstrated, but each may be broadly classified as either ranging or shadow matching. The simplest 
3DMA ranging algorithms simply use predicted satellite visibility from 3D mapping to discard or downweight those signals 
predicted to be NLOS at a known location [2][3]. More sophisticated approaches use LOS/NLOS predictions over a range of 
candidate positions, reflecting the uncertainty of initialization from conventional GNSS positioning in a dense urban environment 
[4][5].  Other researchers use the 3D mapping to correct those signals predicted to be non-line-of-sight (NLOS) [6][7][8]. This 
should enable higher accuracy, but computing NLOS corrections using 3D mapping is more computationally intensive than just 
predicting satellite visibility, limiting the number of candidate positions that can be considered. A similar approach has been 
applied to the components of multipath-contaminated signals, separate using Doppler-domain signal processing when the 
receiver is moving [9]. 
 
Shadow matching determines position by comparing the measured signal availability, carrier-power-to-noise-density ratio, C/N0, 
or signal to noise ratio (SNR) measurements with satellite visibility predictions from 3D mapping over a grid of candidate 
positions [10][11][12][13][15][16][17]. Shadow matching tends to be more accurate in the across-street direction due to the 
building geometry. Conversely, ranging tends to be more accurate in the along-street direction because there are more direct 
LOS signals in this direction. Thus, in general, best performance is obtained by using both 3DMA ranging and shadow matching 
[18][19][20], a concept sometimes known as intelligent urban positioning (IUP). 
 
 
Figure 1. Normalised log-likelihoods of candidate positions from likelihood-based ranging (left), shadow matching (middle) and 
hypothesis-domain integration (right). The cross shows the true position. White areas are indoors. Reproduced from [19]. 
 
At UCL, our recent focus has been on single-epoch 3DMA GNSS algorithms that can operate in real time over a wide search 
area, handling a large initialization uncertainty. Therefore, satellite visibility is predicted using pre-computed building boundaries 
[21] for a grid of candidate positions. These describe the minimum elevation above which satellite signals can be received at a 
series of azimuths and are precomputed for each candidate position. A signal can then be classified as LOS or NLOS simply by 
comparing the satellite elevation with that of the building boundary at the corresponding azimuth. A 3DMA least-squares ranging 
algorithm is used for initialization [4]. A likelihood-based 3DMA ranging algorithm then scores candidate position hypotheses 
according to the correspondence between measured and predicted pseudo-ranges. Different error distributions are assumed at 
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each candidate position according to which signals are predicted to be NLOS at that location [5]. The ranging-based position 
solution is then integrated with the shadow matching solution [15] in the hypothesis domain before extracting a position solution 
from the combined likelihood surface [22]. Figure 1 demonstrates the benefits of this approach; the hypothesis domain integration 
gives a significantly more accurate position and precise solution than either shadow matching or likelihood-based 3DMA ranging 
on their own. 
 
This single-epoch integrated 3DMA GNSS approach has been tested in the City and Canary Wharf areas of London using data 
collected using a Leica Viva GS15 geodetic receiver, a U-blox EVK M8T consumer receiver, and a Nexus 9 Android tablet. The 
root mean square (RMS) horizontal position errors using the Leica, U-blox and Nexus receivers with a 1m grid spacing were 
3.5m, 4.7m, and 4.9m, respectively, compared with 23.6m, 26.4m and 31.0m using single-epoch conventional GNSS positioning, 
about a factor of six improvement [22]. The impact on 3DMA GNSS performance of the environment, including sky visibility, 
building height and street width, building materials and passing vehicles; together with the impact on performance of 3D mapping 
quality has also been assessed [23]. These algorithms have also been implemented in real time on an Android smartphone, 
generating a position solution in less than 400 ms [24]. By increasing the candidate position grid spacing from 1m to 5m, the 
processing time could potentially be reduced to about 15 ms at the expense of a 30% degradation in positioning accuracy [22]. 
Real-time 3DMA GNSS has also been demonstrated on a Swarm Systems nano air vehicle using a modified version of the 
algorithms described in [25]. 
 
Single-epoch positioning is appropriate for location-based services which only require a one-time position fix and tracking 
applications which only update every few minutes. For navigation and continuous positioning applications, an update is typically 
required every second. In conventional GNSS positioning, using filtering to combine measurements from successive epochs 
gives a much better accuracy than computing an independent position solution at each epoch [26]. Filtering reduces the impact 
of noise-like errors on the position solution, improving the accuracy. Several authors have also demonstrated the benefit of using 
a particle filter to combine measurements from multiple epochs for shadow matching [13][16][27], 3DMA GNSS ranging [6], 
and integrated 3DMA GNSS positioning [20]. Here, we extend our previous single-epoch 3DMA GNSS approach to multi-
epoch positioning by using a grid filter. Both the grid filter and the particle filter can represent nonlinear position likelihood 
distributions using a set of candidate position hypotheses. The key difference is that a particle filter’s hypotheses have equal 
likelihood and an irregular distribution whereas the grid filter’s hypotheses are regularly distributed, forming a grid, but with 
unequal likelihoods. The grid-based approach better represents the physics of the problem. Position hypothesis spacing of less 
than a meter brings no significant performance benefit as the GNSS signal Fresnel zones are about this size in urban areas. 
Conversely, a spacing of more than 5 meters does not capture the variation of the environment sufficiently and can lead to 3DMA 
GNSS failing. The grid-based approach is also compatible with the pre-computed building boundary files, used to minimize the 
real-time processing load. 
 
Section 2 describes the multi-epoch 3DMA GNSS positioning algorithms. Section 3 then presents experimental results using 
static, walking pedestrian and road vehicle data recorded in London. Multi-epoch 3DMA performance is compared with both 
single-epoch 3DMA GNSS and multi-epoch conventional GNSS. Finally, conclusions and plans for future work are summarized 
in Section 4. 
 
There are many different applications, both professional and consumer, that could potentially benefit from improved GNSS 
accuracy in dense urban areas. These include situation awareness of emergency, security and military personnel; emergency 
caller location for both people and vehicles; navigation for the visually impaired; tracking vulnerable people and valuable assets; 
location-based charging; mapping environmental features; enforcement of curfews, restraining orders and other court orders; 
location-based services; mobile gaming and augmented reality; and emergency caller location. 
 
2. MULTI-EPOCH 3DMA GNSS POSITIONING ALGORITHMS 
 
Static positioning over two epochs can be achieved simply by multiplying together the likelihood surfaces obtained from 
applications of the single-epoch 3DMA GNSS algorithm to successive measurement sets. Further measurement epochs can then 
be incorporated by multiplying the accumulated likelihood surface with that obtained by applying single-epoch 3DMA GNSS to 
the latest measurement set. The filtered position solution can also be used instead of a conventional GNSS position solution to 
initialise the 3DMA GNSS algorithm on each epoch, avoiding the need for the 3DMA least-squares positioning algorithm to be 
used after the first epoch. However, to keep the accumulated likelihood surface receptive to new measurement information and 
account for motion between epochs, system noise must be added. Furthermore, for vehicle applications, a velocity solution is 
needed to predict the position solution forward from epoch to epoch, just as in a conventional GNSS navigation filter. 
 
Figure 2 shows the components of the multi-epoch 3DMA GNSS system. A grid filter is used to maintain the position solution. 
Different state propagation algorithms are used for static, pedestrian and vehicle applications. For vehicle applications, 3D-
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mapping-aided GNSS is also used to determine velocity. Adding two velocity dimensions to the grid filter would vastly increase 
the computational load. Therefore, for the vehicle version of the algorithm set only, a Kalman filter is used to maintain a velocity 
solution, which is then used by the grid filter for position state propagation. For multi-modal applications, behavioral context 
determination algorithms can be used to determine which version of the algorithms to use [28][31].  The vehicle version of the 
algorithm set is also tested on pedestrian data  
 
Each component of the system is described in a separate section. Sections 2.1 to 2.3 summarizes the existing single-epoch 3DMA 
GNSS positioning algorithms, comprising likelihood-based 3DMA ranging, shadow matching and hypothesis domain integration 
as shown in Figure 3. These are used to generate a position likelihood distribution that is input to the position grid filter as a 
measurement. Section 2.4 then presents a new single-epoch 3DMA least-squares GNSS velocity algorithm, used for the vehicle 
implementation only. This generates velocity measurements for input to the velocity filter. Sections 2.5, 2.6 and 2.7 describe 
different versions of the state propagation algorithm of the position grid filter for static, pedestrian and vehicle applications, 
respectively. Section 2.8 describes the determination of the search area for the 3DMA GNSS algorithms. Section 2.9 then 
describes the measurement update of the position grid filter using the position likelihood distribution from the 3DMA GNSS 
algorithms. Sections 2.10 and 2.11 describe, respectively, the state propagation and measurement update algorithms of the 
velocity Kalman filter used for vehicle applications. Finally, Section 2.12 describes the conventional multi-epoch GNSS 
positioning algorithms used for results comparison. 
2.5-2.7 Position 
state propagation
2.8 Define search 
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2.9 Position 
Measurement 
Update
2.1-2.3 3DMA 
GNSS Single-
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2.4 3DMA GNSS 
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Figure 2: Components of a multi-epoch 3DMA GNSS system 
 
 
 
Figure 3: Single-Epoch 3D-mapping-aided GNSS algorithm configuration 
 
The position grid filter is initialized with a 3DMA GNSS single-epoch position solution, noting, that for this initialization step 
only, the shadow matching and likelihood-based 3DMA ranging algorithm search areas are determined using the least-squares 
3DMA ranging algorithm described in [4]. The velocity Kalman filter is initialized using the 3DMA least-squares GNSS velocity 
algorithm. 
 
  
2.2. Shadow Matching 2.1. Likelihood–Based 
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2.1. Likelihood-based 3DMA GNSS Ranging  
In likelihood-based 3DMA GNSS ranging an array of candidate position hypotheses are scored according to the correspondence 
between the predicted and measured pseudo-ranges. This enables different error distributions to be assumed for a given GNSS 
signal at different candidate positions. Thus, at positions where a signal is predicted from the 3D mapping (via precomputed 
building boundaries), to be NLOS, a skew normal (Gaussian) distribution is assumed, biased towards positive ranging errors. 
Elsewhere, a conventional symmetric normal distribution is assumed. 
 
Terrain height aiding is inherent in generating the position hypotheses, enabling a single height to be associated with each 
horizontal position and thus avoiding the computational load of a 3D search area. The receiver clock bias is eliminated by 
differencing all pseudo-range measurements across satellites. 
 
 
 
Figure 4: Likelihood-based 3DMA GNSS ranging algorithm block diagram 
 
Figure 4 shows the likelihood-based 3D-model-aided ranging algorithm, comprising the following six steps: 
1. A circular search area of radius 40m is defined with its center at the least-squares 3DMA ranging position solution. Within 
this search area, a grid of candidate positions is set up with a spacing of 1m. 
2. For each candidate position, the satellite visibility is predicted using the building boundaries precomputed from the 3D city 
model. At each candidate position, the highest elevation satellite predicted to be direct LOS is selected as the reference 
satellite. 
3. At each candidate position, the direct LOS range to each satellite is computed. Measurement innovations are then computed 
by subtracting the computed ranges from the measured pseudo-ranges and then differencing with respect to the reference 
satellite. The error standard deviation is computed as a function of C/N0 and satellite elevation angle. 
4. At each candidate position, the measurement innovation for each satellite predicted to be NLOS is re-mapped. The skew 
normal distribution is used to determine the cumulative probability. The corresponding direct LOS innovation with the same 
cumulative probability is then substituted. 
5. A likelihood score for each candidate position, p, is computed using 
 T 1,expRp p p p    zz C z , (1) 
where zp is the vector of measurement innovations and Cz,p is the measurement error covariance matrix, computed using 
the direct-LOS-hypothesis measurement error standard deviations, which are the same for all candidate positions. 
Full details are presented in [5] and [22]. The u-blox EVK M8T all sites tuning parameters from [22] are used.  
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2.2. Shadow Matching 
 
 
Figure 5: Shadow-matching algorithm block diagram 
 
The shadow matching algorithm is a modified version of that presented [15]. Figure 5 shows the algorithm, comprising the 
following five steps: 
1. A circular search area of radius 40m is defined with its center at the least-squares 3DMA ranging position solution. Within 
this search area, a grid of candidate positions is set up is set up with a spacing of 1m. 
2. For each candidate position, the satellite visibility is predicted using the building boundaries precomputed from the 3D city 
model. If the satellite elevation is above the building boundary at the relevant azimuth, the LOS probability predicted from 
the building boundary, p(LOS|BB), is set to 0.8. Otherwise, it is set to 0.2. These values allow for diffraction and 3D model 
errors. 
3. The observed satellite visibility is determined from the GNSS receiver’s C/N0 or SNR measurements. From these, a 
probability that each received signal is direct LOS, p(LOS|SNR=s) is estimated using 
 
min min
2
2 1 0 min max
max max
|
p s s
p LOS SNR s a s a s a s s s
p s s




     
 
o
o
, (2) 
where the coefficients are listed for the u-blox EVK M8T receiver in [22] are used. 
4. Each candidate position is scored according to the match between the predicted and measured satellite visibility. For a given 
satellite, the probability that the predicted and measured satellite visibility match is 
   1 | ( | ) 2 | ( | )mP p LOS SNR s p LOS BB p LOS SNR s p LOS BB      . (3) 
The overall likelihood score, Sp, for each position, p, is then the product of the individual satellite probabilities.  
 
2.3. Hypothesis-Domain Integration 
Both shadow matching and likelihood-based 3DMA ranging can produce multimodal position distributions where there is a good 
match between predictions and measurements in more than one part of the search area. These will typically comprise the true 
position hypothesis and one or more false hypotheses. In general, the true position hypothesis will be consistent across the two 
positioning methods whereas the false hypotheses will not be. Hypothesis-domain integration therefore helps to eliminate false 
position hypotheses by computing a joint ranging and shadow matching likelihood surface prior to determining a position 
solution. The likelihoods are combined using 
pW
p Rp Sp p     , (4) 
where Wp is the shadow-matching weighting factor. If Wp, is greater than one, the combined likelihood will be biased in favor of 
shadow matching. If it is set to less than one, it will be biased in favor of ranging. A weighting factor proportional to the number 
of satellites that are NLOS is used, noting that shadow-matching doesn’t work in open environments where all of the satellites 
are direct LOS. The weighting factor is given by 
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area 
5. Determine position 
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NLOS
p
p LOS NLOS
p p
m
W
m m
 

 , (5) 
where LOS
pm and 
NLOS
pm  are, respectively, the number of satellites at grid point p predicted to be direct LOS and NLOS, and  = 
1.1 is an empirically-determined positive constant. 
 
2.4. 3DMA GNSS Velocity Solution 
A basic 3DMA GNSS velocity solution can be computed by 
 Predicting satellite visibility at each candidate position (in practice, using the predictions already made by the 3DMA 
GNSS positioning algorithm for that epoch). 
 Weighting this using the 3DMA GNSS position likelihood distribution to obtain a direct LOS probability for each 
satellite. 
 Using the direct LOS probabilities to select and weight the satellite signals. 
 Computing a conventional least-squares velocity and clock drift solution. 
 
At initialization, the satellite LOS probabilities are calculated using 
 ,0 , ,0
,0
j
p LOS pj
LOS
p
p
p j

 

,  (6) 
where j denotes the satellite, 
,0p  is the likelihood of candidate position p output by the single-epoch 3DMA GNSS positioning 
algorithm and 
, ,0
j
LOS p  equals 1 where satellite j is predicted (from the relevant building boundary) to be direct LOS at position 
p during initialization and equals 0 where it is predicted to be NLOS. Subsequently, the satellite LOS probabilities are calculated 
using the filtered 3DMA GNSS position likelihoods, 
,p k
 , using 
 
, , ,0
j j
LOS p k LOS pp j
   ,  (7) 
noting that the likelihoods are already normalized. 
 
Pseudo-range rate measurements are then selected from satellites that meet the criterion j
LOS LOSp T , where the threshold TLOS 
was set to 0.78. This was determined empirically by evaluating the achieved performance for thresholds between 0.7 and 0.85, 
with a step of 0.01 (no major improvement was achieved for thresholds greater than 0.85 and a big drop in performances was 
noticed below 0.7). The pseudo-range rate measurement error standard deviation for each satellite should then be estimated using 
  , 0 1 1 jr j r LOSp j        ,  (8) 
where the coefficients r0 and  were set to 0.15m/s and 1.1, respectively. Again, these were determined empirically by varying 
the to obtain the best performance (between 0.05 and 0.5 with a step of 0.05 for r0 and between 0.5 and 1.5 with a step of 0.1 
for ). 
Computation of the least-squares velocity solution then proceeds as follows. For each satellite signal used, the line-of-sight unit 
vector is calculated using 
 , ,
,
, ,
ˆ
ˆ
ˆ
e e
ej k ea ke
aj k e e
ej k ea k






r r
u
r r
,  (9) 
where e
ejr  is the Cartesian ECEF satellite position and ,ˆ
e
ea k

r  is the Cartesian ECEF receiver position solution obtained at 
initialization from the initial 3DMA GNSS position solution and subsequently from the filtered 3DMA GNSS position solution 
following the measurement update. Each range rate is then predicted using  
     T, , , , , , ,ˆ ˆˆ ˆ ˆe I e e e e e eaj k aj k e aj k ej k ie ej k ea k ie ea kr r         u C v Ω r v Ω r ,  (10) 
where 
,
e
ej kv  is the Cartesian ECEF satellite velocity, ,ˆ
e
ea k

v  is the predicted ECEF receiver velocity (zero can be assumed at 
initialization), and I
eC  is the Sagnac effect compensation matrix, given by 
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,
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 
C r r  ,  (11) 
ie is the Earth rotation rate, c is the speed of light, and eieΩ  is the skew-symmetric matrix of the Earth rotation, given by 
 
0 0
0 0
0 0 0
ie
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ie ie
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 
 
  
 
 
Ω  .  (12) 
 
The measurement innovation, z, measurement matrix, e
GH , and measurement error covariance, Rr, are then computed using 
1 2
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z H R
 ,  (13) 
where 
,
j
a k  is the measured pseudo-range rate from satellite j and ,
ˆ a
c k
  is the predicted clock drift (again, zero can be assumed 
at initialization). 
 
For initialization, a single-epoch velocity, 
,0
ˆ e
ea

v , clock drift, ,0
ˆ a
c
 , and associated error covariance,  
0

P , can be determined using 
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Section 2.11 describes the velocity Kalman filter measurement update. 
 
2.5. Position Grid Filter State Propagation (Static) 
For static propagation of the position likelihood distribution between epochs, there are just two steps. 
 Search area extension. 
 Confidence-based likelihood redistribution. 
 
A larger search areas is needed for state propagation to enable the search area for the GNSS measurement update (comprising 
single-epoch 3DMA GNSS position likelihood generation followed by update of the filtered position likelihood distribution) to 
be re-centered. As, the highest scoring position could be anywhere within the search area of radius rp = 40m used for the 
measurement update, the propagation step search area needs to have at least twice this radius. Thus, the search radius is increased 
to rq = 2rp = 80m with the same center. To set up the state propagation search area, the likelihoods for the candidate positions, 
indexed by q, are first set to the corresponding values from the previous epoch (or initialization): 
 
0
, , 1 , 1
10
q k p k q k k k
k k
q P
q
q P

  

   


,  (16) 
where 
, 1 ,p k q k

   is the likelihood at the preceding epoch, k1, following the position measurement update, of the point pk1 that 
has the same coordinates as point qk, and Pk1 is the set of candidate positions used for the position measurement update at epoch 
k1. 
 
For the likelihood redistribution, let CP be the level of confidence in the position solution from the preceding epoch (or 
initialization process). We therefore attribute a confidence of 1 CP to the alternative hypothesis that the position solution has an 
equal likelihood of being anywhere within a search area of the same size. If the total likelihood, 0, of the position solution 
from the preceding epoch is 1, the total likelihood of the alternative hypothesis with the same search area is (1   CP) / CP. With 
the extended search area, we wish to retain the same likelihood per candidate position, so the total likelihood for the alternative 
hypothesis becomes. 
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If the grid spacing is pg, the number of candidate positions within the search area is approximately 2 2
q gr p  . The alternative 
hypothesis likelihood for each point is thus the total divided by the number of points. Therefore, the likelihoods are redistributed 
using. 
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A suitable value for CP was determined empirically by assessing positioning performance for values between 0.3 and 0.7 with a 
step of 0.05. Best performance was obtained with CP = 0.45. 
 
2.6. Position Grid Filter State Propagation (Pedestrian) 
For unknown pedestrian motion there are three steps to the position state propagation: 
 Search area extension. 
 Motion-based likelihood redistribution 
 Confidence-based likelihood redistribution. 
 
The search area extension is implemented in the same way as for the static propagation using (16). A radius of rq = 2rp = 80m 
with the same center is used. To account for motion, it is assumed that a pedestrian moves an unknown amount between epochs 
k1 and k with a standard deviation of rm in each horizontal direction and a bivariate Gaussian distribution. A suitable value of 
rm =  1.4m was found empirically, by assessing positioning performance for values between 1 and 2m with a step of 0.1m. This 
distribution should therefore be convoluted with the likelihood surface from the preceding epoch. In practice, only the first three 
standard deviations in each direction need to be considered. The motion search area radius in grid spacings is therefore m = 
ceiling (3rm / pg), where the ceiling function rounds up to the nearest integer. 
 
Firstly, the following weightings are defined 
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i m j m
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
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,  (19) 
which may be assumed constant throughout the algorithm’s operation. The likelihoods are then redistributed to account for 
motion using 
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where  0 ,k E N  is the likelihood of the candidate position with coordinates E, N, e.g.  0 0, , ,,k q k q k q kE N   , given by (16). 
Finally, the confidence-based likelihood redistribution is implemented using 
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2.7. Position Grid Filter State Propagation (Vehicle) 
Vehicle motion between epochs is significant, so a GNSS velocity solution and associated error covariance must be used to 
propagate the position estimate between epochs. The velocity filter (Section 2.11) provides an estimated velocity, 
, 1
ˆ e
ea k

v , clock 
offset, 
, 1
ˆ a
c k


, and associated error covariance, 
1k

P , at the previous epoch following the measurement update. The corresponding 
east and north velocities are given by 
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while their error covariance is 
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where 
1,1:3,1:3k

P  is the first three columns and rows of 1k

P , and 
n
eC  is the ECEF to north-east-down coordinate transformation 
matrix, given by 
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where the latitude, La, and longitude, a, are obtained from the filtered 3DMA GNSS position solution following the measurement 
update. 
 
The predicted displacement between epochs k1 and k is then 
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where s is the time interval between epochs. The error covariance of the predicted displacement is 
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where SaE,k is the east acceleration power spectral density (PSD), SaN,k is the north acceleration power spectral density (PSD), 
and SaNE,k is the cross spectral density (PSD) of the east and north accelerations. The same values as in the velocity filter, given 
by (42) in Section 2.10, should be used. 
 
To apply the predicted displacement to the position likelihood distribution, it is convenient to partition it into integer grid space 
and remainder components: 
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where the ‘round’ function rounds up or down to the nearest integer, and 
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For this known vehicle motion there are four steps to the position state propagation: 
 Search area extension. 
 Motion-based likelihood redistribution accounting for integer displacement. 
 Motion-based likelihood redistribution accounting for residual displacement and displacement error covariance 
 Confidence-based likelihood redistribution. 
 
The search area extension is implemented in the same way as for the static and pedestrian position propagation algorithms using 
(16). A radius of rq = 2rp = 80m with the same center is used. The position likelihood is then redistributed to account for integer 
displacement simply by changing the candidate position associated with each likelihood. Thus, 
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The likelihood distribution is then correlated with the residual displacement and the displacement error covariance using a similar 
method to the pedestrian algorithm. However, the motion search area and weightings must be computed separately for each 
epoch: 
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The likelihoods are then redistributed to account for motion using 
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Finally, the confidence-based likelihood redistribution is implemented using  
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2.8. Position Measurement Search Area Determination 
The center of the search area for the 3DMA GNSS position measurement (Sections 2.1 to 2.3) should correspond to the weighted 
average position solution obtained from the propagated likelihood grid. This is 
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for the static and pedestrian algorithms and 
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for the vehicle algorithm. The center of the position measurement update search are is then be set to the candidate position on 
the building boundary grid that is nearest to ˆ ˆ,k kE N
  . The radius of the measurement update search is rp = rq/2 = 40m. The center 
of the measurement update search area should always fall within a radius rp of the center of the state propagation search area, 
ensuring that the whole measurement update search area falls within the state propagation search area. This is because the search 
area inherited from the previous epoch has a radius rp and the state propagation process ensures that this maximum likelihood 
region stays in the center of the search area by displacing the whole search area whenever the predicted position displacement is 
more than half a grid spacing. 
 
The pre-update position filter likelihoods for the candidate positions within the position measurement update search area, indexed 
by p, are then initialized using: 
 
, , ,p k q k p k p
 
    ,  (36) 
where 
, ,q k p k

  is the likelihood at the current epoch, k, following the position state propagation, of the point qk that has the same 
coordinates as point pk. 
 
2.9. Position Grid Filter Measurement Update 
In theory, the position likelihood distribution is updated to incorporate the latest measurement information simply by multiplying 
the pre-update likelihood for each candidate position, 
,p k
 , with the corresponding likelihood, ,p k , from (4), obtained by 
3DMA GNSS from the set of GNSS measurements at the current epoch, k. Whichever of the two likelihood surfaces has the 
higher confidence will have a taller and narrower peak, resulting in it dominating the combined distribution. Thus, the measured 
and propagated position solutions are implicitly weighed according to their respective covariances. 
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In practice, the statistical models on which the likelihood surfaces are based are not completely accurate due to a lack of detailed 
knowledge of the GNSS signal propagation environment and user motion. A certain amount of manual adjustment will therefore 
be needed to make the filter more or less receptive. Therefore, the following measurement update is implemented: 
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where Wm is the measurement weighting factor; a value greater than 1 gives more weighting to new measurement data while a 
value less than 1 gives less. A value of Wm = 1.2 was chosen by empirical testing over the range 0.5 – 1.5 with a step of 0.1. Note 
also that the likelihoods are renormalized to sum to unity. The filtered position solution is then 
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2.10. Velocity Kalman Filter – State Propagation 
For the vehicle version of the multi-epoch 3DMA GNSS system, a Kalman filter is used to maintain estimates of the velocity 
and clock drift. This comprises a state propagation step, described here, and a measurement update step, described in Section 
2.11. With only velocity and clock drift estimated, there is no information to propagate the state estimates forward between 
epochs, so it is assumed that they remain unchanged. Thus, 
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The state estimate error covariance must be increased to account for unknown accelerations between epochs and unknown 
changes in the receiver clock drift. Thus 
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where a
cfS is the receiver clock frequency drift PSD; a suitable value is 0.04 m
2s1, s is the time interval between epochs, and the 
acceleration PSD matrix is given by 
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where Te n
n eC C  is the north-east-down to ECEF coordinate transformation matrix, SaE,k is the east acceleration power spectral 
density (PSD), SaN,k is the north acceleration power spectral density (PSD), SaNE,k is the cross spectral density (PSD) of the east 
and north accelerations, and SaD,k is the vertical acceleration (PSD). The maximum lateral and longitudinal acceleration of a car 
are similar and are higher at lower speeds; 5 m/s2 at 5 m/s, 4 m/s2 at 15 m/s, and 3 m/s2 at 25 m/s are reasonable for a typical car. 
Therefore, the following acceleration PSD model is implemented: 
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where the value of the constant, Ka, was determined empirically to be 3.3, by testing positioning performance with values in the 
range 1 to 10. The velocity, clock drift and associated error covariance calculated here are also used to propagate the position 
distribution as described in Section 2.7. 
 
2.11. Velocity Kalman Filter – Measurement Update 
The 3DMA GNSS velocity Kalman filter measurement update proceeds by computing the measurement innovation, z, 
measurement matrix, e
GH , and measurement error covariance, Rr, as described in Section 2.4, where the predicted satellite 
visibilities are used to select and weight the pseudo-range rate measurements. The Kalman gain is computed using 
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The velocity, 
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Finally, the state estimation error covariance is updated using 
  ,ek k G k k  P I K Η P .  (45) 
 
2.12. Conventional multi-epoch GNSS Solution  
For comparison, a basic multi-epoch conventional GNSS solution is computed from the pseudo-range and pseudo-range rate 
measurements using an 8-state ECEF frame GNSS extended Kalman filter (EKF) as described in Section 9.4.2 of [26]. Cartesian 
position, velocity, receiver clock offset and clock drift are estimated. The initial state uncertainties are set to 40m for each 
component of position, 1m/s for each component of velocity, 3105m (1ms) for the clock offset and 300 m/s for the clock drift . 
For the vehicle tests, the system noise covariance matrix, Qk, is calculated using the same acceleration PSD, 
,
e
a kS , and receiver 
clock frequency drift PSD, a
cfS , as for the 3DMA velocity filter as described in Section 2.10. For the static and pedestrian tests, 
the values of acceleration PSD used were 1m2s-3 in each direction. The assumed pseudo-range and pseudo-range rate 
measurement error standard deviations were 35m and 7 m/s, respectively. These were determined empirically, selecting those 
values that gave the best positioning performance. Pseudo-range standard deviations between 10m and 40m with a 5m step were 
assessed, together with pseudo-range rate standard deviations in the range 1-10 m/s with a 1 m/s step. 
 
To mitigate NLOS reception and large multipath errors, outlier detection using measurement innovation filtering is implemented 
as described in Sections 17.3 and 17.3.1 of [26]. Both the pseudo-range and pseudo-range rate measurement are rejected if the 
normalized innovation of either exceeds 3 standard deviations. 
 
It should be noted that u-blox and other receiver manufacturers implement much more sophisticated navigation filters than the 
one used here, so the results presented here should not be considered representative of those algorithms. However, as much more 
research is needed to get the best performance from 3DMA GNSS, both single-epoch and filtered, a basic conventional filtered 
GNSS algorithm can be considered to be a fair comparator. 
 
3. EXPERIMENTS 
 
 
 
Figure 6. Data collection hardware. 
 
Both static and kinematic GNSS data, comprising GPS and GLONASS measurements, were collected using a u-blox EVK M8T 
receiver was interfaced to a Raspberry Pi via USB for data logging and also to provide power from a battery pack. A smartphone, 
connected via Wi-Fi, served as a user interface using the mobile SSH App. The equipment is shown in Figure 6. Data was 
collected in the City of London and the Canary Wharf district of London with vehicle data collected in November 2016, static 
data in August 2017 and pedestrian data in May 2018. The City of London area is typical of a traditional European city with 
narrow streets and buildings packed close together. The Canary Wharf area is representative of a modern city environment, found 
more commonly in North American and East Asian cities. The streets are wider and the buildings taller with more space between 
them. There is also a greater ratio of glass and steel to brick and stone than in the City of London district. At the beginning of 
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every data collection session, time was allowed for the receiver to download the satellite ephemeris data and synchronize their 
clocks. Time synchronization requirements are the same as for conventional GNSS positioning. A 3D city model of the area, 
from Ordnance Survey (OS), was used to generate the building boundary data used for the subsequent analysis. This is illustrated 
in Figure 7. Different data sets were used for parameter tuning and for performance evaluation. 
 
 
 
Figure 7. The 3D model of the City of London (left) and Canary Wharf (right) used in the experiments.  
 
3.1 Static Experiments 
Static performance was assessed using data collected at ten locations, five in the City of London and five in Canary Wharf, as 
shown in Figure 8, with 2 minutes of GNSS data collected at each location. The receiver was hand held and the true positions 
were established to decimeter-level accuracy using a 3D city model to identify landmarks and a tape measure to measure the 
relative position of the user from those identified landmarks. The static version of the grid filter was used for the multi-epoch 
3DMA GNSS solution. 
 
  
 
Figure 8. Static data collection sites in the City of London (left) and Canary Wharf area (right) - GoogleTM earth. 
 
Table 1 presents the RMS horizontal (2D) position errors for each test site of the static experiment, while Figure 9 shows the 
combined RMS errors across all of the sites. At every site, the multi-epoch 3DMA GNSS solution is more accurate than the 
single-epoch 3DMA GNSS solution which, in turn, is more accurate than the multi-epoch conventional GNSS solution. 
Performance at the City of London sites was better than that at Canary Wharf, which is consistent with previous results [19][22]. 
For the static tests overall, multi-epoch 3DMA GNSS is a factor of 2.2 more accurate than single-epoch 3DMA GNSS and a 
factor of 4.2 more accurate than multi-epoch conventional GNSS. 
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Table 1. RMS horizontal positioning results for the static experiments 
 
Multi-epoch 
Conventional GNSS 
RMS error (m) 
Single-epoch 3DMA 
GNSS 
RMS error (m) 
Multi-epoch 3DMA 
GNSS (static algorithm) 
RMS error (m) 
CL1 8.7 1.9 1.1 
CL2 5.6 2 1.3 
CL3 6.1 2.5 1.3 
CL4 5 1.9 1.2 
CL5 4.5 2.7 1.3 
CW1 10.2 6.9 2.4 
CW2 14.3 8.4 3.6 
CW3 6.9 4.2 2.5 
CW4 7.1 4.9 2.2 
CW5 15.8 6.8 3 
 
 
 
Figure 9. RMS horizontal position error across all sites for the static experiments.  
 
3.2 Pedestrian Experiments 
For the pedestrian experiments, a u-blox EVK M8T receiver was interfaced to a laptop computer instead of a Raspberry Pi. To 
determine the true position, a webcam and a Leica Disto laser measuring device, interfaced to the same computer and facing the 
opposite side of the street, such that the measured distances are perpendicular to the street direction. The equipment is shown in 
Figure 10 (left). True position was then determined to decimeter accuracy using the measured distance to pre-selected landmarks 
that are identifiable on both the video and 3D mapping. The experimenter stopped alongside each landmark to make a Disto 
measurement. The video was input to u-blox’s u-center software [28] so the GNSS and video data were logged jointly on a 
common timebase, enabling easy synchronization of the truth measurements and GNSS solution. This is shown in Figure 10 
(right). Two routes within the City of London, shown in Figure 11, were selected to collect data and evaluate the performance 
of the proposed algorithms with each route comprising 4 minutes of GNSS data.  Interaction with the 3D mapping does not 
impose additional constraints for both pedestrian-based static and kinematic experiments.  
 
 
 
Figure 10. Kinematic pedestrian-based data collection hardware (left) and u-center logging (right).  
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Figure 11. Kinematic pedestrian data collection areas in the City of London (Route 1 is on the left and Route 2 on the right) - 
GoogleTM earth.  
 
Table 2 presents the RMS horizontal (2D) position errors for each pedestrian route and positioning method, noting that the both 
pedestrian and vehicle versions of the 3DMA GNSS grid filter are assessed. Figure 12 shows the overall RMS errors as a 
histogram while Figure 13 shows the position error as a function of time. The pedestrian version of multi-epoch 3DMA GNSS 
is significantly more accurate than single-epoch 3DMA GNSS, exhibiting a factor of 1.55 accuracy improvement overall. 
However, the vehicle version is only 6% more accurate than the single-epoch algorithm. Thus, the results show that using a 
3DMA GNSS velocity solution to propagate forward the position solution in time is not useful for pedestrian motion. As there 
is no velocity truth for this experiment, it is not possible to determine whether the problem is the accuracy of the velocity solution 
itself or the variation in velocity across the pedestrian walking cycle. All of the 3DMA GNSS algorithms are significantly more 
accurate than the multi-epoch conventional GNSS solution with the pedestrian 3DMA GNSS grid filter offering a factor of 4.1 
accuracy improvement. The difference in performance between the pedestrian and static experiments is most likely due to the 
environment. 
 
Table 2. RMS horizontal positioning results for the kinematic pedestrian experiments 
 
Multi-epoch 
Conventional GNSS 
RMS error (m) 
Single-epoch 3DMA 
GNSS 
RMS error (m) 
Multi-epoch 3DMA 
GNSS (pedestrian 
algorithm) 
RMS error (m) 
Multi-epoch 3DMA 
GNSS (vehicle 
algorithm) 
RMS error (m) 
Route 1 17.3  6.3 4.1 5.9 
Route 2 14.8  5.8 3.7 5.5 
 
 
 
Figure 12. RMS horizontal position error across both routes for the kinematic pedestrian experiments.  
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Figure 13. Horizontal position error over time for the kinematic pedestrian experiments. (Route 1 is on the top and Route 2 on 
the bottom. Note that the position errors are linearly interpolated between the landmarks used for determining true position.) 
 
3.3 Vehicle Experiments 
For the vehicle-based kinematic experiments, data for 3DMA GNSS was collected using the u-blox hardware (configured as 
shown in Figure 6) while an iMAR integrated INS/GNSS system, comprising a tactical-grade IMU and Novatel SPAN GNSS 
receiver was used as the truth reference. The u-blox and Novatel GNSS antennas were mounted on the van roof, as shown in 
Figure 14, while the remaining hardware was put inside the vehicle. Two routes were selected for this experiment, one in the 
City of London and the other one in the Canary Wharf district, as shown in Figure 15. Over an hour of GNSS data was collected 
in the City of London and over 40 minutes of data in the Canary Wharf area. 
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Figure 14. Kinematic vehicle-based data collection equipment and setup. 
 
 
 
Figure 15. Kinematic vehicle-based data collection areas (City of London and Canary Wharf) - GoogleTM earth.  
 
Table 3 presents the RMS horizontal (2D) position errors for each vehicle route and positioning method. Figure 16 shows the 
position error as a function of time while Figure 17 shows the overall RMS position errors as a histogram. Again, multi-epoch 
3DMA GNSS exhibits a significant improvement in positioning accuracy. Here, the multi-epoch 3DMA GNSS algorithm is a 
factor of 1.8 more accurate than the single-epoch 3DMA GNSS algorithm and a factor of 4.1 more accurate than multi-epoch 
conventional GNSS algorithm. Finally, Figure 18 shows the overall RMS velocity errors a histogram. The 3DMA GNSS velocity 
solution is a factor of 2.2 more accurate than its conventional counterpart. However, in absolute terms, the velocity performance 
is disappointing. Therefore, improvements to the velocity Kalman filter should be a priority for further research. 
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Table 3. RMS horizontal positioning results for the kinematic vehicle-based experiment 
 
Multi-epoch 
Conventional GNSS 
RMS error (m) 
Single-epoch 3DMA 
GNSS 
RMS error (m) 
Multi-epoch 3DMA 
GNSS (vehicle algorithm) 
RMS error (m) 
City  19.6 8.5 4.7 
Canary Wharf 15.2 7.1 3.9 
 
 
 
 
 
Figure 16. Horizontal position error over time for the vehicles experiments. (The City route is on the top and the Canary Wharf 
route on the bottom) 
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Figure 17. RMS horizontal position error across both routes for the vehicle experiments. 
  
 
 
Figure 18. RMS horizontal velocity error across both routes for the vehicle experiments.  
 
3.4 Smartphone Experiments 
Some further static and pedestrian experiments results were performed using a Samsung Galaxy S8+ Android smartphone. The 
results are summarized in Table 4 with further details presented in [24] (also at this conference). Similar trends to the u-blox 
results may be observed. 
 
Table 4. RMS horizontal positioning results for Android smartphone experiments 
 
Multi-epoch 
Conventional GNSS 
RMS error (m) 
Single-epoch 3DMA 
GNSS 
RMS error (m) 
Multi-epoch 3DMA 
GNSS  
RMS error (m) 
Static  11.9 6.2 3.7 (static algorithm) 
Pedestrian 20.3 9.0 4.7 (pedestrian algorithm) 
 
 
4. CONCLUSIONS AND FUTURE WORK 
 
A multi-epoch version of UCL’s 3D-mapping-aided GNSS algorithms has been developed, using a grid filter to combine 3DMA 
GNSS position likelihood surfaces across multiple epochs. Versions of the grid filter with different state propagation algorithms 
have been implemented for static, pedestrian and vehicle applications. Using static, pedestrian and vehicle GNSS data collected 
in central London using a u-blox EVK 8MT receiver, these new algorithms have been compared with single-epoch 3DMA GNSS 
and multi-epoch conventional GNSS using a basic extended Kalman filter with innovation-based outlier detection. In all cases, 
best positioning accuracy was obtained using the multi-epoch 3DMA GNSS algorithm. This achieved an RMS horizontal 
position error of 2.2m in the static tests, 3.9m in the pedestrian tests and 4.3m in the vehicle tests. Compared with single-epoch 
3DMA, this represents a factor of 2.2 improvement for the static tests, a factor of 1.55 improvement for the pedestrian tests and 
a factor of 1.8 improvement for the vehicle tests. For all test scenarios, multi-epoch 3DMA GNSS was a factor of 4 more accurate 
than multi-epoch conventional GNSS positioning. Similar results were obtained with an Android smartphone. 
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Future work will include: 
 Further tuning of the algorithms to optimize performance; 
 More sophisticated measurement noise and system noise models; 
 Testing with data collected using an Android mobile device; 
 Investigation of efficiency improvements through reducing the search area once the filter has converged, and 
 Incorporation of the new algorithms into UCL’s Android and u-blox/Raspberry Pi real-time demonstration systems. 
To enable automatic selection of the static, pedestrian and vehicle versions of the grid filter, the 3DMA GNSS algorithms should 
also be integrated with behavioral context determination algorithms [29][30][31]. 
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