Excitonic condensation in quasi-two-dimensional systems by Crisan, M. & Tifrea, I.
ar
X
iv
:c
on
d-
m
at
/0
51
15
93
v1
  [
co
nd
-m
at.
mt
rl-
sc
i] 
 24
 N
ov
 20
05
Excitonic condensation in quasi-two-dimensional systems
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We present a low energy model for the Bose-Einstein condensation in a quasi-two-dimensional
excitonic gas. Using the flow equations of the Renormalization group and a Φ4 model with the
dynamical critical exponent z = 2 we calculate the temperature dependence of the critical density,
coherence length, magnetic susceptibility, and specific heat. The model can be relevant for the
macroscopic coherence observed in GaAs/AlGaAs coupled quantum wells.
I. INTRODUCTION
The Bose–Einstein condensation (BEC) in interacting
bosonic systems has attracted increasing attention in the
recent years due to the practical realization of a conden-
sate state in trapped alkali-metal atoms. Also, a sus-
tained experimental effort was directed to the realization
and visualization of the BEC of excitons in low dimen-
sional systems, namely in semiconductor quantum wells
(QW).[1, 2] A remarkable property of the BEC state is
that a large number of particles, which are in the conden-
sate state, become dependent on a single wave function
promoting quantum properties to classical length and
time scale. This state can be described by a wave func-
tion with a phase coherence over distances much larger
than separation between individual particles. Along with
BEC states in pure bosonic systems such as alkali atoms,
there are a series of BEC states formed from composite
bosons. For example, such a state appears in supercon-
ductors, where the Cooper pairs can be treated as com-
posite bosons formed from two electrons which interact
via an attractive potential. In standard superconductors
the average characteristic length of the Cooper pairs (the
coherence length) is much larger than the actual distance
between pairs, making the BEC state a state of overlap-
ping Cooper pairs. This situation is in contrast with the
case of a BEC state in pure bosonic systems such as he-
lium and atomic vapors of metals, where the bosons are
single particles and the system can be treated in a dilute
limit.
The BEC state in semiconductors is obtained from
the condensation of excitons, which are also composite
bosons formed from an electron bounded to a hole. Ex-
citons are usually created by shining light on the semi-
conductor, as a result an equal number of electrons and
holes being created. The electrons interact with the holes
leading to the formation of electron–hole (e–h) bound
states. Theoretically the formation of excitons was pre-
dicted to appear in semiconductors[3] or metals.[4] In
metallic systems such bound states lead to the itinerant
electron antiferromagnetism studied initially in the mean
field approximation.[5, 6, 7] On the other hand, in semi-
conductor bulk systems, the short life time of optically
generated excitons was a major obstacle to the exper-
imental study of such a system. The recent advances
in the realization of low dimensional semiconductor sys-
tems such as QW made possible to overcome the issues
of a short life time in bulk systems. Semiconductor QW
allow the confinement of electrons and holes in layered
configurations, which can be assimilated to quasi-two di-
mensional (2D) systems.
A slightly different situation occurs in the case of bi-
layer QW where indirect excitons can be formed between
the conduction band electrons from one layer and the va-
lence band holes from the adjacent layer. The spatial
separation between electrons and holes give rise to a re-
pulsive interaction between the excitons, which prevent
the occurrence of the e-h plasma. Experimental stud-
ies of the bilayer QW system showed an enhance exciton
mobility, an increased radiative decay rate, and a photo-
luminescence noise. All these results are considered to be
an indirect argument for the BEC of the excitons as they
are connected to an increased coherence among the sys-
tem. A detailed and clear discussion of the particular fea-
tures of the BEC in bosonic systems formed by fermions
(Cooper pairs and excitons) was given a long time ago by
Kohn and Sherrington.[8] The critical behavior and the
role of excitonic fluctuations have been investigated using
the renormalization group (RNG) method,[9] with the
main result being the evidence of a dimensional crossover
between a semi-metallic and a semiconducting state in
three dimensional (3D) systems. Such a crossover effect
is determined by the band overlap and is influenced by
the presence of non-magnetic impurities in the system.
Here, we will study using the RNG the possibility of
a BEC of excitons in systems with a reduced dimen-
sionality. In such systems, which usually are considered
to be quasi-2D systems, the BEC is known as a quasi-
condensation because it does not appear in the thermo-
dynamic limit. The model we explore is similar to the one
applied to a 2D bosonic system,[10] used to address the
physical properties of the condensed state in He. Based
on this model we investigate the thermodynamic proper-
ties of the system as the temperature dependence of the
critical density, coherence length, magnetic susceptibility,
and specific heat.
2II. RENORMALIZATION GROUP APPROACH
The bosonic system formed by the excitons can be de-
scribed by the following general action:
S =
1
2
∫
dτddr
[
Φ∗∂τΦ− (∇2 − µ)|Φ|2 + t0
8
|Φ|4
]
, (1)
where Φ ≡ Φ(r, τ) is the bosonic field describing the e−h
density fluctuations, t0 is the bare interaction between
the bosons and µ is the effective chemical potential. In
the case of an excitonic gas formed in a semiconductor
system the effective chemical potential is defined as:
µ(n) = εg − ε0 , (2)
where εg is the semiconducting band gap and ε0 is the
exciton binding energy. The spatial scale of the problem,
for which the interaction between the component exci-
tons treated as bosons becomes relevant, is determined
by the smallest length in the system, namely, the radius
of the exciton, r0 ∼ ε1/20 . The existence of a low density
parameter is determined by the range r0 of the interac-
tion potential, t0, and the mean separation between the
constituent particles, l¯ (µ ∼ 1/(l¯2)). In this case
r0
√
µ≪ 1 . (3)
Under this condition we can describe the condensation
of the excitons in a large temperature interval, including
the critical region.
To address the phase transition in the excitonic gas we
used the method introduced by Popov [11] to describe
the standard Bose gas. Accordingly, we introduce an in-
termediate momentum pi such that µ < εi < ε0, with
εi = p
2
i /(2m). The effective interaction between the con-
stituen particles, u0, is obtained in the t-matrix approx-
imation as:
u0 =
t0
1 + t0Π
. (4)
In Eq. (4) the polarization, Π, is given by:
Π =
∫ pi
1/r0
ddk
(2pi)d
1
k2
. (5)
The integration in Eq. (5) is strongly dependent on the
system dimensionality. For the case of a two-dimensional
system, d = 2, the effective interaction can be approxi-
mated as
u0 ≃ 2
pi ln ε0εi
, (6)
a value which according to the energy scale of the prob-
lem is small. On the other hand, for d > 2, the effective
interaction can be calculated as u0 ≃ Cr(d−2)0 , where C
is a constant. For the two dimensional case, the polar-
ization is logarithmical small, and the resulting effective
interaction is repulsive and small. As a result we can use
the RNG formalism, applied to a modified action, to de-
scribe the Bose gas formed by the constituent excitons.
The resulting action may describe a quantum phase tran-
sition (QPT) in the two dimensional exciton Bose system
at finite temperature. The formalism is similar to that
developed in Refs. 10, 12 for the weakly interacting Bose
system.
The standard Wilson RNG procedure, leads to the fol-
lowing set of differential equations corresponding to the
renormalized chemical potential, µ(l), interaction, u(l),
and temperature, T (l):
dµ(l)
dl
= 2µ(l) +K2F1(r, T )u(l) , (7)
du(l)
dl
= −K2
4
u(l)2 , (8)
and
dT (l)
dl
= 2T (l) . (9)
Here K2 = 1/(2pi) and F1(µ, T ) is given by:
F1(µ, T ) =
1
2
coth
1
2T (l)
. (10)
This set of differential equations can be solved starting
from the last equation to the first one. From Eqs. (9)
and (8), we get
T (l) = T exp(2l) (11)
and
u(l) =
1
C(l + l0)
, (12)
with C = K2/4 and l0 = 8pi/u0. Following the same
methods as in Refs. 10, 12 we calculated the renormal-
ized chemical potential, µ(l), as:
µ(l) = exp[Λ(l)]
[
µ− µc − 1
2pi
∫ l
0
dl′e−2l
′
u(l′)
e1/T (l′) − 1
]
−u(l)
8pi
, (13)
where µc = u0/(8pi) and Λ(l) is given by the expression:
Λ(l) = 2l
[
1− 1
l
ln
(
1 +
l
l0
)]
. (14)
The possibility of a phase transition in the excitonic sys-
tem can be studied if we introduce a new parameter,
tµ(l), defined as:
tµ(l) = µ(l) +
u(l)
8pi
. (15)
3Based on Eqs. (12) and (13), tµ(l) can be written as:
tµ(l) = exp [Λ(l)]tµ(T ) , (16)
where
tµ(T ) =
[
tµ(0) +
u0T
4pi
∫
∞
a
dx
exp [x]− 1
]
, (17)
with a = u0/(4pi). The renormalization procedure will be
stopped at l = l∗, where l∗ is the solution of the following
equation:
tµ(l
⋆) = 1. (18)
From Eqs. (15) and (16) we find l⋆ as:
exp (−2l⋆) ∼= T
ln(1/T )
, (19)
a value which in the following will be used to study the
main thermodynamic properties of the excitonic system.
III. THERMODYNAMICS IN THE CRITICAL
REGION
The RNG permits the evaluation of the main thermo-
dynamical properties of the system in the critical region
around the QPT point. The correlation length, ξ, and
the magnetic susceptibility, χ, can be obtained using the
procedure presented in Refs. [10, 12] as:
ξ(µ, u0, T ) ≃ ξ0 exp(l⋆) (20)
and:
χ(µ, u0, T ) ≃ χ0 exp(2l⋆) , (21)
where ξ0 and χ0 are constants and the value for l
⋆ given
by the Eq. (19). A simple calculation leads to:
ξ(T ) ≃ ξ0 | ln (1/T )|
1/2
T 1/2
(22)
and:
χ(T ) ≃ χ0 | ln (1/T )|
T
. (23)
The critical density, n(T ), will be calculated using the
renormalized Bose-Einstein function considered in l = l∗:
n(T ) = exp(−2l⋆)
∫
∞
0
d2k
(2pi)2
{
exp
[
k2 + µ
T (l∗)
]
− 1
}−1
.
(24)
In the case of a two-dimensional system the integral can
be calculated analytically leading to
n(T ) ≃ T ln | ln (1/T )| . (25)
This equation can be inverted to calculate the critical
temperature for the BEC in the excitonic system [10]:
Tc(n) ≃ n
ln | ln (1/n)| . (26)
Another important parameter of the critical region is
the specific heat. In order to obtain its temperature de-
pendence we consider the scaling of the free energy, f(l),
written as [10]:
df(l)
dl
= 4f(l) + g[µ(l), T (l)] , (27)
where :
g(l) ≃ K2
2
∫ l
0
dl′ exp(−4l′)[1 + µ(l′)] . (28)
The specific heat in the critical region will be calculated
using the standard definition, C(T ) = −T∂2f(T )/∂T 2,
using for the chemical potential the renormalized value
obtained from Eq. (13). A simple calculation leads to a
temperature dependence whose most divergent contribu-
tion is given by:
C(T ) ≃ T| lnT |3 , (29)
a result similar to that obtained for the two-dimensional
Bose system [10].
IV. CONCLUSION
In this paper we developed a formalism based on the
RNG approach for bosonic systems in order to describe
the physical properties of an excitonic gas. We consider
the case of a two dimensional system, a configuration
which is very close to the quasi two dimensional geome-
tries of GaAs quantum wells, where an excitonic conden-
sation can be observed. Our result shows that in the
case of a two dimensional system the critical tempera-
ture for the BEC in the excitonic system has a double
logarithmical dependence on the density. Similar studies
[13] showed a different dependence of the critical tem-
perature. However, the models considered in Ref. [13]
are three dimensional models with an in-plane harmonic
or square potential confinement, which cannot reproduce
the exact result from the two dimensional calculations.
The many-body methods for the calculation of the op-
tical absorbtion-gain spectra has been formulated in Ref.
[14] at finite temperatures. The authors claim that fluc-
tuations cannot destroy the condensation of excitons even
at finite temperature. The effects of exciton BEC can be
observed up to 130 K, which is a very high temperature.
However, it is well known that the mean–field approx-
imations overestimate the critical temperature, but the
results are important because they show how to include
the short–range Coulomb potential with screening in the
problem.
4Here we proposed a microscopic description of the ex-
citonic condensation in a two dimensional (d = 2) sys-
tem in terms of an effective action similar to that for the
interacting Bose liquid with repulsive short–range inter-
action. For this model the effective coupling constant
between the component excitons was evaluated using a
t-matrix approximation, and based on the characteristic
energy scale we showed that it is small. Accordingly, the
RNG method in the one-loop approximation can give rel-
evant results. The critical density presents a non-linear
temperature dependence, which can describe the behav-
ior of the experimental results in a relevant temperature
interval. A similar non-linear dependence was observed
experimentally [1]. The critical temperature, compared
to the expression obtained in Ref. [13] and used in Ref.
[1] to explain the experimental behavior is much smaller.
A more realistic model, has to consider the influence of
trapping in the RNG formalism for the two dimensional
system, but such a calculation is much more complicated.
However, even this oversimplified model showed the im-
portance of the quantum effects in the condensation of
the excitons.
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