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Abstract
A graph G is said to be k-γc-critical if the connected domination number γc(G) is equal to
k and γc(G+uv)< k for any pair of non-adjacent vertices u and v of G. Let G be a k-γc-critical
graph. In [1, 7, 8], it was proved that, for k ≥ 3, every k-γc-critical graph has at most k− 2
cut vertices and the extremal graphs were characterized. Further, k-γc-critical graphs with
k− 3 cut vertices when k = 4 was studied in [7]. In this paper, for k ≥ 5, we characterize all
k-γc-critical graphs having k− 3 cut vertices.
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1 Introduction
All graphs in this paper are finite, undirected and simple (no loops or multiple edges). For a
graph G, let V (G) denote the set of vertices of G and let E(G) denote the set of edges of G. For
S ⊆ V (G), G[S] denotes the subgraph of G induced by S. The open neighborhood NG(v) of a
vertex v in G is {u ∈ V (G) : uv ∈ E(G)}. Further, the closed neighborhood NG[v] of a vertex v
in G is NG(v)∪{v}. For subsets X and Y of V (G), NY (X) is the set {y ∈ Y : yx ∈ E(G) for some
x ∈ X}. For a subgraph H of G, we use NY (H) instead of NY (V (H)) and we use NH(X) instead
of NV(H)(X). If X = {x}, we use NY (x) instead of NY ({x}). The degree deg(x) of a vertex x in
G is |NG(x)|. When no ambiguity occur, we write N(x) and N(X) instead of NG(x) and NG(X),
respectively. An end vertex is a vertex of degree one and a support vertex is the vertex which
is adjacent to an end vertex. A tree is a connected graph with no cycle. A star K1,n is a tree
containing one support vertex and n end vertices. The support vertex of a star is called the center.
For a connected graph G, a vertex v of G is called a cut vertex if G−v is not connected. A block B
of a graph G is a maximal connected subgraph such that B has no cut vertex. An end block of G is
a block containing exactly one cut vertex of G. The distance d(u,v) between vertices u and v of G
is the length of a shortest (u,v)-path in G. The diameter of G diam(G) is the maximum distance
of any two vertices of G. For graphs H and G, a graph G is said to be H-free if G does not contain
H as an induced subgraph. For a connected graph G, a bridge xy of G is an edge such that G− xy
is not connected.
For a finite sequence of graphs G1, ...,Gl for l ≥ 2, the joins G1∨·· ·∨Gl is the graph consisting
of the disjoint union of G1, ...,Gl and joining edges from every vertex of Gi to every vertex of Gi+1
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for 1 ≤ i ≤ l−1. In particular, for a subgraph H of G2, the join G1∨HG2 is the graph consisting
of the disjoint union of G1 and G2 and joining edges from every vertex of G1 to every vertex of H .
As the join operation is run over vertices, for a vertex x and a set X of vertices, the join x∨X is the
graph consisting of the disjoint union of {x} and X and joining edges from x to every vertex in X .
For subsets D and X of V (G), D dominates X if every vertex in X is either in D or adjacent to
a vertex in D. If D dominates X , then we write D ≻ X and we also write a ≻ X when D = {a}.
Moreover, if X =V (G), then D is a dominating set of G and we write D≻G instead of D≻V (G).
A connected dominating set of a graph G is a dominating set D of G such that G[D] is connected.
If D is a connected dominating set of G, we then write D ≻c G. A smallest connected dominating
set is called a γc-set. The cardinality of a γc-set is called the connected domination number of G
and is denoted by γc(G). A graph G is said to be k-(γc, l)-critical if γc(G) = k and γc(G+uv)< k
for any pair of non-adjacent vertices u and v of G such that d(u,v) ≤ l. In particular, a graph G is
said to be k-γc-critical if γc(G) = k and γc(G+uv)< k for any pair of non-adjacent vertices u and
v of G.
This paper focuses on the characterizations of k-γc-critical graphs containing cut vertices. For
related results, the characterization problems of k-(γc, l)-critical graphs have been investigated by
a number of researchers. Ananchuen[2] established the diameter for these graphs that diam(G)≤
k+1 if 2≤ l ≤ k and diam(G)≤ k if l ≥ k+1. She established all the characterizations of 3-(γc, t)-
critical graphs for t ≥ 3. So, it remains to study 3-(γc,2)-critical graphs. However, it is obvious
that every 3-(γc,2)-critical graph of diameter two is 3-γc-critical. Thus, it would be interesting to
investigate the structures of graphs in the class G which is the class of 3-(γc,2)-critical graphs of
diameter three which are not 3-γc-critical. Ananchuen et al.[4] established the characterizations of
all graphs G in the class G when G is K1,3-free. Recently, Mamart and Ananchuen[11] pointed out
that every G in the class G has a pair of vertices u and v such that d(u,v) = 3 and γc(G+ uv) =
γc(G). They characterized the graph G when G[N(u)] has no edge and when G[N(u)] is a complete
subgraph.
In the characterizations of k-γc-critical graphs, Chen et al.[6] provided the structures of all k-γc-
critical graphs, for 1≤ k≤ 2. They showed that every 1-γc-critical graph is a complete graph while
every 2-γc-critical graph is the complement of the disjoint union of at least two stars. However,
for k = 3, it turns out that the k-γc-critical graphs have no complete characterization in the sense
of free graphs (see [10], Chapter 5). Then, it would be interesting to restrict the attention to 3-γc-
critical graphs with a cut vertex. In [1], the author proved that every 3-γc-critical graph contains
at most one cut vertex and also established characterizations of 3-γc-critical graphs having a cut
vertex. For k = 4, it was proved in [7] that every 4-γc-critical graph contains at most two cut
vertices and the characterization of the extremal graphs having two cut vertices was given. Very
recently, Kaemawichanurat and Ananchuen [8] established that every k-γc-critical graphs contains
at most k− 2 cut vertices when k ≥ 5. Further, they characterized that there is exactly one class
of k-γc-critical graphs satisfying the upper bounds. When the number of cut vertices is k− 3, it
turned out that there are many classes of these critical graphs.
In this paper, we characterize all k-γc-critical graphs containing k− 3 cut vertices. For the
outline of this paper, we state a number of results in k-γc-critical graphs in Section 2. We prove
some results concerning the number of vertices in a smallest connected dominating set in B where
B is a block of k-γc-critical graphs in Section 3. Then, the characterization of k-γc-critical graphs
with k−3 cut vertices are given in Section 4.
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2 Preliminaries
This section, we state a number of results that we make use of in establishing our theorems. Chen
et al.[6] established fundamental properties of k-γc-critical graphs for k ≥ 2.
Lemma 2.1. [6] Let G be a k-γc-critical graph, x and y a pair of non-adjacent vertices of G and
Dxy a γc-set of G+ xy. Then
(1) k−2≤ |Dxy| ≤ k−1,
(2) Dxy∩{x,y} 6= /0 and
(3) if {x}= {x,y}∩Dxy, then NG(y)∩Dxy = /0.
Ananchuen[1] established structures of k-γc-critical with a cut vertex.
Lemma 2.2. [1] For k ≥ 3, let G be a k-γc-critical graph with a cut vertex c and D a connected
dominating set. Then
(1) G− c contains exactly two components,
(2) if C1 and C2 are the components of G− c, then G[NC1(c)] and G[NC2(c)] are complete and
(3) c ∈ D.
All the following results of this section were established in [8]. They are mainly used in the
proofs of our theorems. The first result is the construction of a forbidden subgraph of k-γc-critical
graphs. For a connected graph G, let X ,Y,X1 and Y1 be disjoint vertex subsets of V (G). The
induced subgraph G[X ∪X1∪Y ∪Y1] is called a bad subgraph if
(i) x1 ≻ X ∪X1 for any vertex x1 ∈ X1,
(ii) N[x]⊆ X ∪X1 for any vertex x ∈ X ,
(iii) y1 ≻ Y ∪Y1 for any vertex y1 ∈ Y1 and
(iv) N[y]⊆ Y ∪Y1 for any vertex y ∈ Y .
An example of a bad subgraph is illustrated in Figure 1.
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Figure 1 : The induced subgraph G[X ∪X1 ∪Y ∪Y1]
The authors showed, in [8], that :
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Lemma 2.3. [8] For k≥ 3, let G be a k-γc-critical graph. Then G does not contain a bad subgraph.
They also provided characterizations of some blocks of k-γc-critical graphs. For a connected
graph G, let
A (G) be the set of all cut vertices of G.
In addition, for a block B of G, let
A (B) =V (B)∩A (G) and ζ (G) = |A (G)|.
When no ambiguity occur, we write A rather than A (G). In the same paper, the authors showed
further that for a connected graph G and a pair of non-adjacent vertices x and y of G, A (G) =
A (G+ xy) if x and y are in the same block of G.
Lemma 2.4. [8] For a connected graph G, let B be a block of G and x,y ∈ V (B) such that xy /∈
E(G). Then A (G) = A (G+ xy).
Let D be a γc-set of G. The followings are the characterization of four classes of end blocks of
k-γc-critical graphs that contains at most 3 vertices from D. For vertices c,z1 and z2, let
B0 = {c∨Kt1 : for an integer t1 ≥ 1},
B1 = {c∨Kt2 ∨ z1 : for an integer t2 ≥ 2} and
B2,1 = {c∨Kt3 ∨Kt4 ∨ z2 : for integers t3, t4 ≥ 2}.
The following is a part of the construction of B2,2. For integers l ≥ 2,mi ≥ 1 and r ≥ 0, we let
S =∪li=1K1,mi and T =S ∪Kr. When r = 0, we let T =S . Then, for 1≤ i≤ l, let s
i
0,s
i
1,s
i
2, ...,s
i
mi
be the vertices of a star K1,mi which s
i
0 is the center. Further, let S = ∪
l
i=1{s
i
1,s
i
2, ...,s
i
mi
} and
S′ = ∪li=1{s
i
0}, moreover, let S
′′ =V (Kr) if T = S ∪Kr and S
′′ = /0 if T = S . Therefore,
T =
{
S or
S ∨Kr.
That is to say that, T can be obtained by removing the edges in the stars of S from a complete
graph on S∪S′∪S′′. Then the blocks in B2,2 are defined as follows.
B2,2 = {c∨ T [S]T : for positive integers l ≥ 2,r and mi}.
A graph in this class is illustrated by Figure 2. According to the figure, an oval denotes a complete
subgraph, double lines between subgraphs denote all possible edges between the subgraphs and a
dash line denotes a removed edge.
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Figure 2 : A block B in the class B2,2
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For a block B ∈B0∪B1∪B2,1∪B2,2, the vertex c is called the head of B. The following are
the characterizations of an end block B such that |D∩V(B)| ≤ 3.
Lemma 2.5. [8] Let G be a k-γc-critical graph with a γc-set D and let B be an end block of G. If
|D∩V(B)|= 1, then B ∈B0.
Lemma 2.6. [8] Let G be a k-γc-critical graph with a γc-set D and let B be an end block of G. If
|D∩V(B)|= 2, then B ∈B1.
Lemma 2.7. [8] Let G be a k-γc-critical graph with a γc-set D and let B be an end block of G.
Suppose that |D∩V(B)|= 3. Then B ∈B2,1∪B2,2.
Lemma 2.8. [8] For k ≥ 3, let G be a k-γc-critical graph. Then G contains at most one end block
B such that B ∈B0∪B1.
Finally, we conclude this section by the following two lemmas which are structures of blocks of
k-γc-critical graphs. Let
Z (k,ζ ) : the class of k-γc-critical graphs containing ζ cut vertices.
Lemma 2.9. [8] Let G ∈Z (k,ζ ) where ζ ∈ {k−3,k−2}. Then G has only two end blocks and
another blocks contain two cut vertices.
Lemma 2.10. [8] Let G ∈Z (k,h) where ζ ∈ {k−3,k−2} and B be a block of G containing two
cut vertices c and c′, moreover, (D−A ∩V (B)) = 0. Then B = cc′.
3 Connected Dominating Set of Blocks
Let
B(G) be the family of all blocks of G.
When no ambiguity can occur, we use B to denote B(G). For a k-γc-critical graph G with a cut
vertex, let B be an end block of G containing non-adjacent vertices x and y. Clearly, V (B+ xy) =
V (B). Let D be a γc-set of G.
Lemma 3.1. Let B be a block of G and x,y ∈V (B) such that xy /∈ E(G). Then D∩A = Dxy∩A ,
in particular, D∩A (B′) = Dxy∩A (B
′) for all B′ ∈B(G+ xy).
Proof. We first show that D∩A ⊆ Dxy ∩A . Let c ∈ D∩A . By Lemma 2.4, c ∈ A (G+ xy).
By the connectedness of (G+ xy)[Dxy], c ∈ Dxy. Thus D∩A ⊆ Dxy ∩A . We now show that
Dxy ∩A ⊆ D∩A . Let c ∈ Dxy ∩A . That is c ∈ A . Lemma 2.2(3) yields that c ∈ D. So
c ∈ D∩A and thus, Dxy∩A ⊆ D∩A , as required.
In view of Lemma 2.4, V (B′)∩A (G+ xy) = V (B′)∩A for all B′ ∈ B(G + xy). Because
D∩A = Dxy∩A , it follows that
D∩A (B′) = D∩A ∩V (B′) = Dxy∩A ∩V(B
′) = Dxy∩A (B
′).
This completes the proof.
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It is worth noting that, in [8], the similar result as Lemma 3.1 was proved but focused only
end blocks. So, our result in Lemma 3.1 is more general. For non-adjacent vertices x and y of the
block B, the following lemma gives the number of vertices of a γc-set of G+ xy in B.
Lemma 3.2. For all x,y ∈V (B) such that xy /∈ E(G), |Dxy∩V (B)|< |D∩V(B)|.
Proof. We first establish the following claim.
Claim : For all block B′ which is not B, |D∩V (B′)| ≤ |Dxy∩V (B
′)|.
Suppose to the contrary that |D∩V (B′)| > |Dxy∩V (B
′)|. Lemma 3.1 gives that D∩A (B′) =
Dxy ∩A (B
′). Because x,y /∈ V (B′), G[(D−V (B′))∪ (Dxy ∩V (B
′))] is connected. Moreover,
(D−V(B′))∪ (Dxy∩V(B
′))≻c G. This implies that
k = |D|= |(D−V(B′))∪ (D∩V(B′))|= |D−V(B′)|+ |D∩V(B′)|
> |D−V(B′)|+ |Dxy∩V (B
′)|
= |(D−V(B′))∪ (Dxy∩V (B
′))|,
contradicting the minimality of D. Thus establishing the claim.
We now prove Lemma 3.2. Suppose to the contrary that |Dxy∩V (B)| ≥ |D∩V(B)|. Lemma 3.1
yields that D∩A = Dxy∩A . Clearly D = ∪B˜∈B(D∩V (B˜)) and Dxy = ∪B˜∈B(G+xy)(Dxy∩V (B˜)).
Lemma 2.2(1) yields, further, that each cut vertex is contained in exactly two blocks. Thus each
cut vertex is counted twice in ∑B˜∈B |(D∩V (B˜))| and ∑B˜∈B(G+xy) |(Dxy∩V (B˜))|. Therefore, |D|=
ΣB˜∈B|D∩V (B˜)|− |A | and ΣB˜∈B(G+xy)|Dxy ∩V (B˜)|− |A (G+ xy)| = |Dxy|. We note by Lemma
2.4 that |A |= |A (G+ xy)|. By the claim and the assumption that |Dxy∩V (B)| ≥ |D∩V(B)|, we
have
k = |D|= ΣB˜∈B|D∩V(B˜)|− |A |
= |D∩V(B)|+ΣB˜∈B−{B}|D∩V(B˜)|− |A |
≤ |Dxy∩V (B)|+ΣB˜∈B−{B}|D∩V(B˜)|− |A | (by the assumption)
≤ |Dxy∩V (B)|+ΣB˜∈B(G+xy)−{B}|Dxy∩V (B˜)|− |A | (by the claim)
= ΣB˜∈B(G+xy)|Dxy∩V (B˜)|− |A (G+ xy)|= |Dxy|.
This contradicts Lemma 2.1(1). Thus |Dxy∩V (B)|< |D∩V(B)| and this completes the proof.
Corollary 3.3. For all block B of G and x,y ∈V (B) such that xy /∈ E(G), |(Dxy ∩V (B))−A | <
|(D∩V(B))−A |.
Proof. In view of Lemma 3.1, D∩V(B)∩A = Dxy∩V (B)∩A . Lemma 3.2 then implies that
|(Dxy∩V(B))−A |= |Dxy∩V (B)|− |Dxy∩V (B)∩A |
< |D∩V(B)|− |D∩V(B)∩A |
= |(D∩V(B))−A |
and this completes the proof.
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4 The k-γc-Critical Graphs with ζ (G) = k−3
In this subsection, we characterize k-γc-critical graphs with k− 3 cut vertices. Firstly, we give
construction of two classes of such graphs. Let
i = (i1, i2, ..., ik−3)
be a k−3 tuples such that i1, i2, ..., ik−3 ∈{0,1} and Σ
k−3
j=1i j = 1 (there is exactly one l ∈{1,2, ...,k−
3} such that il = 1 and il′ = 0 for all l
′ ∈ {1,2, ...,k−3}−{l}).
The class G1(i1, i2, ..., ik−3)
For a k−3 tuples i = (0,0, ..., il , ...,0) where il = 1 and il′ = 0 for 1≤ il 6= il′ ≤ k−2, a graph
G in the class G1i can be constructed from paths c0,c1, ...,cl−1 and cl ,cl+1, ...,ck−4, a copy of a
complete graph Knl and a block B ∈B2,2 by adding edges according the join operations :
• cl−1∨Knl ∨ cl and
• ck−4∨ c
where c is the head of B. Examples of graphs in this case are illustrated by Figures 3 and 4.
Further, for a k−3 tuples i = (0,0, ...,1) where ik−3 = 1 and il′ = 0 for 1≤ il′ ≤ k−2, a graph
G in the class G1i can be constructed from paths c0,c1, ...,ck−4, a copy of a complete graph Knk−3
and a block B ∈B2,2 by adding edges according the join operation :
• ck−4∨Knk−3 ∨ c
where c is the head of B. Example of a graph in this case is illustrated by Figures 5.
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Figure 3 : A graph G in the class G1(1,0,0, ...,0)
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Figure 5 : A graph G in the class G1(0,0, ...,1)
Lemma 4.1. Let G be a graph in the class G1(i1, i2, ..., ik−3), then G is a k-γc-critical graph with
k−3 cut vertices.
Proof. Clearly G has c1,c2, ...,ck−4 and c as the k− 3 cut vertices. Observe that, for any i =
(i1, i2, ..., , ik−3), a graph G ∈ G1i has the path P = c0,c1, ...,cl−1,a,cl , ...,ck−4,c from c0 to c where
a ∈ V (Knl). To prove all cases of i, we may relabel the path P to be x1, ...,xk−1. Hence, c0 =
x1,c1 = x2, ...ck−4 = xk−2 and c = xk−1. We see that {x2,x3, ...,xk−2,xk−1,s
1
1,s
1
0} ≻c G. Therefore
γc(G)≤ k.
Let D be a γc-set of G. If x1 /∈ D, then, to dominate x1, x2 ∈ D . If x1 ∈ D, then x2 ∈ D since
G[D] is connected. In both cases, x2 ∈ D.
Suppose that D∩ S′′ = /0. Because B ∈ B2,2, to dominate B, |D∩ (S∪ S
′)| ≥ 2. By the con-
nectedness of G[D], we have {x3,x4, ...,xk−2,xk−1} ⊆ D. Thus γc(G)≥ k implying that γc(G) = k.
Hence, suppose that D∩S′′ 6= /0. Since x2 ∈D and G[D] is connected, it follows that {x3,x4, ...,xk−2,
xk−1,y} ⊆ D where y ∈ D∩S. Thus γc(G) = |D| ≥ k implying that γc(G) = k.
Now, we will establish the criticality. Let u and v be a pair of non-adjacent vertices of G and
let S1 = S∪ S
′ ∪ S′′. We first assume that |{u,v} ∩ S1| = 0. Therefore {u,v} ⊆ {x1,x2, ...,xk−2,
xk−1}. Thus u = xi and v = x j for some i, j ∈ {1,2, ...,k−1}. Without loss of generality let i < j.
Clearly i+2≤ j. We see that
{x2,x3, ...,xi,xi+2,xi+3, ...,x j, ...,xk−1,s
1
1,s
2
0} ≻c G+uv.
So γc(G+uv)≤ k−1.
Hence, we assume that |{u,v} ∩ S1| = 1. If {u,v} = {xk−1,s} for some s ∈ S1, then s /∈ S
and, clearly, {xk−1,s} ≻ S1. Thus {x2,x3, ...,xk−1,s1} ≻c G+ uv. Therefore γc(G+ uv) ≤ k− 1.
Let v ∈ S1. Since |S | ≥ 2, there exists v
′ ∈ S−{v} such that {v,v′} ≻c S1. Suppose that u ∈
{x2,x3, ...,xk−2}. Thus {x2,x3, ...,u, ...,xk−2,v,v
′} ≻c G+uv. Hence γc(G+uv)≤ k−1. If u = x1,
then {x3,x4, ...,xk−2,v,v
′} ≻c G+uv implying that γc(G+uv)≤ k−1.
Finally, we assume that {u,v} ⊆ S1. Thus {u,v} = {s
i
j,s
i
0} for some i ∈ {1,2, ..., |S |} and
j ∈ {1,2, ...,mi}. Clearly {x2,x3, ...,xk−1,s
i
j} ≻c G+ uv and γc(G + uv) ≤ k− 1. Thus G is a
k-γc-critical graph and this completes the proof.
We will construct another class of k-γc-critical graphs with k− 3 cut vertices. Before giving
the construction, we introduce the class of end blocks.
The class B3
An end block B ∈B3 has b as the head. Let NB(b) = A and Bˇ = G[V (B)−{b}]. Moreover, B
has the following properties
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(1) Every vertex v ∈V (Bˇ), there exists a γc-set Dv of B of size 3 such that v ∈ Dv.
(2) For every non-adjacent vertices x and y of Bˇ, there exists a γc-set D
B
xy of B+ xy such that
DBxy∩{x,y} 6= /0, |D
B
xy|= 2 and D
B
xy∩A 6= /0.
It is worth noting that Dv in the property (1) satisfies Dv∩A 6= /0. We now ready to give the
construction.
The class G2(k) for k ≥ 5
A graph G in this class can be constructed from a path c0,c1, ...,ck−4 and an end block B ∈B3
with the head b by adding the edge ck−4b. For the sake of convenience, we may relabel b as ck−3.
Lemma 4.2. Let G be a graph in the class G2(k). Then G is a k-γc-critical graph with k− 3 cut
vertices.
Proof. Choose v ∈V (Bˇ). By (1), there exists a γc-set Dv such that |Dv|= 3 and Dv∩A 6= /0. Thus
{c1,c2, ...,ck−4,ck−3}∪Dv ≻c G. Therefore γc(G)≤ k.
Let D be a γc-set of G. As c1,c2, ...,ck−3 are cut vertices, by Lemma 2.2(3), c1,c2, ...,ck−3 ∈D.
Let v ∈V (Bˇ)∩D. Observe that V (Bˇ)∩D is a connected dominating set of B containing v. By (1)
and the minimality od Dv, |V (Bˇ)∩D| ≥ |Dv|= 3. So γc(G)≥ k and this implies that γc(G) = k.
We will prove the criticality. Let u and v be non-adjacent vertices of G. Suppose first that
c0 ∈ {u,v}, c0 = u say. If v ∈ {c2,c3, ...,ck−3}, then {c2,c3, ...,ck−3} ∪Dv ≻c G + uv. If v ∈
V (Bˇ), then, by (1), there exists a γc-set Dv of size 3 of B such that v ∈ Dv and A∩Dv 6= /0. So
{c2,c3, ...,ck−3}∪Dv ≻c G+uv. These imply that γc(G+uv)< γc(G).
We then suppose that c0 /∈{u,v}. If {u,v} ⊆ {c1,c2, ...,ck−3}, then there exists i and j such that
ci = u and c j = v. Without loss of generality let i< j. Clearly, i+2≤ j. So {c1,c2, ...,ci,ci+2,ci+3,
...,ck−3}∪Dv ≻c G+uv. If |{u,v}∩{c1,c2, ...,ck−3}|= 1, then {c1, ...,ci, ...,ck−4}∪Dv ≻c G+uv.
Finally, if {u,v} ⊆V (B), then, by (2), there exists a γc-set D
B
uv such that D
B
uv∩{u,v} 6= /0, |D
B
uv|= 2
and DBuv ∩A 6= /0. Thus {c1,c2, ...,ck−3}∪D
B
uv ≻c G+ uv. This implies that γc(G+ uv) < γc(G).
Clearly, c1,c2, ..,ck−3 are the k−3 cut vertices of G. This completes the proof.
In the following, we let G ∈ Z (k,k− 3) having a γc-set D. In view of Lemma 2.9, G has
only two end blocks and another blocks contain two cut vertices. Thus, we let B1 and Bk−2 be
the two end blocks and another blocks B2,B3, ...,Bk−3 contain two cut vertices. Without loss of
generality let c1 ∈ V (B1),ck−3 ∈ V (Bk−2) and ci−1,ci ∈ V (Bi) for 2 ≤ i ≤ k− 3. Moreover, let
Ci =V (Bi)−A for all 1≤ i ≤ k−2. Let D
′ be a γc-set of G such that D
′ 6= D, by the minimality
of k, we have |V (Bi)∩D|= |V (Bi)∩D
′| for all i. Thus, we can let
H (b1,b2,b3, ...,bk−2) : the class of a graph G ∈Z (k,k−3) such that
|V (Ci)∩D|= bi for 1≤ i ≤ k−2.
Lemma 4.3. For a γc-set of G, either |V (C1)∩D| ≥ 2 or |V (Ck−2)∩D| ≥ 2.
Proof. Suppose to the contrary that |V (C1)∩D| ≤ 1 and |V (Ck−2)∩D| ≤ 1. Lemmas 2.5 and
2.6 imply that B1,Bk−2 ∈ B0∪B1. This contradicts Lemma 2.8. Thus either |V (C1)∩D| ≥ 2 or
|V (Ck−2)∩D| ≥ 2 and this completes the proof.
By Lemma 4.3, we may suppose without loss of generality that |V (Ck−2)∩D| ≥ |V (C1)∩D|.
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Lemma 4.4. Z (k,k− 3) = H (0,0,0, ...,3)∪H (b1,b2, ...,bk−3,2) where bi = 1 for some 1 ≤
i ≤ k−3 and b j = 0 for all 1≤ j 6= i ≤ k−3.
Proof. By the definition, H (0,0,0, ...,3)∪H (b1,b2, ...,bk−3,2)⊆Z (k,k−3).
Conversely, let G ∈Z (k,k−3). Thus, by Lemma 2.9, G has only two end blocks B1 and Bk−2
and another blocks B2,B3, ...,Bk−2 contain two cut vertices. Moreover, c1 ∈V (B1),ck−3 ∈V (Bk−1)
and ci−1,ci ∈V (Bi) for 2≤ i≤ k−3. In view of Lemma 2.2(3), c1,c2, ...,ck−3 ∈D. So |D−A |=
3. Thus, |V (Ci)∩D| ≤ 3 for all i ∈ {1,k− 2}. Recall that |V (Ck−2)∩D| ≥ |V (C1)∩D|. Lemma
4.3 implies that either |V (Ck−2)∩D| = 3 or |V (Ck−2)∩D| = 2. That is G ∈ H (0,0,0, ...,3) ∪
H (b1,b2, ...,bk−3,2). This completes the proof.
By Lemma 4.4, to characterize a graph G in the class Z (k,k − 3), it suffices to consider
when G is either in H (0,0,0, ...,3) or H (b1,b2, ...,bk−3,2). We first consider the case when
G ∈H (b1,b2, ..., bk−3,2). Let ci and ci+1 be vertices and Kni a copy of a complete graph.
Lemma 4.5. Let G ∈H (b1,b2, ...,bk−3,2) with a block Bi containing two cut vertices ci−1 and ci
and bi = 1. Then Bi = ci−1∨Kni ∨ ci where ni ≥ 2.
Proof. As G ∈ H (b1,b2, ...,bk−3,2) and bi = 1 for some 1 ≤ i ≤ k−3, we must have b j = 0 for
all 1 ≤ j 6= i ≤ k−3. Because Bi contains two cut vertices, i > 1. Therefore, b1 = 0. Lemma 2.5
then implies that
B1 = Kn1 ∨ c1.
Let B′ = Bi− ci−1− ci. We first show that B
′ is complete. Let x and y be non-adjacent vertices of
B′. Consider G+ xy. Lemma 2.1(2) implies that |Dxy∩{x,y}| ≥ 1. As x,y ∈V (B
′), we must have
|Dxy∩ (V (Bi)∩A )| ≥ 1 contradicting Corollary 3.3. So B
′ is complete.
We will show that ci−1ci /∈ E(G). Hence, we may assume to the contrary that ci−1ci ∈ E(G).
We let
X1 = NBi({ci−1,ci}) and
X =V (B′)−X1.
Since |D∩ (V (Bi)−{ci−1,ci})| = 1, it follows that X 6= /0. Because B
′ is complete, G[X1∪X ] is
complete. In fact, X and X satisfy (i) and (ii) of bad subgraphs. We then let
Y1 = {c1} and
Y =V (Kn1).
Thus G has X ,X ,Y and Y1 as a bad subgraph. This contradicts Lemma 2.3. Hence, ci−1ci /∈ E(G).
We finally show that NBi(ci) = NBi(ci−1) = V (B
′). We may assume to the contrary that there
exists a vertex u of B′ which is not adjacent to ci−1. Consider G+uci−1. Corollary 3.3 gives that
|Duci−1 ∩V (B
′)| = 0. Lemma 2.4 gives further that {ci−1,ci} ⊆ Duci−1 . Since ci−1ci /∈ E(G), it
follows that (G+uci−1)[Duci−1 ] is not connected, a contradiction. Hence, NBi(ci−1) =V (B
′) and,
similarly, NBi(ci) =V (B
′). Since Bi is a block, ni ≥ 2 and this completes the proof.
Theorem 4.6. For k ≥ 4, H (b1,b2, ...,bk−3,2) = G1(i1, i2, ..., ik−3) where b j = i j for all 1 ≤ j ≤
k−3.
Proof. Let b j = i j for all 1≤ j ≤ k−3. In views of Lemma 4.2, we have that G1(i1, i2, ..., ik−3)⊆
H (b1,b2, ...,bk−3,2). Thus, it suffces to show that H (b1,b2, ..., bk−3,2)⊆ G1(i1, i2, ..., ik−3).
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We will show that Bk−2 ∈B2,2. Clearly, b1 is either 0 or 1. If b1 = 0, then Lemma 2.5 implies
that B1 = Kn1 ∨ c1. But if b1 = 1, then Lemma 2.6 implies that B1 = c0∨Kn1 ∨ c1. Thus, we let
X1 =
{
{c1} i f b1 = 0 and
V (Kn1) i f b1 = 1.
and
X =
{
V (Kn1) i f b1 = 0 and
{c0} i f b1 = 1.
Since bk−2 = 2, by Lemma 2.7, Bk−2 ∈ B2,1 ∪B2,2. If Bk−2 ∈ B2,1, then Bk−2 = ck−3 ∨Kn1 ∨
Kn2 ∨ z2 where z2 is given at the definition of B2,1. We then let
Y1 =V (Kn2) and Y = {z2}
Clearly, G has a bad subgraph, contradicting Lemma 2.3. Thus Bk−2 ∈B2,2.
We now consider the case when b1 = 1. Thus b2 = b3 = ... = bk−3 = 0. By Lemma 2.6,
B1 ∈ B1 implying that B1 = c0 ∨Kn1 ∨ c1. Further, Lemma 2.10 implies also that Bi = ci−1ci for
2≤ i ≤ k−3. Thus G ∈ G1(1,0, ...,0).
We finally consider the case when b1 = 0. Thus b j = 1 for some 2≤ j ≤ k−3 and b j = 0 for
2≤ j′ 6= j≤ k−3. Similarly, B j′ = c j′−1c j′ for all j
′ by Lemma 2.10. Moreover, Lemma 4.5 yields
that B j = c j−1∨Kn j ∨ ci. We will show that B1 = c0c1. We let a be a vertex in V (B2)−{c1,c2} if
j = 2. Then, we let
x =
{
a i f j = 2 and
c2 i f j > 2.
Consider G+c0x. Since c2 is a cut vertex of G+c0x, c2 ∈ Dc0x by Lemma 2.2(3). That is x ∈Dc0x
when j > 2. When j = 2, by Lemma 4.5, xc2 ∈ E(G). Since c2 ∈Dc0x, by Lemma 2.1(3), x∈Dc0x.
In both cases, x ∈ Dc0x. If |Dc0x ∩ (∪
k−2
i=2V (Bi))| ≤ k− 2, then (Dc0x ∩ (∪
k−2
i=2V (Bi)))∪{c1} ≻c G
contradicting γc(G) = k. Therefore |Dc0x∩ (∪
k−2
i=2V (Bi))| = k−1 by Lemma 2.1(1). Thus c1,c0 /∈
Dc0x implying that B1 = c0c1. So G ∈ G1(0,0, ..., i j = 1, ...,0). This completes the proof.
Theorem 4.7. For k ≥ 4, H (0,0, ...,0,3) = G2(k).
Proof. By Lemma 4.2, G2(k)⊆H (0,0, ...,3). Thus, it is sufficient to show that H (0,0, ...,3) ⊆
G2(k).
As bi = 0 for all 2 ≤ i ≤ k− 3, by Lemma 2.10, Bi = ci−1ci. By Lemma 2.5 and similar
arguments in Theorem 4.6, we have that B1 = c0c1.
We will show that Bk−2 satisfies (1). Let D
′ be a γc-set of Bk−2. Suppose that |D
′| ≤ 2. To
dominate ck−3, we have D
′∩A 6= /0. Thus, {c1, ...,ck−3}∪D
′≻c G. But |{c1, ...,ck−3}∪D
′|= k−1
contradicting the minimality of k. Therefore, to prove that Bk−2 satisfies (1), it suffices to give a γc-
set of size 3 of Bk−2 containing a chosen vertex from Bˇk−2. For a vertex v of Bˇk−2, consider G+c0v.
Lemma 2.1(2) implies that {c0,v}∩Dc0v 6= /0. Lemma 2.1(1) implies also that |Dc0v| ≤ k−1. We
first show that {c0} 6= Dc0v ∩{c0,v}. Suppose to the contrary that {c0} = Dc0v ∩{c0,v}. Since
(G+ uv)[Duv] is connected there exists w ∈ V (Bˇk−2) which is adjacent to v. Because Dc0v ≻c
G+ c0v, w is adjacent to a vertex of Duv∩V(Bk−2− v). So
(Duv−{c0})∪{w} ≻c G.
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This contradicts the minimality of k. Thus, {c0} 6= Dc0v ∩{c0,v}. Therefore {c0,v} ⊆ Dc0v or
{v}= Dc0v∩{c0,v}.
Case 1 : {c0,v} ⊆ Dc0v
Let
i = max{1 ≤ j ≤ k−3 : G[{c0,c1,c2, ...,c j}∩Dc0y] is connected }.
We first consider the case when i = k− 3. Thus {c1,c2, ...,ck−3} ⊆ Dc0v. As |Dc0v| ≤ k− 1 and
{c0,v} ⊆ Dc0v, we must have
Dc0v = {c0,c1, ...,ck−3,v}.
So v ≻ V (Bk−2)−A and NA(v) = /0, otherwise {c1, ...,ck−3,w,v} ≻c G where w ∈ NA(v), contra-
dicting the minimality of k. Let u ∈ NBk−2(v) such that u is adjacent to a vertex a in A. Thus
{v,u,a} ≻c Bk−2 and so Bk−2 satisfies (1).
We now consider the case when i = k− 4. Let D′c0v = Dc0v ∩V (Bˇk−2). Clearly, v ∈ D
′
c0v
.
Since {c0,c1, ...,ck−4} ⊆ Dc0v and |Dc0v| ≤ k− 1, it follows that |D
′
c0v
| ≤ 2. If |D′c0v| = 1, then
D′c0v = {v} implying that v ≻ Bˇk−2, in particular, v ≻ A. Thus, {c1, ...,ck−3,w,v} ≻c G where
w ∈ NA(v) contradicting the minimality of D. Hence, we let D
′
c0v
= {v,v′}. Since Dc0v ≻c G+ c0v,
D′c0v ≻c Bˇk−2. Hence, for a vertex a in A, D
′
c0v
∪{a} ≻c Bk−2. Therefore, Bk−2 satisfies (1).
We now consider the case when i = k− 5. Thus {c0,c1, ...,ck−5} ⊆ Dc0v. So |D
′
c0v
| ≤ 3 and,
D′c0v∩A 6= /0 to dominate ck−3. So, Bk−2 satisfies (1).
We finally consider the case when i≤ k−6. To dominate ci+2, we have that ci+3 ∈Dc0v. By the
connectedness of (G+ c0v)[Dc0v], {ci+3, ...,ck−3} ⊆ Dc0v. Thus, {c0,c1, ...,ci}∪{ci+3, ...,ck−3}∪
D′c0v ⊆ Dc0v implying that
k−4+ |D′c0v|= (i+1)+ ((k−3)− (i+3)+1)+ |D
′
c0v
| ≤ k−1.
Therefore, |D′c0v| ≤ 3. To dominate ck−3, D
′
c0v
∩A 6= /0. Thus Bk−2 satisfies (1) and this completes
the proof of Case 1.
Case 2 : {v}= Dc0v∩{c0,v}
To dominate c1, we have that c2 ∈ Dc0v. By the connectedness of (G+ c0v)[Dc0v], {c2,c3, ...,
ck−3} ⊆ Dc0v and Dc0v∩A 6= /0. As |Dc0v| ≤ k−1, we must have |Dc0v−{c2,c3, ...,ck−3}| ≤ 3. So
Bk−2 satisfies (1). This completes the proof of Case 2.
We finally show that Bk−2 satisfies (2). Let x and y be non-adjacent vertices of Bk−2. Lemma
2.1(2) implies that {x,y}∩Dxy 6= /0. Lemma 2.1(1) implies also that |Dxy| ≤ k− 1. To dominate
c0, we have that c1 ∈ Dxy. Let D
B
xy = Dxy ∩V (Bˇk−2). By the connectedness of (G + xy)[Dxy],
DBxy∩A 6= /0 and {c1,c2, ...,ck−3} ⊆Dxy. As |Dxy| ≤ k−1, we must have |D
B
xy|= |Dxy∩V (Bˇk−2)|=
|Dxy−{c1,c2, ...,ck−3}| ≤ 2. Hence, Bk−2 satisfies (2). Therefore Bk−2 ∈B3. This completes the
proof.
We conclude this paper by the following theorem.
Theorem 4.8. For an integer k ≥ 4, Z (k,k−3) = G1(i1, i2, ..., ik−3)∪G2(k).
Proof. In view of Lemma 4.4, Z (k,k−3) =H (0,0,0, ...,3)∪H (b1,b2, ...,bk−3,2)where bi = 1
for some 1≤ i≤ k−3 and b j = 0 for all 1≤ j 6= i≤ k−3. Moreover, Theorems 4.6 and 4.7 imply
that Z (k,k−3) = G1(i1, i2, ..., ik−3)∪G2(k). This completes the proof.
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