Consider a gain graph with abelian gain group having no odd torsion. If there is a binary cycle basis each of whose members can be lifted to a closed walk whose gain is the identity, then the gain graph is balanced, provided that the graph is finite or the group has no nontrivial infinitely 2-divisible elements.
Introduction
A gain graph (Γ, g, G) consists of a graph Γ = (V, E), a group G, and a homomorphism g from the free group F E on the edges of Γ to G. g is called the gain map and G is called the gain group. 1 We think of the edges of G as oriented in an arbitrary but fixed way, so that if e is an edge in one direction, then e −1 is the same edge in the opposite direction; thus g(e −1 ) = g(e) −1 . (Γ, g, G) is called balanced if all simple closed walks on Γ lie in the kernel of g' equivalently (for connected Γ) if the fundamental group π(Γ) ⊆ Ker g. The problem: how to tell whether or not a gain graph is balanced. We investigate this problem when the gain group is abelian. (Then we call (Γ, g, G) an abelian gain graph.)
One simple criterion is to examine the gains of a fundamental system of circles. A circle is the edge set of a nontrivial simple closed walk. If we take a spanning tree T of Γ, each edge e / ∈ T belongs to a unique circle in T ∪ e. These circles constitute the fundamental system of circles with respect to T . A circle C can be written as a simple closed walk and its gain taken; then it depends only on C, not on the choice of walk, whether C is in Ker g. If it is we say C is balanced. It is well known (and easy to prove by switching) that (Γ, g, G) is balanced if and only if every circle of a fundamental system (with respect to some spanning tree) is balanced.
We propose here a much more powerful criterion for balance, whose principal difficulty is that it is not always valid. Our topic is the question of the gain groups for which it is valid. (Focussing on the gain group is one way this paper differs from Rybnikov and Zaslavsky (20xx) , where the emphasis is on the graph.) To state the criterion we must first define a 'cycle' in a graph. There are two kinds of cycle of concern to us: 2 they are the topological 1-cycles with coefficients either integral (an integral cycle) or in Z 2 = Z/2Z (a binary cycle). We write Z 1 (Γ) for the group of integral cycles and Z 1 (Γ, Z 2 ) for that of binary cycles. (In graphical terms, a binary cycle is the indicator function of a finite edge set that has even degree at every vertex; thus we may identify Z 1 (Γ, Z 2 ) with the class of all such edge sets, with symmetric difference as the addition operation.) There are natural epimorphisms
that consist, respectively, of abelianization and reduction of coefficients modulo 2. Suppose that b is a binary cycle: a cyclic orientation of b is any closed walk b for which ta( b) = b. If B is a set of binary cycles, a cyclic orientation of B is any set B = { b : b ∈ B} of cyclic orientations of the members of B. Now, our test for balance:
Definition. The Binary Cycle Test for balance in (Γ, g, G) is the statement that, for every basis B of the binary cycle space Z 1 (Γ, Z 2 ) and every B, if ϕ( b) = 1 for every b ∈ B, then (Γ, g, G) is balanced. (We say B implies balance.) We say that the Binary Cycle Test is invalid for (Γ, g, G) if there is a binary cycle basis B with a cyclic orientation that satisfies the hypothesis while nevertheless (Γ, g, G) is unbalanced. Otherwise, the Binary Cycle Test is valid for (Γ, g, G).
The converse implication is universal: if (Γ, g, G) is balanced then every cyclic orientation of every binary cycle necessarily has gain 1. A reason is that ϕ switches to the identity gain and that switching conjugates gains of closed walks. (This is well known; a proof can be found in Zaslavsky (1989) , Lemma 5.3.) Ideally we would wish to find all groups G such that the Binary Cycle Test is valid for all gain graphs with G as gain group. We cannot give a complete answer, but we do have partial answers. Our main results are that it is valid for any abelian gain group that has no odd torsion if the graph is finite (Theorem 3.3) or if the gain group furthermore has no nontrivial infinitely 2-divisible elements (Theorem 3.5). Exactly what is wrong with odd torsion is not clear, but an indication is provided by the analysis in Rybnikov and Zaslavsky (20xx) , where it is found (Section 5) that, for the Binary Cycle Test, odd torsion is incompatible with circles, and (Section 6) that, even restricting the cycle bases to consist of circles, odd cyclic subgroups severely constrain the graph.
We are especially interested in examples where G = R * or R d , in particular when the graph is an infinite square lattice graph in R d , as in Rybnikov (1999) . Unfortunately, these groups are infinitely 2-divisible so our results do not apply. We know that certain particular binary cycle bases do imply balance even then, but that they and the graph have to be carefully selected is shown by Example 4.1. We have not yet found a general description of binary cycle bases that imply balance in infinite graphs with 2-divisible gain group.
Preliminaries
Our graphs may be infinite. Links (edges with distinct endpoints) and loops (two equal endpoints), as well as multiple edges, are allowed. We assume that Γ is connected and, to save the notation, that it has a fixed (but arbitrary) orientation. A closed walk is a sequence v 0 e 1 v 1 · · · e l v l of vertices and edges such that v i−1 and v i are the endpoints of e i and v 0 = v l . Its length is l. It is trivial if l = 0; it is a simple closed walk if it is nontrivial and no vertex or edge is repeated except at the closure of the walk.
Switching a gain graph (Γ, g, G) means replacing g by g f obtained in the following way: take any function f : V → G and for an edge e oriented with initial vertex v and final vertex w, define g f (e) = f (v) −1 g(e)f (w). Switching does not change which circles are balanced, nor whether the gain graph is balanced. It is easy to see that G can be switched so that any chosen spanning tree T has identity gain: g| T ≡ the group identity.
The essential gain group of a gain graph is g(π(Γ)). This is the smallest image of any switching of g. It is well defined up to conjugation in G. Evidently, (Γ, g, G) is balanced if and only if the essential gain group is trivial. Naturally, g induces a homomorphism from π(Γ) to G and from ZE, the free abelian group on E (hence from Z 1 (Γ), the abelianization of π(Γ)), to G/G ′ , the abelianization of G. If w is a closed walk on Γ, denote by w the corresponding element of Z 1 (Γ).
A cyclic orientation, or lifting to the fundamental group, of an element b of 
There is a minimal l > 1 such that ly ∈ L. Let l = 2 e a, where a is odd and e > 0 (since otherwise h(x) would have odd order in G). Now, h(ay) = 0, since otherwise h(y) would have odd order in G. Denote ay by x. Then 2 e is the order of
This contradicts the choice of e as min{k | 2 k x ∈ L}. Therefore h(K) = 0. Proof. Denote B a by L. The homomorphism g induces, in a natural way, a homo-
We can now apply Lemma 3.1 and conclude that K lies in the kernel of h. Since G is abelian, any lifting of K to π(Γ) also lies in the kernel of g. Proof. Since Γ is finite, rank B a = rank Z 1 (Γ), so all elements of Z 1 (Γ)/ B a have finite order. Now apply Lemma 3.2 with K = Z 1 (Γ). Proof. The elements of Z 1 (Γ) that have finite order in Z 1 (Γ)/ B a form a subgroup in Z 1 (Γ), which we denote by F . Since F/ B a does not have elements of infinite order, Lemma 3.2 with K = F implies that g(F ) = 0. Thus if x − y ∈ F , g(x − y) = 0. Therefore, g induces an epimorphism h from Z 1 (Γ)/F onto g(π(Γ)).
Let y ∈ Z 1 (Γ). Since B a ∈ F, there is x ∈ F such that y − x = 2z for some z ∈ Z 1 (Γ). Thus y ∈ 2z + F, and y + F = 2z + F = 2(z + F ). Therefore all elements of Z 1 (Γ)/F are 2-divisible.
Let a be an element of g(π(Γ)). Since the homomorphism h from Proof. g induces a homomorphism g from π(Γ) into G/G ′ . G/G ′ is a free abelian group and, therefore, does not have torsion or infinitely 2-divisible elements. By Theorem 3.5, Im g = 0. But this can only happen if Im g = 1, because Ker g is a free group whose abelianization is Ker g. 
Counterexamples
In discrete geometry the case of an infinite gain graph with an abelian 2-divisible group of gains, such as R n or R * is one of the most typical ones (see Ryshkov and Rybnikov (1997) , Rybnikov (1999) ). In such applications the cycle basis for which we can verify the balance property normally consists of circles. Might the Circle Test, i.e., where all elements of the binary basis are known to be circles, work for infinite graphs with 2-divisible groups of gains? Unfortunately, not. We construct an infinite gain graph with a 2-divisible, torsion-free group of gains, unbalanced yet having a binary circle basis all of whose elements are balanced.
Example 4.1 We describe the graph in terms of its rectilinear realization in the plane to make the presentation more visual. The vertices of the graph are points
We use the following notation for elements of
is an integral circle basis of Γ. The graph Γ is shown on Figure 1 . As usual, we denote an element of
and let
. Let H denote the subgroup of Z 1 (Γ, Z) (hence of ZE) generated by B, and let χ : ZE → ZE/H be the quotient map. Now, let us set the gain group to be ZE/H and the gain map g to be χα, where α is the abelianization mapping from F E to ZE. Then the essential gain group g(π(Γ)) = χ(Z 1 (Γ, Z)) = Z 1 (Γ, Z)/H. By construction, B is a basis of the binary cycle space that consists of balanced circles. If we show that H = Z 1 (Γ, Z), then the constructed gain graph is not balanced, because
Lemma 4.1 In the above construction, H = Z 1 (Γ, Z).
Proof. The proof is based on the observation that there is no finite linear combination of elements of H that is equal to e 1 . Suppose there is such a combination. Then the coefficient in front of e 1 + g 2 + h 2 is 1. This, in turn, implies that the coefficients in front of e 2 + h 2 and e 2 + g 2 are −1. Suppose we have shown that the coefficient in front of e i +g i+1 +h i+1 must be (−2) i−1 . Then, obviously, the coefficients in front of e i+1 + h i+1 and e i+1 + g i+1 are (−2) i−1 . Therefore, the coefficient in front of e i+1 + g i+2 + h i+2 is (−2) i . Thus, there is no finite linear combination of elements of H that gives e 1 .
We want to prove that the essential gain group g(π(Γ)) is 2-divisible. Denote by Z[ ] + is the unique smallest group that contains an infinitely 2-divisible element of infinite order. 
. It is easy to see that ϕ is an isomorphism.
Notice that a circle e i + g i+1 + h i+1 has 5 edges. We do not know if one can construct an example of an unbalanced infinite abelian gain graph with a torsion-free gain group, where there is a basis of the binary cycle space that consists of balanced circles with at most 4 edges. We suspect that such an example exists. However, we have the following conjecture. (Figure 2 ). The binary cycle basis consists of the 2k Hamiltonian circles. Switch so the spokes of the wheel have identity gain; then balance of the Hamiltonian circles implies that any 2k − 1 consecutive edges along the outer circle have gain product 1. From this it follows that they all have the same gain a and a 2k−1 = 1. These gains with gain group Z 2k−1 give an unbalanced gain graph that has a binary cycle basis composed of balanced circles.
Another example from Rybnikov and Zaslavsky (20xx), Theorem 6.16, is 2C 2k , an even circle with all edges doubled, with the same gain group. All products g i+1 g i+2 · · · g i−1 = 1.
Gain graphs in geometry
In this section we show some examples of applications of gain graphs to geometry. In discrete geometry, there are a number of local-to-global results about tilings of spaces of constant curvature and PL-realizations of manifolds in R [16] , the Maxwell-Cremona correspondence [4, 11] , etc.
In applications gain graphs are normally used in the following setup. As usual, let (Γ, g, G) be a gain graph, and let S be a set, called the set of
. Such an assignment of states is called satisfied. Typically S = G and the action is, say, by left multiplication.
Among other applications, our results on gain graphs allow for topological generalizations of Voronoi's generatrix construction and the Maxwell-Cremona correspondence. Although some of the constructions below have been considered in [11] , the binary cycle space test is formulated incorrectly in there. Roughly speaking, the formulation of the binary cycle space test there (Lemma 4.1 in [11] ) does not have any restriction on gain groups, due to the fact that the author had in mind only abelian groups. However, since the test was applied there for abelian, torsion-free groups only, all the geometric results of [11] about PL-realizations of (and splines over) a manifold M with H 1 (M, Z 2 ) = 0 hold true if one assumes that the manifold has finitely many cells; this last requirement was also omitted in [11] . (When M is simply connected the finiteness restriction is not necessary-see [14] .) The results in [14] were more general, and proofs there made use of the notion of stress; here we give a simplified formulation and proof using the theory of gain graphs.
Given a tiling of R d by convex polytopes, it is natural to ask if this tiling can be thought of as the vertical projection of a convex PL-surface, or, more generally any PL-surface. A PL-function on R d is also called a C 0 1 -spline in approximantions theory. The question about the dimension of the space of splines on a given tiling received significant attention from discrete geometers and spline enthusiasts (e.g. see Whiteley (1996) , Billera (1989) for details). Voronoi (1908) showed that any simple tiling, i.e., such that each vertex is incident to exactly d + 1 tiles, is indeed the projection of a convex surface; furthermore a surface that gives this tiling as a projection is uniquely determined by the choice of an affine support function and a dyhedral angle. A tiling of R d is an example of a more general concept, namely a PL-realization M of a ddimensional manifold M in R d . We can now ask about possible PL-realizations of M in R d+1 that give M d as a vertical projection. Clearly, the notion of lifting naturally generalizes that of C 0 1 -spline. Of course questions about projections of piecewise-linear surfaces belong to the realm of prejective geometry. To make our presentation more visual and accessible we do all of our geometry in the real affine space, although at the end of the section we give our result a proper projective intepretation. Using gain graphs we will prove below the following result, which generalizes the above mentioned theorem of Voronoi 
Definition 5.4 A PL-realization of a regular CW-complex K is a PL-realization of its baricentric subdivision in R N such that (1) each abstract k-simplex is realized as a k-dimensional simplex, and (2) k-simplices making a k-cell are realized in the same k-dimensional affine plane. This realization is called non-degenerate if for the closure of each cell of K the realization is a bijection.

Local Considerations
In a pure d-dimensional complex we call (d − 2)-dimensional cells ridges, and (d − 1)-dimensional cells-facets. We call the star of a k-cell in a manifold simple (a.k.a. A reciprocal for a PL-realization M of a manifold M (possibly with boundary) in R d is a rectilinear realization R in R d of the dual graph G(M) such that the edges of R are perpendicular to the corresponding facets. If none of the edges of a reciprocal collapses into a point, the reciprocal is called non-degenerate. A recirpocal for the star of a cell C is called a local reciprocal of C. Reciprocals were originally considered by Maxwell (1862) in connection with stresses in plane frameworks. He and, almost at the same time, L. Cremona (1870) noticed that reciprocals for a graph G, the 1-skeletons of a polyhedral sphere drawn in the plane, corresponded to equilibrium stresses on G, and encoded possible 3-dimensional polytopes that project on G. Crapo and Whiteley gave an explicit treatment of the theory of reciprocals, stresses and liftings for 2-manifolds in [4] . Obviously reciprocals can be added and multiplied by real scalars. The addition is induced by vector addition of oriented edges. The reciprocals form a linear space denoted Rec(M d ).
k-primitive), if it is incident to only
Lemma 5.1 A non-degenerate PL-realization in R d of a simple star of a k-cell of a homology manifold has a non-degenerate reciprocal, which is unique up to translations, homotheties, and reflections.
Proof. The existence of a non-degenerate reciprocal is a trivial exercise in linear agebra. Geometrically it can be seen in the following way. Our star gives rise a complex P in R d of d−k+1 convex polyhedral d-cones (and their faces) with common k-subspace as a base. Take a point p in R d and draw d − k lines perpendicular to the facets of one of the d-cones of P. Then take a hyperplane perpendicular to the (k + 1)-face of P, which is not a face of the chosen cone (such cell is unique, because the star is simple). The points of intersection of H and the lines, together with point p, give the vertex set of a reciprocal for the star. Since any two edges of the dual graph can be connected by a chain of adjacent triangles, and the length and the orientation of an edge in a trinagle uniquely determine the other two edges in the triangle, the choice of any of the edges of the recprocal uniquely determines other edges.
If Proof. Any three d-cells of Star form a triangle in the dual graph. Therefore, if we fix affine functions for any two of the d-cells of Star so that they coincide on the common facet, we fix the lifting for all of Star. Since the lifting of two adjacent d-cells is defined by d + 2 parameters (e.g., the coefficients of an affine function in n variables and a dihedral angle in (n + 1)-space), dim Lift(Star) = d + 2.
In the remaining part of the paper we will show that, subject to certain topological-H 1 (M, Z 2 ) = 0, and combinatorial-(d − 3)-simplicity, restrictions, liftings of (d − 2)-simple manifolds behave in the same way as those of simple stars. Proof. The main ingredients of the proof are the orientability of M, the notion of gain graph, and the binary cycle test for balance. First, since H 1 (M, Z 2 ) = 0, M is orientable (see e.g. Rybnikov 1999 ). Since M is orientable, we can associate with each ordered pair of d-cells (C 1 , C 2 ) a unit vector n(C 1 , C 2 ) so that n(C 1 , C 2 ) = −n(C 2 , C 1 ) (see Rybnikov 1999) .
From Local to Global
The edges of a reciprocal have a natural interpretation of covectors for the linear parts of the equations defining the facets of M . Suppose two facets share a ridge R. Since there are only 3 facets making contact at each ridge of M , the reciprocal for the star of R is a trianlge. Since all the facets lie on different hyperplanes, once we fix an edge for one of the facets, we determine the other two edges uniquely.
Consider the facet graph F whose vertices are the facets of M and whose edges are the pairs of facets sharing ridges. Consider an oriented edge (F 12 , F 23 ) of Γ f . Let C 2 be the common d-cell of F 12 and F 23 and let C 1 and C 2 be the other d-cells so that F ij is the common facet of C i and C j . Let e(C 1 , C 2 ) be an oriented edge of a reciprocal for the pair (C 1 , C 2 ). Then there is a unique oriented edge e(C 2 , C 3 ) such that e(C 1 , C 2 ) + e(C 2 , C 3 ) is perpendicular to the facet between C 1 and C 3 . Let us define a gain map from the free group on the edges of F to R * by setting
Here c(C 1 , C 2 ), c(C 2 , C 3 ) are the cofactors of pairs (C 1 , C 2 ), (C 2 , C 3 ). A cofactor is a symmetric function on the ordered pairs of adjacent d-cells, or, in other words, a function on facets of the oriented M. In our case cofactors satisfy the local condition:
The number c(C 1 , C 2 ) has a few geometric interpretations. First, it can be thought of as the signed length of an edge of a local reciprocal. Second, it can be interpreted as a d-stress on the facet F 12 between C 1 and C 2 . For details on these interpretations and general definitions of d-stresses and cofactors see Rybnikov (1999) and Whiteley (1996) . g(F 12 F 23 ) obviously does not depend on the choice of e(C 1 , C 2 ). Also, due to the coherent choice of normals to the d-cells of M (i.e., n(A, B) = −n(B, A)), g(F 12 F 23 ) = 1/g(F 23 F 12 ). Thus, we have constructed a gain graph (F, g, R * ). For each oriented edge e of F, g(e) is the ratio of the cofactors corresponding to the ends of e.
Let us note a few important properties of F. Since by Lemma 5.1 for each ridge the local reciprocal exists and is unique up to scaling and inversion of the directions of all edges, each oriented triangle F 1 F 2 F 3 of F, corresponding to a ridge of M , is balanced by construction, i.e., for a ridge triangle F 1 F 2 F 3 :
By the same Lemma 5.1 the zero sum of oriented edges of the triangle of the local reciprocal for a ridge of M can be always written as
We will call such a triangle in F a ridge triangle. F is a subgraph of Γ, where Γ is the 1-skeleton of the intersection of the dual cell-decompositions M * of M, which is augmented with all edges ab, where a and b are the baricenters of facets sharing a common ridge. Since
Chain ∆ can be decomposed as ∆ 1 + ∆ 2 ; here ∆ 1 = ∂∆ 1j , where each ∆ 1j is a triangle whose vertices are the baricenters of facets of M making contact at a ridge, and ∆ 2 = ∆ 2i , where the vertex set of each ∆ 2i is a subset of vertices of some d-cell. Therefore c = ∂∆ 1j + ∂∆ 2i where each summand in the first sum is a ridge triangle of F, and each summand in the second sum is a cycle on the boundary of a d-cell of M.
Since M is (d − 3)-simple, the boundary of each d-cell C is ((d − 1) − 2)-simple. F, the subgraph of F on the vertices that belong to C, is the dual graph of the cellcomplex of the boundary of C. The corresponding gain subgraph is (F C , g, R * ). By Lemma 5.1 the ridge circles of F C are balanced. Since dim ∂C ≥ 2, Lemma 5.3 implies that (F C , g, R * ) is balanced, and, therefore, all cyclic orientations of binary cycles of F C are balanced. We have seen that all ridge circles are balanced, and now we can conclude that all cycles lying on the boundaries of d-cells have cyclic orientations that have gain 1. We have seen that binary cycles of these two types generate Z 1 (F, Z 2 ). By the binary cycle test for finite graphs, (F, g, R * ) is balanced. Now we have to prove the existence of a global non-degenerate reciprocal for M . Since M is a (d − 3)-simple manifold, any two edges of a reciprocal can be connected by a chain of triangles in this reciprocal, which means that dim Rec(M ) ≤ 1. Our strategy is to first assign cofactors (i.e., oriented lengths of the edges of local reciprocals) to the facets of M so that for each ridge the local condition 5.1 is satisfied, and then construct a global reciprocal with these edge lengths.
G(M) = Sk 1 (M * ) is the dual graph of M. We will construct yet another gain graph (G(M), h, R d ), this time with the gain group R d . Assign to each oriented edge
2 ) = 0, the triangles of G(M) correponding to the ridges of M generate Z 1 (G(M), Z 2 ). To conclude that these triangles have cyclic orientations that are balanced we have to show that c(C 1 , C 2 )n(C 1 , C 2 ) + c(C 2 , C 3 )n(C 2 , C 3 ) + c(C 3 , C 1 )n(C 3 , C 1 ) = 0.
Let's divide this equation by c(C 1 , C 2 ) and recall that c(C i+1 ,C i+2 ) c(C i ,C i+1 ) = g(F i,i+1 , F i+1,i+2 ) (indices are taken modulo 3) for the star of each ridge. So, we need: n(C 1 , C 2 ) + g(F 12 , F 23 )n(C 2 , C 3 ) + g(F 12 , F 31 )n(C 3 , C 1 ) = 0. Although the above theorem is formulated for vertical projections, it, indeed, holds for central projections from R d+1 on R d ⊂ R d+1 . It also holds for central projections (from the origin) of d-manifolds realized in R d+1 on a d-sphere in R d+1 (see Rybnikov, 1999), or projections from (0, ..., 0, −1) of d-manifolds realized in R d+1 on the Minkowski hyperboloid in R d+1 . Of course, the reason for such universality is that the above theorem is a theorem of projective geometry. Below we reformulate it in the language of projective geometry.
Similarly to the notion of a PL-realization of a manifold in R d we can talk about a piecewise-flat realization of M in RP d . The definition of such a realization for the projective case repeats Definition 5.4, except that in the case of RP d the cells are realized on projective subspaces instead of affine subspaces. All of the the considerations in this section can be carried out in the projective set-up. The orthogonality between the edges of the reciprocal and facets of M is replaced with duality between lines and subspaces of codimension 1 in RP d . The following theorem can be proven, for example, by designating a plane at infinity so that it contains the center of projection and passing to the affine setup, considered above. 
