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Si de dos poblaciones distintas (1 y II> se extraen dos
muestras aleatorias e independientes de tamaños n1 y n2
respectivamente, y se anota el número de individuos aq de cada
muestra que verifican <A) una cierta propiedad dicotómica,
entonces los resultados suelen presentarse bajo el formato de
una Tabla 2x2 similar a la Tabla 1.
Tabla 1
Modo de presentar los datos de una
Tabla 2x2 y notación al efecto.
A A Total
Muestra 1 x1 y1
Muestra II x2 y2
Total a1 a2 n
Si notamos con letras mayúsculas a las variables
aleatorias <X1, X2, A1, ...) y con letras minúsculas a sus
valores experimentales (x1, x2, a1, ...), dado que sólo el
marginal nj está fijado de antemano, este tipo de muestreo se
ajusta a un modelo en que las variables X~ (i1,2) se
distribuyen como binomiales de parámetros ni i’ ~ siendo p~ la
proporción de individuos de la población i que verifican (A) la
característica.
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En este tipo de experimento el objetivo es contrastar la
hipótesis H0 • p1=p2<=p) de igualdad de ambas proporciones, y
sus denominaciones más comunes son: “ Comparación de dos
proporciones independientes “, ‘ Homogeneidad de dos
proporciones “, etc.




P(X1=x1,x2=x21n11n2,p) =P(x1,x2) =( flj( 4)PSX (1—fr ~2 (2)
donde la principal dificultad para encontrar la solución
adecuada radica en la existencia del “parámetro perturbador” p
cuyo valor se desconoce. Autores como Fisher <1935), Barnard
<1947), Basu <1977>, ¡linde and Aitken <1987), etc., se han
ocupado de este problema de eliminación de parámetros
perturbadores; Basu comenta a este respecto: “ ... la
eliminación de parámetros perturbadores es universalmente
reconocido como el mayor problema de la estadística ...
Las distintas posibilidades para eliminar el parámetro
perturbador en este tipo de contraste de hipótesis aparecen
resumidas en la Tabla 2, en la cual se indica el primer autor
que propuso su solución no asintótica. Althan <1969>, Aitchison
and Bacom—Shone <1981>, tlurminen and Mutanen (1987), etc., se
ocupan de las soluciones Bayesianas, que no se incluyen en esta
3
clasificación por salirse del contexto de esta memoria
<elaborada desde el punto de vista clásico).
Tabla 2
Clasificación de las diferentes soluciones no asintóticas













Lehinannn <1959) Ballatori (1982)
Pseudobayesiano Rice (1988> Martin and Luna
<1989)
La solución clásica condicionada se basa en la búsqueda de
un estadístico cuya distribución condicional no dependa del
parámetro perturbador p. En este caso, condicionando en el
marginal a1 obtenido, la única variable de la tabla es X1 <por
ejemplo) y su distribución (la hipergeométrica) no depende de
p, dando lugar al conocido Test Exacto de Fisher. En este mismo
contexto, en el Test Aleatorizado de Tocher lo que se propone
es un mecanismo de sorteo para solventar el hecho de que, por
trabajar con variables discretas, el tamaño del test no sólo no
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suele coincidir con el error objetivo, sino que en muchas
ocasiones se diferencian notablemente.
La solución clásica incondicionada se basa en la idea de
sustituir el parámetro perturbador p por el valor de él que
hace máximo el tamaño del test (Método de mazimización o de
Barnard). Al no condicionar, las variables siguen siendo las
dos X1.
Los tests de aleatorización están pensados para aquellas
situaciones en que los nj individuos de cada muestra no han
sido tomados de dos poblaciones, sino que provienen de una
partición al azar de un grupo inicial único de n individuos,
recibiendo el tratamiento i ó u según caigan en uno u otro
grupo. En este tipo de tests, la eliminación del parámetro
perturbador se consigue en base a asignar una determinada
distribución al marginal a1.
Los tests oseudobavesianos lo que hacen es eliminar el
parámetro perturbador p por el procedimiento de asignarle una
distribución “a priOri’ ~<p)•
Las anteriores soluciones abordan el problema desde el
punto de vista exacto o no asintótico, en el sentido de que el
error real del test es menor o igual que el error objetivo. Las
soluciones asintóticas (condicionadas oincondicionadas) surgen
al sustituir p por un estimador, para a continuación proceder
a aplicar la teoría asintótica. La ventaja de estos tests
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radica en su sencillez operativa; la desventaja en que sólo son
aplicables bajo determinadas condiciones de validez y tan sólo
dan resultados aproximados <el error objetivo no se respeta,
pudiendo ser mayor, igual o menor que el real).
Conviene señalar que si bien los tests condicionados son
tan solo un poco más “viejos” (Fisher, 1935> que los
incondicionados (Barnard, 1945), estos últimos han estado en
desuso durante gran número de años debido a sus dificultades
operativas. El advenimiento y generalización de las
computadoras y ordenadores personales, los ha hecho entrar de
nuevo en competición.
En este espacio de tiempo los partidarios de ambas
filosofías han entrado en un duro y largo enfrentamiento que en
algunas ocasiones ha conducido a comparaciones y afirmaciones
en las que se ha olvidado todo tipo de clasificación, similar
a la de la Tabla 2, mezclando tests exactos con asintóticos,
condicionados con incondicionados, e incluso diferentes tipos
de muestreo. De ahí que en esta memoria se trate de tener
presente en todo momento un afán clasificador y de claridad
metodológica.
Esta memoria se centra en las soluciones al test de
comparación de dos proporciones independientes bajo el punto de
vista incondicionado, tanto a una como a dos colas. De todas
formas, en este mismo capítulo se exponen de forma resumida las
ideas básicas que sustentan la filosofía condicionada <pues
6
serán de utilidad cuando se enfrenten ambas filosofías y
también para entender algunas soluciones incondicionadas que se
apoyan en principios condicionados). En el Capítulo II se
estudian los tests incondicionados no asintóticos. En el
Capítulo III se estudian los tests incondicionados asintóticos.
Finalmente, en el Capítulo IV se enfrentan las filosofías
condicionada e incondicionada.
Por último, la importancia del problema estudiado en esta
memoria puede enfocarse desde dos puntos de vista; el primero,
de orden teórico, en el sentido de la utilidad que pueden tener
los desarrollos y conclusiones que aquí se presentan para
ulteriores enfoques de problemas más generales, o de orden
superior, en el amplio campo de eliminación de parámetros
perturbadores <así, por ejemplo, Comparación de r <r>2)
proporciones independientes”, “Asociación de dos carácteres
cualitativos dicotómicos”, etc.>; el segundo punto de vista es
de orden más práctico, y se refiere a la gran frecuencia con
que aparece este tipo de muestreo, especialmente en el campo de
La Investigación Biomédica. Un ejemplo de esta aplicación
práctica son los Ensayos Clínicos cuyo creciente desarrollo ha
contribuido a poner de moda alguna de las soluciones aquí
estudiadas. En este tipo de ensayos comparativos es crucial la
máxima potencia, que es precisamente una de las grandes
ventajas de la metodología incondicionada frente a la
condicionada.
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2.- TESTS CONDICIONADOS CLASICOS.
2.1.— Test no aleatorizado: test exacto de Fisher.
Dada la dificultad que representaba el desconocimiento del
valor del parámetro perturbador p en la expresión <2>, y
buscando una solución sencilla que evitase problemas de
cómputo, Fisher <1935), Irwin <1935> y Yates <1934>,
propusieron comparar la muestra observada con una subpoblación
de muestras relacionadas con la obtenida, y en la que la
distribución del estadístico no dependiera de p, en lugar de
compararla con todas las muestras posibles, lo que les llevó a
considerar sólo aquellas muestras con iguales marginales que la
observada. Así pues, los tests condicionados clásicos se basan
en el hecho de que, si además de estar fijo el marginal nj, se
considera fijo también el marginal a1, la única variable de la
tabla es, por ejemplo, X1 que, bajo ~ a p1p2 (p), sigue una
distribución hipergeométrica centrada cuya función de
probabilidad viene dada por
P(X1=x1 ~ a11p) ~<> = (3)(ti
con
r=Max<0;a1—n2) =x1=Min<a1;n1)=s (4)
siendo la expresión <3) independiente del parámetro perturbador
p.
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2.1.1.- Test de una cola.
Cuando se plantea la hipótesis alternativa de una cola
(por ejemplo ~ E p1<p2>, el interés puede radicar en calcular
el 2—value de la tabla observada, o bien en determinar la
Región Crítica <RO en adelante) para un determinado error
objetivo a. En el primer caso, como el 2—value de la tabla
observada es la probabilidad de encontrar una tabla como la





siendo P<i) la probabilidad Hipergeométrica, dada por la (3),
y x1 el valor de X1 realmente obtenido. En el segundo caso, las
tablas (o puntos x1) que formarán parte de la RO serán aquellas
cuyo P—value no rebase el error objetivo a del test, y el
método consiste en buscar, para el a1 obtenido




siendo a+ el error real del test, y RO = { r, r + 1,..., O }.
Este test es conocido como test exacto de Fisher.
2.1.2.— Test de don colas.
La unanimidad existente sobre el modo de determinar la RO
en el test de una cola, se pierde en el caso del test de dos
9
colas (H~ E p1 * p2). En cualquier caso, fijado el error
objetivo a, y siendo a1 y a2 dos valores tales que a1+a2=a, el
procedimiento, en este tipo de tests, consiste en determinar








Ahora RO={r,r+1,...,C}U{C’,O’+1,...,s}, dando lugar a cada una
de las colas, y a+1+a+2=a+ será el error real del test. Existen
una serie de soluciones tradicionales para el test de dos colas
basadas en distintos principios de ordenación de las posibles
tablas, las cuales se van incluyendo en la RO una a una (o más
si hay empates), hasta que el error real a+ sea lo más cercano
posible, pero sin sobrepasarlo, al error objetivo a. Los
diferentes tests bilaterales surgen, por tanto, al decidir el
criterio de ordenación T(.> que permite elegir los valores a1
y a2. En términos del cálculo del P-value de una tabla
experimental, en la que ~í<~2 (con @~=x~/n1, i=l,2>, se tendrá
x1
12= ~j 12<1) =~P<i)+~ PCi) (8>
T(1)=T(x1) i—r
donde x1 es el valor realmente observado de la variable X1, y
es aquel valor que, perteneciendo a la otra cola, verifica
que T(x1gT<x1)>T<x1 -1> <pues a partir de aquí se considera
que los puntos se introducen en la RO de mayor a menor valor
obtenido por la regla de ordenación T(.> adoptada).
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Para las definiciones de los diferentes principios de
ordenación, se mantendrá la clasificación y notación de Herranz
(1992>, y asumiremos, sin pérdida de generalidad, que P1>P2 con
y que ~=l—~ , con i=1,2. Las distintas ordenaciones
dan lugar a los siguientes métodos o criterios:
1) Criterio de Colas Iguales o Simétricas: Armsen <1955>,
Hill and Pike (1965) y Oox and Hinkley <1974> propusieron tomar
a1=a2=a/2, siguiendo los modelos ya existentes en variables




es decir, las tablas entran en la RO de menor a mayor suma de
sus probabilidades de cola. Tomando como referencia este
método, Armitage <1971> propone llevarlo al extremo y afirma
que el P-value de un test de dos colas es el doble del de una
cola.
2) Criterio de tablas más improbables: propuesto por Irwin
<1935>, Freeman and Halton (1951>, Armsen (1955> y Fleiss
<1981>, es el criterio utilizado en los Paquetes Estadísticos
SPSS y BMDP, y consiste en ordenar las tablas de menor a mayor
probabilidad hipergeométrica. Este método, denotado como método
fi, da lugar a la siguiente ordenación
H 2’2<x1) = —12(x1) (10)
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3) Criterio de tablas ordenadas de mayor a menor valor de
la Diferencia de Proporciones IÚí—0212 Propuesto por Armsen
<1955>, y denotado comá método D, viene identificado por el
criterio de ordenación:
o 2’3 0c~) = 01p2 (11)
Krauth <1973>, Radlow and Alf <1975> y Berry and Mielke




pero esta definición es equivalente a la anterior, puesto que
¡ x1y2-x2y1¡=¡x1n—n1a1¡, y ordenar en función de I~¡~@2I es
equivalente a hacerlo en función de 1x1—n1a1/nI
4) Criterio de tablas ordenadas de mayor a menor valor del
Riesgo Relativo (ú1I~2): propuesto por Luna y Martin (1987). Se
le denota como método R, con
— 0~ (13)
02
5) Criterio de tablas ordenadas de mayor a menor valor de
la Odds—Ratio <x1y2/x2y1>: sugerido por Hill and Pike <1965>,
y denotado como método O, da lugar a la siguiente ordenación
O 2’5(x1) = (14)
12
Con el fin de conseguir mayor número de puntos en la RO
obtenida con las versiones anteriores (con lo que se
conseguirán tests más potentes>, Luna y Martín (1987) sugieren
incrementarla con uno de los puntos frontera, <0+1> ó <O’—1>,
si acaso estos puntos resultasen empatados por la definición
elegida y el valor a permitiese incluir tan sólo uno de ellos.
Para el desempate habría de acogerse uno de los restantes
criterios como criterio subsidiario, dando lugar así a los
métodos DE, ID, etc.
En los tests de una cola, todos los criterios
anteriormente citados producen la misma ordenación <Davis,
1986>, motivo por el que no se plantearon diferentes
definiciones. Sin embargo, al tratarse de tests de dos colas,
cada criterio conduce a una RO diferente, dando lugar a cada
una de las versiones del test exacto de Fisher a dos colas.
Autores como Armsen (1955), Luna y Martín <1987), y Herranz
<1992), han realizado comparaciones entre las diferentes
versiones, aunque tan sólo en estos dos últimos trabajos se han
comparado la totalidad de los criterios citados.
2.2.- Test aleatorizado: test de Tocher.
Tocher <1950>, con el fin de lograr que el tamaño del test
coincida con el error objetivo a <lo cual se consigue con
variables continuas, pero raras veces ocurre en el caso de
discretas, como es nuestro caso), propone un mecanismo de
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sorteo en los puntos de la frontera de la RO. La ventaja del
método es que da lugar a un test UMPU idéntico al propuesto,
con posterioridad, por Lehmann (1959).
Para el test de una cola ~ p1<p2), su propuesta
consiste en, fijado un error objetivo a, y para cada a1, formar
su RO, como en (6>, determinando un valor O(a1) tal que
C(a1)
i=r
considerando que la RO estará formada por los puntos
a1
siendo F el conjunto de los puntos C<a1>+1 de la frontera que
resultaran favorecidos en un sorteo en el que la probabilidad
de que entre en la RO dicho punto es <a—a0>/P<O<a1)+1), donde
P<O(a1)+1) es el P—value del punto O(a1>+1. A efectos
prácticos, dada la tabla experimental, el cálculo de la
anterior RO se omite, limitándose al de la diagonal a1
observada.
Para el test de dos colas, Lloyd <1988) desarrolla
explícitamente la solución de Lehmann <1959> para la ordenación
E. Así, para una tabla experimental con un valor de a1 dado, se
determinan los valores O y O’ que verifican la (7) para la
citada ordenación, y suponiendo P(C’>’CP(O) -sin pérdida de
generalidad, pues en otro caso basta-con cambiar a la variable
x2—, el punto que entra en el sorteo es el <O’—1) y lo hace con
probabilidad <a-a~ 1—a~2 ) /P<C’ -1).
A pesar de que el test de Tocher pueda parecer el idóneo
(por ser UMPU), hay un acuerdo general acerca de la
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irracionalidad de aplicarlo (ver Cap.Iv>, pues el decidir por
sorteo la posible significación de una tabla lleva a que, a
igualdad de error a, investigadores distintos pueden tomar
decisiones distintas en base a los mismos datos, perdiéndose






Este capítulo se dedica a las soluciones no asintóticas <o
exactas> para el test de comparación de dos proporciones
independientes. Este tipo de soluciones (resumidas en la Tabla
2 del Oapítulo 1> siempre serán válidas, como ya se comentó,
aunque serán especialmente útiles cuando las soluciones
asintóticas (que son más sencillas> no sean aplicables. Por
otra parte, al centrarse esta memoria en aquellas soluciones
que impliquen el principio incondicionado, la región crítica en
cada solución deberá poder determinarse antes de obtener la
muestra y sin usar su información mediante el condicionamiento,
es decir, el error real de tipo 1 del test debe poder
determinarse antes de tomar la muestra. En el test exacto de
Fisher esto no es posible pues el error real depende del valor
de a1.
Aquí se estudian y enfrentan entre sí las diferentes
soluciones no asintóticas, se señalan las relaciones que las
ligan, y también se comparan las distintas versiones de cada
solución, cuando es necesario, a efectos de elegir la óptima.
2.- TESTS INCONDICIONADOS CLASICOS
2.1.- Principio básico común : el principio del máximo.
Barnard <1945, 1941> observa que, en el muestreo
considerado en esta memoria, la Tabla 1 queda perfectamente
definida tan sólo cuando se conoce la pareja de valores
con lo que la región crítica <que notaremos RO a
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partir de aquí> para contrastar H0 no vendrá dada por un
conjunto de valores x1 para el a1 obtenido, sino por un
conjunto de parejas <x1,x2> para los ni de la experiencia. Así,
por ejemplo, el espacio muestral <EM) para una experiencia con
E y n2 6 puede representarse por los puntos del rectángulo
de la Figura 1 — 63 puntos en total—, y una posible RO sería la
marcada con * en tal figura. En general:
RCCEM={(x11x2) eN2 1 0=x1=n110=x2=n21 (1)
Card<EM) =(n
1+1> .<n2+1)
En la Figura 1, las diagonales secundarias se corresponden con
el espacio muestral del test exacto de Fisher, pues los puntos
de cada una de ellas tienen un valor constante de a1 (a modo de
ejemplo, se ha representado la diagonal secundaria con a19>.
El nombre del método incondicionado proviene de que ahora no se
condiciona en el valor a1 observado.
Figura 1
Espacio Muestral <.y*) y puntos de Una RO (*> en un test de dos
colas para EJ p1 = con n1= 8 y n2= 6. Los • y * representan
combinaciones de <x1,x2). Los puntos LII verifican la propiedad
















Una vez obtenida la RO (para un determinado error objetivo
a) por alguno de los procedimientos que se verán en la sección
2.4, el mismo Barnard indica que, en base a la <2) del Capítulo
1, el error real del test basado en ella viene dado por:
r’ (12i ~½
« ~ ‘i( ‘i a,RC ~ ><1 1<2 ¡ (2)
a1=x,+x2, a2=n—a1
y maximizando en p, por ser desconocido su valor, propone como
tamaño del test:
C= Max « (p) (3)
O <p<1
lo que constituye el princ½io del máximo. Precisamente, la
dificultad del método incondicionado radica en el cálculo de la
expresión (3).
Una vez establecido el principio del máximo, y de forma
similar a lo que ocurría en el test condicionado, cada versión
de test incondicionado clásico diferirá del resto sólanente en
el criterio de ordenación por el cual los puntos, como los
representados en la Figura 1, se introducen en la RO hasta
lograr que a* se acerque lo más posible <pero sin sobrepasarlo>
al error objetivo a.
2.2.- Las condiciones prioritarias de Convexidad y Simetría.
Barnard (1947) considera que toda RO debe verificar dos
condiciones de compatibilidad razonables:
1) Condición O de Convexidad: La RO no debe presentar huecos.
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Así, en un EM como el representado en la Figura 1, si un punto
<x1,x2> situado en la zona inferior derecha de la Figura 1 —con
> ~2’x2/n2 - es -de la RO, también deben serlo todos los
puntos que están por debajo o a la derecha de él <pues en ellos
es aún más extrema, y una de las k está fijada>:
(x~,x’) ERO Vx§ 1 O=x’2<1<2
Si <1<í~X2) ERO y 01>02 — (x’1,x2) ERO Vx’1 ¡ x1<x
1
1=n1 <4>
Así, como sucede en la Figura 1, si el punto <5,1) es de la RO
para la alternativa H1~p1>p2, también deben serlo los puntos
(6,1), (7,1> y (8,1>, y el punto <5,0). De la misma forma, si.
un punto situado en la parte superior izquierda de la Figura 1,
p1<p2, pertenece a la RO, todos los puntos situados por encima
de él o a su izquierda también deben pertenecer a la RC.
2) Condición 8 de Simetría: Sólo para tests de dos colas
<H1~p1*p2): Si el punto (x1,x2) es de la RO, también debe serlo
el punto (n1—x1,n2—x2) <su simétrico en la otra cola), así:
<x1,x2)eRC — <n1-x11n2-x2)eRC (5)
pues H1Ep1tp2 es equivalente a H1Eq1tq2 con q~=1—p~. Por
ejemplo, si el punto (8,4) es de la RO para la alternativa
H1~p15’p2, también debe serlo el punto (0,2>, como también
sucede en la Figura 1. Esta condición asegura que en los tests
a dos colas la RO será simétrica (ver Figura 1).
Aunque no todos los autores efectúan una aceptación
expresa de las condiciones O y 8, todas las versiones de
ordenación propuestas con posterioridad, en las. que no se
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expresa tal aceptación, son compatibles con ellas (ver apartado
2.4.4>, y así, imponiéndolas de antemano, se facilita la
obtención de la RO y se abrevia tiempo de cómputo <ver
apartados 2.4.5 y 2.6.2>. Es por ello que, en todo lo que
sigue, ambas condiciones son asumidas y se consideran
prioritarias a la propia regla particular de ordenación.
Finalmente, señalar que el test exacto de Fisher también
verifica su propiedad particular de convexidad (si x1 es de la
RO, con @~>k , también lo son todos los mayores que él) pero
no una equivalente de simetría, pues el simétrico del punto x1
es el n1—x1, y no está garantizado que él pertenezca a la otra
cola de error (la distribución hipergeométrica no es, en
general, simétrica).
2.3.- Método de obtención de la región crítica.
Supongamos definido un cierto criterio T<.) de ordenación
de los puntos de un espacio muestral bidimensional EM como el
representado en la Figura 1.
Para el test de una cola con • p1>p2 ,por ejemplo, los
únicos puntos de interés son aquellos en que ~1>~2 <en la
Figura 1, los puntos situados en la zona inferior derecha), y
la condición prioritaria O obliga a comenzar con una RO (RO1>
formada por el punto comer <n1,0>. La siguiente RO <RO2> se
forma añadiendo a la anterior el punto (n1—1,O> ó/y el <n1,1),
según el orden que imponga el criterio T<.), pues.el resto de
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puntos del EM quedan excluidos por dominar la condición O sobre
el criterio T(.).
Generalizando el anterior proceso, si denominamos por RO1
a la RO obtenida en un paso i cualquiera, la siguiente región
crítica RO1~1 se obtiene de la siguiente forma: Sea C~ el
conjunto de puntos candidatos a ser añadidos a la RO1, por
cumplir la condición prioritaria O, en base a la expresión <4>:
= { (1<~’1<) eEM—RC1 ¡ {<x1+l,x2) ~ (xl,x2—l)} c RCJUEM} <6)
donde EM—N
2 EM y EM dado por la (1>. Sea ~ cada uno de los
subconjuntos de C
1 tales que todos sus puntos empatan por el
criterio T<.> considerado. Así, si ti1,..., tir son los r
posibles valores distintos de T<x1,x2> en los puntos de
entonces:
Vje{í, . . ,.rl , = 1 (1<1,1<2) cc’1 ¡ T<x1,x2) =t1, 1 (7)
Si denominamos por RC1~ a cada RC~UC~~, las RO1~ serán las r
posibles regiones críticas a considerar en el paso i+1, pues
la RCse formará añadiendo a - ~ aquel punto <o puntos, si
ha habido empates) de 01 que tenga (o tengan) el menor valor
del T<.> considerado <pues, en los apartados 2.4.2 y 2.4.3, los
diferentes criterios de ordenación serán definidos en base a
ordenar los puntos de menor a mayor valor de T<.)). De esta
forma, si tjk=Min{tij~i=1. . .r} se tendrá que RCi+íROik.
Así, si lo que se pretende es obtener la región crítica
RC<a>, para un determinado error objetivo a, el proceso
anterior se repite hasta obtener una RO cuyo tamaño a*, dado
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por la expresión <a>, se acerque lo más posible, sin
*
sobrepasarlo, al error objetivo a. Si denominamos por a al
tamaño del test que produce la ROS, entonces:
Si «1=C(R01) <a — RC1~RO<«> (8)
¿Puede añadirse algún punto más a la RO(a)?:
si a’ >
1+1 — RO<a>=RC1
SI «~1+1 =« — RC(«)=R01,1 (9)
si «*11 <a — RO1,1cRO<c¿)
En las dos primeras situaciones el proceso concluye, y el error
* *real del test es a en el primer caso y a en el segundo.
Por el contrario, en la última situación —equivalente a la
expresada en <8>- el proceso anterior debe continuar
repitiéndose, aunque es claro que:
—RC<cz)=RC8 (10)
*
siendo en ese caso a el error real del test.
Si lo que se pretende es obtener el P-value de un punto
se tendrá que P=a*r=a*<RCr> con ROr la primera RO del
anterior proceso que contiene al punto (x1,x2).
Para tests de dos colas, ~ p1!=p2,la diferencia estriba
en que la condición 5 obliga a introducir los puntos por
parejas: por ejemplo, la primera RO estaría formada por los dos
puntos comer <n1,O> y <0,n2>.
De un modo general, dado un determinado criterio de
ordenación T<.), la versión de test •incondicionado a que da
lugar será denominada en adelante como método OST <aludiendo a
las condiciones o criterios que lo definen).
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2.4. — Criterios de ordenación para obtener la región crítica.
2.4.1.- Introducción. -
Las condiciones prioritarias O y 5 no producen un orden
total de los puntos de la RO <como se ha visto en 2.3>, por lo
que Barnard introduce un tercer criterio de ordenación <M>
obteniendo de esta forma el método OSM. La complejidad
operativa de este método ha dado lugar a varias versiones
simplificadoras. Algunas de estas versiones se han basado en
ideas o conceptos condicionados, por lo que están claramente
emparentadas con parte de las versiones condicionadas definidas
en el apartado 2.1.2 del Capitulo 1. De todas formas, las
diferencias también son claras, pues ahora aparecen varios
criterios no sólo a dos colas sino también a una cola, y el
hecho de no condicionar en el a1 observado provoca, entre otras
cosas, que los criterios basados en la diferencia de
proporciones y en el estadístico chi-cuadrado produzcan RC’s
diferentes, al contrario de lo que ocurría en el caso
condicionado donde daban lugar a la misma ordenación.
En los apartados 2.4.2 y 2.4.3, se definirán los criterios
tradicionales más relevantes y uno nuevo basado en el criterio
14 de Barnard. Puesto que algunos autores se limitan a
introducir un criterio T<.), alternativo al 14, sin una
aceptación expresa de las condiciones O y 5, en el apartado
2.4.4 se aclarará que el hecho de considerar estas condiciones
como prioritarias no conduce a métodos de ordenación OST
distintos a los T(.) propuestos originalmente. Pot último, en
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el apartado 2.4.5 se estudiará la relación existente entre los
P—values de un punto (x1,x2) obtenidos a una y dos colas.
2.4.2.— Criterios tradicionales.
A continuación se definen los principales criterios T<.>
propuestos en la literatura. Se mantendrá la notación expuesta
en el apartado 2.3, y los diferentes criterios se entenderán
especificados para la alternativa E1 • p1>p2 , pues la
condición 5 permite enunciarlos sólo para tests de una cola sin
pérdida de generalidad:
1) Oriterio M del mínimo. Método CSM: Barnard (1947) sostiene
que, dada una ROL, la nueva RO~+1 a considerar será aquella tal
*que el tamaño del test a ~ que produce, dado por (3), sea
mínimo. Así, RO~+1 se formará añadiendo a la anterior RO aquel
punto <x1,x2> de O~ tal que:
sea mínimo. En caso de haber empates, se añadirá a la RO~ el
subconjunto de puntos
0ik que, habiendo empatado por la
expresión <11>, su a~k=a<RC~UOIk> sea el mínimo de los
*posibles a
El criterio, denominado criterio 14 del mínimo, da lugar al
método 0514, el cual maximiza el número de puntos de la RO y,
consiguientemente, ocasiona una potencia máxima <como se
comprobará en el apartado 2.5>. La desventaja del método OSM es
que el criterio 14 conlíeva calcular la expresión <3>, ya de por
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sí complicada, en un gran número de ocasiones, y ello lo hace
impracticable <con fines rutinarios) aún con un buen ordenador.
Este problema se ha venido soslayando definiendo diversos
criterios de ordenación T<.> que, con la menor pérdida posible
de potencia y la mayor ganancia en tiempo de cómputo, permitan
construir la RO sin obtener la expresión (3> aunque, construida
*
aquella, la determinación de a exija finalmente tal cálculo,
pero ya sólo en una ocasión. Estos criterios, los más
importantes, se definirán a continuación en un orden de
exposición que, aunque no concuerda con su aparición en la
literatura ni con su importancia relativa, busca la mayor
claridad posible.
2> Criterio D de la diferencia de proporciones. Método OSO
:





3) Oriterio E de la Hiperceométrica. Método OSE: Silva <1989>
plantea ordenar los puntos de menor a mayor valor de su





4) Criterio F de Fisher. Método CSF: Boschloo <1970> y Mc
Donald et al (1977> observan que, puesto que el test exacto de
Fisher es conservador (ver 2.7 y Cap. IV> y las diagonales
secundarias de la Figura 1 (x1+x2=a1) constituyen los espacios
muestrales para el mismo, lo que debe hacerse es ampliar el
error de trabajo <av) de dicho test hasta lograr que la RO<%)
que ocasiona tenga un at lo más cercano posible (sin
sobrepasarlo> a a. Esto equivale a hacer entrar los puntos en
la RO en orden de menor a mayor valor de su 2—value obtenido
por el test exacto de Fisher a una cola. Luego, de forma




~> Criterio F’ óptimo de Fisher. Método CSF: Luna y Martin
(1987> describen la versión óptima del test de Fisher a dos
colas, consistente en construir las RO de Fisher <para cada a1>
en orden de mayor a menor valor de I~1—~2I y, en caso de
empate, en orden de menor a mayor probabilidad obtenida por la
hipergeométrica (Método DE de los definidos en la sección 2 del
Capitulo 1>. Esto sugiere ordenar los puntos de menor a- mayor
valor de su P—value, a dos colas, obtenidopor el test óptimo
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de Fisher anteriormente descrito y, de forma similar a la <8>
del Capítulo 1, será:
F’=T5(X1,X2) = $ (‘ii’) a2$i m (‘Ti’)(a2ii1=r(u) (n) (15)
s=min(a
1;n1) , r=max<O;a1—n2)
en donde, si O=<2a1n1/n)—x1 es entero y T3(C,a1—O)>T3(x1,xfl,
entonces m=C—1, siendo m=(C]+ en el resto de los casos, con
[C]+ el mayor entero inferior a O.
Aquí el criterio F’ se enuncia como si fuese a dos colas,
pero debe recordarse que en ese caso la condición 5 es
prioritaria.
6) Criterio Z del Test Chi—Cuadrado. Método CSZ : Suissa and
Shuster <1985) proponen ordenar de mayor a menor valor del
estadístico Z’ en grandes muestras:
‘01 02’
____ + ____ <16)
n1 ri2
y Garside and Mack <1967> proponen lo mismo con respecto al
también clásico estadístico chi-cuadrado:
tX1Y2~X2Y1}2
= a1a2n1n2 (17)
Dado que Haber (1987> ha probado con claridad la conveniencia
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del segundo con respecto al primero, aquí sólo acogeremos a








~> Criterio y de la máxima verosimilitud. Método CSV : Martín
y Luna (1989) proponen ordenar de menor a mayor valor de la
máxima verosimilitud:
V~T7<x1,x2) =(Z)(2)oa1í~na2 (19)
a1 1<í+1<2, ~ a1
u
8) Criterio 1 de los Intervalos de Confianza. Método OSIz
Aprovechando una idea original de Mitra <1969), que la utiliza
en grandes muestras, Martín y Luna (1986> proponen ordenar los
puntos de mayor a menor valor de la confianza <1-y> precisa
para que se solapen los intervalos de confianza exactos de una
cola para p1 y p2. Así, si P1>@2, dichos intervalos serán
(p1;1> y <O;p 2)’ respectivamente, con p como en Rao <1970>:
1
1<1 _______________________
p1= <n1—x1+l>F1+x1 ‘ ~2 (n2—x2)+(x2+l)F2
con: (20)
F2=F1~ [2<1<2+1>; 2 <¡22—1<2>]
aludiendo F11[f1;f2] al valor de la distribución F’de Snedecor
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que deja a su derecha un área de y (el error de cada uno de los
intervalos>. La decisión por E1 se tomará cuando sea p 1~p 2’
o equivalentemente, por <20), cuando:
1<1<1221<2> =FF
<1<2+1> <n1—x1+í> 1 2 (21)
de esta forma:
IET8(1<1,1<2) =y (22)
siendo y el valor que verifica la expresión (21> puesta como
igualdad.
Es claro que el número de criterios posibles para ordenar
los puntos (x1,x2> es prácticamente infinito, pero es preciso
poner algún límite razonable. De hecho, Haber <1987> propone,
además del Z’ ya descartado, otros tres criterios <no
contemplados aquí pues él mismo prueba que son claramente
inferiores a los F y Z): los basados en las estadísticos de los
tests de máxima verosimilitud, de odds-ratio y de minimum
discrimination information.
2.4.3.- Nuevo criterio. ( Aportación )
Con el fin de disminuir aún más los problemas de cómputo,
divesos autores han sugerido estimar la expresión <3>, a~ , por
el valor a = a(@> obtenido de la expresión <2> sustituyendo en
ella p por ~ = a1/n (con a1 el del último punto que entró en la
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RO), lo que da lugar a los procedimientos de tipo asintótico
*
<pues no garantizan que sea a ~ a> que se estudiarán en 2.7.4
y en el Cap. III (pues aquí se salen de nuestro objetivo>. Sin
embargo, la idea subyacente puede aprovecharse para construir
un método procedente del CSM y que denominaremos Método CSM’
.
La idea consiste en aceptar el método de ordenación de Barnard
pero en base a los valores de ~ = a~<ú), en lugar de los a*i,
*aunque el a ~ final de cada RC~ se obtenga del modo tradicional
(por la expresión (3)) para lograr así un método no asintótico.
Con ello, dada una ROL, la nueva RC1+1 se forma añadiendo a la
anterior RC aquel punto <x1,x2>eO~, con x1+x2a1 y ba1/n, tal
que:
M’tV9(x1,x2> =r<RC1U{<x11x)>) (23>
sea mínimo. Y, en caso de empates, se añadirá a la RC~ el
subconjunto de puntos
0ik que, habiendo empatado por la
expresión <23>, su &ik = a <RCiUCik) sea el mínimo de los &~. Li
posibles, siendo cada el máximo valor obtenido, por la
expresión (2>, al sustituir p por su valor ~ en cada uno de los
puntos de ~
Al criterio lo denominaremos criterio 14’ modificado de
Barnard por su similitud con el criterio 14. Esta similitud,
que también se evidencia en los resultados de la comparación
por potencias (apartados 2.5.4 y 2.5.5>, permite enunciar una
propiedad teórica <Prop.5 del apartado 2.6.2> que elimina en el
método 0514 gran parte de las evaluaciones de la expresión <~>•
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2.4.4.— Compatibilidad entre los diferentes criterios de
ordenación y las condiciones C y 5.
En este apartado se verá que el hecho de introducir las
condiciones C y S como prioritarias en todos los métodos de
ordenación no crea ningún problema, bien porque en el criterio
definido originalmente ya se introdujeron, o bien por ser
compatibles con dicho criterio.
Así, en el nuevo método definido aquí, al basarse en el
método de Barnard, estas condiciones se consideran (como allí)
prioritarias. Silva <1989> comprueba que el criterio y es
compatible con la condición 5 pero no siempre con la condición
O, por lo que la ordenación a que da lugar difiere en algunas
ocasiones de la obtenida con el método 05V. Sin embargo, esto
no conduce a problema alguno, pues Martin y Luna <1989> ya
introducen las condiciones C y 5 como prioritarias al definir
el criterio V, coincidiendo de esta forma el método de
ordenación que proponen con el CSV utilizado aqua..
La compatibilidad entre el criterio D y las condiciones O
y 5 es clara, pues ambas condiciones se basan precisamente en
la diferencia de proporciones.
Los criterios H, F y F’ basan su ordenación en la
distribución hipergeométrica, cuya compatibilidad con las
anteriores condiciones puede verse en Luna <1987> y Silva
(1989). El primero de estos autores también demuestra la
compatibilidad entre ambas condiciones y los criterios Z e 1.
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2.4.5.— El P—value a una y dos colas y el caso de los tamaños
de muestra iguales.( Aportación )
Sea RC la región crítica para el test de dos colas
(H1Hp1#p2) y <x1,x2) el último punto introducido en ella. Si ROl
es el subconjunto de RO cuyos puntos pertenecen a la misma cola
que el (x1,x2), entonces el subconjunto de los puntos de RO que
pertenecen a la otra cola <RC2> vendrá dado por la condición 5,
siendo RO=RCl U RC2. Barnard <1947> y Mc Donald et al <1977>,
observan que si al<p> y a2<p> son los polinomios en
obtenidos por la <2>, en cada cola, se tiene que
«2<p) = «l<l—p) (24)
por lo que será al*=a2*, con ai* el valor de la (3> en cada
cola. De otro lado, para el test de dos colas, como
a<p>=al<p>+a2<p), se tendrá que
«(p) = «l(p)+«l<1—p) = «(i—p> (25)
siendo
C= Max{«l(p) +al(1—p)} =2«2/ (26)
0<Pu
*donde a es el P—value del punto <x1,x2) para el test de dos
colas. Ahora bien, en todos los criterios de ordenación
anteriormente definidos, salvo 14 y 14’, el valor T(x17x2> no
varía de una a dos colas, pues depende tan sólo del punto
(x1,x2>, y no de los puntos que puedan pertenecer a la RO, por
lo que el orden de entrada en la RO coincide a una y dos colas,
de tal forma que para el test de una cola ROl coincide con la
región crítica asociada al punto <x1,x2> y al*, por tanto, con
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su P—value. Es por esto que dichos autores, en referencia a
estos métodos, concluyen que:
“Para todos los criterios de ordenación (excepto los 1< y M’),
el P—value de un punto (x1,x2) para el test de dos colas es
menor o igual que el doble de su P-value para el test de una
cola”.
La excepcionalidad de los métodos 14 y M’se justifica
porque en ellos el valor T(x1,x2) varia de una a dos colas,
pues no sólo depende del punto (x1,x2) sino también del resto
de los puntos introducidos en la RC, no teniendo por que
coincidir el orden de entrada a una y dos colas, ni teniendo
por qué ser ROl y al * la RC y el P-value del punto <x1,x2> para
el test de una cola. Así por ejemplo, para el método CSM, y en
el caso n1=8 y n26 (Figura 1>, denominemos Pl y P2 a los P—
values del punto (1,6> a una y dos colas, respectivamente, y
veamos que P2>2Pl: Para el test de una cola (H1Ep1<p2), el




y T1<1,6>C1<0,5>. En cambio, para el test de dos colas, antes
que el punto (1,6), y su simétrico en la otra cola el (7,0>, se
introducen en la RO no sólo el punto <0,6>, y su simétrico el




y T1<l,6)>T1<0,5). Así, la RO asociada al punto <1,6) será
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RO{<O~G)~<O,5),<1,6>}U{<8,0),<8,l),(7,0>}RC1URC2yloque
realmente indica (26) es que P2=a*<RC)=0.00183 < 2a~<RO1)
=0.00212. Pero para el test de una cola la RC asociada a dicho
punto no es ROl sino {<0,6),(l,6>}, siendo Pl=0.00055 y, por
tanto, P2>2P1.
En la situación especial en que n1=n2, y para todos los
criterios de ordenación, se cumple que
<1<111<2) e ROl — <1<211<1)6 R02 <y2,y1) E ROl (27>
debiéndose la primera implicación a que al ser n1=n2 se trata
simplemente de una reordenación de las muestras, y la segunda
al criterio 5 de simetría. Así, podemos entender que <y2,y1>
es, respecto de <x1,x2), su simétrico de igual cola, y puesto
que ambos puntos se introducirán al mismo tiempo en la RO, esto
dará lugar a que
«1(p) = s(fli)(~i)<í~vr2nai = «‘<í—p> (28)
luego, por la (24), será al<p>=a2(p> y, para el test de dos
colas, se tendrá que
«<p) = 2«1(p) (29)
por lo que la <26> quedará así:
C= Max<2«l<p)} = 2«1 <30>
0<P<1
pudiendo afirmarse ahora que:
“Si n1=n2, el P-value de un punto (x1,x2) para el test de dos
colas es igual a dos veces su P—value para el test de una
cola”.
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A continuación se comprobará que esta última afirmación sí
es extensible a los criterios 14 y 14’, pues aunque T(x1,xfl,
dado por a* y &‘~, sigue variando de una a dos colas, al igual
que ocurría en el caso general (n1*n2), ahora su valor a dos
colas es el doble que a una cola, por lo que el orden de
entrada en la RO no varia. La comprobación se hará por
inducción. Si denominamos RO~ a las sucesivas RO para el test
de dos colas <H1sp1*p2), y RC1~ a los subconjuntos de cada una
de ellas que contienen a los puntos con 01>02, se trata de
comprobar que las RC1~ coinciden con las sucesivas RO para el
test de una cola (H1~p1>p2>. En el primer paso está claro, pues
R011={(n1,0>} que coincide con la RO de una cola. Supongamos
que también es cierto en el paso i, y veamos que también se
cumple en el paso i+1. Si <x13xfl, con 01>02, es uno de los
puntos candidatos a introducirse en la siguiente RO, es claro
que
RO1~í=ROl~U{<xí,x2) , (y2,y1)}
serán sus RC’s, a dos colas y una cola respectivamente, para el
paso i+1, pues, por la <27>, de introducir dicho punto en la RO
también habrá que introducir su simétrico de igual cola, y los
simétricos de ambos si el test es a dos colas. De la misma
forma, cualquier otro punto (x1tx2’) candidato a introducirse
en la siguiente RO, distinto de <x1,x2> e <y23y1> y con
dará lugar a sendas RO’s alternativas que notaremos por
RO• •=RO
Rol =RO1 U{<x ,x2 >,<y2,y1>}
Se trata de comprobar que si RO1~1=RC11, entonces RCl~1 coincide
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con la siguiente RO para el test de una cola. Ahora bien, si
RO~+¡=RO~i, entonces Vj*l será
ParaM: u 4 (31)
yParaM1: &~~< 8~
y puesto que a~~=2a1~~ (Vj), se tendrá que
ParaM: «1~ < a? (32)
y Para M1: 8111 <
por lo que RC1~
1=RC1~~1 será la siguiente RO para el test de una
cola, y el orden de entrada en la RO coincidirá a una y a dos
colas como se quería demostrar.
Por último, puesto que para el test de dos colas la
función a(p) es simétrica en p0.5, expresión <25>, las
evaluaciones de a* basta realizarlas en (0,0.5] <Schawe, 1977>,
y la <a>, en estos casos, se reduce a:
*a = Max « <~) (33)
O<p=O.5
Para el test de una cola con n1=n2, la anterior expresión
también podrá utilizarse al evaluar al* pues, por la <28),
al<p> también es simétrica respecto de p=O.5. De esta forma, en
ambas situaciones <y para todos los métodos de ordenación) se
reducirá a la mitad el tiempo de cómputo <apartado 2.6.2>.
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2.5.- Selección del criterio óptimo.
2.5.1.— Las procedimientos clásicos y sus restricciones.
Hasta la fecha, los diversos autores se han limitado a
proponer diferentes versiones no asintóticas del método
incondicionado, pero la comparación de unas con otras es
prácticamente inexistente.
Cuando la variable base es continua, la comparación de
varias versiones de tests, al objeto de seleccionar la óptima,
se efectúa comparando la potencia de los mismos <a igualdad de
error a>. Cuando la variable base es discreta (como sucede aquí
con las variables binomiales subyacentes x~> surge la
dificultad de que el error objetivo a casi nunca es alcanzado,
y así las comparaciones de potencia pierden parte de su sentido
por estar basadas en tests de tamaños distintos y porque las
RO’s que proporcionan las diferentes versiones no siempre están
incluidas unas en otras <Upton, 1982).. Con todo, la ausencia de
una alternativa razonable hace inexcusable usar tal
procedimiento. A estos efectos, y bajo el principio




con RO(a) la región crítica obtenida, a un error objetivo a,
mediante la versión de test OST~ estudiada. Pero esto implica
dos restricciones. En primer lugar uno debe limitarse a algunos
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valores dados de a <a=5%, por ejemplo). En segundo lugar, una
tabla de potencias con dos entradas <p1 y p2> se vuelve confusa
—pues ningún método es - uniformemente mejor que otro— lo que
obliga a efectuar algunas simplificaciones. Así, Haber <1987>
adopta como criterio de comparación el valor de:
O(A) =Min{S(p1,p2,«>I 1p1—p21=A} (35)
Pl
o mínima potencia alcanzada en A <que es una buena medida de la
lejanía de Ha>, lo que le lleva a concluir que los métodos CSF
y CSZ son los más potentes < en el sentido descrito arriba) de
entre los 6 métodos que compara (CSF, OSZ, CSZ’, y los tres
citados al final del apartado 2.4.2>. Sus conclusiones están
limitadas por el hecho de haberlas obtenido sólo para tests de
dos colas, para un error a del. 5%, y sólo para algunas
versiones de tests. Además, las mismas varian con A <que es
desconocido> y se obtienen para un único valor de p1 <el que
hace mínima la potencia>, despreciando a todos los demás.
En otro contexto, Eberhardt and 2’ligner <1977> adopta como
criterio de comparación el área del espacio paramétrico —
rectángulo (0;1)x<0;1>- en que un método es más potente que
otro.
2.5.2.— Resolución de la segunda restricción: Potencia a
largo plazo. ( Aportación )
En nuestra opinión, al no existir un método que sea
uniformemente más potente que otro, la comparaciózvde ellos en
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base a la potencia alcanzada en diversas parejas de valores
(p1;p2> es defectuosa. Si el método A es más potente que el B
en un pequeño subconjunto E del espacio paraaiétrico, y menos
potente en el resto, de ahí no se infiere que A sea peor que E,
pues todo depende de cómo de probable sea el subconjunto E
frente al resto. Si las comparaciones de potencia desean
1’llevarse a cabo, debe asignarse una distribución “a priori a
los parámetros p~ que permita evaluar la potencia global de
cada método en todo el espacio paramétrico. Con tal fin,
asumamos que a largo plazo <en todas las ocasiones que, en el
futuro, un investigador pueda enfrentarse a un problema como
este>, los parámetros p~ siguen la distribución unif orne.
Alternativa, y equivalentemente, aceptemos que, puesto que las
son desconocidas, cualquier valor de ellas es igualmente
posible <lo que, como se ve de momento, es asumido también
implícitamente por el resto de los autores>, lo que nos lleva
de nuevo a la distribución uniforme que, además de ser una
elección natural, es un caso particular de la distribución beta
<la distribución conjugada natural para el parámetro de la
distribución binomial>. Para tests de dos colas, esto ocasiona





— RC(«) (Z J( Z xt (l—p1) flrXt~p fp2Xa (1—p2) fl2K2 dp2 (36)o
— ~ <¡211<1)! 1<2! <n2~4> 1
RC<«> XXíAX2J<flí+l) <¡2~+l)! RC(a) <J2~+lj <12a+l)
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con lo cual:
u2 de puntos de la RC<cc) <37)¡22 de puntos del espacio muestral
y así, dados n
1 y n2, una medida de la bondad de un método
incondicionado la da el número de puntos de que consta su RO
<criterio utilizado, en parte, por Upton <1982) y tan sólo en
base a su fuerza intuitiva <sin demostración>, y dado
explicitamente por Luna y Martín (1987)).
Obsérvese que, en esencia, los dos procedimientos de
comparación de potencias referidos al final del apartado
anterior hacen esto mismo, pero sin ponderar cada punto por la
potencia alcanzada en él. Así, el criterio de Eberhardt implica
asumir que cada punto del espacio paramétrico es igualmente
probable, dándole a cada uno un peso de í ó de O según que en
él sea
0A<P1’P2) mayor o menor <respectivamente) que 0B<P1,P2)•
El método actual le asigna a cada punto el peso que tiene:
e<p
1,p2>. Algo similar ocurre con el criterio de Haber. Para él
el espacio paramétrico es el conjunto de todas las parejas de
diagonales (pues plantea un test de dos colas> de valor A —
todas igual de probables—, y a cada una le asigna un peso igual
a la mínima potencia alcanzada en ella, lo que constituye
también una pérdida innecesaria de información. Se ve pues que
el criterio de Haber es el adecuado para planificar fórmulas de
tamaños de muestra o para evaluar las posibilidades de obtener
significación con una tabla experimental dada <pudiendo así
afirmar: “la potencia como mínimo será de...’), pero no para
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comparar globalmente dos métodos. Con todo, más adelante se
verá que sus resultados son compatibles con los aquí obtenidos.
Para tests de una cola, la demostración es algo más larga
y complicada. Si la alternativa es E p1>p2, entonces la
integral doble indicada en la expresión (36> debe restringirse
a la región del espacio parainétrico en que es p1>p2 (OSp1Sl,
O5p2<p1), y la densidad de la distribución uniforme en ella es








= 2S (ni)( 122)ÍPKtQY1(ÍPXZQY2dPJdP (39)
(A
2 RC<«) r<x2+í)r<y2+í) PK2qY2dpJdP
La última integral, entre paréntesis, se corresponde con la
función beta incompleta l—13<x2;n2+1,p1) <Feller, 1980; pg.182>
y, al ser ésta la probabilidad de obtener al menos
éxitos en una binomial B de parámetros <n2+1> y p1, dicha
integral será igual a:
1— 13 <1<2;n22+1,p1) = P{B<u22+1;p1)=x2+l}




y sustituyendo en ~ se obtiene:
= 2 ¿22+1 ( ‘4 ¡22+1V;. lg1Kl dp1
<122+1) ‘o5jJPí
2
(n~+1) (n2+í) y; ux1,x~
con
Z2~41f 1
U<1<111<2) = 1221 U \~~l~’ 5’ K1+S fl—,e~—S+l
y esta última integral también está relacionada con una beta
incompleta, pues
1






U<x11x2) = 3 1’(x1-*i)r<y1+í> r(x1+s+i) r <n—x1—s+2)
P <n+3)
(44)
que es la cola superior de la distribución beta—binomial, y su
relación con la cola de la distribución hipergeométrica <Raif fa








debiéndose la penúltima igualdad a que se han intercambiado
(41)
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filas por columnas, y siendo el último sumatorio, que a partir
de aquí notaremos por Pj(x1,x2>, el P—value del test exacto de
Fisher para la alternativa ~ p1-cp2, en base a los datos de
la Tabla 3.
Tabla 3
Tabla base para determinar la potencia O(a)




Finalmente, por la <41) y (45), la potencia a largo plazo
para el test de una cola a la derecha <H1Ep1>p2) será:
e<co = 2 (46)
<121+1) <122+1) R~«> P¡(x11x2)
es decir, un promedio de P—values del test exacto de Fisher. El
signo — sobre la letra F nos recuerda que el P—value de Fisher
debe obtenerse en sentido contrario <H1sp1<p2) al deseado por
el test incondicionado
2.5.3.— Resolución de laprimera restricción: Potencia Media.
( Aportación )
El criterio anterior aún retiene la desventaja de que las
conclusiones que se obtengan con él dependen del error a
utilizado, y los valores posibles de a son numerosos. Una
solución sería obtener las conclusiones ~ara lo~ errores a
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tradicionales <1~i, 1%, 5% y 10% por ejemplo> —y sobre ello se
hablará más adelante—, pero esto tiene algún inconveniente. Un
test puede ser el óptimo para el error a=5% y no serlo para los
errores a=2, 3 ó 4%, errores que pueden ser tan asurnibles como
el primero. Por otro lado, el investigador lo que desea es el
test óptimo para la tabla experimentalmente obtenida, y la
primera significación de ella se alcanza en un error a <su P—
value> que no será uno de los tradicionales. Todo ello aconseja
establecer las conclusiones en base a intervalos razonables de
a (sobre los que también se habla más adelante>. Sea pues
a1SaSa2 el intervalo de valores de a que son de interés. Dentro
de él, cualquier valor de a parece igualmente razonable, siendo
la densidad de a en tal intervalo <a2—a1fl’ <de nuevo la










la potencia media en el intervalo <a1,a2) de interés será, en
base a la (47):
= «2A<ct2) —¾A<«1> (49>
«2 «1
Sea N el número total de puntos de la RO(a) ‘para el método OST~
empleado. El método habrá ido introduciendo dichos puntos en la
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RO de un determinado modo, dando RC’s sucesivas de RO0 =
RO1, RO2 . ~ = RO (a) que, constando de N~ puntos cada una,
se diferencian de la anterior en A~ puntos <los del conjunto
que denominaremos Di>; con ello:
*
Cada RO~ da lugar a un tamaño a ~, obtenido por la <a), con
a*o=0 <a*1 <~2 < ...<a*r 5 a, y así 8(a) es una función en
escalera con saltos en los valores a~j (ver Figura 2).
El área bajo tal poligonal, que es la integral de la
expresión <48), es igual a a.8(a> <el área total del






Y sólo faltará determinar los valores de A<a) en los tests de
una y dos colas, lo que requiere obtener los valores
específicos de S(a*i). Para el test de dos colas, la expresión
<~~> en el formato actual es:
= <Vflí) (51>
e«~, =o
lo cual, sustituido en la <50), da:
1
A(a) = N«-~A1c4 (52>1-
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Figura 2
Representación gráfica de la potencia e(a) de un método
incondicionado para todos los errores de Tipo 1 menores o
iguales que a (error objetivo). Los valores a ~ de son los
tamaños que alcanza el test cada vez que en la RC se incluye
algún/os punto/s nuevo/s. El área sombreada es a veces la
potencia media entre O y a.
O a*í * *ar~í
1






Para el test de una cola a la derecha, la expresión (46) en el
formato actual es:
= 2 ~P~<D) <VI=l)
e«~> =a
donde:
Pp-<D~) = y: lt(x11x2) (54)
(X1,X2) £Dj
y P~(x1,x2) dado por la <45). Con ello:
= 2
y así, sustituyendo en la <50):
A(a) = 2 <«—afl Py(D1) (56)
a <n~+l) (¡22+1)
Por consiguiente, la potencia media se determina en ambos
casos a través de la ~ pero determinando el valor de A<a)
a través de la (52) en los tests de dos colas, o a través de la
(56> en los de una cola a la derecha. Los resultados para el
test de una cola a la- izquierda serían los mismos, pues
es equivalente a q1>q2, y basta con cambiar de
suceso: de la sí verificación del carácter a la no verificación
del mismo (permutando las dos primeras columnas de datos de la
Tabla 1).
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2.5.4.— Criterio óptimo. < Aportación )
En lo que sigue se va a realizar la comparación de las 8
versiones de tests CST~ <T~*T1~M> descritas en 2.4 <métodos
CSD, CSH, OSF, 05E, OSZ, 05V, CSI y 0514’) y su evaluación
respecto del método OSM <que, por definición, se supone que es
el más potente). Las comparaciones se efectuarán en base al
procedimiento de la potencia media 8(a1,a2>, pues es el que
resuelve las dos restricciones reseñadas en 2.5.1. y, como
consecuencia de esto mismo, es el que mejor resalta las
diferencias entre los distintos métodos <los resultados
relativos a la potencia a largo plazo O<a) se recogen en el




tests de una y dos colas.
las ganas de valores de a de:
(0%; 1%>, <1%; ~ y (5%; 10%)
pues un método puede ser el mejor para significaciones altas
<útiles para aquellos investigadores que van a aplicar el
método de Bonferroni, por ejemplo>, pero no para las moderadas
o leves.
c) Para una gama razonablemente amplia de valores de nn1+n2,
los cuales se han agrupado, sin pérdida de generalidad, en los
intervalos:
6—14; 16—24; 27—33; 37—43; 48—52
es decir, en los entornos de 10, 20, 30, 40 y SO.’
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d) Para una gama razonablemente amplia de valores de
con 2Sn15n2,los cuales se han agrupado, sin pérdida de
generalidad, en los intervalos:
K=1.OO; 1.00<lal.25; 1.25<1<51.50; 1.50<1<51.75;
1.75<1<52.25; 2.25<1<53.00; 3.00<1<54.25; 4.25<1<56.00
Se ha optado por individualizar resultados en base al valor de
1< pues nuestros primeros resultados <ver Apéndice 1) ya
indicaban que la actuación relativa de cada test no depende de
que los nj sean primos o no, o de que sean múltiplos o no, sino
sólo de la magnitud relativa <1<) de uno frente a otro, lo cual
es concordante con lo que se conoce para los tests chi—cuadrado
<Schouten et al 1980>.
Con ello, para cada método, número de colas del test, e
intervalo de valores de a , se ha determinado la potencia media
para cada tabla <pareja n1, n2) con valores de
compatibles con los valores de n y de 1< citados anteriormente.
Asimismo, con el fin de no limitarnos a muy pocas tablas ni,
por dar demasiadas, oscurecer los resultados, las tablas se han
agrupado en los intervalos de n y 1< citados anteriormente,
procediéndose a calcular <para cada agrupamiento> la media de
las O alcanzadas en cada una de las tablas agrupadas. La
globalización no es peligrosa pues previamente se comprobó, de
nuevo en base a los datos del Apéndice II, que pequeñas
variaciones en n y 1< no hacen variar la posición relativa de
los métodos. Para obtener dichos resultados, que sé recogen en
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las Tablas 4-8, ha sido preciso estudiar un total de 371 tablas
<parejas de n1 y n2), con un total de 333.252 puntos <x13x2> a
una cola y 295.475 a dos colas; por ejemplo, en la Tabla 5,
para n=16—24, el total de tablas estudiadas fue 67,
estudiándose en K=1 las siguientes 5 tablas: n1=n2 8 <1> 12.
Los datos de las Tablas 4—8 se analizan mejor si se les
presenta en forma de gráfica. Esto es lo que se hace en la
Figura 3, para un caso bastante representativo de lo que sucede
en el resto <las figuras para los restantes casos se presentan
en el Apéndice 1), y que nos servirá de apoyo en una primera
selección de los métodos más competitivos. En dicha figura no
se representan algunos métodos a partir de ciertos valores de
K pues, teniendo una potencia extremadamente baja en ese tramo,
su inclusión sólo serviría para oscurecer la actuación relativa
de los restantes métodos.
Para una cola, la gráfica situada en la zona superior de
la Figura 3, y la parte izquierda de las Tablas 4—8, muestran
que los métodos D, y, H y F’ <en ese orden> son los peores, por
lo que en adelante los excluiremos de nuestras comparaciones
<aquí, como en adelante, se omite también el prefijo OS común
a todos los métodos>. Por otro lado, los métodos 1 y F son
prácticamente iguales (con ligerísima ventaja para el 1>; dado
que ambos son inferiores al 1<’, y que el tiempo de cómputo del
1 es apreciablemente mayor que el del método F <tan sólo es
inferior al de 1<), en adelante se omite también eL método 1 de
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las comparaciones, pues las conclusiones que se obtengan para
el método F le son prácticamente válidas.
Para dos colas, la gráfica de la zona inferior de la
Figura 3, y la parte de la derecha de las Tablas 4—8, muestran
que los métodos D, y, y H son los peores <en ese orden> y por
ello son excluidos en lo que sigue. A continuación viene el
bloque de los métodos 1, F y Y’’, siendo excluido el 1 por ser
el peor de los tres y por las mismas razones que en una cola.
De entre los métodos F y Y”, el segundo actúa algo mejor que el
primero, pero siendo éste más habitual en la literatura y
siendo ambos claramente inferiores al método 1<’ y, en una
amplia gama de valores de 1<, inferiores incluso al Z, en lo que
sigue se omite el método 1’ de la presentación de resultados.
En consecuencia, tanto para tests de una como de dos
colas, nuestro interés principal se centra en los métodos 1<,
14’, Z y Y’, dándose sus gráficas de potencia en la Figura 4. En
base a estas gráficas, y para tests de una cola, puede
concluirse lo siguiente:
l~) El método más potente es sin duda el M.
2~) El método M’ es prácticamente igual de potente que el
método 14, manifestándose alguna ligera discrepancia conforme n,
a y 1< aumentan.
39) El método Z sólo es competitivo para valores muy bajos de
K (muestras muy equilibradas>, actuando bastante mal en el
resto de los casos. De cualquier forma, Z nunca es mejor que
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1M, pero sí suele ser mejor que Y’ para valores muy bajos de 1<.
42) El método Y’ es bastánte competitivo siempre (aunque es algo
peor que los M y a’>, y converge al 14’ para valores altos de K.
Para tests de dos colas las conclusiones son:
a) El método más potente es sin duda el 14, pero el E’ es
prácticamente igual que aquel.
b) El método Z sigue siendo errático, pero menos que a una
cola, actuando competitivamente en los valores bajos de 1< y en
los moderados o altos de a. De cualquier modo Z nunca es mejor
que 14’, pero sí es peor que F para valores de 1< mayores que 3
ó 4.
c) Aunque el método Y” no se halla incluido en las gráficas
comentadas, es el mejor, después de los métodos 14 y M’ , para
valores grandes de 1< (ver Tablas 4—8>.
Otros aspectos a reseñar son los siguientes:
i) Las posiciones relativas de los métodos no dependen del
tamaño total de muestra, pero sí <ligeramente> del valor de a
y, sobre todo, del valor de 1<. Un caso algo atipico es el de la
gama más baja de valores de n<6-14); la variabilidad que se
observa en sus gráficas se debe a que el valor de ~, en este
caso <en el intervalo de n considerado>, si varía
apreciablemente con n, pero, con todo, las conclusiones de este
apartado siguen siendo válidas.
u) En los tests de una cola, con el aumento de 1< los métodos
14 y 14’ tienden a separarse, y los 14’ y F tienden & igualarse,
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en tanto que en los de dos colas el comportamiento de 14 y 14’ es
similar, y sus diferencias con Y’ se mantienen constantes con el
aumento de K.
iii) Curiosamente, y contrariamente a lo que es habitual en
Estadística, la potencia máxima no se alcanza cuando los
tamaños muestrales nj son iguales, sino cuando son ligeramente
discrepantes. Con todo, la potencia de todos los métodos
disminuye drásticamente conforme 1< aumenta. La reducción de
potencia cuando es n1=n2 (en K=1> se debe a que, en este caso,
las reglas de ordenación que definen cada método ocasionan con
frecuencia empates en el orden de entrada de los puntos, lo que
obliga a introducirlos en la RO(a) en grupos de 2 ó mas puntos
en lugar de individualmente <y esto sin contar con la condición
de simetría, que provoca que el problema se agudice para los
tests de dos colas>. Ello ocasiona que el error objetivo a se
desborde con más frecuencia, por lo que la RO<a> constará de
menos puntos y el test será menos potente. Basta con que n1 sea
ligeramente distinto de n2 para que la situación de abundantes
empates deje de producirse, y de ahí el incremento de potencia.
Por último, reseñar que todos los métodos alternativos al
14 <salvo el 1 y el 14’) tienen tiempos de cómputo similares y
del orden de 10 veces inferior al del método 14’, el cual tiene
un tiempo de cómputo 8 ó 9 veces inferior al del método 14. El




Para cada ntlaero de colas (una cola columna izquierda y dos
colas columna derecha), cada intervalo de valores de a
(cabecera de cada subtabla>, cada m6todo (primera columna) y
cada intervalo de valores-de K=n2/n1tl (primera fila), en el
interior de la tabla se da el promedio de la potencia media
alcanzada en todas las tablas que verifican las condiciones
impuestas y con un n de 65n514.
G(Ot;ít)
:1.00 11.25 SISO 11.75 12.25 13.00 =4.25 16.00
6.67 9.83 8,20 7.87 7.23 4.14 4.45 3.32
6.67 9.13 8.20 7.87 7.23 4.74 4.45 3.32
6.67 9.13 8.20 7.87 7.20 4.74 4.31 3.32
6.67 1.13 8.20 7.87 7.23 4.74 4.45 3.32
6.67 8.40 7.69 7.87 7.23 4.74 4.45 332
6.67 9.13 8.20 7.87 7.23 4.74 4.45 3.32
6.67 9.13 8.20 7.87 7.23 4.74 4,45 3.32
6.67 9.13 8.11 7.87 7.23 4.74 4.45 3,32
6.30 8.81 8.11 7.87 6.80 4.70 4.45 3.32
e( It St>






























































































4.64 6.70 6.08 5.63 6.42
4.64 6.74 6.08 5.63 6.42
4.64 6.36 3.90 5.46 6.42
4.64 6.36 5.90 5.46 6.32
4.64 5.51 6.02 5.46 6.32
4.64 6.36 5.90 5.46 6.32
4.64 6.36 5.90 5.46 6.32
4.64 6.36 5.67 5.46 6.32
















































































































































































































































































Para cada numero de colas (una cola columna izquierda y dos
colas columna derecha), cada intervalo de valores de a
<cabecera de cada subtabla), cada método (primera columna> y
cada intervalo de valores de K=n2/n1tl (primera fila>, en el
interior de la tabla se da el promedio de la potencia media
alcanzada en todas las tablas que verifican las condiciones
impuestas y con un n de 165n524.
8<00:11) 8< 0%; 81 )




































































































































































































































































































































































































































































































Para cada ntlmero de colas <una cola columna izquierda y dos
colas columna derecha), cada intervalo de valores de a
(cabecera de cada subtábla), cada método (primera columna) y
cada intervalo de valores de Kn2/n1fl (primera fila), en el
interior de la tabla se da el promedio de la potencia media
alcanzada en todas las tablas que verifican las condiciones
impuestas y con un n de 275nS33.
9(0%; 1%)










































































































































































































































































42.19 40.88 39.02 36.30 32.20
42.86 40.85 38.95 36.27 32.19
48.76 40.49 38.48 33.28 28.88
48.04 39.94 37.49 34.60 30.33
41.54 39.95 38.82 35.59 31.27
40.99 39.78 37.27 34.20 29.10
40.74 39.33 37.32 34.52 30.52
40.00 38.59 36.32 33.37 29.23
37.64 35.80 34.00 31.23 27.28
9<St:800)










































































































































Xel\X ‘1.00 =1.25 18.50 =8.75 12.25 13.00 =4.25 =6.00
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Tabla 7
Para cada numero de colas (una cola columna izquierda y dos
colas columna derecha), cada intervalo de valores de a
<cabecera de cada subtabla), cada método <primera columna) y
cada intervalo de valores de K=n2/n1tl (primera fila), en el
interior de la tabla se da el promedio de la potencia media
alcanzada en todas las tablas que verifican las condiciones
impuestas y con un n de 375n543.
9<0%:It) EOt:8t)
























































































































































































































































































































9< 5%; 10% 1






































































































0591 57.30 57.9 2 57.65
OSO. 57.27 57.76 57.50
05! 56.94 S7.60 57.33
CSF 56.53 £689 56.64
ESF 56.53 57.0 7 56.74
051 56.53 56.31 6.62
0=84 56.01 56.22 51.9 1
eS’) $5,36 54.93 54.8 7
OSO 50.22 3.04 52.53
















































Para cada número de colas (una cola columna izquierda y dos
colas columna derecha), cada intervalo de valores de a
(cabecera de cada subtabla), cada método <primera columna) y
cada intervalo de valores de K=n2/n1fl (primera fila), en el
interior de la tabla se da el promedio de la potencia media
alcanzada en todas las tablas que verifican las condiciones
impuestas y con un n de 48SnS52.
e< 0%;!

















































































































































































































































































































































































































































































































Promedio de potencia media, U, en función del valor de
K=n.,/n1tl y para cada adinero de colas del test (una cola
grá!ica superior, dos colas gráfica inferior> y para los tests
y métodos indicados (485n552; l%<a55%). El orden de escritura













2 3 4 5.
k
2 3 4 5
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Figura 4
Para cada intervalo de valores de n (cabecera de cada página),
para cada intervalo de valores de a (cabecera de cada pareja de
gráficas) y para cada número de colas del test (una cola parte
izquierda y dos colas parte derecha de cada página>, se
representa el promedio, U, de potencia media en función del
valor de K=n2/n1fl para cada uno de los métodos indicados (su
orden de escritura es el de aparición, por la izquierda, en la
gráfica; cuando la gráfica del método CS14’ no se distingue es
porque está superpuesta a la del CSM).
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2.5.5.— Conclusiones. ( Aportación )
Desde la aparición del método incondicionado de Barnard
(1945> para la comparación de dos proporciones <muestras
independientes>, se han propuesto diversos métodos alternativos
que mitiguen el alto tiempo de cómputo del mismo, pero la
decisión de cuál es el mejor y la evaluación de la pérdida
sufrida por usarlos no ha estado clara. Aquí se ha estudiado el
comportamiento de los 9 métodos reseñados <uno de ellos nuevo>,
en función del nuevo concepto de “potencia media” (que es
generalizable a cualquier test con variables aleatorias
discretas), observándose que los métodos más competitivos con
el 14 <que es el óptimo> son los 14’ <el nuevo), Z, y F <más el
1 a una cola y el F’ a dos colas>, lo que concuerda y amplía
los resultados del único estudio de interés existente al efecto
(Haber, 1987>.
En lo que respecta al objetivo principal de esta
comparación <encontrar el método óptimo de entre los 8
alternativos al 14, y su evaluación frente a éste>, se ha
concluido lo siguiente:
12) El método más potente es el 14’ y su pérdida de potencia con
respecto al método 14 es nula o despreciable <a cambio de
dividir por 8 el tiempo de cómputo> especialmente en los tests
de dos colas.
2~) Durante la etapa de planificación de la experiencia, es
preferible diseñaría con tamaños n1 ligeramente
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desequilibrados, especialmente con tests de dos colas. Los
diseños muy desequilibrados (1< altos> son, sin embargo, muy
perjudiciales.
En lo que respecta al objetivo secundario de la
comparación <estudiar los métodos más habituales —z y F- y
alguno de sus equiparables —el F’—), se ha concluido lo
siguiente:
i> Después del método 14’, estos métodos son los más
competitivos.
u) Las diferencias relativas entre métodos no varian
prácticamente con n=n1+n2, lo hacen ligeramente con a, y
profundamente con K=n2/n1 <n2~n1).
iii) Para tests de una cola, el método Z suele ser preferible
al F para valores KS1,5, pero actúa muy mal en el resto de los
casos <Y’ es preferible entonces>.
iv) Para tests de dos colas, el método Z es el mejor para
valores de Ks3 <ó 4), pero actúa moderadamente mal en el resto
de los casos (F’y Y son preferibles entonces, y el primero
ligeramente más que el segundo>.
Conviene resaltar el peligro que se corre al utilizar
indiscriminadamente el método Z, tal y como hacen algunos
autores.
La Tabla 9 presenta un resumen de las conclusiones más
relevantes descritas anteriormente. Esta tabla también recoge
el tiempo de cómputo relativo <TOR>, pues la decisión de qué
método elegir en un problema práctico depende también del




Test incondicionado a seleccionar en función del valor de
K=n2/n1>l, del ntbnero de colas del test y del tiempo de cómputo
relativo (TCR) que se está dispuesto a admitir.
SELECCION
UNA COLA DOS COLAS
TCR










2.6.- Tablas y programas.
2.6.1.— Tablas y programas clásicos.
Como ya se ha comentado, la mayor dificultad del método
incondicionado radica en la resolución de la expresión <~>• Mc
Donald et al <1981> solventan el problema, para el método CSF,
obteniendo dicho máximo en una malla de (n1+n2+l) puntos <el
número de diagonales secundarias a1) equidistantes dentro del
intervalo (0,1> y, una vez localizado el intervalo del máximo,
repiten el proceso para él, hasta lograr una precisión dada. Su
programa contempla la posibilidad de obtener la RO para
cualquier error objetivo a. La adaptación del mismo para
obtener el valor P de cualquier punto puede verse en Luna
<1987). Una versión en Lenguaje O, que para algunas tablas
permite disminuir apreciablemente los tiempos de cómputo, se da
en Silva et al <1989>. Más elaborado es el procedimiento de
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resolver la <a>, para el método CSZ, dado por Suissa and
Shuster <1985>, pero el mismo sólo es válido en el caso de
n1=n2. Posteriormente, Shuster <1988> lo generaliza al caso de
n1 distintas. En cualquier caso, se hecha en falta algún
programa o estudio sobre el método 0514.
La construcción de tablas de RC con tests incondicionados
es dificultosa por estar basados en la variable bidimensional
<x1,x2>, lo que hace excesivo el espacio dedicado a ellas. Así,
dados unos determinados valores de n1,n2 y a, la RO para un
test de una cola (H1~p1<p2) requeriría dar la información
contenida en una figura como la de la esquina superior
izquierda de la Figura 1. Esto puede simplificarse dando los
(n2+1> puntos frontera de la RO obtenida (con n2 5 n1> —
aprovechando así la propiedad de convexidad —, que en nuestro
ejemplo son los puntos: (—,O),<—,1>,<O,2>,<1,3>,<1,4>,<3,s> y
<4,6). Bajo este criterio, Mc Donald et al <1977) dan tablas
de RO para la versión OSF, pero las mismas están limitadas a
los errores del 1% y 5%, a tests de una cola y a valores de
_ 15. En realidad, el espacio que les dedican <7 páginas> es
casi el doble del preciso pues distinguen entre las
alternativas B1Ep1<p2 y H15p1>p2, y la propiedad de simetría o,
equivalentemente, la permuta de las dos columnas de la Tabla 1
de la introducción, evitaría tal duplicación. Upton <1982>
indica que un modo abreviado de dar la RO anterior es con la
secuencia de sus (n2+1) primeros números (—,—,O,l,l,3,4),
aunque el procedimiento sigue requiriendo de tablas muy
extensas. Un modo de dividir por <n2+1) el espacio requerido
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para las tablas consiste en definir implícitamente la RO a
través de un estadístico apropiado, evitando así la definición
explícita de ella, lo que nos lleva a los procedimientos CSZ <ó
0Sx2). Suissa and Shuster <1985> dan los valores críticos de
estos estadísticos, pero sus tablas se limitan al caso de
(desde 10 a 150>, a = 1%, 2,5% y 5%, y test de una cola. Haber
(1986> da los valores críticos para el estadístico x~ pero sus
tablas se limitan al caso de 55n
1Sn2520, a=5% y 1% y test de
una cola. La ventaja del método es que así puede definirse la
RO mediante un único número <el valor crítico del estadístico
x
2)’ lo que ahorra espacio, y que el estadístico es familiar
para cualquier investigador (de hecho es el generalmente
utilizado como método asintótico>. La desventaja es que el
método OSZ no es siempre el óptimo.
2.6.2.— Nuevos programas.( Aportación )
En el Apéndice II se presentan dos programas que, para
cualquier tabla (n
1,n2>, permiten obtener: el primero <P.I>, la
RO<a) y el tamaño del test para cualquier error objetivo a; y
el segundo <P.II>, el valor P de cualquier punto <x1,x2). Ambos
programas trabajan tanto a una como a dos colas y para cada uno
de los métodos definidos en 2.4 <incluido el método CSM de
Barnard>.
Con el objeto de reducir el elevado tiempo de cómputo,
esencialmente debido a la inclusión del método 0514, en el
diseño e implementación del algoritmo base, común a ambos
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programas <y al utilizado para la comparación de métodos del
apartado 2.5>, se han tenido en cuenta las siguientes
características que conviene resaltar:
1) Se utiliza el Lenguaje C (Kernighan and Ritchie, 1986) por
sus propiedades de portabilidad, estructuración, etc., que,
entre otras ventajas, permiten obtener programas más rápidos,
compactos, y con una mayor accesibilidad a ordenadores
personales <Silva et al, 1989).
2) Se implementan tres propiedades teóricas <Props.1 a ~> que
disminuyen notablemente el tiempo de cómputo <TO> en todos los
métodos, y dos más <Props.4 y 5> específicas para el método
OSM, por ser el que presenta mayores problemas en este sentido.
La Prop.2 permite además disminuir el espacio en memoria de
datos, aumentando de esta forma la portabilidad.
3) El cálculo del máximo, expresión <a), se resuelve en base
a una malla, o rejilla, inicial resultante de la partición del
intervalo <0,1> en n+1 puntos equidistantes (uno por cada
diagonal>, similar a la utilizada por Mc Donald et al <1981),
evaluando tanto a(p), como su derivada a’(p>. La diferencia
principal con el algoritmo de estos autores estriba en que,
gracias a la implementación de las propiedades teóricas, se
reduce el número de puntos de la rejilla en que debe evaluarse
a(p>, simplificándose también el número de cálculos en cada
evaluación. Por otra parte, aquí es el algoritmo en su
totalidad el que se estructura en base a las diagonales de cada
espacio muestral EM considerado. De hecho, en las propiedades
teóricas, que seguidamente pasamos a enunciar, se evidencia la
conveniencia de esta estructura general.
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Prop.l .— Al final del apartado 2.4.5 se vió que, en los casos
especiales de tests a dos colas y tests a una cola con
al ser la función a(p) simétrica en p=0.5, las evaluaciones de
at basta realizarlas en el intervalo <0,0.5], por lo que, en
estos casos, la (3) se reduce a:
C= Mar ex (p) (57)
0<p=0.5
reduciéndose de esta forma el tiempo de cómputo a la mitad.
Prop.2 .- El sumatorio de la expresión (2) tendrá tantos
sumandos como puntos contenga la RC. Todos los sumandos
correspondientes a puntos <x1,x2) de la RO situados sobre una
misma diagonal <con igual valor de a1) diferirán entre sí tan
sólo en el producto de los combinatorios. Con ello, si notamos
por:
C(a1)= {<x1,x2)ERCI x1+x2=a1}
S(a1)=~ (¡2j( 122) (58)
C<S1) X1 1<2
A=<a11 C(a1)#e}=<a11 S(a1b~0}
entonces la expresión <2> queda así:
a<p)=ys<a1)pa1<í~p)a3 (59)
A
y como el número de sumandos será menor que en la <2>, pues
ahora coincide con el número de diagonales que contienen algún
punto de la RO, también disminuirá el TO <que en cada caso sera
proporcional al número de sumandos de a<p> que es necesario
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*evaluar>. Por otra parte, cada cálculo del máximo a conlíeva
múltiples evaluaciones de a(p> y, puesto que las S<a1> no
dependen del valor de p, será necesario almacenarlas en memoria
<evitando así la repetición de su cálculo en cada evaluación>,
para lo que basta con crear un vector de dimensión n+l <el
número máximo de diagonales que pueden llegar a contener puntos
de la RO). Así, la ganancia en espacio dedicado a memoria de
datos también es importante, pues, si se utiliza la expresión
<2), se necesita una matriz de datos de dimensión
<n1+1>(n2+1>=n1n2-l-n+í, similar a la utilizada por Mc Donald et
al <1981>, que permita almacenar en memoria el producto de los
combinatorios del total de puntos que pueden llegar a formar
parte de la RO.
Prop.3 .- Si denominamos 1 y D al menor y mayor valor,
respectivamente, de las a1 cuyas diagonales contienen algún
punto de la RO, y teniendo en cuenta <58), es claro que:
1,0 1 Va1<1, yVa1>D—s<a1)=o (60)
y, por la (59), se tiene:
D
a1-r
siendo la derivada de a<p):
D
«~p =y: <a1—np) S<a1)paCí<í~p)~í (62)
a1-!
y, en base a ella, si denominamos p1 y PD a los cocientes I+n
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y Den, respectivamente, se tendrá:
Va1I fla1=D:
Vp>pD: a1-np=D-np<O—a’<p)<O
Así, la función a(p> fuera del intervalo PISPSPD, o es
creciente en todo p <para valores de p’cp1>, o es decreciente en
todo p <para valores de P>PD). Luego el máximo no estará en
esos tramos, y la <3) se reduce a:
C= Mar a (p) (64)
PI=PSPD
La lógica del resultado es clara: el máximo no puede darse en
valores de p que, según la RO, no son posibles. De esta forma,
mientras La malla inicial <donde inicialmente se evaluan a<p>
y a’ <~)> se extendía a todas las diagonales, siendo el TO, en
este sentido, proporcional a n+1, aplicando esta propiedad se
reduce a aquellas que delimitan la RO, y el TO es proporcional
a D—I+l.
En los casos especiales de tests a dos colas y tests a una
cola con n1n2, la diagonal D será la simétrica de la 1 <Dn-
1), siendo PD”’PI y O<PI5Oe
5SPD<l~ y si se tiene en cuenta la
expresión <57), la <64> se reduce a:
C= Mar a (p) (65)
p
1=psO.5
siendo ahora el TO proporcional a <n—21+1>/2.
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Comparación de Tiemvos de Cómputo. Si denominamos por N al
número de puntos de la RO, y por Nd al número de diagonales que
la delimitan, el TO de un algoritmo que utilice las expresiones
(~> y <2), para el cálculo del máximo £0, será proporcional a
N<n+1>, mientras que el TC de un algoritmo que utilice las
2expresiones (64> y <sg> será proporcional a Nd . Así, una buena
aproximación a la Ganancia en TC <GTC), que se obtiene por
utilizar estas últimas expresiones, vendrá dada por el cociente
de los respectivos TO, y será:
2r
<con O una ‘constante” de proporcionalidad, y 0-1 si los
algoritmos son semejantes en el resto de los sentidos:
precisiones semejantes, etc.>. Siendo 2GTC en aquellas
situaciones en que puede utilizarse la <65) en lugar de la
<64>. La aproximación es válida para todos los métodos
estudiados <salvo el OS!’!).
Es claro que, por lo comentado en 2.6.1, los únicos
resultados clásicos con los que puede establecerse una
comparación razonable son los de Mc Donald et al (1981> <para
OSF>, pues las mallas iniciales son coincidentes, en ambos
casos se evalúa la derivada, etc. Dado que la diferencia
principal estriba precisamente en que allí no se utilizan las
Props.l—3, la GTC respecto de un algoritmo similar al de estos
autores vendrá dada precisamente por la expresión <66>. Veamos
un ejemplo de comparación del TO de ambos algoritmos, tanto en
tiempo real como por la <66>: En la tabla n
1=n2=30 y para el
test de dos colas, los TO invertidos en calcular el 2—value del
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punto <17,7) <cercano a a=0.01> han sido de 13,5 segundos al
utilizar el algoritmo de Mc Donald, y de 0,5 segundos con el
nuevo algoritmo, por lo que éste último ha sido 27 más rápido
(en ambos casos se utilizó un microordenador Tandon 386sx con
coprocesador matemático 80387sx, 16 MHz). En la RO del ejemplo,
N=480 puntos y Nd=4.7 diagonales, luego, por la (66>, y teniendo
en cuenta que se ha utilizado la (65> y que 0-1 <igual
precisión, etc.>, GTca2E,S que coincide bastante bien con la
comparación en tiempo real.
Prop.4 .— Para CSM <o situaciones, como la comparación de
métodos del apartado 2.5, en las que se calculan los sucesivos
P—values de todos los puntos de una RO>.
Si notamos con subíndice 1.1 a los valores que aluden a la
RO del paso actual, y con subíndice A a los del paso anterior,
si. PA y PN aluden a los valores de p en que se obtiene el
*
máxino a en cada paso, y si denominamos por R
0 al conjunto
formado por el punto <o los puntos> que se ha <o han) añadido
a la anterior RO, y por a0(p> a su contribución a las
expresiones (2> ó ~ se tiene:
RCN = RCA +
(67)
«u(P) ‘«A(P) +ct0<p)
Dependiendo precisamente de siR0 contiene uno o varios
puntos, se pueden dar varias situaciones, que agruparemos en
dos. Dado que la primera contempla aquellas situaciones ‘en que
tan sólo es aplicable la expresión (64>, y no la (65>, esta
será la de mayor interés aqux.
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a> Tests a una cola, con n1*n2: Supongamos, en un primer paso,
que R0={<x1,x2>} (que sólo se ha introducido un punto en la
RO>. Esta situación es la más frecuente en este grupo y, por
ser éste el de mayor interés, será la más importante. Aquí
a0<p), y su derivada a’0<p>, serán:
\. 1<i A ><2)
y si p0=a1”9-n, es claro que la función a0<p) será estrictamente
creciente si p<p0, estrictamente decreciente si p>p0, y que el
máximo se alcanzará cuando p=p0. Luego, teniendo en cuenta la
<67) y que aA(pN>saA(pA>, se tiene que:
Cuando PA>PO! Si PN>PA 1 — «~ <~~> <¾ (VA) — «>¡<P1~7) <«N<PA>
Cuando PA<PO: Si PN<PA
y puesto que aN(pN>~aN<pA), se llega a un absurdo, por lo que:
Si PA>PO — PN~PA
SI. PA<PO — PN=PA (70)
y así la (3), y —por la Prop.3— la (64>, se reducen a:
Si PA>PO! «N Max«~<p)
PI=PSPA
Si VA<PO: «N MaxczN<p> (71>
PA=PSPI,
S.i PA=PO: «N %<PA>
debiéndose la última expresión a que se han maximizado los dos
sumandos de la <67>.
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En el caso de que R0 contenga r puntos <r>1>, habrá r
valores P01,~• ,Por para PO, y se tendrá:
Si: P?Ma1<1{p01}. «¿= MaxccN<p)
PZ=P=PA (72>
~ PA~ Mini<p01}: «,7=Ma.x«N<p)
PA~P~PD
y si Min~{pO~}<pA<Max~{pO~}, que son las situaciones que no
contempla la <72>, esta propiedad no tendrá utilidad, y la
única reducción posible de la <~> será la expresada en la <64>.
b) Tests a dos colas, o a una cola con n1=n2: En estas
situaciones, en cada paso se introducen varios puntos en la RO,
pues cuando entra un punto en la RO también entra su simétrico
<a dos colas por la condición 5, y a una cola con n1n2 por la
propiedad comentada en el apartado 2.4.5, expresión <27)).
Precisamente por esta situación de simetría Max~{p0~}=l—
Min~{p0~}, y lógicamente Min1{p0~}sO.5 y Max~{p0~}~O.5, y puesto
que en la reducción de (65> ya nos habíamos limitado a los
valores de psO.5, en caso de que pA~Max~{pO~}~a.5, bastará con
tener en cuenta que lpA5Min~{pO~}5O.5 y que al ser a<p>
simétrica respecto de p=O.5, en ‘~PA también se obtiene el






y si Min~{pOI}<pA<MaxI{pO~}, la (~> se seguirá sustituyendo por
la <65>.
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Prop.5 .— Sólo para el método CSM. Manteniendo la notación del
apartado 2.3: Sean RC~ las sucesivas RO y a~ los sucesivos
tamaños del test a que dan lugar. Para cada ROL, el método OSM
debe discriminar cuál de las RO~~ posibles <al aplicar la
condición O) será la RO1~1. De esta forma el método OSM obliga
a calcular no solo las a*~ <como el resto de métodos> sino
*también todas las a en cada paso i. Esta propiedad trata de
*
reducir el número de cálculos de las a ~ y, por tanto, el
número de máximos a evaluar. Así, si en vez de calcular las
*
a tan sólo se evalúan las a~~(b~>, como en el método OS?!’, se
tendrá que:
2j=kI «lk<Ok> = min~{a1~(O~) 1 (74)
y dado el gran parecido entre las ordenaciones de ambos
criterios <14 y 14’), que puede constatarse en los resultados de
la comparación establecida en el apartado 2.5, en gran parte de
las ocasiones la RO~~ elegida coincidirá con la ROjk <pues, por
la ~ esa sería la RO elegida por OSM’ en una situación
*
similar>. Así, puesto que Vj: ~ y evaluando tan sólo
un máximo, a~k, se puede asegurar que:
Si Vftk: «jyCfij> > «1k } — 0*1<: « 1< «1k
<75)
_ *
« 1.i .1k Y RO —RO
—ex i.1 1k
Conviene resaltar que, cuando se cumple la condición
expresada en (75), tan sólo se evalúa un máximo para conocer
*
a ~ <como en el resto de métodos>.
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2.6.3.- Nuevas tablas.( ADortación )
Dado que no siempre el investigador tiene a su disposición
un ordenador o el programa preciso, ha sido tradición el
facilitar las tablas apropiadas para obtener una RO relativa a
una tabla concreta de un experimento. Así, de una forma más
rápida, cómoda y sencilla, basta consultar dichas tablas para
obtener la significación o no de un estudio, o una idea del P—
value correspondiente <PS1%, 1%<P~5%, etc.>.
Los defectos de las tablas clásicas incondicionadas ya se
comentaron en el apartado 2.6.1, pero pueden resunirse así:
12) Se han presentado tablas de RO para alguno de los métodos
exactos, pero nunca para el método exacto óptimo (CSM).
2~) Se consideran pocos valores para los n1 <o sólo para el
caso en que n1=n2> y los valores de a no son siempre los más
usuales.
32) Las tablas se limitan a test de una cola.
42) Algunos autores distinguen entre las alternativas H1Ep1>p2
y H1sp1<p2, lo que ocasiona una duplicación innecesaria del
espacio requerido para la presentación de las tablas.
Todos estos problemas se solventan en las tablas de RO que
se presentan en el Apéndice III (Tabla 10>. En estas tablas se
especifican las RO’s, construidas por el óptimo de entre los
métodos exactos <test OSM de Barnard>, para tests de una y dos
colas simultáneamente, para valores de a de 10%, 5% y 1% (los
más usuales>, y para tamaños de muestra nj, con i=l,2, tales
que 25n15n2S25, tamaños suficientemente grandes cuando se
trabaja con tests exactos. De esta forma se ‘ evitan los
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problemas comentados en los puntos l~> a 32>. Respecto al punto
42), y con el fin de minimizar el espacio requerido para tales
tablas, éstas han sido organizadas pensando en una reordenación
adecuada de la tabla original. Por ello, antes de utilizarlas,
es preciso “obligar” a la tabla experimental a que verifique
las siguientes condiciones:
l~) Se obliga a que sea n1=Min<n1;n2>, pues si en una tabla
experimental como la Tabla 1 es n1>n2 basta con intercambiar
las dos filas de datos de la tabla.
2m> De entre las dos columnas de datos de la Tabla 1 se eligen
como valores xj a los que verifiquen que x1/n1>x2/n2, pues en
caso contrario bastará con intercambiar las dos columnas de la
tabla. De esta forma, para los tests de una cola, basta con dar
la RO tan sólo para la alternativa H1sp1>p2.
Con las precauciones anteriores, se evitan duplicaciones
innecesarias en la construcción de las tablas, y con la primera
se logra además que su longitud sea mínima (pues, al ser
el rango de valores de x1 será más corto que el de x2).
Con todo ello, para cada terna <n1, n2, x1), los valores
críticos de la tabla aluden al máximo valor de x2 para obtener
significación al nivel elegido.
Las tablas de RO se han obtenido en base al programa P.I
del Apéndice III. Si se desea obtener una RO para un a, o una
de las parejas de valores nj, no contemplados aquí, habrá de
recurrirse a él. De la misma forma, si se quiere calcular el P—
value exacto para una determinada tabla experimental habrá de
recurrirse al programa PAl contenido en el mismo Apéndice.
Ambos programas fueron comentados en el apartado anterior.
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2.7.- Otros presuntos tests incondicionados.
2.7.1.- Introducción.
Los tests que se verán en este apartado, son tests
clásicos bajo la filosofía incondicionada, pero no pueden
considerarse exactos <aunque parte de ellos se han propuesto
como tales>, bien porque voluntariamente van a dar tests
conservadores para facilitar cómputos, bien porque, por la
misma razón, permiten que se desborde el error obetivo a.
2.7.2.— Tests incondicionados basados en cotas.
Ya se comentó en el Capítulo 1 que, bajo H0~p1p2, la
probabilidad de una configuración como la dada en la Tabla 1,
viene dada por P(x1,x2¡n~,p>, si se trabaja con la metodología





Pearson (1947> hace notar la siguiente relación entre ambas
probabilidades:




Por otra parte, dado un error objetivo a, en el test exacto de
Fisher para cada a1 se obtiene una RC<a1> y, denominando a(a1)
al tamaño del test que produce, será
RC<a1)
con lo que, bajo el criterio de ordenación actual, definiendo
RO= U RO(a1), se tiene que
ex (p) =>j .P<x1,x21n1,p) =j~j P<a11n1,p) a <a1) =« (80>
RC’ at
con a—a(p) dependiendo de p. Por lo tanto, el test exacto de
Fisher también puede ser considerado como un incondicionado. La
*ventaja es que se evita el cálculo del máximo a , dado por la
<a), pues al ser válida la <80) en todo p, para cada a1 se
tendrá que
C s«<a1)=a (81)
bastando con obtener la RO para el a1 observado. Sin embargo,
es claro que el test exacto de Fisher en definitiva actúa como
condicionado, no heredando las ventajas de los incondicionados.
Así, por la expresión (81>, también es claro que a<a1> tan sólo
será una cota superior de a* y, como podrá verse en el
siguiente apartado, una cota poco fina, por lo que la expresión
<81) lo único que nos indica es el conservadurismo del test
exacto de Fisher <lo que se verá con detalle en el Cap. IV).
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2.1.3.— Nuevos tests incondicionados basados en cotas.
< Aportación )
a) Tests de una cola: Supongamos que partimos de una tabla
experimental (x1 ,x2 ) con x1’+x2’=a1’, cuyo P—value a una cola
por el test exacto de Fisher es P~<a1’)=P~. El método CSF obliga
a que en todas las diagonales a1 sea PF<al>SPF, y si RO es la
región crítica obtenida por el método OSF, ésta dará lugar a un
P—value para la tabla observada, dado por la <a>, que
denotaremos por P1~, y que será
PÍF=Maxcz<p)= lqax <V’(fll )( ¡22)pOaqda) (82)





en donde a1eA, con O(a1) y A como en la expresión (58). Así,
puesto que PF<al>~PF, se tendrá que
PIF=PFMaX<E( ~ Y Alq&2) (~4>
y, por tanto, que
~‘XF ~ (85)
siendo siempre (a una cola> más significativo el in¿ondicionado
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que el condicionado. Por otra parte, si se tiene en cuenta que
el máximo de una suma de funciones es menor o igual que la suma
de sus máximos individuales, por la <82) y (83> es claro que
.21F=y:PF(al)( ¡2) <a1> <a2> (86>
a1 ¡2 ¡2
y, por último, que
PIF=PFS( n)aataaz
La cota dada por la (86), aunque es la menos sencilla de
calcular, pues es necesario evaluar todas las P7<a1>, es válida
no sólo para el método OSF sino también para el resto de
métodos incondicionados. Sin embargo, la cota dada por la <87>
no sólo es menos fina que la dada por la <86>, sino que puede
ser incluso menos fina que P~, pues el sumatorio de la <87> no
tiene porque ser menor que la unidad, como puede comprobarse en
el siguiente ejemplo: Para n1=8 y n2=6 <Figura 1>, el P—value
de una cola para el punto (1,5> por OSF es con
RO={<O,6>,<1,6>,(O,5>,(2,S>,<O,4>,<1,5)} y Acon un total de
cinco diagonales, de la a1=4 a la a1=8, siendo P~=O,Ol632. El
sumatorio de la <87) es igual a 1,08, siendo por tanto la cota
dada por dicha expresión menos fina aún que Pr,, siendo
descartada de aquí en adelante. Por último la cota dada por la
expresión <86) es igual a 0,01002, algo más fina que P~.
b) Tests de dos colas: En este caso, si para cada diagonal a1,
denominamos P’~<a1) al P-value en la otra cola bor el test
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exacto de Fisher, la <83> quedará así:
aL ~ a
1)
y, puesto que ahora el método OSP también obliga a que en todas
las diagonales a1 sea P~(a1)~P~, por la <85) se tendrá que
~ =2P~. (89)
luego <a dos colas) tan sólo se podrá afirmar que el
incondicionado <CSF> es más significativo que el condicionado
para la versión de Armitage de doblar el P—value de una cola.
Sin embargo, bajo el mismo razonamiento que para los tests de
una cola, si en la <86) se sustituye PF<al> por P~<a1)+P’7<a1>,
también se obtiene, como allí, una cota más fina y válida
igualmente para todos los métodos incondicionados:
a1
Siguiendo con el ejemplo anterior, a dos colas P1rO,O1294, y
puesto que la RO contendrá los mismos puntos que antes más sus
simétricos en la otra cola, ahora serán siete el número de
diagonales (de la a1=4 a~la a110>. La cota dada por la <89>
será 2P~=O,O3264, siendo más fina la dada por la (90) que es
igual a 0,01649.
Por último, conviene reseñar que, en cualquier caso, la
mejor de estas cotas siempre dará lugar a un test de tipo
conservador.
87
2.7.4.— Tests incondicionados que permiten desbordar a.
Ya se comentó •con anterioridad que la dificultad del
método OS?! se debe a que tiene que calcular la sumatoria
indicada en la <2> y maximizaría en numerosas ocasiones, en
tanto que el resto de métodos OST1 tienen una dificultad de
cómputo inferior pues sólo deben maximizar la (2) en una
ocasión. Al definir el nuevo método OS?!’, también se comentó
*que diversos autores han sugerido estimar el máximo a , dado
por la (3), por el valor &‘~=a<@) obtenido de la expresión <2>
al sustituir en ella p por Ú=a1/n (con a1 el del último punto
introducido en la RO>, lo que da lugar a procedimientos con una
dificultad de cómputo inferior <pues tan sólo deben evaluar la
sumatoria indicada en <2)). Cada método exacto OST~ dará lugar
a un método OStJ~ <entendiendo que el criterio T1 sirve en ambos
casos para construir la RO), que denominaremos semiexactos por
estar a medio camino entre los exactos que se han visto en este
capítulo y los aproximados que se verán en el Cap. III. Así,
Wilson <1941>, Liddell <1978) y Burstein <1981> —que denomina
al siguiente test como “test binomial incondicional”- proponen
el método CS~, y Storer and Ohoongrak <1990> el OSZ. La única
evaluación disponible es la de estos últimos autores, los
cuales —para tests de dos colas y una amplia gana de valores de
a y de nj~ comparan los dos métodos anteriores, el test OSZ, el
test exacto de Fisher, y varias versiones <condicionadas e
incondicionadas) del test aproximado ~2, decantándose
finalmente por su método (052>. El procedimiento de comparación
(que se verá con mayor detalle en el Cap. III, Aptdo. 3.5.2> es
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doble: 1> En base al porcentaje de tablas en que un método no
es excesivamente liberal, lo que les sirve para evaluarlo
individualmente; y 2> En base al porcentaje de tablas en que un
método se aproxima apreciablemente más al error nominal a que
otro, sin ser demasiado liberal, lo que les sirve para
evaluarlos comparativamente. Las críticas y comentarios son
varios: a> Se mezclan métodos aproximados con exactos, y
condicionados con incondicionados, omitiéndose sin embargo los
métodos aproximados incondicionados más competitivos (que se
verán en el próximo capítulo>; b) Falta la evaluación para el
caso de una cola; c) No parece razonable comparar un test
exacto como CSZ <con graves problemas de cálculo> con un
semiexacto como los de este apartado <con algún problema de
cálculo>, o con uno aproximado como y derivados (con ningún
problema de cálculo>; d> Su criterio 1) controla la
liberalidad, pero no el conservadurismo, lo que ocasiona, según
sus propios datos, que el propio test exacto de Fisher sea
aceptable por dar un 0% de liberalidades. Esto mismo hace que
su criterio 2) sea defectuoso pues ocasiona (de nuevo según sus
datos> que tun método aproximado pueda ser preferible al
exacto 1 <cuando el a~ del primero está entre el a nominal y el
£0 del exacto). Burstein (1981) comete un error similar al
comparar favorablemente el método CS~ con el método OS?!, pues
no establece control sobre el tamaño real del test. Así, para
n1=5 y n2=11 en el punto <3,11> obtiene un valor P de 0,038 por
el test OSÓ, en tanto que el valor P para p
0,60 es de 0,079
con lo que, para ese valor del parámetro perturbador, el tamaño
del test es más del doble del indicado por el test OSb.
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De un modo general, puede decirse que, a diferencia de los
métodos OST~, que son procedimientos exactos, los métodos OSt,~,
son un ejemplo del método de estimación para la eliminación de
parámetros perturbadores, siendo por tanto procedimientos
asintóticos <aunque de un calibre diferente al de los métodos
que se estudiarán en el Capítulo III) pues no garantizan que
a*Sa. Yates <1984) también se opone a este tipo de tests
indicando que, de aceptar los mismos, habría que aceptar
también que una normal tipificada en la que a <desconocido) se
sustituye por la desviación típica s de una muestra, sigue una
distribución normal <en lugar de un distribución de Student).
2.8.- Clasificación.( Aportación )
El método OS?! tiene una gran dificultad de cómputo
(diganos que de arado ~> pues debe calcular la sumatoria
indicada en la (2) y maximizaría muchas veces, en tanto que el
resto de los métodos OST~ tienen una dificulatad de cómputo
inferior <digamos que de orado 2) pues sólo maximizan la <2> en
una ocasión. Sin embargo, dos de ellos, los métodos OS?!’ y 051,
tienen una dificultad intermedia <2,5> pues, pese a maximizar
la <2> tan sólo en una ocasión, la construcción de la RO es
laboriosa en ambos casos. Todo ello se refleja en los tiempos
de cómputo relativos <TOR), ya expresados con anterioridad en
la Tabla 9. Cada método CST~ de grado 2 da lugar a un método
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Finalmente señalar que si bien los métodos descritos
tienen un grado de dificultad descendente, en la práctica
ninguno puede llevarse a cabo “a mano”. Este sí es el caso de
los clásicos métodos de chi—cuadrado o de la t de D’Agostino et
al (1988>, que se verán en el Capitulo III, y cuya dificultad
es por tanto de orado O. Los métodos de grado 3 a 2 son
procedimientos no asintóticos <a veces denominados exactos>
;
los de grado 1 y O son asintóticos <a veces denominados semi
—
exactos los primeros y aproximados los segundos>. El P—mid,
desde el punto de vista incondicionado de Hirji and Elashoff
<1991), también es un procedimiento de grado 1 (semi—exacto>.
La Tabla 11 resume la clasificación.
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3.- TESTS DE ALEATORIZACION.
3.1.- Introducción.
En el Capitulo 1 ya se comentó que cuando, como sucede en
los Ensayos Comparativos, los n individuos de una muestra se
reparten al azar entre dos tratanientos que producen, en cada
uno de ellos, un efecto positivo <A) o negativo <1>, hay
justificaciones teóricas <Lehmann, 1959> para emplear un test
de aleatorización a fin de decidir si ambos tratamientos son
igualmente efectivos <H0> ono <E1>. El cr’eciente desarrollo de
los Ensayos Clínicos ha contribuido a poner de moda el
problema.
La función de probabilidad de la distribución
hipergeométrica <dada por la expresión (~> del Capítulo 1>
puede entenderse como la probabilidad de que x1 individuos
tengan un efecto positivo cuando se extraen al azar
individuos de un conjunto total de n (a1 de los cuales dan
efecto positivo). De ahí que, desde el punto de vista
condicionado, el test exacto de Fisher solucione también el
problema actual. En este apartado se verán las diferentes
versiones incondicionadas que se han propuesto para el test de
aleatorización.
3.2.— Testa incondicionados.
Ballatori <1982> propone cambiar el condicionamiento de
Fisher <de que han sucedido a1 respuestas positiVas) por la
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suposición incondicionada de que es posible cualquier valor de
la variable aleatoriá A1 <compatible con los ni>. Su
interpretación de tal hipótesis es que ello significa que es
igualmente probable cualquier secuencia de n resultados
positivos y negativos, lo que le lleva a concluir que, bajo H0,
y omitiendo condicionar en n~ que se da por supuesto, la (2)
del Capítulo 1 será:
~~11~2 (91)
Martín and Luna <1987) observan que la hipótesis de
Ballatori es equivalente a suponer que la proporción de
resultados positivos es de 1/2, por lo que Ballatori está
contrastando en realidad la hipótesis E0 E p1=p2<=p>=l/2, lo
que es una suposición bastante fuerte. De hecho, la (91) no es
otra cosa que la expresión <2) del Capitulo 1, calculada en
p=1/2. Dichos autores asumen que, puesto que se desconoce la
abundancia real de respuestas positivas, cualquier valor de A1
es igualmente probable, y así, bajo E0:
1= _____ 1<~ 1<2 (92)
(n+i) (~)
Ballatori (1987) indica que ambos procedimientos son un
caso particular de otro más general, pues como en la (77>:
P<x1,x2) =P<a1> P(x11a1) (93)
con P(x11a1> dada por la <3) del Capítula 1 (la función de
probabilidad de la distribución hipergeométrica>, un
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procedimiento diferirá de otro según el valor asumido para
P<a1). Cuando es
.P<a1) =(n)÷2n (94)
se obtiene la expresión (91); cuando es P(a1>=1/(n+1> se
obtiene la (92); y cuando es P(A1a1>=1, y O en el resto de los
casos, se obtiene la <3> del Capítulo 1, dando lugar al test
exacto de Fisher. La forma que adopta P<a1) depende pues de la
información a priori que se posea al respecto.
Sea cual sea el caso, la RO sobre la que sumar las
probabilidades P(x1,x2> para así obtener el P—value de una
tabla particular, puede definirse por cualquiera de los
procedimientos señalados en el apartado 2.4. Así, el método CSD
<ordenación adoptada tanto por Ballatori como por Martin and
Luna) puede explicitarse indicando que el P—value de una cola
para una tabla experimental (x1’ ,x2’> con valor t(x2’1n2>—
(x1’/n1)>O, viene dado por
= S~<~1,~2> (95)
RGV
con ROD{(x1,x2)¡flt> y T=<x21n2)—(x11n1>. Para tests de dos
colas será ~‘A=
2~A• A efectos de cálculo, Martín and Luna
<1987> prueban que la ROD puede definirse más comodaniente así:
Max lo; a







con [x§ <ó [x]+> aludiendo al primer entero menor o igual <o
mayor o igual) que x. Denotando por P~ y ~M4 a los P—values
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obtenidos al sustituir en la (~~> las expresiones <91> y <92>,
respectivamente, los mismos autores comprueban asimismo que en
general (y especialmente en grandes muestras) es P~<P~, con




El problema que se plantea con la expresión <2> del
Capitulo 1 es, como ya se ha comentado, que el valor del
parámetro p no es conocido. Un modo de zafarse de él consiste
en asumir que el valor de p en un experimento particular
proviene de una extracción aleatoria de una distribución dada
que notaremos por f(p). Esta metodología ha sido introducida
por Rice (1988> y Martín and Luna <1987), denominándola
Pseudobayesiana por estar a mitad de camino entre la Clásica y
la Bayesiana, aunque conviene hacer notar que en esta memoria
el término pseudobayesiano no se utiliza en el sentido en que
lo hacen Bishop et al <1975) <pues allí la distribución f(p>
depende de los resultados obtenidos>. Estos autores indican
que, puesto que p es desconocido, puede asumirse que cualquier
valor de él es equiprobable, por lo que proponen asignar a p la
distribución uniforme: el primero por un método condicionado,
los segundos por uno incondicionado. Los partidarios del método
Bayesiano saben que la forma más apropiada para f<p> es la
distribución Be<r;s>, con Be aludiendo a la distribución beta.
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La razón es que ella tiene una forma ideal que, siendo
conjugada de una binomial, permite obtener fácilmente las
distribuciones predictivas o las distribuciones finales.
Precisamente por este motivo, lo que se hace aquí es
generalizar la anterior solución incondicionada de Martín and
Luna, asignándole a p una distribución beta. Una generalización
similar para el caso condicionado puede verse en Herranz
<1992)
4.2.- Tests incondicionados.
4.2.1.— Solución de Martin and Luna.
Martín and Luna (1987>, al sostener que f(p> debe ser la
uniforme en el intervalo [0,1], obtienen la misma expresión
<92> de aleatorización para el valor de P<x1,x2), lo que
evidencia, como señalan los mismos autores, la clara relación
existente entre los tests de aleatorización y los
pseudobayesianos. El P—value para la ordenación CSD vendría
dado como allí aunque, como ya se dijo entonces, también podría
utilizarse cualquiera de las ordenaciones definidas en 2.4.
4.2.2.— Generalización <Aportación
)
Dado que, bajo H0 <y omitiendo condicionar en n1 y n2):
todo método incondicionado dependerá de P<a1), que a su vez
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depende de la densidad f<p) a través de:
1 xl
P<a1) =fff<nPaiI~dp=l
Cuando sea f<p>aBe(r;s), aludiendo Be a la distribución Beta,
si se integra en (98) y se sustituye en <97) se tendrá que
~2 U<a1+r)r<a2+s> r(r+s
)
Y 1<2) P(n+ +s) r<z)r<s> (99)
En ausencia de información, lo usual es suponer que es r=s=l
<distribución uniforme: Bayes, 1763> o que r=s=O,5 (Jeffreys,
1946>, si bien esta última parece más conveniente por ser la
que incorpora menos información ajena a los datos <distribución
a priori mínimo informativa: Bernardo, 1979>.
Así, cuando es r=s=1 <uniforme>, la (99> se convierte en
la <92), que es la propuesta por Martin and Luna <1987> y,
cuando es rs=O,5, la (99> se convierte en:
1111+1mt k <’A~4~ a1—O.5) (100)
si se acepta que la notación combinatoria es válida también
para números decimales.
Hay varios antecedentes del método. Barnard <1947, p.131>
da una débil sugerencia del método actual, pero añadía que en
muy raras ocasiones se dispone de una información nula acerca
de p. Liddell <1978) hace algo parecido en una nota a pie de
página. Garside and Mack <1968> proponen los valores r=s=1 y
r=s=2 para la ordenación OSZ. Upton (1982>, para seleccionar el
test óptimo, propone calcular E{a<p>} parauna f<p> dada.
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4.2.3.— Discusion.
Como se ve, los tests incondicionados de aleatorización y
pseudobayesianos son equivalentes <Martín and Luna; 1987;
Ballatori, 1987>, radicando la diferencia en que los primeros
asignan una distribución supuesta a a1 y los segundos la
asignan a p, relacionándose ambos a través de la <98>. Así,
f<p=O,5>=1 ocasiona que la <97> de lugar a la <91>, y si.
f<p)~Be(1;1> que de lugar a la <92>.
La única discusión al efecto es la del artículo de Rice
(1988), donde Hill y Barnard critican el método. Es de suponer
que la crítica también será extensible a las versiones aqua.
contempladas. A ambos el procedimiento les parece arbitrario.
Al primero porque, si bien las aj proporcionan alguna
información acerca de la diferencia de proporciones, la misma
no puede utilizarse haciendo suposiciones sin fundamento
<puesto que la metodología usada es la condicionada, Hill hace
referencia expresa al test exacto de Fisher donde no se hace
suposición alguna); al segundo porque tales tests pueden dar
significaciones no sólo porque sea p1*p2, sino también porque
la distribución de p no sea la correcta. Rice apoya el método
indicando que cuando se tiene una información absoluta acerca
de p <p=p0>, la sustitución de PO en lugar de p en la (2) del
Capítulo 1 da lugar al test binomial incondicional <apartado
2.7.4); cuando no se dispone de información alguna, lo lógico
es asumir como igualmente posible a cualquier valor de p;
cuando se dispone de alguna información acerca de p <de otras
experiencias>, ella debe y puede insertarse en el problema en
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un modo similar al realizado aquí. El método contiene como
límite a los clásicos, y varía según el gradiente de
información obtenida acerca de p. Así pues, la gran dificultad
de la filosofía actual es que el control del error se realiza
a largo plazo, y que el test puede ser significativo no sólo
por azar o porque la hipótesis nula sea falsa, sino también
porque la distribución a priori asignada al parámetro
desconocido p sea errónea. La suposición de que
f<p)EBe(O,5;O,5> tiende a aminorar la incidencia de tal error.
Por otra parte, Herranz <1992) comprueba que la solución
condicionada de Rice (y su extensión) o es más conservadora que
el propio test exacto de Fisher o es de dudosa aplicación por
razones teóricas <incluye ‘dos veces en el test la información
del a1 obtenido>. Luego, si se acepta la filosofía
pseudobayesiana, el método más adecuado es el incondicionado
dado por la <~~> y, de sus distintas versiones, la más adecuada
en el caso de ausencia de información, es la dada por la <100>.
5.- DISCUSION.
5.1. - Introducción.
En este capitulo se han estudiado las diversas soluciones
incondicionadas no asintóticas para el test de comparación de
dos proporciones independientes, agrupándolas en varias
familias (ver Tabla 2 del Capítulo 1): tests clásicos, tests de
aleatorización y test pseudobayesianos. En cada una de ellas se
ha procurado elegir la versión óptima en algún sentido <cuando
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ha habido lugar para ello). Para esta discusión queda el
enfrentar entre si las tres familias incondicionadas. El
enfrentamiento entre las metodologías condicionada e
incondicionada, debido a su importancia, se verá con detalle en
el Capítulo IV.
5.2.- ¿Tests clásicos o no?.
Puesto que ya se ha comentado la equivalencia entre los
tests de aleatorización y los pseudobayesianos (apartado
4.2.3>, aquí tan sólo resta enfrentar ambas metodologías con la
filosofía clásica.
Aún sin olvidar la defensa que Rice hace de la metodología
pseudobayesiana, y las críticas que de esta realizan Hill y
Barnard, hay que decir que el enfrentamiento de dicha filosofía
con la clásica es difícil. Los puntos de partida son distintos
y los resultados no son lícitamente comparables. De un modo
general, la filosofía pseudobayesiana probablemente será de
difícil aceptación por los estadísticos. Al ocupar una posición
intermedia entre la Estadística Clásica y la Bayesiana, es muy
posible que tanto unos como otros la rechacen. En esencia,
ambas metodologías son difícilmente comparables. El método
clásico <habitual en los test bajo la teoría de Neyman—Pearson>
condiciona en un valor de p (desconocido); el pseudobayesiano
condiciona en una distribución supuesta de p (conocida>. La
significación de uno alude a pruebas repetidas en un mismo
valor de p; la del otro a pruebas repetidas en valóres al azar
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de una distribución de p. El control sobre el error a se
realiza en el primer caso sobre cada experiencia particular; en
el segundo sobre el conjunto de las posibles futuras
experiencias extraídas de la distribución beta <lo que implica
que, en un valor particular de p, el tamaño del test puede
superar ampliamente el error a propuesto). El método
pseudobayesiano no controla experiencias individuales, estando
sometido a una posible y añadida fuente de error: la
distribución supuesta para p.
Respecto a los tests de aleatorización, los comentarios
anteriores también les serán aplicables <dada su equivalencia
con los tests pseudobayesianos>. Sin embargo, ya se han citado
las circunstancias en que puede ser conveniente su utilización
y parte de los autores que apoyan la idea. En particular,
Pearson <1947), la apoya para el caso de los Ensayos Clínicos.
Yates <1984), en un contexto más amplio, opina que el argumento
es una falacia dado que es igual tomar n individuos al azar de
la población y dividir la muestra. en dos partes n1 y n2,
también al azar, que tomar n1 individuos al azar de la
población y posteriormente hacer lo mismo con otros n2 <en cuyo
caso el test debería ser de no aleatorización>. Upton, en su
respuesta a Yates, señala que la clave está en si los n
individuos ensayados se consideran como una muestra o como la
pobación en sí, pues en este último caso seria lógico
condicionar en a1, y así lo más apropiado es utilizar el test
exacto de Fisher. Como puede verse, la discusión se produce
aquí de un modo singular. Upton, que es partidario del método
incondicionado, apoya al test exacto de Fisher en estas
‘al
circunstancias. Yates, que es partidario del método
condicionado, denuncia vicios en el argumento, si bien lo hace
para justificar que el test exacto de Fisher es siempre el
adecuado. Finalmente, y dado que el test de aleatorización
incondicionado es un caso particular del método
pseudobayesiano, los comentarios actuales son también de
aplicación a aquel.
6.- CONCLUSIONES.
En las siguientes conclusiones, el principal interés se
centra en decidir qué test incondicionado, de entre las
diversas soluciones no asintóticas al test de comparación de
dos proporciones independientes, debe elegirse ante unos datos
como los de la Tabla 1 del Capitulo 1.
1> Ante un Ensayo Comparativo, previamente será necesario
dilucidar si los individuos ensayados son la población de
interés o sólo una muestra de ella. En el primer caso el método
incondicionado no tendrá razón de ser, y será obligado el
realizar el Test exacto de Fisher. En el segundo se está en la
situación general, pues en nuestra opinión no deben
establecerse diferencias entre los Ensayos Comparativos y la
comparación de dos proporciones independientes, y así el test
a aplicar dependerá del resto de las consideraciones de estas
conclusiones.
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2) El futuro del método pseudobayesiano probablemente sea
escaso. Como su propio nombre indica, la filosofía
pseudobayesiana se encuentra a mitad de camino entre la Clásica
y la Bayesiana, pareciendo difícil que un investigador <que se
ubicará en uno u otro campo> elija el camino intermedio. Si, a
pesar de todo, se utiliza esta metodología, el test
incondicionado más recomendable es la versión con
f(p)eBe<O,5;O,5). Por otra parte, debe tenerse en cuenta que,
en este caso, el método condicionado es dudoso en su validez.
3) En caso de utilizar un procedimiento clásico, que será lo
más recomendable, el método incondicionado que debe utilizarse
es el OS?!. Alternativamente, si se desea un menor costo
operativo, y se está dispuesto a una pequeña pérdida de
potencia, puede utilizarse el 0514’, o incluso los OSZ, OSF o
CSF’, aunque, en estos últimos tests, la pérdida de potencia
será mayor, y además habrá que tener en cuenta el valor de K,
y si el test es a una o dos colas <ver Tabla g>~
4> El aspecto más criticado en el test exacto incondicionado es
su elevado tiempo de cómputo <frente a la relativa sencillez
del test exacto de Fisher). Aquí se han implementado
optimizaciones en los algoritmos, que, siendo portables a
ordenadores personales, permiten reducir el tiempo de cómputo
hasta un nivel razonable. También se dan tablas de RO para el







Las soluciones del capitulo anterior abordan el problema
desde el punto de vista exacto o no asintótico, en el sentido
de que el error real del test es menor o igual que el error
objetivo, siendo válidas, por tanto, en cualquier
circunstancia. En dicho capítulo ya se comentó que, bajo el
principio incondicionado, la Tabla 1 queda definida tan sólo
cuando se conoce la pareja de valores (x1,x2), por lo que los
puntos de una RO serán un conjunto de tales parejas y, definida
ella, el tamaño real del test viene dado por:




presentándose las discrepancias tan sólo a la hora de elegir el
método de ordenación para introducir los puntos (x1,x2> en la
RO. Sea cual sea la ordenación elegida, la evaluación de (1)
requiere numerosos cálculos, acrecentándose el problema en el
método de ordenación óptimo <el CSM de Barnard). El recurrir a
tablas de RO no solventa el problema pues el número de parejas
(n1,n2) es ilimitado y, por otra parte, en las parejas
contempladas no se resuelve el problema del cálculo del P—value
de una tabla experimental dada. Es por esto que se hacen
precisos métodos asintóticos que, estimando el ? dado en <1),
simplifiquen el problema. e
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Si en el capitulo anterior había opiniones contrapuestas
acerca de cuál es el método no asintótico idóneo (y, dentro de
él, acerca de cuál es la versión óptima>, igual sucede, pero a
mayor escala si cabe, con los métodos asintóticos, pues además
de haber varios estadísticos en competencia, también hay gran
discusión acerca de cuál es la corrección por continuidad a
realizar en los mismos. En este capitulo se realiza una
revisión crítica de los métodos asintóticos propuestos en la
literatura y, centrándose en el estadístico chi—cuadrado, se
aportan nuevas correcciones por continuidad a las ya
existentes, se seleccionan las óptimas y se estudia su
comportamiento así como sus condiciones de validez, todo ello
para el muestreo considerado en esta memoria y desde el punto
de vista incondicionado.
Respecto a la natación que se usará en el resto del
capítulo, se asumirá que en la Tabla 1 (Cap.I) es n1=Min(n1;n2)
y @1=x1/n1 > ~2=x2/n2 (pues si una de las dos condiciones no se
verifica basta con permutar las dos filas y/o columnas de la
tabla). Por otro lado se convendrá que K=n2/n1 y que, siendo
E1~=n~a~/n —con i,j=1,2- los valores esperados en dicha tabla,
el mínimo valor esperado E vendrá dado por
E=Min.. > /n.
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2.- METODOS ASINTOTICOS MAS USUALES.
2.1.— El test chi—cuadrado clásico.
Brownlee (1967> indica que, bajo el principio
incondicionado, como — B (n1,p~), con i=1,2 y B aludiendo a
una distribución binomial, entonces, bajo H0Sp1=p2, la variable
— X2/n2 es asintóticaninete normal, de media cero y
varianza p(1-p)<1/n1 + 1/nfl, y así el estadístico
(con q=1—p), se distribuye asintóticamente como una normal




con ~a1/n y ~=1-@. El subíndice 2 se debe a que este test
coincide con el obtenido, bajo el argumento condicionado, por
Pearson (1900> —el introductor del método— al considerar que la
variable aleatoria X1 sigue una distribución hipergeométrica de
media p=a1n1/n y varianza a
2=a
1a2n1n2/n
2<n-1>, por lo que
asintóticamente (X
1-p)/u se distribuirá aproximadamente como
una normal típica, y su cuadrado
2 ~x1y2~x2y1}2
Xp <flnl) (5)a1a2n1n2
seguirá aproximadamente una distribución x
2.teórica con 1 grado
de libertad, siendo así que Z2
2t±x
2
2. Sin embargo Brownlee, en
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base a investigaciones empíricas, aconseja sustituir el factor
n/<n—1) por la unidad, lo que conduce al estadístico
tradicional
(.t~ 02>
test que, a su vez, coincide con el obtenido por Rao <1970>,




x = a1a2n1n2 <7>
siendo Z
2=x2. Pearson (1947> es el primer autor que reconsidera
la conveniencia de utilizar la ~ en lugar de x2~ La tradición
ha sido resolver el problema, en el caso asintótico, por uno de
los anteriores métodos chi—cuadrado. Sin embargo, existen otras
posibilidades que se contemplan enA.os siguientes apartados.
2.2.— Métodos relacionados con el test chi—cuadrado.
La expresión (3> da lugar a la (6> cuando se hace una
estimación común de p. Goodman <1964> propuso sustituir p por




1y ~=l.®, siendo su cuadrado, rG. una alternativa
al estadístico chi-cuadrado clásico. Sathe (1982> propone el
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estadístico X2GS resultante de elevar al cuadrado la cantidad:
(ñiñ
2>
- DA2 DAl (9)
nl n2
Un camino alternativo consiste en cuantificar la cualidad
mediante la asignación de los valores 1 y 0 a la presencia o
ausencia, respectivamente, del carácter A en cada elemento de
las muestras, aplicando a continuación los clásicos tests de
Student para comparar dos medias. De proceder así, la varianza
de cada una de las muestras i (i=1,2) será s%n~b1q~/<n~—i> y
la media ponderada de ambas es s
2={niÚ
1~1+n2Ú2~2}/<n-2). Esto
hace que la <8> y la (9> permanezcan con sólo cambiar n1 por
(n~—1>, en tanto que la (3> presenta una variación más fonnal






La primera solución, la que afecta a las expresiones <8> y <9>,
fue propuesta por Martin y Luna <1989), y su estadístico hay
que compararlo con una distribución normal. La segunda
solución, la dada por la (10>, fue propuesta por D’Agostino et
al (1988>, y su estadístico hay que compararlo con una
distribución de Student con <n-2> grados de libertad. La
discusión sobre la conveniencia de utilizar alguno de los tests
de este apartado se verá en el apartado 3.5.2.
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2.3.- otros aétodos.
El estudio de otras aproximaciones al problema es menos
frecuente. En lo que sigue, los nuevos métodos no serán
especificados en sus fórmulas (salvo algún caso excepcional>,
y ello debido a su menor importancia. De entre los más
estudiados pueden destacarse los siguientes:
1> El estadístico Y2 de Wilks (1935> —razón de verosimilitudes—
y varias modificaciones del mismo;
2> El estadístico ‘i9 de Freeman-Tukey (1950>;
3> El estadístico L2 de Gart <1966) o método logit;
4> El estadístico t de Dozzi and Riedwyl <1984);
5) El estadístico F de Sachs <1986);
tJpton <1982>, estudia los tres primeros, para tests de dos
colas y por el procedimiento de comparación que se detallará en
el apartado 3.5.2, concluyendo que L2 es demasiado conservador,
es demasiado fluctuante (unas veces muy conservador y otras
muy liberal> y que Y2 es demasiado liberal. Dozzi and Riedwyl
<1984>, evaluan su método t, de formato parecido al X2G dado
por la (8>, y el Y2, concluyendo que ambos son muy liberales
como tests de una cola. Sachs (1986), también para una cola,
evalua su test F y el L2, concluyendo en la no adecuación de
los mismos frente a los clásicos tests chi—cuadrado.
Finalmente, Cox and Groeneweld <1986> prueban, mediante un
estudio analítico, que el test L2 puede ser muy liberal <más
que el test x2> o muy conservador, y ello en función de la
diferencia entre el mínimo valor esperado E y la frecuencia
observada en su casilla. Basándose en que el estádístico arc
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sen (~>½converge en distribución a una distribución normal de
media arc sen <p>½ y varianza 1/4n —ver Rao (1970>, por
ejemplo—, es inmediato que el estadístico
~= arcsin~-arcsin~
1 1 1 (11)
2 n1 n2
también puede servir para realizar el test si se le compara con
la normal típica. Sin embargo, se sabe que tal estadístico es
menos eficiente que los clásicos, estando limitado su uso a la
determinación de tamaños de muestra <pues, por no contener
parámetros desconocidos, es especialmente idóneo para este
fin>. Al mal comportamiento observado de los tests anteriores,
frente a los tests chi—cuadrado clásicos, hay que añadir que,
para ser métodos asintóticos (aproximados>, la mayoría son
demasiado complicados, por lo que en adelante no volverán ser
considerados.
2.4.— Métodos semiexactos.
Los tests incondicionados exactos tienen un doble problema
de cómputo: la decisión de qué puntos se introducen en la RO y
la obtención del máximo indicado en la <1) <lo que constituye
la mayor dificultad>. Los test incondicionados aproximados
contemplados hasta aquí eluden ambos problemas. En el Cap.II
<Apartado 2.7.4> ya se comentó que los tests CSD -Wilson
(1941>, Liddell (1978) y Burstein (1981>— y CSZ —Storer and
Choongrak <1990)- eluden sólo el segundo, y de ahí que les
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hayamos denominado semiexactos. Estos autores proponen estimar
el a*, dado por la <1>, por &*=a(~>, con =a1/ny conteniendo
la RO a todas las tablas con una diferencia de proporciones
o un valor de x
2 <CS~> mayor o igual que el de la tabla
experimental observada, y siendo, por tanto, procedimientos de
tipo asintótico que deben ser contemplados en este capitulo,
aunque la discusión sobre su posible conveniencia frente al
método chi—cuadrado clásico se deja para el apartado 3.5.2.
2.5.- Métodos para los casos raros ( Avortacián )
Es claro que, para unos valores fijos de los nj, el que
con a
1=Min(a1;a2>, sea pequeño (casos raros) equivale a
que el mínimo valor esperado E=n1Min<a1;a2>/n también lo sea.
Aunque las condiciones de validez del test x
2 se verán más
adelante, conviene adelantar aquí que si bien en la literatura
condicionada existe pleno acuerdo sobre su clara dependencia de
E, en el caso incondicionado dicha dependencia está aún en
discusión pues, además de ser muy reducido el número de
estudios, parte de ellos parecen indicar que la bondad del test
no depende del valor E, sino del desequilibrio entre las nj
(del valor K=n
2/n1>. Sin embargo, puesto que tales estudios se
basan en valores pequeños de n1, con caracteres raros ambas
cosas pueden estar confundidas, lo que de hecho parecen
confirmar los resultados de esta memoria que indican una clara
dependencia de ambos factores <E y K>. Por otra parte, es
conocido que cuando a1/n es pequeño, las distribuciones
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binomiales base —B<n~;p>— se podrán aproximar a distribuciones
de Poisson —P(A~>- de parámetros A~=n~p, por lo que se tendrá
que H0Ep1=p2 H’0~A1=A2, y el problema actual de comparar dos
proporciones independientes se convierte así en la comparación
de dos A de Poisson independientes, y el estudio de su solución
—que se aparta de los objetivos de esta memoria— puede verse,
entre otos autores, en Detre and White <1970>, Sichel (1973> y
Huffman (1984>. Si a su vez, en el caso asintótico, las
anteriores distribuciones de Poisson se aproximan a dos
distribuciones normales, de medias y varianzas iguales a
entonces la variable X1/n1—X2/n2 se distribuirá como una normal





y, elevando al cuadrado, el estadístico
2 __________ (13)
XR a1n1n2
Así, puesto que X
2a<X2, para los casos raros el test que se
obtiene es más conservador que el clásico. Sin embargo, la
validez de la anterior versión x2 es dudosa, pues Herranz
(1992>, que obtiene el mismo estadístico para el caso
condicionado, observa que la chi—cuadrado clásica guarda
“memoria’ de la varianza de procedencia en el sentido de que la
distribución normal de llegada “recuerda” cuales eran sus
parámetros <media y varianza> de partida, siendo por ello más
conveniente la x2 clasica.
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3.- LA CORRECCION POR CONTINUIDAD.
3.1. - Generalidades.
Una de las posibles fuentes de error al utilizar la
aproximación chi—cuadrado se debe a que una variable discreta
se está aproximando a una continua. Así, para corregir en la
(~> el efecto que dicho error puede producir, suele efectuarse
la denominada “corrección por continuidad” (c.p.c. en
adelante>, que —como se justificará más adelante— aplicada en
su forma habitual da lugar a
Wx1y2 ~x2y1I~c}2 (14)
a1a2n1n2




siendo c, en ambos casos, la c.p.c.
A principios de siglo, era tradición entre los
estadísticos el calcular la función de distribución de una
variable binomial B<n,p>, a través de su aproximación normal en
grandes muestras, del siguiente modo:
Pt{B=r) F{r«~uinP}
con F(.> la función de distribución de la normal típica. Yates
(1934> —a quien se debe el término “corrección por
continuidad”— argumentó que en el caso condicionado <para la
hipergeométrica) la situación era similar, pues el salto en la
variable discreta X1 también es la unidad, siendo así que la
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corrección 0,5 también le será apropiada. Ello conduce a que en
la <14) sea cn/2, obteniendo así el estadístico Xy:




que en formato Z, a partir de la (6), da lugar a
zy= (01-02)-4(+++) (17)
Pearson <1947>, sugiere aplicar la misma corrección pero en la
(15>, obteniendo así el estadístico ~ El recurso a
argumentos de tipo práctico y gráfico <Pearson, 1947>,
considerando la variable discreta como un redondeo de la
continua a la que se aproxima, ha sido el más utilizado
tradicionalmente para justificar la conveniencia de efectuar
una c.p.c., e incluso para proponer el valor de la misma. Cox
<1970) es el primero en demostrar analíticamente que, bajo
ciertas condiciones, la mejor c.p.c. para una variable
aleatoria discreta que toma valores de h en h unidades es la de
h/2 (el salto medio>, pues es la que anula el promedio de error
de la aproximación. Hamdan <1974) sugiere algunas matizaciones
al anterior resultado y Schouten <1976> ofrece una demostración
más sencilla del mismo.
Aunque esta memoria se centra en la metodología
incondicionada, y el estadístico x
2 tan sólo tiene sentido en
el caso condicionado, nos ha parecido conveniente el
explicitarlo, no sólo por razones históricas, sino además, y
sobre todo, por ser muy frecuente en la literatura su
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comparación con los estadísticos incondicionados que se verán
en los siguientes apartados. Puesto que, bajo el argumento
incondicionado, algunos autores son partidarios de no utilizar
c.p.c., también se considerarán los estadísticos x2 y como
si de una c.p.c. se tratase (c=0>, aunque a partir de aquí se
utilizará su notación más habitual, la inglesa “uncorrected”,
denotándolas X2u y X2up’ respectivamente.
3.2.— Correcciones por continuidad clásicas.
3.2.1.— Si la variable aleatoria es el numerador de la >9.
En base al criterio de Cox (1970>, anteriormente
comentado, Pirie and Hamdan <1972) prueban que, si hay que
contrastar H
0280 contra H1Ee*0 en base a un estadístico U
insesgado y suficiente del parámetro 8 (o de un múltiplo de él>
y que toma valores saltando de h en h unidades, si es una






donde 02 es un estimador consistente de la varianza de U y u/O
sigue asintóticaniente una distribución normal típica. Así, como
en el caso de comparación de dos proporciones independientes es
H
0Sp1=p2 y 8=p1—p2, al ser = (x1y2—x2y1>/n1n2 se tendrá que
U=x1y2—x2y1, y la c.p.c. dependerá del salto de dicha variable.
Para el caso condicionado, al ser {x1y2-x2y1} —
(x2+1><y1+1)} = n, U salta de n en n, y de ahí las x
2y y x2~.
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Sin embargo, bajo el principio incondicionado, los citados as
autores ya indican que el salto de U es constante sólo si es en
n2ñ1, aunque se restringen al caso de n1n2. En tal caso {x1y2— de
= n2 =n/2, ti salta de n/2 en n/2, y la mo
c.p.c. sera c=n/4, la cual, sustituida en la expresión (14>, da do




1y2 - xyl - 12>2 ad
= 12 (19)a1a2n1122
cuya validez Liddell (1978> propone ampliarla al caso de n1#n2.
Schouten et al (1980>, insisten en el argumento de Pirie and
Hamdan e indican que, en general, U salta de h en h, con
0<MCD(flí,fl2)=h=Mifl(flvfl)=fl/2<fl (20)
(con MCD aludiendo al “máximo común divisor”) lo que ofrecen
sin demostración pues, según dicen, es evidente. Esto les lleva le
a proponer la c.p.c. conservadora de cMin<n1;n2)/2, que,







pues, como ya se indicó en el Aptdo. 1., siempre se considerará
eque n1Sn2. Upton (1982> alude a la propuesta de Cook (1981) de
hacer c=MCD<n1;n2>/2, que sustituida en la <14> permite obtener a
2
el estadístico x ~
nl •12)





Cochran, 1942> y, asumiendo que la variable base es la x2~
propone el estadístico:
x2+x/22 (24)
con x ‘2 el valor chi—cuadrado más próximo y menor que x2 “.
Haber (1980>, en base al mismo argumento, propone considerar
como variable base el estadístico x’ no el x2~ lo que
conduciría a:
= (i)2 (25)
aunque en realidad, dada la dificultad para encontrar el valor
de x’ en el caso incondicionado (Conover, 1974>, posteriormente
<1982> propone una nueva c.p.c. alternativa más sencilla. Lo
que sugiere Haber <1982> es restar al valor x experimental la
mitad del salto promedio. Puesto que x toma valores de O a Vn,
si fi es el número de valores posibles, entonces el salto
promedio será <Vn)/ñ. En base a ello, Haber propone el
estadístico:
= — (26)




2 ~ 121 122
con n
1=Min(n1;n2> como ya se ha dicho. En todos los casos, aún
cuando los autores no lo explicitan, pueden adoptarse las
expresiones base <5> o <7), lo que hace duplicar los métodos
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descritos <añadiéndoles, como identificación, un subíndice P al
final>, bastando con tener en cuenta que Xxr2Cx<n1>¡n.
3.3.— Propuesta de nuevas c.p.c. ( Aportación ).
3.3.1.— Si la variable aleatoria es el numerador de la >9.
Recordemos que en este caso el estadístico clave era
Ux1y2-x2y1. Sean pues, sin pérdida de generalidad, U0>0 y
n1=min(n1;n2> los valores de U y n1 en la tabla experimental.
El objetivo es encontrar la pareja (x1+r,x2+s> que produce un
valor U1 lo más cercano posible a U0 y menor que él, con r y s
dos números enteros a determinar. Así, si h=U0—U1, la c.p.c.
“teórica” a aplicar será c=(U0-U1>/2=h/2.
Como U0—U1=sn1—rn2, el objetivo equivalente será encontrar
las soluciones (r,s> de la ecuación diofántica sn1—rn2=h, con
h un entero positivo lo más pequeño posible. Para que dicha
ecuación tenga solución es preciso que h, su término
independiente, sea un múltiplo de C=MCD(n1;n2) y, como el
primer entero positivo que verifica tal condición es el propio
O, el mínimo salto de U será de O. De ahí el estadístico XCK•
Sin embargo, las soluciones (r,s> pueden dar lugar a puntos
(x1+r,x2+s> que no estén permitidos por salirse del espacio
muestral <por no verificar las condiciones O~x1+r~n1 y
en cuyo caso habrán de darse dos, tres o más saltos
de valor O hasta obtener uno de los puntos lícitos. En todo
caso, la pareja de valores (r,s> de <0,1> siempre es posible
para la alternativa H1Ep1>p2 (región de U>0), 4 como ella
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ocasiona un salto en U de n1 unidades, está asegurado que U
salta cuanto más en la cantidad S=Min(n1;n2>. De ahí que el
mínimo salto h cumpla que CShSS, obteniéndose así la <20>.
Así, para una tabla experimental dada, la c.p.c. teórica
puede ser la mitad de 0, 20,..., 5, y el único modo de decidir
cuál de ellas es, consiste en resolver la ecuación diofántica:
sn1-rn2=KC (28)
y elegir el menor valor de K —con K1,2,.. .— que produce el
salto (r,s) lícito. Localizado tal valor de K, la c.p.c.
será c=K00/2 que, sustituida en la <14> y <15), da lugar a los
estadísticos XT i’ X
2TP. respectivamente. La desventaja de estos
estadísticos es que su c.p.c. no es simple de calcular, pues
depende no sólo de los valores de n
1 sino también de los
valores de iq, y un test chi—cuadrado —que se presume debería
ser simple de llevar a cabo— no conviene que posea tal
característica. Por último, la <20> impone el orden contrario
en los estadísticos chi-cuadrado (de la misma familia) a que
dan lugar, y así:
X~’<X~H=X~=X¾X%C<X~7 (29>
2 2 2 2 2 2
XYP<XPHP=XSP=XTP=XCKP<XUP (30)
ocurriendo en cada expresión las tres igualdades cuando es




con X aludiendo a cualquiera de los subíndices de la <29> y la
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(30>. Por tanto, en cada familia el orden indicado por la (29)
y <30> será el de mayor a menor conservadurismo, siendo en cada
c.p.c. más conservadora la versión con subíndice P.
3.3.2.— Si la variable aleatoria es el propio estadístico
usada.
Mantel <1974), en un contexto alejado del actual <ver
Aptdo. 3.4>, interpreta el resultado, ya comentado, de Rendalí
and Stuart (1967> en el sentido de tomar el propio P—value de
la tabla como la variable base a considerar, lo que en nuestro
caso conduce al estadístico X2M’ donde:
p - ____
____ (32)2
con 2M’ P y P’ los P—values de X2MF ~2 y x’2~ respectivamente,
‘2
y x —como en 3.2.2— “ el valor chi—cuadrado más próximo y
menor que ~2 “~
Puesto que tanto la función de densidad de la x2 como la
de la x~ con x~Z>0, decrecen en las zonas de posible
significación, se tendrá que X2M<X2c y X2M<X2H1. Por otra parte:
2 _ X2+? 2 2
______ (x—x’)2 >XHI (33)Xc 2 4
y así:
(34)
siendo el orden indicado el de mayor a menor conservadurismo
<lo que también valdrá para las versiones con subíndice P).
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2Respecto al estadístico x E2’ definidido en 3.2.2.,
conviene redefinirlo a fin de corregirle algunos errores. El
mismo fue dado por Haber sin demostración, y así lo que sigue
es sólo una hipótesis sobre su método de trabajo. Antes que
nada, observar un ligero primer error en su razonamiento: si II
es el número de valores posibles de x~ en el denominador de la
(26> debería de figurar Yi—1 en lugar de fi; así lo
consideraremos en adelante.
Supongamos primero que es n1*n2. El número de puntos
posibles es (n1+1>(n2+1>, cada uno de los cuales da lugar a un
valor de x que está entre O y Vn. Los que dan O son aquellos en
que es Ux1y2—x2y1=x1n2—x2n1=0, lo que obliga a que:
= x2n1 (35)
y si n1=Min<n1;n2> y O=MOD(n1;n2>, se tendrá que n~k~O —con
i=1,2- siendo k~ dos enteros positivos tales que k1<k2 y
MCD(k1;k2>=1. Así, la condición dada por la <35> se reduce a:
x1k2 = x2k1 (36)
y puesto que los xj cumplen que O5x~Sn~=k~O, la igualdad de la
(36> tan sólo se verificará si x~=kj y en concreto tan sólo en
los puntos <x1,x2>=(jk1,jk2>, con j=0,..,O, luego el número de
puntos con U=0 será 1+0. Del resto de los puntos, sólo la mitad
dan valores de x distintos (pues la otra mitad son sus
simétricos de la otra cola>, con lo cual el número de valores
distintos de x son [<n1+1>(n2+1>-<1+C)]/2 (los distintos de 0>
+1 <el igual a 0), y el valor de ñ de la (26) es fi =
[(n1+1>(n2+1)-{1+MCD<n1;n2>}]/2.Este valor coincide con el dado
por Haber cuando O=n1 y, por tanto, tan sólo cuando n2ñ1.
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En todo lo anterior se ha supuesto que los únicos puntos
que pueden dar empates en x son aquellos en que es x=0 o los
que son simétricos (pues dan valores de U iguales, pero de
signo opuesto, y dejan inalterados los a
1>. Esto no es
estrictamente cierto, pero es una buena aproximación al
problema. Sin embargo, para el caso de n1n2 hay alguna
novedad. Ahora el número total de puntos es <n1+1>
2, de los
cuales 0+1 = n
1+1 dan xO <los de la diagonal principal:x1x2),
con lo que restan n1(n1+1> puntos. Hay dos casos:
a) Si n1 es impar, los n1(n1-t-l) puntos se dividen en dos
grupos: los n1+1 de la diagonal secundaria <la de x1+x2n1> y
los (n1+1)(n1—1> del resto de las posiciones <los que no están
en ninguna de las dos diagonales>. De los segundos, sólo la
cuarta parte de los puntos es efectiva (pues cada punto tiene
un simétrico en la otra cola, y, cada uno de estos dos, un
simétrico en su propia cola -ver 2.4.5.- todos ellos dando
igual valor de I~I y de x>~ por lo que este grupo proporciona
(n1-1>/n1+1)/4 valores distintos de x• De los primeros <los
n1+1 puntos de la diagonal secundaria>, cada uno es su propio
simétrico de cola, por lo que sólo son efectivos la mitad de
ellos, es decir (n1+1)/2 puntos. Oomo resumen de todo, la
diagonal principal proporciona un valor de x <el 0), la
diagonal secundaria (n1+1>/2 valores distintos, y el resto
otros <n1—1)(n1+1)/4 valores, lo que da un total de
+i valores distintos de x y el valor de fi en la (26) es de
(n1+l>
2/4, lo que coincide con la solución <27> de Haber.
b) Si. n
1 es par, la novedad con respecto a lo anterior es que
en la diagonal secundaria sólo hay n1 puntos (pues el que falta
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3.4.- Tests de una y dos colas ( Aportación ).
Puesto que todas las c.p.c. consideradas con anterioridad
dan lugar versiones X2x que se distribuyen asintóticamente como
una x21 g.1.’ en adelante convendremos en notar que:
~(x~)=P{xk.i~xk} (39)
2y, dado que la x no distingue las colas, para tests de una
cola el P—value aproximado de cada estadístico X
2x será
Px~4P<X2) - ~P{Xtg.i.=X~<} (40)
Para el test de dos colas, lo tradicional (tanto en el caso
condicionado como en el incondicionado> ha sido considerar que
2
el P—value para Xx es
~~=~<xk>~{Xk.z.~X~} (41)
lo que, aún siendo cierto en el caso incondicionado (no así
para el condicionado>, no ha sido justificado. De hecho, la
(41> será válida tan sólo si la c.p.c. a dos colas coincide con
la de una cola. Sin embargo, Conover <1974) considera que la
c.p.c. a dos colas debe obtenerse buscando el siguiente valor
de la variable base <el valor 2(2 en su caso> en cualquiera de
las colas, y Mantel <1974> que debe buscarse en ambas colas y
corregir en cada cola por separado, sumando posteriormente los
dos P—values de una cola obtenidos por la (40>. En el método
condicionado <contexto donde se plantean estas propuestas>, las
~‘2 deberán buscarse en la misma diagonal que la 2(2 observada
<con el mismo a
1>, y la falta de simetría conduce a que a dos
colas se obtengan varias versiones chi—cuadrado <varias c.p.c.>
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por cada una de una cola <Herranz, 1992>, pues las anteriores
versiones no tienen por qué coincidir ni entre ellas ni con la
de una cola. Sin embargo, con el método incondicionado el
anterior problema no existe, pues toda tabla como la Tabla 1
(Oap.I> tiene su simétrica en la otra cola <permutando las dos
columnas de ella entre sí> con igual valor de ~2 <y de ¡TJ¡
también>, coincidiendo así, para cada versión de una cola,
todas las versiones de dos colas, y los correspondientes P~<
tienen una única definición: la dada por las <40> o <41>. De
ahí que en todo lo anterior se haya planteado el problema como
de dos colas: el P—value de una cola es la mitad del de dos
colas.
3.5.— Análisis crítico de las conclusiones clásicas
(Aportación)
.
3.5.1.- Determinación de la bondad de una c.p.c.
Puesto que esta memoria se centra en las soluciones
incondicionadas, la c.p.c. óptima deberá elegirse entre las X2x
que, definidas con anterioridad, se basen en dicho principio.
Así, tanto a una como a dos colas, habrá de elegirse entre las
2 2 2 2 2 2 2 2 2 2
versiones ~ ~ x PH’ x ~, x CK’ x T’ x c’ X ni’ X H2’ x M y X nc’
más sus versiones con subíndice P añadido. Aquí las
comparaciones de potencia pierden su sentido, pues cada test
aproximado da lugar a un error de tipo 1 distinto, unas veces
mayor y otras veces menor que el error a nominal. En base a
ello, el modo de evaluar la bondad de una determinada c.p.c. es
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inmediato y consiste en tres pasos: Dada una deteminada tabla
experimental
12> Si x es el estadístico chi-cuadradado seleccionado, su
P-value aproximado P~< vendrá dado por la (40> o <41>,
dependiendo de si el test es a una o dos colas,
respectivamente.
2~) El P—value exacto P~ vendrá dado por la (1>, con la RO
obtenida bajo el criterio CSM de Barnard (1947> (por ser
este el método de ordenación óptimo para el caso no
asintótico>.
32) Por último, deberá compararse el P—value aproximado (ex>
con el exacto (RE> para poder evaluar así la bondad de la
c.p.c. considerada.
Aunque cualquier otro criterio de comparación, que no
contemple los tres puntos anteriores, carece de sentido o es
incompleto, conviene hacer algunas matizaciones. Respecto al
punto 2~>, lo común en la literatura ha sido utilizar la
ordenación OSZ, pues se basa en el estadístico chi—cuadrado y
este es el utilizado en la aproximación. Si bien esto es
aceptable en el caso condicionado, pues allí prácticamente
coincide con la ordenación óptima <Herranz, 1992), sin embargo
aquí ya se vió en el Cap.II que esta ordenación difiere en gran
medida de la óptima. Respecto al punto 39), la duda consiste en
decidir qué máxima diferencia (~x—~~> debe permitirse. Diversos
autores sugieren que sea Px~P~ para que así el test nunca
rebase el error objetivo. Pero esto, que es apropiado para un
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test exacto, puede ser excesivo para uno aproximado pues, de
aceptarlo, podríamos vernos obligados a aceptar tests
excesivamente conservadores y rechazar tests que, aún siendo
liberales, estén muy próximos al exacto. Oochran <1954>,
sugiere permitir diferencias de 0,01 y 0,005 para valores
exactos de 0,05 y 0,01 respectivamente (imprecisiones relativas
del 20% y del 50%). Herranz (1992>, generaliza el anterior
criterio para el caso condicionado, considerando imprecisiones
del 20% para 0’001~~E~0’01’ del 50% para O,O5SPESO,lO y del
orden de 20% al 50% para 0’01<~E<0’05• Aunque ambos criterios
son opinables, y todo ello se matizará más adelante, si parece
haber acuerdo sobre considerar que ha de ser ~ con
.5 función del valor de ~E•
Se ha procurado indicar aquí la metodología que estimamos
apropiada para la evaluación de un método asintótico, antes
incluso de analizar la bibliografía al efecto, para que así
queden más claros en su momento los posibles defectos o errores
en que incurren los diversos autores.
3.5.2.— La c.p.c. óptima en La literatura.
En este apartado se recogerán, de forma crítica, aquellas
referencias y conclusiones de la literatura que afectan a
alguna de las versiones ~2,< contempladas en esta memoria.
Lógicamente, de las diez versiones indicadas en el apartado
anterior tan sólo habrá referencias a las clásicas X2u’ X2PH’
2 2 2 2 2
X ~ CK’ X c’ x ~ y x H2’ más alguna de sus versiones con
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subíndice E’. Sin embargo, también se hará alusión a las
versiones xS y X2yp <pese a ser versiones condicionadas>, pues
—por motivos de índole histórico e incluso sentimental— es muy
frecuente su aparición en los estudios que comparan las
versiones incondicionadas. También se discutirán los estudios
relativos a los métodos definidos en los apartados 2.2 y 2.4.
El principal objetivo consiste en delimitar aquellas
conclusiones que puedan aprovecharse en los sucesivos
apartados, dejando para más adelante la valoración detallada de
las conclusiones más importantes en base a su comparación con
las obtenidas en esta memoria.
Pearson (1947> toma algunos valores de a, construye las RO
por los criterios ~ y ~%, para test de dos colas, y
*
obtiene, a través de la (1), el valor a que producen,
concluyendo que es demasiado conservador y que X2up da
valores de a* unas veces menores que a y otras veces mayores,
pero cercanos a a en promedio. La conclusión, aunque
provisional, pues se utilizan pocos valores de n
1 y a, ya
sirvió entonces para comprobar que el test asintótico clásico
no va bien si se acepta el principio incondicionado.
Plackett <1964> confirma estas conclusiones de un modo teórico,
aunque refiriéndose a los tests X% y X
2y’ Grizzle <1967>,
también para dos colas, obtiene las mismas conclusiones para
a=5% y 10% y n
1n2, pero por un procedimiento de simulación en
el que anota el porcentaje de rechazos de E0 (una estimación de
¿>. Las limitaciones son obvias y la simulación criticable,
pues la <1> puede evaluarse.
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Conover <1974), hace intervenir por primera vez los P—
values <no ya sólo el error at> por el criterio de ordenación
2
CSZ (dos colas>, y compara su versión 2(2c con 2( ~ y 2(2v. Su
2 2
conclusión es que > es aproximadamente igual que x TJ~ mejor
2
que > ~ (que es conservador> y difícil de calcular, por lo que
prácticamente la desaconseja en favor de ~2~.
Garside (1971, 1972> propone un test en formato chi—
cuadrado en el que la c.p.c. es un número A que depende de nj
y a (para lo cual da la tabla oportuna> y que calcula de modo
que el at que ocasiona sea lo más próximo posible, por abajo,
tal test (2(2a a. Es claro que A) tiene de chi—cuadrado sólo la
forma, funcionando en la práctica como un test incondicionado
no asintótico. El artículo subsecuente de Garside and Mack
(1976) es difícilmente encuadrable. En él, para varias parejas
de n
1 y para a=1% y 5%, se calcula el valor de a(p> -expresión
(2>— para los tests de Fisher (que es condicionado y no
asintótico>, 2(2 2(2 2
~ <que son asintóticos>, 2( a y OSF de
Boschloo (1970> <que son incondicionados y no asintóticos>.
Métodos tan distintos no pueden evaluarse por una metodología
única, pero de sus conclusiones puede aprovecharse esta: el
test es demasiado liberal como test incondicinado, sobre
todo con n1 distintos (1< alta) y a pequeño. Esta es la primera
vez que alguien, por razones prácticas, pone en duda la validez
del estadístico X
2u’ como test incondicionado. Sin embargo,
Berkson (1978> prefiere 2(2u~ aunque sólo lo compara con X2y.
Schouten et al (1980> son los primeros en hacer una
evaluación incondicionada de alguna c.p.c. distinta a la de
Yates. Ellos comparan los métodos X2up’ X2~ y el ~ propuesto
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por ellos mismos, para tests de dos colas y varios valores de
a y de n~. Su método de evaluación consiste en definir la RO
como la formada por todas las tablas con un valor X2x mayor o
igual que el nominal (1,962 para el caso de a=5%> y calcular el
valor de at para ella, comprobando a continuación cuánto se
diferencia del a nominal. Sus conclusiones son que 2(2up es
liberal, que ~ es conservador (cosas que ya se sabían> y que
2
x ~ se comporta bien, incluso con n
1 muy pequeñas, pero no sí
están excesivamente descompensadas (1< altas); dentro del margen
1/35n1/n2~3 <K53) el test es conservador y, por tanto, válido
en su opinión. Se echa en falta una evaluación similar para
test de una cola, así como la discusión del problema en
términos de P—values (que es un procedimiento-más genérico>. Si
discutible era el procedimiento de ordenar en base a ~2 (CSZ>
más lo es el hacerlo en base a X
2x La c.p.c. ejerce de función
correctora para determinar el P—value de una tabla dada, y no
es en sí la base para un procedimiento de ordenación. Haber
<1986), aunque en otro contexto, y para valores n~~20, matiza
la conclusión probando que el test X2up es demasiado liberal
(sobre todo como test de una cola> pudiendo llegar a dar
*
valores de a superiores a 2a, y actuando especialmente mal
cuando es K=n
2/n1?4. Sachs <1986> confirma las anteriores
conclusiones. Dozzi and Riedwyl (1984>, para tests de una cola,
ensayan un procedimiento similar al de Schouten et al <1980),
estableciendo conclusiones similares a las de ellos, pero para
2 2
las versiones X
2u’ x ~ y x
El trabajo de Upton (1982> es dificilmente encuadrable,
por iguales razones al de Garside and !4ack <1976). En él se
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analizan 23 métodos condicionados e incondicionados,
asintóticos (de tipo chi—cuadrado y de otros tipos: ver
apartado 2.3.> y no asintóticos, etc, lo que dificulta la
obtención de conclusiones. Su procedimiento de análisis
consiste en definir las RO por cada procedimiento y calcular
a(p> y a* para un test de dos colas. En lo que nos afecta por
ahora, él analiza los estadísticos 2(2u’ x%~ xY x2x, ~
2 2
x CK y x ~ (este último sólo de pasada pues llega a su
conocimiento cuando el articulo ya estaba en imprenta>. Aparte
de concluir sobre el conocido conservadurismo del test
opina que ~ es conservador, siendo un compromiso arbitrario
2
entre ~ u y uno de los tests condicionados que considera (U~
y que >~ es un test preciso, poderoso y simple si se acepta
que sea a*>a con frecuencia, ofreciendo como alternativa los
2 —
tests no asintóticos. Respecto de x ~ solo indica que está a
mitad de camino entre 2(PH y x½. Las conclusiones, como se ve,
son contrapuestas a gran parte de lo conocido, y ello por ser
*demasiado permisivo con el hecho de que a sea superior a a.
Aunque Upton no lo dice, el test X2CK es un buen competidor (en
base a sus datos> pues sus valores de a<p> se acercan bastante
a a, sobrepasándolo pocas veces. Otro aspecto parcial de las
conclusiones de dicho autor es la reducción del problema al
caso de test de dos colas y error a=5%.
Rhoades and Overalí <1982>, abordan la comparación de X2rs
2
contra ~ ~, en el caso de test de una cola, defendiendo el
último por ser menos liberal que el primero. Aunque sus
conclusiones no son definitivas, por estar basadas en unos
pocos (y pequeños> tamaños de muestra y en los valores de a<p),
133
no de at la anterior conclusión es evidente y no necesita
estudiarse.
El estudio más amplio es el debido a Haber <1982). Para
nSSO, n2~n1 y n~=10, 15, 20, 30 y 40, obtiene los valores de
a(p> para p= 0,1, 0,3 y 0,5, en los test de dos colas x
2H2’
2 2 2
x ~x ~ y 2( ~ al error a5%. El criterio que utiliza -similar
al de su articulo de comparación de métodos condicionados
(Haber, 1980)— consiste en evaluar en cada versión el máximo
valor que puede tomar
D= Max(P
8;P~) -1 (42)Min(P~;P~)
considerando óptima a aquella versión cuyo máximo sea el menor
de los considerados. Sus conclusiones son: que los métodos X
2n2
y ~ son bastante similares <pero con 2(252 algo menos liberal
2 2 2que 2( uW’ en tanto que x ~ y 2( ~ son conservadores. El estudio
es de nuevo incompleto por no contemplar el caso de una cola,
*
no calcular a (pues sustituye E’E por a<p> en lugar de por
no investigar otros valores de a y no contemplar otros
estadísticos que son competidores razonables de los expuestos
2 2 2 2
~ x CK y X2PH)• Sorprende su equiparación entre 2(52 y Xuw
(cuando uno tiene c.p.c. y otro no) y entre 2(2~ y 2(2v <cuando
las c.p.c. que los sostienen son apreciblemente distintas>.
Hasta ahora se han eludido algunos estudios por causa de
su poca utilidad. Así, el trabajo deLiddell <1978> a favor del
test no tiene mayor valor por estar basado en valores muy
pequeños de los n~ y limitarse a comparar sus P—values con los
del test exacto de Fisher para demostrar que no es tan
conservador como este <y ese no es el objetivo). Algo parecido
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sucede con los trabajos de Starmer et al <1974> y Kroll (1989>.
2
Los primeros comparan los teste de Fisher, Tocher, 2(2u y 2( x
(;que son unos asintóticos y otros no; unos condicionados y
otros no; unos aleatorizados y otros nol) por el principio
incondicionado (que no le es de aplicación al test de Fisher,
por ejemplo> y por un proceso de simulación <cuando la
expresión (1> es conocida y no es preciso simularía>,
concluyendo que el mejor test es el de Tocher (cuando,
posteriormente, Liddell (1978), Suisea and Shuster <1984> y
Haber <1987), probaron claramente que no es el óptimo, a pesar
de ser el UMPU>.
También son descartables algunas otras c.p.c. Así, la
propuesta por Berchthold <1972)
con z el a—cuantil de la distribución normal típica, ocasiona
dificultades a la hora de determinar el P—value <por depender
del error objetivo a>, y, dando lugar a un test similar al
2
-Dozzi and Riedwyl (1984)- puede eludírsela <de hecho x es
menos liberal que el de Berchthold). Igual sucede, aunque con
más fuerza ahora, con la c.p.c. propuesta por Burstein <1981>:
/4 sí 121=122 (44)
12/10 si n
1*n2
que la obtuvo empíricamente con el fin de que el test chi—
cuadrado que proporciona esté conforme con el test no
asintótico que proponen: el test binomial OSfi. Aunque ahora la
descalificación proviene de que tal método no es exacto <ver
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aptdo. 2.4.), además Luna <1987) probó que el test
concuerda mejor con el test binomial que el de Burstein.
Precisamente, con respecto a los métodos binomiales o
semiexactos definidos en el apartado 2.4., la única evaluación
disponible es la de Storer and Choongrak (1990>. Estos autores
—para tests de dos colas y una amplia gama de valores de a y de
n1- comparan los métodos OSZ, test exacto de Fisher, 2(
2u’ ~
~ 2~, x2x y los dos binomiales cs6 y CSt decantándose finalmente
por su método <el CS~), aunque indicando que el test X2uno se
comporta demasiado mal. El procedimiento de comparación es
doble: 1) En base al porcentaje de tablas en que un método no
es excesivamente liberal <a*~a~ae, con e desde O a 0,20>, lo
que les sirve para evaluarlo individualmente; y 2> En base al
porcentaje de tablas en que un método, sin ser demasiado
liberal, se aproxima apreciablemente más al error nominal a que
otro, lo que les sirve para evaluarlos comparativamente. Las
criticas y comentarios son varios: a> Una vez más se mezclan
métodos condicionados con incondicionados, y aproximados con
exactos, omitiéndose sin embargo parte de los métodos
aproximados más competitivos <~2~ y 2(CK>’ b> Falta la
evaluación en base al P—value (aunque su gama de valores de a
es amplia> y para el caso de una cola; c> No parece razonable
comparar un test semiexacto (con algún problema de cálculo) con
uno aproximado como es x y derivados (sin problemas de
cálculo>; d> Su criterio 1> controla la liberalidad, pero no el
conservadurismo; hubiera sido preferible la condición Ia*~aI5ae
pues, en otro caso, y según sus datos, el propio test exacto de
Fisher es aceptable por dar un 0% de liberalidades; Esto mismo
136
hace que su criterio 2) sea defectuoso pues ocasiona (de nuevo
según sus datos> que ;un método aproximado pueda ser preferible
al exacto! <lo que sucede cuando el a* del primero está entre
el a nominal y el a* del exacto). A todo ello se añade que,
para ser métodos asintóticos (aproximados>, son demasiado
complicados (en comparación con los métodos chi—cuadrado>, por
lo que en adelante no volverán ser considerados.
En cuanto a los métodos definidos en el apartado 2.2.,
conviene indicar en primer lugar que, salvo la solución de
Martin y Luna (1989>, todos, se han propuesto sin c.p.c. <pese
a que con anterioridad ya se ha indicado la conveniencia de
utilizarla>. Eberhardt and Fligner (1977), a propuesta de
Robbins (1977>, demuestran teóricamente que el test 2(20 es más
potente que el 2(2u• Sin embargo, y aunque ellos mismos
comprueban que ambos son liberales <lo que es obvio pues les
falta la c.p.c.>, insisten en comparar sus potencias viendo las
ganancias producidas en ellas en relación con el desajuste
entre sus respectivos a* y el valor objetivo a, lo que, en
nuestra opinión, no es comparable. Upton <1982> confirma el
carácter excesivamente liberal de este procedimiento, sobre
todo con nj muy diferentes (K altas> o pequeños. Sathe <1982>,
demuestra teóricamente que su estadístico XGS es siempre más
potente que el test X2u’ siendo más potente que el test x2~ si
es n
1*n2 y: p1>p2 <con p1+p2>l> o p1<p2 <con p1+p2<l>. Los
comentarios acerca de la ausencia de c.p.c. y del peligro de
contemplar sólo la potencia, sin tener en cuenta si el error
real a* es superior al nominal a, son los mismos que antes.
Ahluwalia and Rohatgi (1986> comprueban que ‘las conclusiones de
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Shate se mantienen incluso con valores pequeños de
*
comprobando que a decrece, aproximándose a a, cuando nj
aumenta, y que si bien siempre es a*G~a*Gs, su diferencia
disminuye cuando nj aumenta. Conviene insistir en la
inadecuación actual de estas dos aproximaciones. Si el test 2(2u
es demasiado liberal, más lo serán los test x% y 2(2GS <pues se
obtienen valores mayores que X2u> La cercanía al a nominal
ocurre en los tests citados cuando los n~ son grandes, pero
entonces sus ventajas respecto al tests x son inapreciables
pues sus respectivos P—values prácticamente coinciden. Respecto
a la solución propuesta por Martín y Luna (1969.a>, no se ha
realizado ningún estudio que avale el procedimiento.
Finalmente, D’Agostino et al (1988> comparan su estadístico t
con para tests de dos colas, n
1=5<1>J.5 y errores nominales
a del 1%, 2%, 5% y 10%. La comparación la efectúan en base a
*
los errores a -obtenidos para a<p> con p=O,05(O,05)O,50—,
errores para los que anotan su valor medio, su valor máximo y
*
el porcentaje de veces en que a supera a a en un valor dado.
Su conclusión es que t y X
2u van bien, con ventaja para el
primero para errores a altos y para el segundo en los bajos. Su
procedimiento t será eludido en adelante pues: 1) Sus tamaños
son pequeños, no estudiando por separado el caso de nj muy
desequilibrados <pues ya se visto que afectarán al
procedimiento>; 2> Falta por comprobar la bondad del
procedimiento t como test de una cola, pues su afirmación de
que a*<dos colas>2a*(una cola> es errónea <Cap.II,
aptdo.2.4.5>; 3> No obtiene los valores de a* en base a la
expresión (1), sino que toma una rejilla de valores dep (de 5%
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en 5%> excesivamente ancha; 4) No propone c.p.c. alguna, y
conocida la conveniencia de esta en el test 2(2, y su práctica
equivalencia con el test t, él heredará la liberalidad del test
*2(2 (así, en ocasiones obtiene valores a =8% para un a5%, lo
que implica un 60% de error relativo); 5> No hay ningún
argumento teórico que avale el que la distribución teórica sea
la de Student.
3.6.- La c.p.c. óptima por los criterios actuales (Aportación)
.
3.6.1.- Sobre la flexibilidad de la aproximación.
Puesto que el objetivo es encontrar la versión asintótica
x 2, que mejor se aproxime al método exacto de Barnard, la
metodología —anteriormente expuesta— consistirá en comparar
cada 2—value E’E’ obtenido por el método exacto de Barnard, con
los correspondientes P—values aproximados P~ de cada versión
X2x Lo ideal sería que para la c.p.c. óptima siempre fuese
E’XE’E~ por lo que, de modo general, se considerará como versión
óptima aquella que en mayor medida verifique:
Wx~sI ~ (45)
con ¿5 función del valor En el apartado 3.5.1. ya se comentó
que, aún existiendo acuerdo sobre la (45>, la asignación de
valores a ¿5 es opinable. Sin embargo, dado que en principio no
existían motivos razonables para rechazar los valores
propuestos por Oochran <1954>, ni los derivados de la
generalización planteada por Herranz (l9~2>, se realizó un
estudio previo con estos últimos 8’s. Los resultados del
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estudio se recogen en el Apéndice 1, y es precisamente en base
a ellos que conviene hacer algunas modoficaciones en los
anteriores valores de ¿5, cambiando su simetría y su magnitud:
a) Por una parte, mientras que en el caso condicionado las
diferentes versiones difieren poco entre sí <Herranz, 1992), en
el caso incondicionado las diferencias son notables (al igual
que ocurría con sus respectivos métodos exactos>, siendo la
mayor parte de los métodos o claramente conservadores o
claramente liberales. Puesto que es preferible que un método
falle por conservador a que lo haga por liberal, parece
conveniente el considerar ¿5’s no simétricas, en el sentido de
que no se penalice por igual ambas situaciones. Ello equivale





con Ú>6 y dependiendo ambas del valor de E’E~ Hay apoyo
bibliográfico para esta idea. Por un lado, Schouten et al
(1980), consideran esto mismo <la penalización del liberalismo>
aunque de forma implícita y llevándolo al extremo, pues para
ellos la versión óptima es la menos conservadora entre las
conservadoras. Por otro, Haber <1982) lo hace de forma
explícita, pues su criterio equivale a considerar que D sea lo
menor posible, digamos DS6’ —con U dado por la <42>- lo que es
eqivalente a exigir que:
Si P?P~: ~X~E =8’p
8
•(47)
Si PX<PE: P~.-P~ ~8’P<
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y si la segunda desigualdad se expresa en el formato de la (46)
<pues la primera ya lo está), queda así PE—PI<S¿5’’ E’E (con
y, al igual que en la <46> es 6tc54, aquí
también será ~5’’<6’.Si además se desease que ambos criterios
fuesen equivalentes, habría que exigir que:
fi~~51 y ~ 8
i+8 (48)
Esto apoya la conveniencia de alterar la simetría de las
‘5.5.
b) Por otra parte, del análisis de los resultados de este
estudio se deduce un mal comportamiento general de la mayoría
de las versiones estudiadas <2(2x poco exactas>, no siendo fácil
en esta situación discernir cuál de ellas es la óptima. La
explicación puede ser que, mientras que en el estudio de
Herranz se trabaja con el test exacto de Fisher <caso
condicionado>, aquí se utiliza el método de Barnard, lo que
impide utilizar valores de n excesivamente grandes <pues los TO
son mucho más elevados>. Así, mientras en dicho trabajo se
contemplan n5300, aquí nos vemos obligados a considerar tamaños
máximos del orden de n-50. Parece pues necesario el
flexibilizar las condiciones impuestas a la aproximación,
siendo más permisivos al elegir cada uno de los ¿5’s
<permitiendo así la obtención de conclusiones más claras>.
Esto apoya la conveniencia de aumentar la magnitud de las
6’5.
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En base a los puntos a> y b>, en adelante se considerará
que la aproximación de P~ por P,~ será admisible <no falía> si
se verifica la <46), siendo las Ss elegidas:
8 ={0 .2+2.P~
















en donde, como se acordó, es 5~>6. Estos valores están
bastante de acuerdo con el criterio de Haber dado por la <48>.
Para ver cómo se interpreta la tabla, sea el caso de E’E=0,05;
para él se admitirá un margen de error del 30%, si el fallo es
liberal (frente al 20% de Oohran (1954) y Herranz <1992>>, y un
margen más amplio, del 40%, si el fallo es conservador. Los
valores de E’E por debajo de 0.001, y por encima de 0.10 no se






Al igual que nosotros hemos considerado conveniente el
modificar los valores de 6 utilizados con anterioridad, algún
investigador puede creer oportuno el hacer algo semejante con
los 8’s aquí propuestos. Es por esto que al final del Apéndice
II, se presentan los algoritmos utilizados en este capítulo,
escritos en lenguaje O, y en sus respectivos “main” se señalan
entre comentarios las subrutinas donde se han implementado las
6’s dadas en las expresiones (49) y (50>.
3.6.2.— Descripción de Los cálculos a realizar y de los datos
a obtener.
En el proceso que se va a seguir se partirá de una gama
suficientemente amplia de valores de nj <i=1,2>, calculando en
cada pareja <n1,n2) los E’E de todas las tablas <x1,x2) de
interés (aquellas con:
0,001~E’E~0,’0> y los P,< de cada una de
las versiones aproximadas 2(2~ considerando como óptima aquella
versión que verifique con mayor frecuencia la expresión (46).
El anterior proceso se repetirá a una y dos colas, por si las
conclusiones en cada caso difieren. De igual forma, tanto los
resultados clásicos <Aptdo. 3.5.2.>, como los de nuestro
estudio previo <Aptdo. 3.6.1.>, indican que el comportamiento
de las diferentes versiones también debe estudiarse en función
de:
a) PE: Pues una de las posibles fuentes de error al
utilizar la aproximación ~2 es que se está utilizando una
143
distribución simétrica <la normal> para aproximar a otra
que no lo es (la de la variable X1n2-X2n1, donde —
con i=1,2 y E aludiendo a una distribución
binomial>, siendo previsible, por tanto, que en los
valores bajos de se obtengan mayores discrepancias.
b) n=n1+n2: Pues en la literatura clásica se entiende que
son métodos asintóticos aquellos que valen aproximadamente
cuando n aumenta, y así n puede influir en las
conclusiones <si un método actúa bien antes que otro>.
c> K=n2/n1, con n1Sn2:. Pues, tanto los resultados de la
comparación de métodos exactos <Oap.II>, como las
referencias de la literatura (Schouten et al, 1980;
Garside and Mack, 1916; Haber, 1986; Upton, 1982> indican
que 1< incide fuertemente en la actuación de estos tests.
d) E <mínima cantidad esperada>: Pues teóricamente, la
aproximación a la normal —ya comentada en a)— deberá ser
válida cuando los valores esperados n~@ y n~(1—@> sean
altos (para valores altos de E> para que así la simetría
tenga lugar de manifestarse. Pese a ello, y a ser una
condición de validez histórica para la ~2, son muy pocos
los autores que la han estudiado (ver Aptdo. 4.1.>.
El objetivo consiste en ver qué ocurre cuando E’E’ n, K y
E crecen <o decrecen>, y, puesto que para valoresaislados de
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E’E~ n, K, y E, las frecuencias en estudio —el número de tablas
serían bajas, habrá que considerar intervalos de ellos
<como ya se hizo en la comparación de métodos exactos>.
Respecto a E’E’ tan sólo se considerarán dos intervalos: 1> +
1ih~PE~1%, para las significaciones más bajas, de gran interés
para los usuarios de Bonferroni, por ejemplo; 2) l%<PE~1O%,
para las significaciones más usuales. Aunque los intervalos
para n, 1<, y E, dependerán de los objetivos de cada apartado —y
se justificarán en cada caso— el proceso común a realizar será
el siguiente:
l~) Para cada pareja (n
1,n2> posible (tal que sus valores de
nn1+n2 y K=n2/n1 pertenezcan a alguno de los respectivos
intervalos en estudio>, se calculará el 2—value P~ de todas las
tablas <x1,x2), seleccionando aquellas en que ]AaPESlO%, por
entender que significaciones más altas o más bajas carecen de
interés. Asimismo, y para cada tabla seleccionada, también se




2~) Para cada una de las posibles combinaciones de intervalos 3
de P~, n, 1< y E considerados, y para tests de una y dos colas,
1
se anotará el número N de tablas seleccionadas que contiene. 3
32) Para las 14 tablas de cada una de las combinaciones
anteriores se procederá a calcular el 2—value P,< de cada
versión X
2x’ anotando el número ~0 de fallos <aquellas que no
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3.6.3.— Determinación de los “parámetros” más relevantes.
En el apartado anterior se han señalado los cuatro
“parámetros” de los que puede depender la actuación relativa de
las distintas versiones en estudio. Sin embargo, para que una
tabla como la Tabla 1 quede perfectamente definida tan sólo se
necesita conocer la cuaterna de valores <n1, n2, x1, x2), siendo
así que cuatro “parámetros” parecen demasiados para otras
tantas variables en estudio. Así, por ejemplo, fijados n y K —y
aún no conociendo el valor de E’5— el valor de E estará
condicionado por el de ellos, aunque no venga dado de forma
única, pues E=Min<a1;a2)n1/nSO,5n/<1+K>. Todo ello indica que
es muy posible que la información aportada por alguno de estos
“parámetros” sea irrelevante, siendo este punto el que se trata
de aclarar en este apartado.
Puesto que, en esta primera fase, el interés reside en
comprobar qué parámetro es el menos informativo, y no en qué
versión se comporta mejor, nos hemos limitado a estudiar parte
de las versiones. Así, de entre las versiones con una c.p.c.
sencilla de calcular y con un mejor comportamiento en el
estudio previo, se eligieron dos clásicas <OK y S> y dos nuevas
<112 y HO) <aquí, como en adelante, se alude a las versiones por
su subíndice X o 1W>. En base a ello, y a la metodología
planteada en el apartado anterior, se consideró:
l~) El estudio de tests de una y dos colas por separado, y, en
cada caso, para los dos intervalos de P~ ya señalados:
lIhSPHSl% y 1%<P8510%
147
2~) Los mismos intervalos de n que en la comparación de métodos
exactos del Oap.II:
n = 16(1)24, 27(1)33, 37(1)43, 48(1)52
aunque aquí el primer intervalo (n:6<1>14> se eliminó por no
dar lugar a frecuencias resefiables.
32) Y, por último, los siguientes intervalos para 1< y E:
K: 1SKS1.4, 1.4<K52, 2CK53, 3CK55
E: 252.5, 2.5<254, 4<E56, 6<259, 2>9
Se han considerado pocos intervalos para cada parámetro con la
intención de conseguir que el número de tablas en cada una de
las posibles combinaciones sea relevante. El número total de
tablas estudiadas fue de 20.245 a una cola y 17.397 a dos
colas, repartidas en 110 combinaciones de intervalos, tanto a
una como a dos colas.
Las Tablas 12 y 13 recogen los resultados del estudio para
tests de una y dos colas respectivamente. En ellas N es el
número de tablas de cada combinación de intervalos, y los
valores del interior las HO de cada versión. En cada caso se
busca aquel parámetro que enfrentado a las H’~ de lugar a una
correlación parcial nula o pequeña (para intervalos fijos del
resto de parámetros). Por este motivo, en las Figuras 5 y 6
(una y dos colas) se han incluido varias gráficas
representativas de lo que ocurre con cada parámetro en cada una
de las situaciones estudiadas.
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Las conclusiones son las siguientes:
a) Para tests de una y dos colas y, en cada caso, para
valores bajos y altos de E’E’ los resultados difieren en
gran medida. Por tanto, parece conveniente mantener ambas
subdivisiones en los estudios posteriores.
b) La influencia de E es la más importante y clara pues,
para intervalos fijos de n y K, cuando E crece siempre
tienden a disminuir las H0 <los porcentajes de fallos>.
c) La influencia de K, aunque no tan clara como la de E,
también es importante, sobre todo a una cola donde, para
intervalos fijos de n y E, las H0 tienden a aumentar con
el aumento de K.
d) La influencia de n no es nada clara y carece de
importancia, pues tan sólo se deja notar en alguna de las
situaciones consideradas y tan sólo para alguna de las
versiones estudiadas.
Por tanto, en adelante el comportamiento se estudiará tan
sólo en función de P~, K y E, y el punto 2~> variará pues se
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Figura 6

































































3.6.4.— Selección en tests de una cola.
Tanto en este apartado como en los siguientes, al no
estratificar en el valor de n, se podrá trabajar con un número
mayor de intervalos de 1< y E, pues al reducirse el número de
sus posibles combinaciones aumentará la frecuencia de tablas N
en cada una de ellas. Así, los nuevos intervalos considerados
para K y E son:
a) Para K: Ocho intervalos similares a los utilizados en la
comparación de métodos exactos del Cap.II:
K1, l<KS1.25, 1.25<1<51.5, 1.5<1<51.75
1.75<1<52, 2<1<53, 3<1<55, K>5
donde la variación fundamental es que ahora se estudian todos
los posibles valores que puede tomar 1<.
b) Para E: También ocho intervalos:
251.5, 1.5<352.5, 2.5<353.5, 3.5<254.5
4.5<256.0, 6.0<357.5, 7.5<359.0, 2>9.0
Puesto que en la selección del método óptimo el número de
versiones es muy elevado (20 versiones tanto a una como a dos
colas>, de momento tan sólo se seleccionará la óptima entre las
versiones sin subíndice E’ <10 versiones>. Los resultados
obtenidos para test de una cola se presentan en las Tablas 14
y 15, siendo los siguientes criterios los utilizados para
seleccionar el método óptimo:
12> Elegir aquellos que den lugar a un menor valor de H0.
154
2~> En caso de similitud, elegir el método más sencillo de
cálculo <el más útil en la práctica>.
32) Cuando las H0 son muy elevadas no esmerarse en la
selección, pues todos los métodos funcionarán mal.
42) En aquellos intervalos de 1< en que sea necesario un valor
alto de E para que H0=O, no se dará demasiada importancia a los
valores bajos de E, pues la actuación en esa zona no influirá
de forma decisiva en las c.d.v. que se estudiarán más adelante.
Bajo estos criterios, el análisis de los resultados de las
Tablas 14 y 15 permite llegar a las siguientes conclusiones:
a) En los valores bajos de P~ (Tabla 14>:
1’) Para 1(51.75 el método óptimo es el H2 (seguido del
HO), considerando tanto su menor complejidad como su
actuación. De entre los métodos clásicos más usuales y
sencillos <PH, 5, OK y U>, los de mejor actuación son OK
y U.
2’> Para K>l.75 todos funcionan de forma similar <todos
bien o todos mal), salvo PH que siempre funciona mal.
b) En los valores altos de E’E (Tabla 15):
1~) Para 1(51.25 los métodos óptimos son H2 y HO.
2’) Para K>l.25 el método óptimo es 5, siendo también <en
general> el mejor entre los clásicos.
31) De entre los clásicos <PH, 5, OK y U) el mejor es 5.
Por último, indicar que la actuación general de los
métodos seleccionados empeora con el aumento de IC—(sobre todo
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cuando E y E’5 son bajos>, y que mejora con el aumento de E (de
forma más clara cuando K y P~ son altos> y de E’5 (salvo cuando
E y K son bajos>.
3.6.5.— Selección en tests de dos colas.
Para tests de dos colas, se repitió el proceso de apartado
anterior (con los mismos intervalos de K y E y para las mismas
versiones>. Los resultados obtenidos se presentan en las Tablas
16—17. Bajo los mismos criterios de allí, se obtienen las
siguientes conclusiones:
a) En los valores bajos de E’5 <Tabla 16>:
l~) El método óptimo, en todo K, es U <aunque H2 y HO
también tienen una buena actuación).
b) En los valores altos de P~ (Tabla 17>:
1~) Igual que para tests de una cola, los métodos óptimos
son H2 y HO, aunque ahora para todo K.
21) De entre los métodos clásicos el que mejor se comporta
es OK.
La actuación general de los métodos seleccionados, frente
a las variaciones de K, E y E’5, es similar a la observada en
tests de una cola, salvo que ahora la influencia de 1< es menos
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CK PH 5 T U C 111 14 HZ HG
74 15 64 73 83 73 73 72
1 11 0 1 4 2 2 2
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CX PH 5 Y u G Hl ?4 112 HG
908 69 42 64 67
284 2 73 1 2
133 10 88 22 12
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3.6.6.— Selección entre las versiones con factor n o (n—1).
En los dos apartados anteriores se han seleccionado las
versiones óptimas (para tests de una y dos colas> entre las
diez versiones sin subíndice E’ (versiones 2(2x’ con factor n en
el numerador de la 2(2>. Falta pues por evaluar esto mismo en
las diez versiones con subíndice E’ (versiones > 2xw’ con factor
n—3. en el numerador de la x2>, repitiendo el anterior proceso
para estas versiones y tanto para los tests de una como de dos
colas. Los resultados para para test de una cola se dan en las
Tablas 18—19 y los de dos colas en las Tablas 20-21. En base a
los mismos criterios de los apartados anteriores, se compararon
estos resultados con los obtenidos allí, llegando a las
siguientes conclusiones:
a) Para test de una cola y E’E bajos (Tabla 18):
Para E muy bajos (E52.5> son preferibles las versiones con
factor (n—1>, mientras que para E altos las versiones con
factor n funcionan igual o mejor que con factor (n—l>.
Puesto que los valores altos de E son los de mayor
interés (pues en ellos hay pocos fallos), puede concluirse
que en general funcionan mejor las versiones con factor n,
manteniéndose así las conclusiones del apartado 3.6.4.
Así, el método H2 <seguido del HO> sigue siendo el óptimo,
y OK y U los clásicos de mejor actuación.
b) Para test de una cola y E’E altos <Tabla 19):
Todas las versiones, salvo 5 y E’H, mejoran al considerar
el factor n—1, pues se mantienen los resultados para E>4.5
y mejoran para E~4.5. Así, si K~1.25 los nuevos métodos
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óptimos son H2P y HOP, pues son los óptimos entre los de
factor n—1 y mejoran los resultados obtenidos por los
óptimos con factor n (sus versiones homónimas H2 y HO>.
Sin embargo, si K>1.25 el método 5 sigue siendo el óptimo
pues es igual o mejor que el óptimo con factor n—1.
a) Para test de dos colas y E’E bajos (Tabla 20>:
El método U <seguido de H2 y HO> sigue siendo el óptimo
pues funciona mejor que las versiones óptimas con n—1.
d) Para test de dos colas y P~ altos (Tabla 21>:
Los nuevos métodos óptimos son 132? y HO?, pues son los
óptimos al considerar el factor n—1 y actúan incluso mejor
que sus versiones con factor n, sobre todo para E<4.5.
De entre los clásicos OK mejora pero también lo hace U,
siendo las nuevas versiones OKE’ y U? las mejores de entre
las clásicas.
En general se observa que, para valores altos de E, las
versiones con factor n funcionan mejor o igual que las de
factor n—l, y al contrario para los valores bajos de E. Puesto
que, tanto a una como a dos colas, en los E’E altos los fallos
aumentan en los valores bajos de E, en estos valores de E’E las
versiones n—1 funcionan mejor y, al contrario, las versiones n
funcionan mejor en los valores bajos de P~.
Las diferencias entre las versiones n y n—l han sido
eventualmente importantes pues tal factor puede influir cuando
n es pequeña, y aquí se ha trabajado con n~5O. Oon n’s
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166










































































3.6.7.— Estudio de los métodos seleccionados.
Hasta aquí, todos las evaluaciones las hemos basado en las
H0 de las distintas versiones, obviando las de 13+ y HX Ahora,
se estudiará el comportamiento (liberal o conservador) de los
métodos anteriormente seleccionados y será cuando se tendrán en
cuenta dichos valores. Para ello, en las Tablas 22—25 se
presentan los mismos resultados de los apartados anteriores
pero incluyendo los valores de 13+ y H y sólo para los métodos
seleccionados y aquellos clásicos que han tenido una buena
actuación o que debían estudiarse para más adelante poder
contrastar las afirmaciones de la literatura. Sin embargo, aquí
nos limitaremos a analizar los métodos seleccionados. De
resultas de este análisis se obtienen las siguientes
conclusiones:
a) Para test de una cola y E’~ bajos (Tabla 22>:
El método anteriormente seleccionado fue 132 <seguido de
HO>. Su mejor comportamiento es para 1(51.75 <donde falla
muy poco> comportándose de forma similar al resto de
métodos para K>1.75. Ouando E alía, lo hace: por liberal
para valores bajos de E, y por conservador para valores
altos de E. Lo anterior también es válido para el método
HO y los clásicos con mejor comportamiento (U y OK>,
aunque lógicamente U es el más liberal de los cuatro.
b> Para test de una cola y P~ altos <Tabla 23):
Los métodos seleccionados fueron H2P y HOP para 1(51.25, y
5 para K>l.25. Los métodos H2P y ROE’ cuando fallan
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(K>l,25) lo hacen de forma liberal, siendo especialmente
liberales para K>1.5 y E muy bajos. El método 5 pasa de
conservador en 1< bajas (sobre todo para KS1.25 y E muy
bajos> a liberal en 1< altas (sobre todo en K>2 y E muy
bajos).
c) Para test de dos colas y E’E bajos <Tabla 24>:
El método seleccionado fue U (seguido de H2 y HO). Pese a
ser el método más liberal de todos los considerados, tan
sólo falía por liberal para K>2 y E bajos, fallando por
conservador en el resto de las situaciones. De ahí que,
por ser el método menos conservador, haya sido el método
seleccionado anteriormente.
d) Para test de dos colas y E’E altos (Tabla 25>:
Los métodos seleccionados fueron H2P y HOE’. En general
fallan tan sólo para ES1.5 y sólo de forma apreciable para
K>2. Ouando fallan lo hacen de forma conservadora para K52
y liberal para K>3. Respecto a los métodos clásicos de
mejor actuación: CKP es muy irregular y su comportamiento
es conservador para 1<53 y liberal para K>3, y UP es
liberal siempre (cuando falla>.
En general, los fallos (cuando existen y son importantes>
si son liberales se concentran en los valores bajos de E, y si
son conservadores se dan sobre todo cuando E es alto y E’E es
bajo. La influencia de 1< se deja notar sólo a una cola y para
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En primer lugar, conviene recordar que, en general, en la
literatura se han considerado pocos métodos <y sólo para un
tipo de tests: bien de una cola o bien de dos colas), que en
ocasiones se han mezclado métodos condicionados con
incondicionados, exactos con asintóticos, etc., y también que
la metodología no ha sido ni demasiado clara ni siempre la
apropiada, no comparando con el método óptimo exacto, ni
utilizando siempre en la comparación los E’—values, ni teniendo
en cuenta todos los parámetros que podían estar influyendo.
Aquí, tratando de evitar lo anterior, se ha seguido el
siguiente proceso:
1~) Se han comparado un total de 20 versiones de c.p.c
incondicionadas (10 versiones con y 10 sin subíndice E’>. En
cada caso, 5 versiones son clásicas (con algún refrendo de la
literatura), y las otras 5 son nuevas o variaciones de alguna
clásica.
2~) Se ha procurado dar más importancia a las versiones
clásicas más usuales y en cualquier caso a aquellas cuyo
cálculo sea más sencillo de realizar.
32) El criterio principal para evaluar la actuación de las
diferentes versiones ha consistido en comparar el P—value
exacto con el E’—value de cada versión, obteniendo el porcentaje
de fallos 130 de cada versión, en base a la <46>, y penalizando
los fallos liberales frente a los conservadores al haber
considerado 5~>5 <con 8 y 5 dados por la <~~) y <50>,
respectivamente>.
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42) La comparación se ha realizado tanto para test de una como
de dos colas, distinguiendo entre valores bajos y altos del E’—
value real, y en función de aquellos otros parámetros que
previamente se ha comprobado podían influir en el actuación
relativa de las distintas versiones <K y E).
Las conclusiones más generales y resaltables pueden
resumirse en:
lI) La actuación de los métodos seleccionados mejora con el
aumento de E y de E’E~ y tiende a empeorar con el aumento de K,
aunque la influencia de K es importante sobre todo en los tests
de una cola y para valores bajos de P~. Con nuestros datos no
se aprecia una dependencia clara del tamaño total de muestra n.
2’) Tanto a una como a dos colas, en los valores altos de
las versiones con subíndice E’ son las que mejor actúan,
mientras que en los valores bajos de P~ sucede lo contrario.
3!) En cuanto al comportamiento de las versiones seleccionadas,
los fallos de tipo liberal se concentran en los valores bajos
de E y los de tipo conservador sólo son importantes para
valores bajos de P~ y E intermedios.
También nos parece interesante el resaltar que dos de los
métodos nuevos (los H2 y HO, en sus versiones con o sin
subíndice P> son los que en general actúan de forma más
satisfactoria, y que alguno de los métodos clásicos más usuales
y sencillos han resultado los óptimos en alguna de las
situaciones <s y U> o con una buena actuación general <OK o
OKP>. La Tabla 26 informa sobre cuál es el método óptimo en
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cada situación considerada, y también sobre su comportamiento
liberal o conservador.
Respecto a los métodos sobre los que prácticamente no se
ha hecho ningún comentario, cabe decir lo siguiente: que T, O,
Hl y M son métodos cuyo cálculo es complicado <como ya se
indicó al definirlos> y que su actuación no mejora la del
óptimo en ninguna de las situaciones contempladas, siendo en
general similar a la de algún método sencillo <T y OK por
ejemplo). Respecto a PH, tan sólo comentar que es el método con
peor actuación, y ello debido a que se comporta de forma muy
conservadora (salvo cuando 1< es muy alto y E muy bajo).
Tabla 26
Selección del método óptimo (entre paréntesis el que lees más
cercano), y comportamiento conservador (C) o liberal (L) del
mismo, en función del tipo de tests (una o dos colas), del P—
value exacto (P5), del mínimo valor esperado (E) y del





O si ¡<>1.25 y E»
L si ¡<>1.75 y E«
Si KSl.25: H2P y HCP
Si K>l.25: 5
O si KSl.75







O si ¡<52 y E”
LsiK>3yE«
132 y 1322 E Nuevas versiones del método de Haber <1982).
HO y HOP Métodos nuevos.
5 E Método de Shouten et al <1980>.
U = ~2 sin c.p.c.
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4.- LAS CONDICIONES DE VALIDEZ DEL TEST CHI-CUADRADO.
4.1.— Generalidades y condiciones clásicas.
En el apartado 3.6.2. ya se comentó que el haber incluido
en el estudio la influencia del mínimo valor esperado E se
debía a que una de las posibles fuentes de error al aproximar
por ~2 es que se está utilizando una distribución simétrica (la
normal> para aproximar a otra que no lo es <la de la variable
X1n2—X2n1>. Así, puesto que X~ — B(n~,p> (con i=1,2 y B
aludiendo a una distribución binomial>, teóricamente la
aproximación a la normal será válida para valores esperados n~Ú
y n~<1—@> altos pues, para que sea posible la simetría exigida,
deben aparecer ambas colas de la distribución normal. Es por
esto que la condición de validez (c.d.v. en adelante) más
habitual ha consistido en exigir que el valor de E supere un
determinado valor, aunque también hay referencias al valor de
K que ya fueron comentadas en los apartados anteriores.
Pese a ello, y a ser una condición de validez histórica
2
para ~ , en el caso incondicionado son pocos los autores que
han estudiado la influencia de E. Así, Oressie and Read (1989>,
aludiendo a los tests de bondad de ajuste en tablas rxs, abogan
por la validez del test chi-cuadrado si E~O.25, n~1O y
n
2/rs~ío, condiciones que parecen demasiado débiles, pues en
nuestro caso equivalen a exigir que E~O.25 y n~1O. Grizzle
<1967), indica que el test x2~ a dos colas <para ¡<=1 y a1% y
~ va bien si es E>5, y Sachs (1986) que el test 2(2~ a una
cola es válido si son n~~6 y E~2. Un estudio teórico acerca de
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la conveniencia de condicionar en valores de E grandes es el de
Wei-Yin Loh <1989) pues, advierten, de no hacerlo el error a
real tiende hacia 1.
De otro estilo es el consejo de Schouten et al (1980) que
aceptan la validez del test ~2~, cuando es KS3.
4.2.— Objetivo actual ( Avortación ).
Como puede verse, además de ser muy escaso el número de
estudios realizados, sus conclusiones son .o bien demasiado
generales (no distinguiendo entre tipos de muestreo, ni entre
2
las distintas versiones 2( x>’ o demasiado específicas
(estudiando sólo las c.d.v. de alguna de las versiones y no
precisamente de las óptimas>. Aquí se tratará de solventar
estos problemas estudiando por separado las c.d.v. de cada uno
de los métodos que anteriormente hayan resultado más
competitivos, considerando como óptimo aquel que de lugar a las
c.d.v. menos restrictivas. Por otra parte, mientras que en la
obtención de la c.p.c. óptima el interés se centraba en
comprobar qué método funcionaba mejor, aquí consiste en ver
cuándo puede considerarse válida la actuación de un método
determinado. Así, por ejemplo, para test de dos colas y en una
determinada conbinación de intervalos de P~, K y E, si un
método tiene un 130 del orden del 3% mientras que los del resto
de métodos lo superan claramente, será considerado el óptimo en
esa combinación, en cambio se puede plantear que éu actuación
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no es válida por considerar que el 3% de fallos es elevado.
Aunque lo deseable seria un 0% de fallos, en adelante se
considerará que menos de un 5*o de fallos es aceptable. Así, al
igual que se hizo con la c.p.c. óptima, las c.d.v. se basarán
en el valor de H0 (sólo que ahora se exigirá que 130<0,5%) y,
como allí, se estudiarán para test de una y dos colas y en
función de E’E~ 1< y E, y para los intervalos anteriormente
considerados.
4.3.- Determinación de las c.d.v. ( Aportación ).
Los resultados que se analizan en este apartado son los
mismos que ya se estudiaron en 3.6.4, 3.6.5 y 3.6.6 (Tablas 14—
21>, sólo que ahora el proceso de análisis es distinto. Aquí,
para test de una y dos colas y en cada combinación de
intervalos de E’E y K, se trata de buscar la primera posición de
E a partir de la cual sea 130<0,5% siempre, aunque —al no haber
considerado decimales en H0 - esto equivaldrá a buscar en las
tablas la primera posición en que es H00. Bajo este criterio,
del análisis de las tablas de resultados se deduce lo
siguiente:
1’> Para test de una cola y P~ bajos <Tablas 14 y 18):
Los métodos anteriormente seleccionados fueron 132 y HO, y
vuelven a serlo ahora, pues sus c.d.v. son las menos
exigentes. Así, de forma aproximada, si ¡<51.25 siempre son
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válidos <la condición E>O basta) y cuando ¡<>1.25 con la
condición E>4.5 es más que suficiente.
2~) Para test de una cola y P~ altos (Tablas 15 y 19):
Para esta situación se seleccionaron los métodos H2E’ y HO?
cuando KS1.25 y el 5 cuando ¡<>1.25. De los dos primeros el
que obtiene unas c.d.v. menos exigentes es el HOP, pues si
¡<51.25 siempre es válido, y si ¡<>1.25 con la condición
E>3.5 sobra (pues, por ejemplo, si K>2 con E>2.5 ya es
suficiente>. Respecto al método 5, cuando KS.25 no es
válido (pues 130>0 en todo E>, y si ¡<>1.25 sus c.d.v son
menos exigentes que las de HCE’ tan sólo cuando ¡<>1.75
donde basta con que E>1.5.
3’) Para test de dos colas y E’~ bajos (Tablas 16 y 20>:
En este caso el método seleccionado fue el U, seguido de
los métodos 132 y HO que también resultaron competitivos.
Sus c.d.v también son las menos exigentes y además
coinciden en los tres métodos. Así, para ¡<=1 son válidos
siempre <basta con E>0) y para ¡<>1 sobra con la condición
E>4 .5.
41) Para test de dos colas y E’~ altos <Tablas 17 y 21>:
Los métodos que se seleccionaron fueron 132? y HO?, siendo
ahora el método 132? el que da lugar a unas c.d.v menos
exigentes. Así, para ¡<=1 siempre es válido, y para ¡<>1
basta con que E>1.5 para que también lo sea.
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4.4.- Discusión y conclusiones ( Avortación ).
Sobre la metodología general y las precauciones que se han
tenido en cuenta en el proceso de obtención de las c.d.v.,
éstas han sido similares a las de la selección de la c.p.c.
óptima, pues en ambos casos se ha trabajado con las mismas
versiones, en función de los mismos parámetros, etc. Tan sólo
cabria recordar que la diferencia fundamental es que aquí se ha
considerado como método óptimo a aquel que da lugar a las
c.d.v. menos restrictivas, y que éstas se han hallado buscando
para cada tipo de test (de una o de dos colas), y para cada
combinación de intervalos de E’E y K, el primer valor de E a
partir del cual el porcentaje de fallos es menor del 5~.
Las conclusiones más generales e interesantes de resaltar
son las siguientes:
l~) De unos métodos a otros, las c.d.v. varian en gran medida.
2~) Para tests de una cola las c.d.v. son más restrictivas que
para tests de dos colas.
31) Para valores bajos de las c.d.v. también son más
restrictivas que para los E’E altos.
41) En las K muy bajas las c.d.v. son menos restrictivas que en
las 1< altas, sobre todo cuando el test es de una cola y las E’E
son bajas.
La Tabla 27 permite seleccionar el método cuyas c.d.v. son
menos exigentes. De forma similar a lo que ocurría en la
selección de la c.p.c. óptima, las distintas versiones de los
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nuevos métodos 132 y 130 también son las que tienen unas c.d.v.
menos exigentes.
-Tabla 27
Selección del método con unas condiciones de validez menos
exigentes. En función del tipo de tests (una o dos colas), del
P—value exacto (P5> y del desequilibrio entre los tamaños
muestrales nj (1<), en el interior de la tabla se indica el
método seleccionado y el valor de E (mínimo valor esperado) a


















132 y H2E’ a Nuevas versiones del método de Haber <1982>.
HO y HO? a Métodos nuevos.
5.- EVALUACION DE LAS AFIRMACIONES DE LA LITERATURA.
Hasta ahora no se han evaluado individualmente cada uno de
los 20 métodos, ni tampoco comparativamente por parejas, pues
ese no era el objetivo y seria excesivamente prolijo. Oualquier
lector que desee alguna de tales evaluaciones, basta con que
acuda a alguna de la tablas de las páginas anteriores. Si nos
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detendremos aquí en aquellas evaluaciones que son motivo de
algún tipo de afirmación relevante en la literatura, y ello con
el fin de criticarlas en base a nuestros datos. Lo que sigue
será una exposición sucinta de resultados, literarios vs los
actuales, ordenados por métodos:
a) Métodos 5 o SP:
—Schouten et al (1980>:”SP es conservador en ¡<~3 y liberal
en ¡<>3 <~=~~; 2 colas)”. Casi correcto: la liberalidad
sucede en ¡<>5 y E pequeño.
—Schouten et al <1980>:”SP es aceptable en ¡<S3 (a5%; 2
colas>”. Falso: SE’ es aceptable en ¡<>2 cuando es E grande.
-Haber (1982>:”S es conservador <2 colas; n550; ¡<=1, 2, 3;
a=5%>”. Correcto: es una ratificación de lo dicho más
arriba.
b) Método PH:
-Upton (1982>: “PH es conservador <a=5%; 2 colas>”. Casi
correcto: es liberal en ¡< grande y E pequeno.
c) Métodos U o U?:
—Pearson (1947>: “UP es irregular pero cercano a la
realidad <2 colas>” + E’lackett <1964>: “Idem para U” +
Grizzle <1967>: “Idem para U en n1=n2” + Storer and
Choongrak <1990): “U no es tan malo”. Incorrecto: Ambos
son irregulares, pero más bien liberales en los a usuales
y más bien conservadores en los a bajos. UE’ no es cercano
al real en ¡<=1.
-Grizzle (1967>: “U va bien si es E>5 <2 colas; a=l% o
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5%>”. Incorrecto: en los a altos y ¡<51,5 la condición es
demasiado floja.
-Garside and Mack (1976>: “ilE’ es muy liberal en ¡<~4 (1
cola; n~S20; a=1% o ~~>“• Correcto
.
-Schouten et al <1980> + Upton <1982) + Dozzi and Riedwyl
(1984>: “U? es liberal (1 o 2 colas; a=5%>”. Correcto
(cuando falla>.
-Haber <1986> + Sachs <1986>: “UP es muy liberal en ¡<~4 (1
cola; n520; a=1% o ~ Incorrecto: es liberal para ¡<U,5
y a paqueño, pero en los a grandes es liberal en todos los
K’s si E es moderada o baja.
—Sachs <1986): “U va bien si es n~~6 y E~2 <1 cola>”.
Incorrecto: salvo en ¡<>5 o ¡<=1 y a bajos, la condición es
más exigente (E~6 con frecuencia>.
—D’Agostino et al (1988>: “U va bien en a pequeño (2
colas; n=10 a 20>”. Incorrecto: es cierto en ¡<=1; no lo es
en ¡<>1 y E moderadas o bajas.
—Ehoades and Overalí (1982>: “U? es menos liberal que U <1
cola>”. Correcto: es una obviedad fruto del factor n o n—
1.
d) Método H2:
—Haber <1982): “132 y UP son prácticamente iguales, pero el
primero es menos liberal <2 colas; n550; ¡<=1, 2, 3;
a=5%>”. Correcto (aunque sus resultados se refieren a la




—Conover (1974>: “C y U son prácticamente iguales, pero el
primero es difícil de calcular <2 colas>”. Casi correcto
:
O es mejor que U en los a grandes.
6.- CONCLUSIONES.
En este capitulo se han abordado varias cuestiones
relativas a cuál es el método asintótico más conveniente para
la comparación de dos proporciones independientes desde el
punto de vista incondicionado. En primer lugar, a partir de un
estudio crítico de la literatura, se evidenció la conveniencia
de utilizar el método chi—cuadrado clásico frente al resto de
métodos alternativos pues o bien son demasiado complejos para
ser asintóticos, o tienen poca base teórica, o sus resultados
son peores que los de los clásicos chi—cuadrado. En segundo
lugar, con el objetivo de seleccionar la c.p.c. más idónea para
el test chi—cuadrado, se han estudiado todos los métodos
clásicos con algún refrendo de la literatura más una cantidad
similar de métodos nuevos (un total de 20 métodos), concluyendo
que la c.p.c. óptima depende del número de colas del test, del
error objetivo, del desequilibrio entre los tamaños muestrales
nj (¡<> y del mínimo valor esperado (E>, pero no así del tamaño
muestral (n>. Estos resultados se resumieron en la Tabla 26.
Por último, para los métodos con una mejor actuación, se han
estudiado sus c.d.v., eligiendo como óptimo, en este sentido,
a aquel cuyas c.d.v. han resultado ser las menos restrictivas.
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Se ha comprobado que, aunque la magnitud de E es el factor más
importante a considerar, las c.d.v. también varian
dependendiendo de cuál sea el número de colas del test, del




¿ METODOS CONDICIONADOS O
INCONDICIONADOS?
1.- INTRODUCCION
Una Tabla 2x2 como la Tabla 28 puede surgir bajo tres
tipos de muestreo, el cual, a su vez, depende del número de
marginales fijados de antemano (Pearson, 1947>: i) Ningún
marginal fijado de antemano <problema de asociación de dos
cualidades dicotómicas>; u) Un marginal fijado <problema de la
comparación de dos proporciones>; iii> Dos marginales fijados
<experimento de las tazas de té de Fisher: Fisher, 1942). Los
distintos modos de aludir a estas tres situaciones pueden verse
en ¡<rolí (1989>, y el resto de formas en que la tabla puede
presentarse en ¡<udó and Tarumi <1978>.
Tabla 28
Presentaci6n de datos en forma de una tabla 2x2.





Total a1 a2 n
Oon el fin de que el capítulo actual pueda leerse sin
continuos saltos atrás, de forma ocasional se repetirán algunos
conceptos y expresiones de capítulos anteriores. Puesto que el
muestreo considerado en esta memoria se corresponde con el caso
u>, en lo que sigue nos centraremos en él, pero los conceptos
que se expondrán y las conclusiones que se obtengan son válidas
también para el caso i>.
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Si sólo las nj están fijadas de antemano, las X~ son
variables binomiales independientes de parámetros n~ y p~, y la
probabilidad de dicha tabla viene dada por:
( y y:P(X1=x1,X2=x2) =P(x14x2Ip11p2> = 122 ~Xi q.1Y1 ~2X2q2 (1)
1% x~ )~ XZ j
(con q1=1—p1> y, de ser cierta la hipótesis nula H0Ep1=p2 <=p),
sera:
P(X1=x1,X2=x2IH0> =P(x11x21p) =(fl~j(fl2)paiq (2)
(con q1—p>, con lo que la probabilidad depende del “parámetro
perturbador” p. En el Cap.I ya se comentó que la eliminación de
parámetros perturbadores es uno de los problemas cruciales de
la estadística actual (Basu, 1977) y que, habiendo generado
diversas soluciones (Tabla 2 del Oap.I>, las Tablas 2x2 se han
convertido en el terreno de batalla particular de una situación
más general. Para nuestro caso, las metodologías que compiten
son la condicionada y la incondicionada. La primera debida a
Fisher <1935), Irwin <1935> y Yates <1934), se basa en el hecho
de que, condicionando en los marginales observados aj, la única
variable de la tabla es X
1 (por ejemplo>, y así:
P<X1=x11a1,H0> =~(x1Ia1> =I~=3J~k~=3~L(:~) (3)
r=max(O;a1—n2> =x1=min(a1;n1)=s
188
con lo cual, si RO<a> es una región crítica al error objetivo
a, el error real será de:
= ~ P<x11a1) (4)
RC< a)
lo que da lugar al conocido test exacto de Fisher. La segunda,
debida a Barnard (1945, 1947>, se basa en la expresión original
<2>, eliminando el parámetro p no por condicionamiento, sino
por maxímización. Así, si RO’ (a> es una RC al error objetivo a,
el error real será:
4=Max ~j P(x1,x2Ip)=Max«<p> (5)
pci(a)
o<p<l o<p<l
Evidentemente que RO(a> está formada por un conjunto de valores
de x1, en tanto que RO’ <a> lo está por un conjunto de valores
de
Desde el nacimiento del método incondicionado, la
discusión acerca de cuál de las dos metodologías es la adecuada
ha sido eterna, pero la misma se ha agudizado desde la
generalización de los ordenadores (lo que ha permitido resolver
la <~> con relativa facilidad>. La lista de autores partidarios
de uno u otro método es interminable —ver por ejemplo los
artículos de Berkson <1978), Yates (1984>, Little <1989> y
Haviland <1990>, y su discusión-, pero el ímpetu que ponen en
su defensa unos y otros, y el poco-acuerdo conseguido, hacen
sospechar que la discusión roza el campo de la Filosofía, o al
menos así lo parece por el modo en que defensores y atacantes
del test exacto de Fisher hacen fortaleza da sus principios. La
situación se vuelve aún más confusa cuando el creador del
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método incondicionado se arrepiente <Barnard, 1949) pasando a
defender con ahinco al método condicionado <Barnard, 1982,
1989>; igual sucede con otro de los partidarios del método
incondicionado (Upton, 1982, 1992>.
Hasta ahora, la defensa del método condicionado en las
tablas 2x2 ha merecido artículos específicos sobre el tema
<Yates, 1984; Little,1989; Haviland, 1990; Oormack and Mantel,
1991; Upton, 1992; etc.) en los que se han expuesto
profusamente las razones que lo avalan, en tanto que la defensa
del método incondicionado sólo ha merecido algunas líneas en la
discusión de los artículos anteriores o dentro de otros
artículos cuyo fin era otro (Garside and Mack, 1967; Mc Donald
et al, 1977; D’Agostino et al, 1988; etc.). Aquí se pretende
responder uno a uno a los principales argumentos esgrimidos por
los partidarios del condicionamiento, así como dar algún
argumento añadido a favor del no condicionamiento. La defensa
del no condicionamiento es tanto más deseable en cuanto que la
generosidad científica y honradez de los “arrepentidos” puede
ocasionar una detención en el desarrollo de la estadística (por
la confusión que crea en el resto de investigadores esa actitud
en personas de gran relevancia científica). Aunque los
argumentos esgrimidos a favor de uno y otro método son muchos
y no siempre fácilmente encuadrables, en lo que sigue se ha
procurado una sistematización de los mismos, lo que impedirá su
aparición por orden de importancia.
Sin embargo, el método incondicionado no siempre es el
apropiado, y en este capítulo se reseñan dos ejemplos
paradigmáticos: el ejemplo de las flores de Fisher y el caso de
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la comparación de dos proporciones apareadas. En esencia, aquí
se defiende la idea de que sólo es licito condicionar en
aquellos estadísticos que no dependen de los parámetros objeto
de inferencia, y que, con tal fin, es preciso especificar la
probabilidad de la tabla cuando es cierta la hipótesis
alternativa. La idea es aprovechada para rebatir el argumento
de los modelos causales usado por Greenland <1991>.
2.- ARGUMENTOS PRACTICOS -
2.1.— Sobre el conservadurismo del test exacto de Fisher.
El argumento repetido con mayor insistencia por parte de
los defensores del método incondicionado es que el test que
produce es más potente que el test exacto de Fisher <Mc Donald
et al, 1977; Liddell, 1978; Upton, 1982; Haber, 1987>, al cual
se acusa de ser muy conservador. Los argumentos para llegar a
tal conclusión son de varios tipos. Los más extendidos son que
el tamaño a*c puede ser menor que a/4 o a/2; que a*1 suele ser
más próximo a a que a*c; y que la RO’<a> suele contener más
puntos que la RO<a). Oomo tales conclusiones se obtienen para
algunos valores de n1, y generalmente para a=5%, los
partidarios del condicionamiento contraatacan esgrimiendo el
argumento de Yates (1984> de que la anterior conclusión
proviene de un uso indebido de los niveles nominales de
significación <5%, 1%,...> práctica que, estando justificada
con variables continuas, es una aplicación indiscriminada de la
teoría de Neyman—E’earson. En realidad, el hecho- de que los
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valores de a* estén por debajo de a era esperable puesto que se
trabaja con variables discretas, pero es sintomático que en
general ~i esté más cerca de a que a*c, lo que implica que el
P—value del método incondicionado sea más bajo que el del
método condicionado, obteniendo así más significaciones. El que
ello suceda en los valores ordinarios de a (5% ó 1%> no implica
que también vaya a suceder lo mismo en el resto, pero los
partidarios del condicionamiento no ofrecen ejemplos al efecto.
Si la duda proviene de que las diferencias <at—a> puedan ser
indicativas de algo, la misma se despeja con la confirmación de
Haber <1987> de que para a=5% el test incondicionado es
generalmente más potente que el condicionado. Este argumento
(menos extendido que el anterior> se ratifica con el estudio de
Herranz <1992> en el que las comparaciones de potencia se hacen
para valores de a entre el 1% y el 10%.
Por si queda alguna duda, Martín (1991) expone el
siguiente argumento teórico ya comentado en el Oap.II (Aptdo.
2.7.2>. Oomo señaló Pearson (1947>, la expresión <2> puede
ponerse en este otro formato:
con
81g82 (7)
Uno de los problemas del método incondicionado es el orden en
que los puntos <x
1,x2> van introduciéndose en la RO’, pero una
solución habitual y de las más potentes (Haber, 1987; y Cap.II,
Aptdo. 2.5.4> consiste en ordenarlos de menor a mayor valor de
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su P—value E’F<Xl) obtenido por el test exacto de Fisher (Mc
Donald et al, 1977> o método OSF del capitulo anterior. Si x1
es el valor observado y E’F es tal E’—value, el P—value E’IF de la
actual versión incondicionada será, en base a <5) y <6):
n )patqaap <PF (8)
Como el test de Barnard (1947> es el más potente de los
incondicionados, su P—value en general será E’IBSPIF<PF, por lo
que el test exacto de Fisher será más conservador que el test
incondicionado óptimo. Pero esto debe entenderse en sus justos
términos.
Si uno es partidario del no condicionamiento, y puesto que
el test exacto de Fisher también puede contemplarse como uno
incondicionado (Pearson, 1947>, la conclusión es clara: los
tests incondicionados clásicos son más potentes <y por tanto
preferibles> que el test exacto de Fisher. Sin embargo, si uno
es partidario del condicionamiento (como único planteamiento
lícito> las comparaciones descritas anteriormente pierden todo
su sentido y el test exacto de Fisher es la única alternativa
posible. Esto es así principalmente por dos motivos: porque la
mayor potencia del test incondicionado se logra gracias a que
en algún valor de a1 dicho test incluye un punto extra en la
RO(a), lo cual indica que en la expresión <4> es a
tc>a <lo que
no está permitido>, y porque las potencias consideradas son
incondicionadas como se verá más adelante (Aptdo. 3.3). En
conclusión, el asunto del conservadurismo no es la discusión
relevante acerca de qué metodología elegir.
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2.2.— sobre la inconsistencia del test exacto de Fisher.
Oornfield (1966>, Yates (1984>, Dupont <1986> y Oormack
(1986) señalan el comportamiento inconsistente del test exacto
de Fisher como test de dos colas, citando el último autor hasta
5 problemas distintos. Un ejemplo típico es el que cita Dupont
(1986> referente a una tabla de 10/100 vs 20/100 cuyo P-value
es 0.0734 <calculado por el test exacto de Fisher a dos colas
bajo la definición de “tablas más improbables” o versión 1 del
Oap.I>, en tanto que el de la tabla de 10/101 vs 20/100 (muy
similar a la anterior> es de sólo 0.0497. Dupont y Yates
proponen como solución que el P—value de dos colas sea el doble
del E’—value del test de una cola <que es la propuesta de
Armitage>. Dicha solución resuelve el anterior ejemplo y los
cuatro primeros problemas citados por Oormack, pero no el
último, proponiendo este una solución alternativa basada en un
muestreo de la distribución hipergeométrica obtenida
experimentalmente. La solución es laboriosa y aún no ha dado
tiempo a su discusión en la bibliografía. Sin embargo la
solución de doblar el P—value de una cola les parece
injustificada a muchos autores, partidarios o no del método
condicionado (el propio Oormack y varios de los participantes
en la discusión del papel de Yates: Hill, Jagger, E’lackett,
Mantel...). Por otra parte, Lloyd <1988> prueba que el criterio
de doblar el P—value de una cola da lugar a un test sesgado que
puede entenderse como uno aleatorizado diferente del UMPO.
Martin et al <1989> prueban que el test incondicionado OSF no
presenta ninguno de tales problemas, o los~ tiene muy
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aminorados, citando como ejemplo el que los P—values para el
caso planteado por Dupont sean de 0.0596 y 0.0502
respectivamente <que son bastante más homogéneos>.
Como puede verse, unos autores extraen como consecuencia
que el test incondicionado es el adecuado; otros, que hay que
cambiar la definición del P-value de Fisher en los tests de dos
colas.
Oon respecto a lo primero, Martín and Luna <1989> y
Barnard (1989> señalan que los resultados eran esperables
debido a lo discreto de las variables implicadas. Para el test
de Fisher, el número total de tablas posibles son 31, lo que da
un salto promedio de probabilidad de 100/31 = 3.23% que es
mayor que el salto del ejemplo (7.34—4.97=2.37%), y así el
salto observado no es tan sorprendente. El test incondicionado
tiene más puntos donde repartir la probabilidad y así los
saltos son menores. La razón de la irregularidad en el
comportamiento del test de Fisher está en la asimetría de la
distribución hipergeométrica y en lo discreto de la variable
base.
Con respecto a lo segundo, la definición del P—value de
dos colas no puede cambiarse “a posteriori” para resolver una
dificultad en un test particular. La definición debe ser
general, válida para todos los testa, y justificada de modo
ajeno a unos datos particulares.
En resumen, tampoco la posible inconsistencia del test de
Fisher ayala necesariamente al test incondicionado, aunque es
verdad que el mismo es algo más coherente.
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2.3.— El test exacto de risher es más general y sencillo,
convergiendo al incondicionado.
El test exacto de Fisher además de ser válido para las
tres circunstancias descritas en la introducción <Lehmann,
1959), puede ser considerado como un test incondicionado
<Pearson, 1947>, como un test de aleatorización (Lehmann, 1959)
e incluso como solución al test de las rachas <Herranz, 1992).
El método incondicionado requiere una solución distinta para
cada uno de los tres casos de la introducción. La generalidad
del primero es evidente y cómoda. Su mayor sencillez de cómputo
es también patente si se observan las expresiones <~) y (~>,
donde es claro que la (4> puede incluso resolverse “a mano”,
mientras que la (~> necesita de un potente ordenador. Pero, a
cambio de estas ventajas, ha de pagarse el precio de su mayor
conservadurismo e inconsistencia.
Es conocido que ambos tests convergen al test chi—cuadrado
<Oap.III> y actualmente ya se sabe que la diferencia entre las
potencias de uno y otro tiende a cero conforme aumenta n
(Herranz, 1992>, más rápidamente aún en tablas más amplias que
las 2x2 <Mehta and Hilton, 1993). En consecuencia, la discusión
sobre cuál es el adecuado pierde su sentido en muchas de las
circunstancias ordinarias, lo que no invalida la importancia
teórico—práctica de la discusión actual,
Nuestra posición es que el condicionamiento fue una idea
brillante que permitió el desarrollo de la estadística (pues en
otro caso los cálculos implicados eran prohibitivos>, pero hoy
día la situación ha cambiado y es posible plántearse la
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búsqueda de una “verdad” superior. Sin embargo, actualmente, y
en un futuro previsible, el método condicionado seguirá
teniendo utilidad pues sacará a los estadísticos del apuro de
tener que analizar por el método incondicionado tablas de un
orden superior al 2x2 (por ejemplo).
3.- ARGUMENTOS TEORICO-PRACTICOS
3.1.- Sobre el carácter de UMPU del test exacto de Fisher.
*
Tocher (1950> proporciona un test en el que el valor a
de la (4> vale exactamente a, lo cual se consigue efectuando un
sorteo en el punto frontera de la RO(a) <Oap.I, Aptdo. 2.3.>.
Aunque tal test es UMPU, hay un acuerdo general <E’lackett,
1964; Mantel and Greenhouse, 1968; Mc Donald et al, 1977;
Liddell, 1978; Suissa and Schuster, 1985; etc.> acerca de la
irracionalidad de aplicarlo, fundamentalmente porque no parece
deseable decidir por sorteo la posible significación de una
tabla, lo que llevaría a que, a igualdad de error a,
investigadores distintos puedan tomar decisiones distintas en
base a los mismos datos, perdiéndose así la deseadada
objetividad científica. La circunstancia es aprovechada por
algunos autores para proponer al test exacto de Fisher como
alternativa pues, no siendo aleatorizado, procede del UMPU. El
argumento no es válido por varias razones: 1> Lloyd <1988)
probó que el test de Fisher es sesgado; 2> Suissa and Schuster
(1984) probaron que el test de Tocher (aún siendo UMPU> no es
UMP, y que un test sesgado puede ser más potente que uno
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insesgado en gran parte del espacio parainétrico; 3) Haber
<1987> probó que cualquier test incondicinado suele ser más
potente que el UMPU, el cual sólo va bien en las cercanías de
H0.
Con todo, para grandes muestras, la elección es
indiferente, pues ¡<nilsel and Michalk (1987> probaron que la
eficiencia asintótica relativa de los tests de Fisher y Tocher
es la unidad, y se ha visto antes que el primero converge al
incondicionado.
3.2.— Modificaciones al test exacto de Fisher.
A fuerza de acusar de conservador al test exacto de
Fisher, los partidarios del condicionamiento han decidido
efectuar algunos cambios en su modo clásico de aplicarlo.
Resulta sospechoso que los mismos surjan después de la
discusión, no previo a ella, y, en todo caso, tales cambios
deberían ser defendidos para cualquier otro test <sea o no el
de Fisher).
El primero de los cambios <Haber, 1986) consiste en
modificar la <~) en el sentido de que el último punto de la
RO(a) entra con la mitad de su probabilidad, lo que ocasiona
P—values más bajos. La idea, que es una particularización del
P—mid de Lancaster <1961>, es acogida con cierto entusiasmo por
los partidarios del condicionamiento (Yates, 1984; Barnard,
1989; Upton, 1992>, en particular porque tal versión es la que
más se aproxima al test ~2 sin corrección por continuidad
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<c.p.c.). La argumentación presenta varias curiosidades: 1)
Está bastante aceptado <Yates, 1934; Oox, 1970) que cuando una
variable discreta se aproxima a través de una continua conviene
efectuar una c.p.c., por consiguiente el test 2(2 sin c.p.c. no
es apropiado y, de rechazo, tampoco el de Fisher en versión E’—
mid; 2> el test 2(2 es uno asintótico que, para que actúe bien,
debe ajustarse al no asintótico, no al revés; el hecho de que
concuerden sólo prueba eso <que concuerdan), pero está por
probar que el test ~2 sin c.p.c. sea el adecuado; 3) Si la idea
del P-mid fuera adecuada, el test incondicionado también la
acogería, y las cosas quedarían casi igual. Pero la idea, en
nuestra opinión, no tiene sentido.Para ver esto último, sea una
moneda cuya probabilidad p de cara es desconocida. Para
contrastar H0~p=0.9 contra H1~pC0.9, lancemos la moneda una
sóla vez <n=l>. Bajo HQ, el número X de caras puede ser O ó 1
con probabilidades de 0.10 y 0.90 respectivamente. Si se obtuvo
Xexperimentai=O~ el P—value clásico es de 0.10 y, bajo la
perspectiva del E’—mid, es de 0.05. Al error a=5% el primero
concluye (lógicamente> ~ en tanto que el segundo concluye
<ilógicamente> H~, lo que nos parece difícil de entender.
El segundo de los cambios es debido a Barnard <1982, 1989)
que defiende utilizar errores a variables (pequeños en los
experimentos sensibles; grandes en los experimentos poco
sensibles), minimizando así el error ¡3. La sensibilidad del
experimento depende de a1, y así a es una función a(a1).
Modificando a<a1> adecuadamente <utilizando valores pequeños en
los a1 más informativos y grandes en los menos informativos>,
Barnard demuestra que tal test flexible de~ Fisher es
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equivalente a cualquier test incondicionado. Martin (1991>
responde que: 1> La idea implica abandonar la costumbre de
tomar valores de a fijos, y lleva al problema de la
subjetividad en la elección de a(a1); 2> La nueva versión
implica regresar el problema a las dos dimensiones originales,
recuperando así la información perdida por no contemplar a1; ~>
Ambas cosas las hace de un sólo golpe y automáticamente el test
incondicionado <que lleva dentro de sí las dos informaciones:
la de x1 y la de a1>. De hecho, como comprueba el propio
Barnard, el test incondicionado, al construir la RO’, da lugar
a valores a(a1) —obtenidos por el test de Fisher— pequeños para
los a1 muy informativos y grandes para los poco informativos,
y todo ello realizado de un modo automático y sin necesidad de
evaluar subjetivamente el error a admisible para cada a1. En
consecuencia el tet flexible es en realidad el test
incondicionado, pero sin la objetividad de este.
3.3.- El test exacto de Fisher y el tamaño de muestra
(Aportación)
.
Desde hace tiempo es admitido que una buena investigación
debe comenzar por la determinación del tamaño de muestra
apropiado al experimento y a las especificaciones, lo que, en
nuestro caso, implica fijar de antemano los errores a y >3 del
test y la mínima diferencia S=(p1—p2> a detectar por el mismo.
Conocidos esos valores, el investigador comenzarla por un valor
tentativo de n1=n2=n/2 (20 por ejemplo), determinaría la
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observando su mínimo valor en todas las parejas (p1,p2> en que
es (p1—p2>=d y comprobando si es igual o superior a 1—f3. El
problema es que la RO(aIa1> depende de a1 y de antemano no
sabemos pué valor tomará a1. La alternativa es calcular la
RO(aIa1> en todos los a1, pero en los valores extremos de él no
existirá RO y así la potencia nunca alcanzará el valor 1—/3.
Como alternativa, todos los autores que abordan el problema
determinan lo que llaman potencia media, potencia esmerada
(Casagrande et al, 1978> o potencia incondicionada <Gail and
Gart, 1973>:
9<p11p2¡«> P(x1,x2Ip11p2> <12)
y en base a ella determinan el valor n. Obsérvese que las RO se
obtienen bajo el principio condicionado, pero la potencia se
obtiene bajo el principio incondicionado, y que el hecho de que
sea e<p1,p2~a>~í—p no garantiza que ocurra igual con
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En consecuencia, el tamaño de muestra para el test exacto
de Fisher se determina de un modo incorrecto en la literatura,
siendo imposible calcularlo exactamente desde el principio. La
única posibilidad para esto consiste en determinar parejas de
valores mínimos (a1;n/2> que den O(p1,p2Ia,a1,n1=n/2>fl-P e ir
incrementando n experimentalmente hasta que se obtenga el a1
deseado. La complejidad del proceso es patente.
4.- ARGUMENTOS TEORICOS ( Aportación )
4.1.- El test exacto de Fisher y el principio de auxiliaridad
Little (1989> recoge detalladamente el argumento más
tradicional en la defensa del condicionamiento. El mismo se
basa en el hecho de que si X e Y son dos variables aleatorias
cuya distribución conjunta se puede factorizar en la forma:
P<x,yIO,~) =P<yI9)P(xly,O) (13)
entonces Y no contiene información acerca de 8, es un
estadístico auxiliar, la inferencia sobre O puede hacerse
condicionando en él y ~ es un parámetro perturbador que se
elimina del problema por el condicionamiento aludido. Como,
bajo ~ la expresión (6> tiene el formato de la (13>, los
partidarios del condicionamiento dedujeron el carácter auxiliar
del estadístico a1 y de ahí el test exacto de Fisher basado en
P(x1¡a1>. Al anterior argumento añaden el de que toda la
estadística referida a variables aleatorias continuas esté
basada en el principio del condicionamiento <regresión,
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comparación de medias, etc.>, no entendiendo por qué no debe
aceptarse igual principio para variables discretas. Sin
embargo, conviene indicar que en variables continuas sucede que
X y son independientes <Teorema de Cochran> y el
condicionamiento no importa <pues son estadísticos
suficientes>, mientras que aquí los estadísticos x1-x2 y x1+x2
no son independientes. Volviendo sobre el tema del estadístico
auxiliar, los partidarios del no condicionamiento aducen que el
punto de partida ha de ser la (1), la cual, reparametrizándola,
queda en la forma:
P<x1,x21p1,p2> =P(x1,a1IOAp) =P(a116,cp>P<x11a1,6) (14)
con O y P<x1¡a1,6) dados por las (11> y <10> y 9=p1p2/q1q2. Con
ello P<x11a1,6> no depende del parámetro perturbador ~,pero
P<a1~O,p> sí depende del parámetro en estudio O, y así a1 no es
auxiliar, pareciendo absurdo no utilizar esa información por
pequeña que ella sea (Berkson, 1978>. Yates (1984) indica que,
aún así, el estadístico es aproximadamente auxiliar y que el
condicionamiento en él es intuitivamente obvio.
Se ve pues que los partidarios del no condicinamiento
están de acuerdo con condicionar en un estadístico auxiliar,
pero no en uno que no lo sea <aunque le falte poco para serlo>.
El estadístico a1 contiene poca información sobre O <E’lackett,
1977> y, si bien ella puede ser despreciable con grandes
muestras, con pequeñas muestras puede ser importante (Hinde and
Aitkin, 1987> y conviene aprovecharla.
Asimismo parece claro que el principio que mantienen los
partidarios del condicionamiento no es ya la auxiliaridad en sí
de a1 <que no es auxiliar>, sino la conveniencia de efectuar
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inferencias en base a aquello que se ha observado <el valor a1
realmente obtenido>, y no en base a valores no observados. Sin
embargo esto, siendo discutible, no cierra la cuestión, pues
¿por qué no se condiciona en el estadístico x1—x2 o en
cualquier otro? La elección de a1 es sospechosa si la
auxiliaridad no entra en juego, y es no rigurosa si la
auxiliaridad exacta es tenida en cuenta. De hecho, el método de
la verosimilitud canónica <Hinde and Aitkin, 1987), que efectúa
una descomposición aproximada de la verosimilitud <1>, a través




es más conforme con los resultados del test incondicionado que
con los del test exacto de Fisher.
El argumento en el que se basan los partidarios del
condicionamiento no es el hecho de que el estadístico a1 sea
auxiliar cuando se supone cierta ~ —expresión (6)— puesto que
también lo defienden para otras inferencias en que se acepta ~
como cierta <intervalos de confianza para O, por ejemplo).
Ellos aceptan el condicionamiento porque —expresión <14>-
P<x11a1,O> no depende del parámetro perturbador p, no
importándoles que por el camino a1 se lleve alguna información
sobre O. De un modo general, y paralelo a la expresión (13),
podemos decir que si se verifica que:
P(x,yI8~p) =P(yIO,cp)P(xly,O) (15)
entonces el parámetro perturbador se elimina del problema
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condicionando en y, al que llamaremos un estadístico oseudo
—
auxiliar. Todo el mundo está de acuerdo —ver próximo apartado—
en condicionar en el estadístico auxiliar, pero sólo los
partidarios del condicionamiento están conformes también con
condicionar en el estadístico pseudo-auxiliar, y ello por
razones que no entendemos. El hecho de que la pérdida de
información por actuar así sea escasa, y de que las
distribuciones obtenidas sean cómodas, es un extraordinario
arqurnento <y una gran suerte> a favor de la pseudo—
auxiliaridad, pero no por ello deja de ser, estrictamente,
incorrecto. De un modo general y menos teórico, nuestra
posición es que se puede <y debe) condicionar en cualquier
estadístico cuya distribución no dependa del parámetro o
parámetros sobre los que se va a efectuar la inferencia, a
condición de que la distribución condicionada remanente no
contenga al parámetro perturbador. Con la última precaución se
excluye del condicionamiento el caso de que:
Ouando no existe un estadístico auxiliar, pero sí uno
pseudo—auxiliar, y la resolución exacta del problema es
compleja, la utilización del condicionamiento es un modo
aproximado y conservador de resolver el test. Para ver esto,
utilicemos un argumento similar al que llevó a la expresión
(8). Fijado el error objetivo a, obtengamos la RO del test
condicionado en cada valor de y, lo que se hará en base a
P(x~y,O) y dará una RC<y,a) con errox real a*ysa. Sea




la (15> permite afirmar que el error real a*I del test
incondicionado es:
c4=MaXS P(x,9í8,qO=Max~P(yf60p) ~ PC.’dy.6>
RC(a) y RC<y,«) (18)
=Max~P<yIO,~>cc =a¿,Max~P<yf6,~p) =«~ < «
y y
con a*c=Maxy{a*y}, lo que indica dos cosas. En primer lugar es
a*1Ca y el test condicionado es también incondicionado, pues
respeta el error objetivo a. En segundo lugar, el test
condicionado <visto como incondicionado) es un test conservador
<que es lo que se paga a cambio de su mayor facilidad de
cómputo): esto es así porque el error a*c seria el 2—value “de
trabajo” en el último punto entrado en la RO <ordenando los
puntos de menor a mayor 2—value del test condicionado, como
hacen Mc Donald et al>, el cual es siempre mayor o igual que el
2—value real a*1 obtenido por maximización. Como la versión
óptima del test incondicionado es más potente que la actual de
Mc Donald et al, la última conclusión es verdad aún con más
fuerza.
4.2.- El ejemplo de las flores de Fisher.
Barnard, en la discusión del articulo de Yates (1984),
cita el ejemplo que le presentó Fisher y que fue el’ que en 1949
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le convenció para abandonar su idea del test incondicionado. El
mismo ejemplo ha sido recogido posteriormente por otros autores
(Little, 1989; Upton, 1992), pero aquí aludiremos a la versión
dada por este último.
Una planta florece con probabilidad p desconocida, y,
cuando lo hace, da flores de color púrpura con probabilidad a
<también desconocida) independiente de ~p.Se toman T plantas de
las cuales florecerán N=n (por conocer) y de ellas X=x (por
conocer) serán de color púrpura. El objetivo es contrastar
H0En=O.5 contra H1~n>O.5. Upton, Barnard y Fisher mantienen que
la solución consiste en condicionar en el valor n realmente
otenido y efectuar el test en base a que:
P<X=xIN=n,n) (fl»tx(l.i~>iix <19>
pues el resto de las plantas (las T—n que no florecen) no dan
información alguna acerca de a. Asimismo, opinan que un
partidario del no condicionamiento consideraría a la pareja de
variables (N,X), formaría una RC(n) para cada valor de n,





P<N=n,X=xfQ,%) = ~ (21)
Tal proceder les parece rechazable pues, si se globaliza en N
<que no tiene nada que ver con a), también podría globalizarse
en cualquier otra cosa.
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El problema de poner un ejemplo <el anterior) para aclarar
lo que ya es otro ejemplo <las tablas 2x2) es que por el camino
se pierde la equivalencia y se altera alguna estructura que es
esencial al argumento. Dichos autores se equivocan cuando
piensan que un partidario de no condicionamiento actuarla como
en la (20) pues, por el contrario, procedería como ellos: en
base a la <19). El problema de las flores es equivalente al
problema de contrastar si una moneda está trucada a favor de
“cara”, con T—”n2 de lanzamientos de la moneda”, “no de
lanzamientos en que la moneda no cae de canto” (se supone una
moneda “gruesa”), X=”n~ de caras”, 9=”probabilidad de que la
moneda no caiga de canto” y rr=”probabilidad de cara en una
moneda que no cayó de canto”. Nadie en su sano juicio contempla
los casos T—n, sino que considera sólo los casos con un
resultado relevante al problema <n). Volviendo al ejemplo de
las flores, el investigador, al inicio del experimento, deseaba
pedir T
1 semillas; su superior, por limitaciones
presupuestarias, le permite comprar sólo T2 semillas; de ellas,
llegan en buen estado sólo T3 semillas, T4<=T) de las cuales
germinan; de las que germinan, sólo T5<=N) florecen, y, de
ellas, sólo T6<X) dan flores de color púrpura;de las púrpuras,
T7 enferman, y, de ellas, T8 se curan; de las que se curan...
Cualquier investigador entiende que la parte relevante del
experimento <para nuestros fines> es la variable (X¡N) —pues lo
otro sería una locura sin fin—, todo lo cual es conforme con el
principio de auxiliaridad. En efecto, según la <21>:
P<n,xIcp,n) =P(nlcp)P<xln,x> (22)
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con P<xln,TT> dada por la (19> y
P<nIqd= (Tfrn<lw)Tn (23)
lo que es conforme con la (13): la variable N no depende del
parámetro objeto de inferencia <a> y es por tanto un
estadístico auxiliar.
De igual modo, para contrastar H0E9=O.5 se utilizarla
exclusivamente la (23), pues el resto del experimento no tiene
nada que decir al respecto. Cosa distinta seria —y esto si es
más parecido al caso de las tablas 2x2— si la hipótesis a
contrastar fuera H0~p=n 6 H0EnO.5 supuesto Tr=f(q)=rT’+9/2 <el
florecer depende del color). En ambos casos la variable N
depende del parámetro implicado en la inferencia y, por tanto,
no es licito condicionar en ella.
Regresemos al caso de las tablas 2x2. La expresión (1) se
factorizaba como en la expresión <14), y así para contrastar
H0~p1p2<p) no debe condicionarse en a1. De hecho, si la
hipótesis fuera H0’~p1=p2=0.5, cualquier investigador usaría
como expresión base la (1>, pues: a) Si condicionara, la
variable <x11a1> no depende de p; y b) Un test basado en la
distribución de (AjH0’) no conserva la información de p1—p2.
Volviendo al ejemplo de las flores, podría pensarse que la
solución ha sido clara porque hay una secuencia temporal de
experimentos que nos motiva en la respuesta. Pero no es así.
Para verlo, recompongamos algo el mismo experimento. Una
semilla que germina puede dar lugar a tres resultados: no
florecer <probabilidad p1), dar una flor de color púrpura
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<probabilidad p2), o dar una flor de otro color <probabilidad
p3>. Si X~<i=1,2,3) es la frecuencia de resultados de cada tipo
de entre las T semillas que germinan, el modelo es el de una
distribución multinomial:
p(x1,x2,x31p1,p2,p3) = _________ >~1 ><2 (24)
Pi P2 P3
El objetivo es contrastar para lo cual,
reparametrizando la <24), queda: ( p2 X~ ( ~r <~) r-xi}{( x2+x3) 1 ~
~2~fl3)J (25)
=P<x11p1) P(x21x1, it>
con n=p2/(p2+p3), y el condicionamiento en x1 <o en x2+x3> es
obligatorio. Aquí son p1=l-p, p2=¿pn, p3=9(l-n>, x1T—n, x2x y
x3=n—x en términos del ejemplo de las flores, y así la (25) es
la misma expresión <22).
4.3.- El caso de dos proporciones apareadas.
Supongamos ahora que n individuos son sometidos,
alternativamente, a los tratamientos A y B, anotando si SI o NO
tienen éxito tales tratamientos. Los datos experimentales y las
probabilidades individuales se indican en la Tabla 29 que,
aunque tiene el formato de una tabla 2x2 <muestreo i> de la
Introducción), el objetivo de su análisis es distinto a los
citados allí. El objetivo ahora es contrastar si los
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porcentajes de éxitos con los tratamientos A y E son el mismo
(es decir H0sp1=p2), lo que es conocido como el problema de la
comparación de dos proporciones apareadas.
Tabla 29
Presentación de resultados de una experiencia dicotómica con
datas apareados (tabla izquierda) y probabilidad de obtener un




















Total - - n Total p, 1-p2 1
En el problema intervienen 3 variables aleatorias <pues
EEX~~=n) que dependen de 3 parámetros desconocidos (pues
siendo la distribución de aquellas la multinomial:
= nI np (26)
o, repararametrizando la expresión en función de
P<x11,x221x121p11,p12,it) = nillx1~ 1 (27)
Como p1=p11+p12 y p2=p11+p21, contrastar H0Ep1=p2 es equivalente
a contrastar H0Ep12=p21, Lo cual es a su vez equivalente a
contrastar H0Hn=0.5, y así p11 y 222 son do& parámetros
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P(x121x11, x22, it) =( x12 3 ~ (í—,r) n-x11—x22—x12 (29)
con lo cual:
(30>
con n-Ex~~=x12+x21. Esto indica -ver la expresión (13)— que
(x11,x22) es un estadístico auxiliar de (p11,p22> y que la
inferencia sobre a puede y debe hacerse condicionando en él.
Se ha probado pues que para comparar dos proporciones
apareadas debe condicionarse en el estadístico x12+x21,
eliminando las observaciones x11 y x22 pues son irrelevantes al
problema. Esta es una conclusión opuesta a la del caso de dos
proporciones independientes <pues entonces el método
incondicionado era el apropiado>, y pone de manifiesto que el
planteamiento incondicionado de Suissa and Shuster (1991) no es
correcto.
Es inmediato ver la relación del problema actual con el de
las flores de Fisher. Los términos de las expresiones clave
para ambos casos —las (25> y (30)— se relacionan así:
x1=x11+x22, x2=x12, p1=p11+p22 y el parámetro a alude al mismo
concepto en ambas <pues p2=p12 y p3=p21). La diferencia está en
que los individuos con respuesta homogénea <x11 y x2~> son
agrupados en el ejemplo de Fisher en una •única casilla <las
semillas que no florecen). Aceptar la solución condicionada en
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el ejemplo de las flores lleva a aceptarla también en el caso
de dos proporciones apareadas. De hecho, esto es lo que hacen
Suissa and Shuster <1991). Para ellos, la expresión base es:
P (x12 , x211p12 , p21) nl >~12
(31)
la cual, bajo H0~p12=p21<=p), se convierte en:
9(p) =P(x12,x211p) = nl
(32)




El planteamiento es ahora exactamente el mismo que el del
ejemplo de las flores de Fisher, y de ahí que su solución sea
incorrecta: p es un parámetro perturbador que puede y debe
eliminarse por condicionamiento.
5.- MODELOS CAUSALES ( Avortación )
5.1.- 51 modelo y las hipótesis a contrastar.
Ya se ha visto que para efectuar la inferencia de un modo
adecuado no basta con considerar la probabilidad bajo H0, sino
que hay que especificar qué se espera que suceda bajo H1, y
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ambas cosas dependen del modelo asumido. La expresión “tablas
2x2” es un modo abreviado de aludir a las tres situaciones
descritas en la introducción <no a otras), al igual que el
término “media” es un modo abreviado de aludir a la “media
aritmética” <no a otras). Greenland <1991), entre otros, alude
a otras tablas 2x2 que no son las aquí contempladas. En
particular se refiere al caso u) de la introducción,
defendiendo que el test condicionado puede ser preciso <en
ciertos submodelos> para mantener la coherencia entre las
inferencias muestral y poblacional, por lo que el término
“comparación de dos proporciones binomiales independientes”
puede ser demasiado impreciso. Aunque la advertencia es
conveniente, una vez más el término anterior es un modo
abreviado de aludir a una situación bien conocida por todos:
“se tienen dos poblaciones en las que cada individuo posee una
determinada característica con probabilidad p~(i=l,2)
independiente de los demás, se toman dos muestras
independientes de tamaños nj y se desea contrastar
contra H1’Ep1*p2 ó H1Ep1>p2”.
Greenland <1991) alude a una situación, en principio,
distinta. El se refiere al caso de querer contrastar la
eficacia de un tratamiento frente a su no administración, pero
asumiendo una respuesta determinista: cada individuo sometido
a un tratamiento tiene una respuesta no aleatoria (éxitornl y
fracasosO), y se desea contrastar la hipótesis:
El tratamiento no hace variar la respuesta de cada
individuo.
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lo que no es lo mismo que la hipótesis E0 tradicional para el
caso u):
H0u p1=p2 s El tratamiento no hace variar la respuesta
poblacional El tratamiento no hace variar la
probabilidad de éxito de los individuos.
pues los modelos asumidos (el tradicional y el causal> no son
el mismo.
5.2.— EJ. test cuando la muestra es toda la población.
Yates <1984> -en su defensa del condicionamiento— y
Greenland (1991) aluden a esta situación: “De una población de
n individuos se extraen al azar n2 individuos que reciben el
tratamiento, permaneciendo los n1 individuos restantes sin
tratamiento; tras un tiempo adecuado, x2 de los primeros y x1
de los segundos se curan. ¿Es efectivo el tratamiento?”. Los
autores citados indican que, de ser cierta %, el tratamiento
es incapaz de alterar la respuesta individual, el número de
éxitos es seguro x1+x2=a1 y el test apropiado es el de Fisher,
que es condicional. Aunque esto es cierto, conviene ver con más
precisión cómo se obtiene tal conclusión.
Supongamos que el tratamiento es capaz de curar a algunos
individuos (a1 > que no se curarían en otro caso, y que, sin
tratamiento, a1 individuos curarían. De haber podido hacer una
experiencia apareada, esto indica que hay a1 individuos con
respuesta <1,1), a1 con respuesta <0,1> y n—a1—a1 con
respuesta (0,0), aludiendo el primer dígito a la respuesta sin
215
tratamiento y el segundo a la respuesta con tratamiento. Las
cantidades a1 y a1 son parámetros desconocidos, a1 es el
parametro perturbador y a1’ es el parámetro objeto de
inferencia <H~ma1’=0). Para la experiencia original, la
variable x1 tiene una distribución que se corresponde con la
clásica de Fisher:
P(x11a1) (34>(~)
La variable x2 es suma de los a1—x1 éxitos que no entraron en
la primera muestra, más los <x2—a1+x1> individuos que entraron
al azar de entre los a1’; de ahí que:




que, siendo de la forma de la expresión <16), no permite usar
el argumento condicional <en x1>. Bajo H~. el segundo término
toma el valor 1, y así:
P<x11x21a1,a’1) =P(x11a1> (37)
y el test exacto de Fisher surge no por condicionamiento, sino
por los propios efectos de la hipótesis np; de hecho, aquí a1
no es una variable en la que se condicione, sino un parámetro
perturbador cuyo valor se conoce exactamente al final de la
experiencia (pues si a1’=0 4 x2—a1+x1=0 * x1+x2a1>.
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Sin embargo, bajo el modelo subyacente a la hipótesis H0
(no deterministico>, la situación cambia. Ahora, cada individuo
de los n1 <por ejemplo) no da una respuesta fija, sino que da
un éxito con probabilidad p1. Esto implica que, bajo E0, el
número total de éxitos (A1) no está prefijado de antemano, la
probabilidad viene dada por la (2>, y el método apropiado es el
incondicionado (aún cuando n sea toda la población).
5.3.— El test cuando la muestra es una parte de la población.
Siguiendo con el argumento de Greenland, sea ahora una
población infinita <o suficientemente grande> de individuos con
respuesta determinista como la descrita más arriba. En ella,
habrá unas proporciones n0, a1, ~ <n0+n1+rr1 ‘=1) de individuos
que son (0,0>, <1,1) 6 <0,1) respectivamente, y supongamos que
de ella se toma una muesta al azar de n individuos, con los
cuales se procede como en el apartado anterior. Ahora hay dos
hipótesis posibles:
E e El tratamiento no hace variar la respuesta de cada2
individuo de la población • rr1’=0.
E9 • El tratamiento no hace variar la respuesta de cada
individuo de la muestra e a1 =0.
El test para E9 es el de Fisher, como se vió arriba; el test
para E2 se basaría en la expresión:
que da lugar al test incondicionado clásico. Es claro que
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{Tr1=0 * a1’=0}, por lo que {H8 * H9} y {H5 ~ H~}; sin embargo
Greenland opina que es inferencialmente absurdo decidir {H~ y
H5} <pues se hace todo en base a la misma muestra>, y que de
ahí se deduce que debe emplearse para ambas hipótesis el mismo
test: el test exacto de Fisher. Por otro lado, si el modelo
deterministico no fuera válido (sigue diciendo dicho autor), la
hipótesis a contrastar seria la E0 del apartado 5.1. Como {H~
* H0}, es absurdo concluir la pareja de decisiones {H0 y H9}
pues ella implica {H~ y H3} que ya se vió era una conclusión
absurda. Con ello, una vez más, el test apropiado para E0 es el
de Fisher.
El razonamiento, aparentemente impecable, tiene un fallo
en su punto de partida: el test para E~ no es el test exacto de
Fisher. La hipótesis E8 debe enmarcarse dentro de su contexto
poblacional, es decir, dentro del mismo espacio muestral, pues
ahora si hay una “realidad” superior a la de la muestra y ella
influye en los resultados. La hipótesis es en realidad: E8
La muestra actual es una de entre todas aquellas en que es
a1’0. Y así, haciendo n=<rr0,n1,rr1 ), será:
P(x1,x2Ia’1=0,g) =P<x1Ia’1—0,n)P(xla’—0 ¿it)
(n1 ~(n2 ‘~ it1 dlf it0 82 (39)
- x1 g ita+iti 1 1
lo que da lugar al mismo test incondicionado que las <2> y (38)
y la paradoja de Greenland no se presenta.
Obsérvese que el test exacto de Fisher es el adecuado sólo
cuando n es toda la población y el modelo es determinista. Si
n es una muestra, sea el modelo determinista o no, el test
adecuado para las hipótesis H~. H9 , o E~ es el incondicionado.
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De hecho, lo que sucede es que el modelo es indiferente por
causa del método de muestreo adoptado. Al no tomar ninguna
pareja de observaciones en igual individuo, no se posee
información sobre la asociación entre las respuestas, y el
modelo no influye. Cuando n es toda la población, tal
información está también ausente, pero, bajo el modelo
determinista, la hipótesis nula ocasiona una restricción en el
espacio muestral que, por lo discreto de las variables,
ocasiona una ligera pérdida de potencia <debida a un modelo más
restrictivo y a unos datos tomados no de acuerdo con el
modelo). Para otros efectos de este tipo de muestreo (sólo de
la distribución marginal, no de la conjunta> ver Hand (1992>.
Finalmente, dos observaciones: Las conclusiones para H5
son comparables con las de o ~ pues el espacio muestral es
el mismo; no sucede así, con H5. Por otro lado, la hipótesis E0
también puede enunciarse con respecto a un modelo de muestreo
(dos poblaciones con proporciones p~ de individuos que
verifican una característica), pero ello no afecta a los teste
aquí propuestos.
6.- CONCLUSIONES ( Acortación >
El análisis de una tabla 2x2 ha dado lugar a cientos de
artículos desde la aparición del problema, y la discusión aún
sigue. Una tabla 2x2 es un ejemplo parádigmático de un problema
de orden superior <la eliminación de parámetros perturbadores>,
sirviendo de terreno de batalla particulár para la discusión de
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ese problema general. La dificultad en el acuerdo se basa en
los distintos principios que sustentan ambas metodologías
<condicionada o incondicionada>. El método condicionado
condiciona en el valor obtenido de a1; el incondicionado lo
hace en el valor desconocido p. La significación de uno alude
a pruebas repetidas para un mismo valor de a1 (con
independencia de cuánto valga p); la significación del otro
alude apruebas repetidas para un mismo valor de p <con
independencia de quién sea a1). Ambas controlan experiencias
individuales, pero a través de distintos cortes (o
condicionamientos) del espacio paramétrico—muestral bajo H0. Si
la Figura 1 <Cap.II) entendemos que se corresponde con un
determinado valor de p, y sobre ella consideramos tantas
figuras iguales como valores posibles hay de p, el test exacto
de Fisher corta a dicho espacio mediante un plano vertical a la
línea del a1 constante, y el método incondicionado la corta por
un plano horizontal como el de la propia Figura 1. La discusión
se centra sobre cuál es el planteamiento licito, y ello depende
del concepto que se tenga acerca de lo que es un test de
hipótesis (que a su vez depende del tipo de garantías que desee
tener el investigador sobre las conclusiones obtenidas a partir
del mismo>. Es por ello que la discusión puede llegar a ser
interminable, y es el motivo por el que aquí se ha defendido
que cualquier argumento práctico de apoyo a favor de una
metodología u otra es en esencia irrelevante, pues no es
posible comparar dos tests construidos sobre espacios
muestrales o modelos diferentes. La cuestión es más bien cuál
es el espacio muestral <o el modelo, en su caso> adecuado, el
220
del test condicionado o el del test incondicionado, lo que nos
lleva al concepto de auxiliaridad.
En este capitulo se ha visto que cualquier investigador
razonable habrá de aceptar el principio de auxiliaridad
definido por la <13>, y en ello están de acuerdo los
partidarios de una u otra metodología. La discrepancia proviene
de la conveniencia o no de aceptar el principio de pseudo—
auxiliaridad definido por la <15), con el cual no están de
acuerdo los partidarios del no condicionamiento. La necesidad
de aceptar tal principio no ha sido suficientemente explicada,
pues los ejemplos propuestos para apoyarlo (el de las flores de
Fisher) no se corresponden con la expresión (15>, sino con la
<13>. La conveniencia de aceptarlo <como método aproximado de
análisis) es patente en muchos problemas extremadamente
complejos de resolver de otro modo, pero ello no implica el que
haya que hacerlo siempre y si implica el que da lugar a un
procedimiento conservador. Sin embargo, la aceptación del
principio de auxiliaridad <que se ha probado es evidentemente
obligatoria) conlíeva aceptar el condicionamiento en el ejemplo
de las flores de Fisher y en el caso de la comparación de dos
proporciones apareadas. No sucede igual con el caso de los
modelos causales de Greenland (1991), pues se ha probado que su
razonamiento <favorable al condicionamiento> es defectuoso, ni
tampoco con el caso de dos proporciones independientes <el
muestreo considerado en esta memoria>, donde se ha comprobado
que el método incondicionado es el apropiado.
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Para cada numero de colas <columnas izquierda y derecha>, cada
valor de a, en la O(a) y en la 6<0,a>, o cada intervalo de
valores de a, en la 8(a1,a2) (cabecera de cada subtabla), y cada
método <primera fila>, en el interior de la tabla se da la
potencia respectiva, O(a), 8(0,a> ó 6<a>,a2), alcanzada en cada
una de las parejas n1, n2 indicadas <primera columna>.
Figura 1 (pgs.242—256)
Promedio de potencia media, 6, en función del valor de Kn2/n1fl
y para cada número de colas del test (una cola gráfica superior,
dos colas gráfica inferior) y para los teste y métodos indicados.
El orden de escriura de los mismos es el de su aparición en la
gráfica por la derecha. Los intervalos de nn1+n2 y a
considerados en cada caso son:
pgs.242—244: n: 6—14 y, sucesivamente, O<aSl%, 1%<a55% y 5%CaSlO%
pgs.245—247: n:16—24 “ “
pgs.248—250: n:27—33 “ “
pge.251—253: n:37—43 “ “
pge.254—256: n:48—52 “ “
Tabla II <pgs.257—280)
Para cada ntnero de colas, cada intervalo de valores de a, cada
intervalo de n (cabecera de cada tabla) y cada intervalo de K
<cabecera de cada subtabla> y para cada uno de los métodos
aproximados del Cap.III <c.p.c.), en el interior de la tabla se








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Una OoIa Dos Ootas
0—1’e 05K 0514 057 OSE OSE’ 051 OSH 05V 050 0~-L¾ 0514 0514’ 057 OSF OSE” OS! 0311 OSV OSO
5* 5 5.01 5.01 5.01 5.01 5.01 5.01 5.01 5.01 5.01 5* 5 4.47 4.47 4.47 4.47 4.47 4.47 4.47 4.47 4.47
5* 5 9.43 9.43 9.43 9.43 8.17 9.43 9.43 9.43 9.43 5* 6 5.27 6.27 5.80 5.80 4.30 5.80 5.80 5.80 5.80
5* 7 10.50 10.50 10.50 10.60 10.31 10.60 10.50 10.60 10.60 5* 7 8.41 8.41 8.02 8.02 8.41 8.02 8.02 8.02 8.02
5* 8 11.49 11.49 11.49 11.49 11.49 11.49 11.49 11.49 11.49 5* 8 9.07 9.07 8.94 8.94 8.94 8.94 8.94 8.94 8.94
5* 9 12.10 12.10 11.95 12.10 12.10 12.10 12.10 12.10 12.10 5* 9 10.65 10.65 10.65 10.19 10.19 10.19 10.19 10.19 10.19
5*10 13.44 13.44 12.40 13.13 12.67 13.13 13.13 13.13 12.08 5*10 11.57 11.60 11.57 11.38 11.60 11.38 11.38 11.38 9.64
5*11 14.24 14.21 13.35 13.75 13.65 14.21 14.11 14.21 13.40 5*11 12.76 12.75 12.52 10.97 12.76 11.44 12.25 11.44 10.89
5*12 15.11 15.11 14.28 15.11 14.29 15.11 15.11 15.11 14.00 5*12 13.66 13.68 13.40 13.28 13.28 13.28 13.28 13.28 12.06
5*13 15.56 15.55 15.08 15.55 14.82 15.56 15.55 15.52 14.43 5*13 14.28 14.28 13.85 13.96 14.13 13.96 13.96 12.94 12.64
5*14 15.19 15.19 15.31 16.12 15.12 16.17 15.12 16.17 15.32 5*14 14.99 14.99 14.69 14.99 14.99 14.51 14.99 14.51 13.59
5*15 16.50 15.50 15.20 16.41 15.65 16.41 15.41 15.41 14.55 5*15 15.37 15.37 15.04 15.21 15.21 15.21 15,21 15.21 12.42
5*15 15.93 16.93 15.93 16.77 16.43 16.89 15.77 15.77 15.33 5*15 15.81 15.81 15.50 15.77 15.77 15.34 15.77 15.77 13.61
5*17 17.20 17.19 15.94 17.06 16.45 17.19 17.06 17.19 16.01 5*17 16.25 16.25 15.79 15.83 16.25 15.65 15.83 15.66 14.08
5*18 17.67 17.67 15.77 17.53 17.44 17.67 17.53 17.61 16.30 5*18 16.70 16.67 15.77 15.44 15.44 16.24 16.44 16.04 14.76
5~19 17.98 17.98 15.48 17.86 17.45 17.95 17.86 17.84 ¡6.72 5*19 17.13 17.13 15.49 17.09 17.09 16.61 17.09 16.53 15.27
5*20 18.27 18.24 15.13 18.05 18.05 18.26 18.05 17.97 15.58 5*20 17.39 17.39 15.14 17.04 17.04 17.02 17.04 16.94 14.42
6* 6 9.54 9.54 9.54 9.54 9.54 9.54 9.54 9.54 9.54 6* 6 6.86 6.85 5.85 6.85 5.86 6.86 6.86 5.86 6.86
6* 7 12.68 12.58 12.68 12.58 11.75 12.68 12.68 12.68 11.71 6* 7 9.78 9.78 9.23 9.23 8.19 9.23 9.23 9.23 9.23
6* 8 13.81 13.81 13.81 13.81 13.76 13.81 13.81 13.43 13.43 5* 8 11.32 11.32 10.99 10.99 11.07 10.99 10.99 10.06 10.05
6* 9 15.13 15.13 15.09 14.54 14.54 14.95 14.95 14.95 14.61 6* 9 12.56 12.56 12.49 11.54 11.54 11.81 11.81 11.81 11.06
6*10 15.76 15.76 15.15 15.44 15.60 15.44 15.44 15.44 15.40 5*10 13.71 13.70 13.70 13.37 13.37 13.37 13.37 13.37 12.54
6*11 16.61 16.61 15.91 16.44 15.64 16.4? 15.87 15.90 16.25 6*11 14.33 14.33 14.10 14.00 14.00 13.53 13.98 13.51 13.53
5*12 17.52 17.52 16.35 17.00 16.54 17.30 17.00 17.30 15.36 6*12 15.23 15.23 14.71 14.36 13.91 14.36 14.36 14.36 11.75
6*13 18.15 18.15 17.16 18.07 17.75 18.07 17.93 17.89 16.90 6*13 16.29 15.14 16.25 15.12 15.90 15.00 15.71 15.12 14.04
6*14 18.97 18.95 17.90 18.82 18.32 18.76 18.71 18.76 17.83 6*14 17.03 17.03 16.98 16.19 16.82 15.86 15.83 15.85 14.98
6*15 19.56 19.55 18.47 19.36 19.17 19.36 19.36 19.36 18.13 6*15 17.74 17.66 17.51 17.06 17.33 16.75 17.05 16.75 15.20
5*15 19.95 19.93 18.52 19.81 19.15 19.81 19.60 19.60 18.51 6*15 18.25 18.26 17.87 17.49 18.10 17.49 17.49 17.49 15.99
6*17 20.38 20.38 18.58 20.25 19.93 20.35 20.25 20.18 19.05 6*17 18.82 18.82 18.26 18.25 18.57 17.49 18.25 18.08 16.87
6*18 20.93 20.93 19.02 20.77 20.48 20.82 20.79 20.51 18.05 6*18 19.24 19.24 18.61 18.37 18.93 18.11 18.60 17.28 15.33
6*19 21.16 21.16 19.05 21.04 20.89 21.09 21.04 20.81 19.24 5*19 19.69 19.65 18.92 19.17 19.37 18.39 19.17 18.54 16.77
6*20 21.52 21.52 18.90 21.30 20.93 21.42 21.30 21.29 19.82 6*20 20.01 20.01 18.91 19.49 19.78 19.01 19.49 18.90 17.44
7* 7 13.94 13.94 13.94 13.94 13.94 13.94 13.94 13.94 12.08 7* 7 10.09 10.09 10.09 10.09 10.09 10.09 10.09 10.09 8.19
7* 8 15.93 15.93 15.93 15.93 15.15 15.93 15.93 15.93 15.15 7* 8 12.51 12.51 12.33 12.33 11.85 12.33 12.33 12.33 11.73
7* 9 15.93 16.93 16.93 16.93 16.70 15.93 15.93 16.58 15.93 7* 9 14.24 14.10 14.01 14.01 14.03 14.01 14.01 13.59 13.27
7*10 18.20 18.20 17.72 18.10 17.72 18.10 17.61 17.55 17.32 7*10 15.07 15.07 15.04 14.15 15.04 14.15 14.15 13.98 13.87
7*11 19.17 19.17 18.25 18.47 17.97 18.97 18.62 18.39 17.69 7*11 15.30 16.30 16.22 15.03 14.71 15.07 15.07 14.76 14.53
7*12 19.89 19.89 19.05 19.81 19.46 19.84 19.81 19.63 18.77 7*12 17.36 17.36 17.25 15.72 17.17 15.69 16.72 16.56 15.60
7*13 20.54 20.54 19.60 20.25 19.80 20.39 20.17 20.17 19.44 7*13 17.95 17.94 17.62 17.49 17.55 17.43 17.50 17.43 16.18
7*14 21.17 21.17 19.88 20.78 20.49 20.87 20.78 20.87 17.79 7*14 18.78 18.75 18.45 18.15 18.38 17.89 18.15 17.89 15.34
7*15 21.94 21.94 19.96 21.57 21.09 21.58 21.44 21.58 20.30 7*15 19.60 19.60 19.43 18.77 19.12 18.56 18.77 18.58 16.76
7*16 22.43 22.43 20.31 22.04 21.50 22.04 22.04 21.86 20.79 7*15 20.21 20.21 19.96 19.20 19.81 19.19 19.20 19.05 17.67
7*17 22.81 22.97 20.87 22.53 21.60 22.58 22.54 22.27 21.16 7*17 20.83 20.78 20.55 20.29 20.68 19.72 20.30 19.72 18.48
7*18 23.55 23.44 21.63 23.36 22.78 23.45 23.36 22.93 21.38 7*18 21.39 21.30 21.07 20.50 21.08 19.70 20.50 19.43 18.25
7*19 23.89 23.89 21.70 23.77 23.32 23.59 23.55 23.31 21.81 7*19 21.82 21.82 21.30 20.60 21.60 20.15 20.61 20.06 18.92
7*20 24.22 24.20 21.67 23.96 23.48 24.09 23.76 23.81 22.26 7*20 22.21 22.20 21.44 21.27 21.44 20.69 21.27 20.87 19.73
8* 8 15.54 16.54 16.54 16.54 16.54 16.54 16.54 16.54 13.13 8* 8 13.38 13.38 13.38 13.38 13.38 13.38 13.38 13.38 11.45
8* 9 18.66 18.66 18.66 18.66 17.48 18.66 18.66 18.66 17.91 8* 9 15.33 15.33 15.10 15.10 14.49 15.10 15.10 15.10 13.96
8*10 19.81 19.81 19.75 19.75 19.76 19.51 19.51 19.51 18.88 8*10 16.55 16.44 16.20 15.20 16.08 16.20 16.20 16.20 15.33
8*11 20.89 20.89 20.69 20.49 20.71 20.54 20.45 20.04 19.50 8*11 17.86 17.85 17.70 17.06 17.1215.7816.8016.80 16.38
8*12 21.93 21.93 21.33 21.57 20.25 21.62 21.44 21.08 19.52 8*12 18.86 18.84 18.24 17.84 18.71 17.99 17.84 17.42 16.30
8*13 22.76 22.75 22.15 22.25 22.14 22.58 22.26 22.16 21.14 8*13 19.89 19.89 19.47 18.90 19.53 18.76 18.90 18.75 17.75
8*14 23.42 23.42 22.31 23.29 22.91 23.29 23.29 22.69 21.55 8*14 20.60 20.57 20.3819.8720.1619.85 19.87 18.93 18.16
8*15 23.83 23.79 22.82 23.75 23.40 23.62 23.71 23.55 22.15 8*15 21.26 21.25 21.01 20.57 20.90 20.20 20.64 20.17 19.23
8*16 24.51 24.51 22.99 24.17 23.42 24.19 24.19 24.14 21.03 8*16 21.92 21.94 21.53 21.13 21.54 21.14 21.14 21.13 17.68
8*17 25.12 25.12 23.39 24.34 23.82 24.57 24.40 24.50 22.71 8*17 22.50 22.50 22.21 21.70 21.94 21.14 21.70 21.18 19.48
8*18 25.64 25.61 23.37 25.08 24.02 25.24 25.08 25.04 23.46 8*18 22.95 23.10 22.87 22.12 22.65 21.89 22.12 21.79 20.37
8*19 26.12 26.12 23.40 25.64 24.96 25.82 25.48 25.18 23.80 8*19 23.69 23.59 23.01 22.56 22.71 22.28 22.61 21.90 20.62
8*20 25.54 25.43 23.35 26.21 25.22 26.17 26.21 25.85 23.45 8*20 24.2024.2023.2322.8823.5522.6722.8922.6520.60
9* 9 19.69 19.69 19.62 19.52 19.62 19.52 19.52 19.52 16.55 9* 9 15.31 15.31 15.31 15.31 15.31 15.31 15.31 15.31 13.12
9*10 21.30 21.30 20.97 20.97 20.37 20.97 20.97 20.97 19.51 9*10 17.94 17.90 17.58 17.58 17.17 17.68 17.58 17.68 16.60
9*11 22.44 22.44 22.00 21.91 22.37 22.10 21.80 21.67 21.09 9*11 19.10 18.98 18.57 18.82 19.00 18.82 18.35 17.94 17.10
9*12 23.50 23.49 23.08 23.21 23.47 23.21 23.21 22.70 21.58 9*12 20.32 20.30 19.99 19.47 19.86 19.47 19.47 19.30 18.01
9*13 24.38 24.29 23.85 23.74 23.25 24.05 23.52 23.25 22.53 9*13 21.33 21.33 20.52 20.43 20.71 20.43 20.18 20.18 19.18
9*14 25.09 25.04 23.99 24.87 24.25 24.86 24.88 24.38 23.27 9*14 22.10 22.10 21.50 21.02 21.26 20.99 20.98 20.84 19.48
9*15 25.88 25.88 25.00 25.49 25.63 25.53 25.39 25.16 23.50 9*15 22.85 22.88 22.30 21.67 22.07 21.57 21.48 21.42 19.78
9*16 26.40 26.46 25.49 26.00 25.83 26.20 25.90 25.99 24.27 9*16 23.5023.6023.4522.7223.0122.5322.7222.3820.90
9*17 26.89 26.94 25.54 25.62 25.12 25.72 25.61 26.46 24.77 9*17 24.12 24.12 23.94 23.47 23.85 23.28 23.49 23.07 21.58
9*18 27.49 27.49 25.54 25.95 25.78 27.15 26.95 26.75 23.15 9*18 24.72 24.70 24.29 24.00 24.37 23.73 24.00 23.12 20.08
9*19 28.07 28.03 26.40 27.48 26.76 27.65 27.45 27.22 25.43 9*19 25.14 25.23 25.05 24.46 24.69 23.93 24.28 23.70 21.93
9*20 28.43 28.41 26.43 28.03 27.54 26.00 27.81 27.81 25.80 9*20 25.76 25.71 25.32 24.64 24.92 24.54 24.45 24.36 22.50
10*10 22.54 22.54 22.44 22.44 22.44 22.44 22.44 22.44 18.94 10*10 17.96 17.96 18.06 18.06 18.06 18.06 18.06 18.06 14.61



























































































































































































































































































































































































































































































































































































































































































































































































































































































15*15 32.81 32.81 32.52 32.54 32.54 32.55 32.54 32.14 27.36
15*16 33.70 33.69 33.33 33.29 32.71 33.29 33.16 32.72 30.56
15~17 34.35 34.36 34.06 34.04 34.00 34.16 33.90 33.12 30.87
15*18 35.07 35.05 34.59 34.63 34.61 34.63 34.40 33.95 31.55
15*19 35.66 35.61 35.09 35.06 35.04 35.15 34.88 34.70 32.31
15*20 36.18 36.16 35.55 35.78 35.76 35.77 35.63 35.07 32.23
16*16 34.38 34.38 33.71 33.72 33.72 33.72 33.72 33.55 28.21
16*17 35.29 35.28 34.90 34.85 34.16 34.90 34.64 34.34 31.97
15*18 35.89 35.85 35.57 35.68 35.46 35.69 35.38 34.60 32.44
16*19 36.52 36.49 35.90 35.98 35.83 35.99 35.76 35.15 32.94
16*20 37.14 37.11 36.57 36.68 36.30 36.81 36.21 35.89 33.20
17*17 35.94 35.93 35.34 35.19 35.19 35.19 35.19 35.19 30.08
17*18 36.80 36.72 36.31 36.31 35.60 36.34 36.17 35.61 33.12
17*19 37.36 37.35 36.99 37.00 36.73 37.02 36.80 36.25 33.83
17*20 37.93 37.89 37.47 37.44 37.13 37.49 37.16 36.66 34.16
18*18 37.35 37.35 36.98 36.67 36.67 36.75 36.50 36.50 31.63
18*19 38.13 38.09 37.63 37.48 36.94 37.52 37.41 36.86 34.05
18*20 38.73 38.71 38.20 38.18 38.07 38.25 38.10 37.63 34.99
19*19 38.71 38.64 38.44 38.23 38.23 38.29 37.83 37.59 32.88
19*20 39.39 39.36 38.95 38.81 38.31 38.85 38.62 38.25 35.39
20*20 39.96 39.93 39.66 39.48 39.48 39.49 39.38 38.61 33.86
15*15 28.57 28.57 28.37 28.41 28.41 28.43 28.41 27.97 23.90
15*16 29.99 30.01 29.36 29.38 29.03 29.38 29.36 28.86 26.54
15*17 30.81 30.79 30.31 30.20 30.44 30.29 30.01 29.59 27.66
15*18 31.49 31.44 30.97 30.88 31.21 30.88 30.77 30.34 27.94
15*19 32.12 32.11 31.40 31.35 31.62 31.37 31.08 30.87 28.51
15*20 32.72 32.70 31.98 32.11 32.23 32.08 31.84 31.46 28.55
16*16 30.24 30.24 29.93 29.95 29.95 29.95 29.95 29.51 25.30
16*17 31.61 31.57 30.98 30.95 30.66 31.03 30.91 30.69 28.23
16*18 32.29 32.28 31.68 31.82 31.85 31.85 31.70 30.90 28.69
16*19 33.01 32.95 32.56 32.41 32.60 32.43 32.29 31.72 29.53
16*20 33.56 33.52 33.15 32.88 33.01 32.89 32.50 32.30 29.36
17*17 31.80 31.79 31.07 31.08 31.08 31.08 31.08 31.08 26.23
17*18 33.05 33.00 32.47 32.54 31.90 32.59 32.31 32.05 29.65
17*19 33.72 33.71 33.21 33.27 33.19 33.28 33.20 32.60 29.94
17*20 34.39 34.34 33.79 33.66 33.78 33.71 33.56 33.16 30.52
18*18 33.24 33.23 32.64 32.41 32.41 32.57 32.33 32.33 27.53
18*19 34.45 34.38 33.74 33.79 33.54 33.89 33.72 33.21 30.80
18*20 35.10 35.03 34.53 34.57 34.66 34.56 34.52 34.18 31.36
19*19 34.57 34.53 34.08 34.14 34.14 34.25 33.71 33.61 29.10
19*20 35.74 35.66 35.09 34.93 34.93 34.95 34.79 34.62 31.67



































































































































































































































































































































































































































































































































































































































































































































10*10 38.66 38.50 38.13 37.86 37.86 37.86 37.86 37.86 31.95





























































































































































































































































































































































































































































































































































































































































































































10*10 32.17 32.17 31.40 31.40 31.40 31.40 31.40 31.40 26.55




1—5¾ OSE’! OSE’! 052 OSF CSF’ OSI 0514 CSV OSO
10*12 41.03 41.05 40.75 40.77 40.76 40.77 40.43 38.94 38.18
10*13 42.01 41.87 41.55 41.10 40.81 41.10 40.48 39.70 38.73
10*14 42.76 42.70 41.99 41.67 42.03 41.83 41.55 40.94 39.61
10*15 43.46 43.35 42.27 42.83 42.72 42.78 42.36 41.56 39.06
10*16 43.93 43.82 42.81 43.38 42.86 43.38 43.30 42.40 40.70
10*17 44.39 44.38 42.99 43.96 43.21 43.99 43.52 42.73 41.10
10*18 45.05 45.05 43.68 44.41 44.07 44.41 43.98 43.36 41.48
10*19 45.49 45.46 43.25 44.82 43.83 44.86 44.49 43.72 41.96
10*20 45.82 45.72 43.78 45.39 44.44 45.27 44.83 44.27 39.95
11*11 40.71 40.71 40.82 40.21 40.21 40.21 40.21 40.21 34.82
11*12 42.16 42.12 41.94 41.71 40.60 41.71 41.49 40.16 38.59
11*13 43.27 43.22 42.89 42.44 42.66 42.58 42.26 41.23 40.09
11*14 43.96 43.94 43.84 43.34 43.38 43.41 42.69 41.83 40.62
11*15 44.71 44.70 44.04 43.85 43.21 43.85 43.49 42.68 41.38
11*16 45.29 45.28 44.78 44.36 44.72 44.65 44.09 43.32 41.99
11*17 45.87 45.62 44.94 45.18 44.71 45.33 45.11 44.21 42.47
11*18 46.31 46.28 45.50 45.89 45.34 45.83 45.37 44.58 42.84
11*19 46.80 46.78 44.64 46.23 45.67 46.33 45.85 45.04 43.22
11*20 47.30 47.23 45.94 46.46 45.70 48.61 46.27 45.41 43.37
12*12 42.89 42.89 42.87 42.60 42.60 42.60 41.97 41.97 37.00
12*13 44.17 44.06 43.79 43.45 42.42 43.45 43.30 42.23 40.35
12*14 45.16 45.01 44.83 44.34 44.50 44.28 43.93 43.08 41.46
12*15 45.84 45.81 45.59 45.10 45.23 45.07 44.41 43.64 41.66
12*16 46.44 46.40 46.08 45.72 45.28 45.73 45.13 44.62 42.16
12*17 47.05 46.98 46.34 46.39 46.20 46.40 45.99 45.08 43.48
12*18 47.66 47.39 46.67 46.70 47.19 46.94 46.64 45.82 42.83
12*19 48.02 47.96 46.68 47.39 46.90 47.44 47.06 46.29 44.41
12*20 48.44 48.38 46.96 47.98 47.30 47.98 47.54 46.78 44.14
13*13 44.88 44.78 44.89 44.79 44.79 44.79 44.34 43.75 38.50
13*14 48.00 45.88 45.35 45.24 44.33 45.33 45.12 43.95 42.30
13*15 46.86 46.78 46.31 46.01 46.12 46.04 45.37 44.39 42.76
13*16 47.49 47.39 47.00 46.78 46.81 46.83 46.07 45.44 43.63
13*17 48.06 48.03 47.81 47.06 46.96 47.15 46.66 46.12 44.34
13*18 48.61 48.45 48.27 47.95 47.97 47.86 47.40 46.72 44.92
13*19 49.07 48.90 48.07 48.50 48.40 48.48 48.09 47.26 45.39
13*20 49.57 49.52 48.59 48.89 48.65 48.94 48.56 47.69 45.75
14*14 46.52 46.29 46.33 46.29 46.29 46.29 46.13 45.06 39.74
14*15 47.59 47.50 47.13 46.88 46.02 46.86 46.64 45.57 43.90
14*16 48.39 48.21 47.85 47.53 47.63 47.59 46.98 45.87 44.08
14*17 49.05 48.95 48.39 48.22 48.45 48.22 47.77 46.88 45.02
14*18 49.57 49.48 49.11 48.77 48.74 48.71 48.25 47.59 45.64
14*19 50.08 49.99 49.54 49.20 49.36 49.25 48.86 48.17 46.17
14*20 50.52 50.30 49.88 49.79 49.66 49.80 49.38 48.71 46.56
15*15 48.16 48.12 47.65 41.68 47.68 47.68 47.50 46.51 40.78
15*16 49.10 49.07 48.72 48.42 47.52 48.42 48.08 41.14 45.25
15*17 49.77 49.65 49.35 49.10 49.11 49.07 48.35 47.33 45.67
15*18 50.44 50.38 49.82 49.22 49.67 49.33 49.02 48.10 45.92
15*19 50.94 50.85 50.34 50.23 50.13 50.30 49.78 48.84 46.92
15*20 51.39 51.29 50.71 50.43 50.58 50.51 50.10 49.55 45.70
16*16 49.65 49.67 49.23 49.06 49.06 49.06 48.96 48.07 42.70
16*17 50.49 50.42 50.16 49.88 48.82 49.94 49.46 48.46 46.39
16*18 51.07 51.06 50.61 50.42 50.32 50.43 49.74 48.58 46.96
16*19 51.67 51.63 51.13 50.70 50.61 50.72 50.07 49.23 47.40
16*20 52.18 52.11 51.48 51.40 51.36 51.42 50.92 50.02 47.59
17*17 51.00 51.04 50.83 50.15 50.15 50.15 50.13 49.51 44.19
17*18 51.74 51.68 51.37 51.12 50.28 51.12 50.62 49.51 47.40
17*19 52.30 52.31 51.91 51.67 51.61 51.62 51.09 49.87 48.15
17*20 52.87 52.84 52.32 52.07 51.83 52.09 51.23 50.39 48.51
18*18 52.32 52.32 52.05 51.54 51.54 51.54 51.19 50.73 45.50
18*19 52.91 52.80 52.21 52.14 51.35 52.14 51.72 50.56 48.33
18*20 53.46 53.32 53.13 52.64 52.12 52.64 52.26 50.87 49.13
19*19 53.44 53.41 53.21 52.67 52.67 52.67 52.20 51.75 46.65
19*20 54.03 53.97 53.44 53.31 52.53 53.36 52.81 51.61 49.47
20*20 54.53 54.52 54.03 53.90 53.90 53.90 53.36 52.76 41.68
Dos Colas
L5% OSE’! 05*4 052 CSF OSF’ 051 0311 03V OSO
10*12 35.48 35.45 34.76 34.57 34.74 34.57 34.57 33.38 31.61
10*13 36.49 36.37 35.90 35.25 35.92 35.33 35.25 34.54 33.01
10*14 37.38 37.31 37.15 36.28 36.47 36.33 35.96 35.13 33.40
10*15 38.09 38.09 37.27 31.06 36.91 36.90 36.57 36.34 32.99
10*16 38.73 38.71 38.47 37.18 37.68 37.19 37.12 36.37 34.70
10*17 39.37 39.37 39.00 38.39 38.50 38.42 38.25 36.96 35.14
10*18 40.02 40.02 39.35 39.00 39.17 38.97 38.57 37.78 35.42
10*19 40.53 40.45 40.21 39.37 39.62 39.32 39.02 38.34 36.36
10*20 40.99 40.96 40.31 39.82 39.78 39.85 39.74 38.25 33.89
11*11 34.41 34.42 34.23 33.35 33.35 33.35 33.35 33.35 27.73
11*12 36.67 36.65 36.35 36.10 35.37 36.10 35.79 35.01 33.50
11*13 37.58 37.57 36.92 36.73 37.22 36.73 36.39 35.74 33.98
11*14 38.54 38.47 38.07 37.44 37.83 37.50 37.02 36.36 34.59
11*15 39.44 39.45 39.12 38.46 38.56 38.46 38.34 31.35 35.25
11*16 40.00 39.99 39.57 38.85 39.15 38.96 38.56 38.05 35.89
11*17 40.64 40.62 40.11 39.21 39.84 39.31 39.16 38.43 36.38
11*18 41.22 41.18 40.85 40.18 40.71 39.85 39.77 38.92 36.91
11*19 41.74 41.70 41.53 40.58 41.10 40.45 40.32 39.60 37.30
11*20 42.27 42.26 41.91 41.38 41.31 41.23 41.09 39.98 37.63
12*12 36.61 36.61 36.70 36.29 36.29 36.29 35.67 35.67 30.52
12*13 38.72 38.70 38.26 37.71 37.45 37.71 37.56 37.29 34.81
12*14 39.60 39.58 38.99 38.65 38.85 38.64 38.39 38.00 36.02
12*15 40.31 40.23 39.79 39.62 39.42 39.63 38.88 37.76 35.77
12*16 41.12 41.15 40.72 40.01 40.16 40.01 39.79 39.13 36.28
12*17 41.76 41.76 41.43 40.76 41.13 40.77 40.35 39.96 37.47
12*18 42.37 42.34 41.81 41.24 41.71 41.29 40.99 40.28 36.87
12*19 42.89 42.87 42.40 41.79 42.29 41.72 41.41 40.72 38.46
12*20 43.39 43.34 42.85 42.26 42.78 42.26 41.87 41.26 38.23
13*13 38.53 38.55 38.48 38.48 38.48 38.48 37.97 37.48 32.87
13*14 40.54 40.48 39.90 39.44 39.36 39.55 39.10 38.92 36.10
13*15 41.36 41.31 41.03 40.19 40.72 40.35 39.91 39.41 37.57
13*16 42.04 42.01 41.64 41.39 41.52 41.39 40.75 39.77 37.88
13*17 42.66 42.64 42.30 41.45 41.92 41.49 41.13 40.54 38.48
13*18 43.44 43.40 43.02 42.54 42.76 42.54 42.10 41.46 39.07
13*19 43.96 43.92 43.62 43.02 43.44 42.91 42.61 42.02 39.50
13*20 44.43 44.39 43.95 43.27 43.77 43.24 42.92 42.37 39.86
14*14 40.37 40.37 40.30 40.30 40.30 40.30 39.95 39.16 34.41
14*15 42.19 42.04 41.77 41.34 41.13 41.35 41.04 40.57 38.08
14*16 42.97 42.87 42.65 41.97 42.41 42.10 41.53 40.76 38.68
14*17 43.64 43.53 43.32 42.75 43.20 42.75 42.49 41.56 39.26
14*18 44.26 44.16 43.69 43.19 43.45 42.98 42.60 42.02 39.73
14*19 44.83 44.85 44.46 43.95 44.04 43.97 43.35 42.63 40.36
14*20 45.37 45.39 45.14 44.32 44.69 44.38 44.22 43.33 40.78
15*15 42.17 42.17 41.70 41.70 41.70 41.70 41.43 41.00 35.49
15*15 43.77 43.71 43.46 43.00 42.53 43.00 42.52 42.13 39.77
15*17 44.39 44.36 43.97 43.72 43.87 43.71 43.23 42.09 39.70
15*18 45.11 45.03 44.70 44.12 44.44 44.14 43.90 43.04 40.32
15*19 45.68 45.55 45.37 44.56 44.87 44.58 44.24 43.60 41.05
15*20 46.19 46.19 45.58 45.20 45.23 45.12 44.84 43.95 40.87
16*16 43.68 43.68 43.02 42.77 42.77 42.77 42.77 42.39 36.32
16*17 45.23 45.14 44.78 44.41 43.71 44.50 43.98 43.40 41.01
16*18 45.79 45.69 45.42 45.20 45.27 45.22 44.75 43.57 41.34
16*19 46.37 46.27 46.11 45.38 45.56 45.40 44.97 44.29 41.84
16*20 46.97 46.84 46.63 46.12 46.22 46.18 45.64 44.89 41.82
17*17 45.17 45.17 45.01 44.20 44.20 44.20 44.20 44.13 38.31
17*18 46.54 46.46 45.90 45.70 45.19 45.70 45.28 44.47 42.04
17*19 47.10 46.98 46.61 46.40 46.57 45.44 45.97 45.04 42.76
17*20 47.65 47.58 47.34 46.84 46.85 46.90 46.09 45.36 42.92
18*18 46.47 46.47 46.31 45.70 45.70 45.70 45.35 45.34 39.88
18*19 47.78 47.67 47.25 46.68 46.76 46.68 46.55 45.88 42.94
18*20 48.32 48.28 47.79 47.50 47.90 47.53 47.27 46.18 43.88
19*19 47.73 47.71 47.61 47.20 47.20 47.20 46.68 46.33 41.09
19*20 48.93 48.82 48.44 47.83 47.87 47;92 47.70 47.01 44.07
20*20 48.85 48.84 48.42 48.31 48.31 48.31 47.85 47.21 42.13
239
Una Cola


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































10*10 50.01 49.93 50.18 49.77 49.71 49.17 49.77 48.19 44.06














9* 9 38.94 38.94 37.84 37.94 37.94 37.94 37.94 37.94 30.90
9*10 42.36 42.17 42.01 41.63 40.06 41.63 40.80 39.94 39.16
9*11 43.16 43.13 42.99 42.19 42.48 42.19 41.65 39.25 39.25
9*12 43.76 43.53 43.79 42.42 43.19 42.51 41.73 40.95 39.60
9*13 45.38 45.29 44.99 44.25 44.20 44.25 43.60 42.25 41.06
9*14 46.05 45.99 45.93 44.81 44.63 44.81 44.67 43.75 41.48
9*15 46.13 46.75 45.83 44.88 44.89 44.88 44.88 43.69 41.39
9*16 47.27 47.27 46.83 45.71 45.17 45.44 45.24 44.60 42.51
9*17 47.79 47.69 47.45 45.84 46.01 45.46 45.36 44.92 42.87
9*18 48.36 48.32 47.77 46.83 47.49 46.63 45.97 45.92 40.96
9*19 48.78 48.78 48.54 47.09 47.91 46.92 46.55 45.65 43.43
9*20 49.10 49.10 48.89 47.41 48.35 47.41 47.30 46.03 44.47
10*10 41.98 41.72 41.67 41.2V 41.21 41.21 41.21 41.21 34.71





















































































































































































































































































































































































































































15*15 58.13 58.77 58.67 58.11 58.11 58.11 56.92 56.85 51.22
15*16 59.44 59.34 59.07 58.84 57.52 58.84 57.48 56.26 55.61
15*17 60.05 59.86 59.05 59.18 58.87 59.05 58.03 56.76 56.04
15*18 60.56 60.37 59.39 59.62 59.67 59.62 58.64 57.38 56.24
15*19 61.12 61.00 60.10 60.06 59.92 60.06 59.42 57.65 57.24
15*20 61.47 61.29 60.65 60.61 60.16 60.62 60.05 58.51 56.98
16*16 60.09 60.09 59.10 59.31 59.31 59.31 58.30 57.55 52.17
16*17 60.63 60.60 60.04 59.89 58.70 59.89 58.80 57.34 56.68
16*18 61.21 60.97 60.39 60.22 60.13 60.22 59.24 57.92 57.00
16*19 61.67 61.61 60.53 60.59 60.69 60.52 59.59 58.51 57.66
16*20 62.12 62.09 61.01 61.18 61.07 61.18 60.42 58.79 57.72
17*11 61.10 61.10 60.46 60.40 60.40 60.40 59.54 58.59 54.08
17*18 61.72 61.72 61.30 60.82 59.93 60.90 59.91 58.35 51.70
17*19 62.21 62.12 61.42 61.44 61.02 61.38 60.35 58.99 58.12
17*20 62.64 62.49 61.55 61.60 61.64 61.60 60.66 59.52 58.61
18*18 62.19 62.19 61.53 61.42 61.42 61.42 60.48 58.92 55.28
18*19 62.73 62.69 62.08 61.93 61.04 61.93 60.86 59.22 58.61
18*20 63.16 62.97 62.38 62.38 62.15 62.38 61.41 59.89 58.97
19*19 63.11 63.17 62.S9 62.44 62.44 62.44 61.52 60.04 56.38
19*20 63.65 63.60 62.90 62.76 61.98 62.70 61.55 59.94 59.18















































































































































































































































































































































































































































15*15 51.14 51.08 50.59 50.64 50.64 50.64 50.53 49.21 43.19
15*16 53.01 52.98 52.56 51.94 51.61 51.94 51.59 50.33 48.64
15*17 53.59 53.57 53.17 52.67 52.91 52.67 51.67 50.38 49.08
15*18 54.17 54.10 53.96 53.03 53.39 53.05 52.14 51.23 48.98
15*19 54.61 54.52 54.52 53.52 54.01 53.65 52.95 52.08 49.95
15*20 55.06 54.97 54.77 53.92 54.18 53.92 53.50 52.67 49.53
16*16 52.60 52.64 52.22 52.14 52.14 52.14 51.98 50.84 45.66
16*17 54.30 54.19 53.51 53.23 52.55 53.31 52.90 51.64 49.64
16*18 54.80 54.54 54.43 53.93 54.03 53.93 53.00 51.68 50.30
16*19 55.31 55.13 55.06 54.03 54.47 54.04 53.26 52.11 50.51
16*20 55.82 55.60 55.59 54.84 54.95 54.87 54.17 53.00 50.54
17*17 53.89 53.95 53.62 53.09 53.09 53.09 53.06 52.11 47.02
11*18 55.44 55.31 54.99 54.44 54.08 54.44 54.04 52.65 50.58
17*19 55.98 55.78 55.73 55.17 55.50 55.09 54.28 52.89 51.43
17*20 56.38 56.28 56.00 55.13 55.62 55.13 54.37 53.25 51.53
18*18 55.22 55.22 54.88 54.45 54.45 54.45 54.11 53.36 48.22
18*19 56.49 56.30 56.22 55.47 54.87 55.47 54.89 53.57 51.42
18*20 57.02 56.90 56.73 56.06 55.30 56.05 55.38 53.82 52.33
19*19 56.28 56.23 55.99 55.33 55.33 55.33 54.89 54.36 49.29
19*20 57.51 57.36 57.22 56.62 56.30 56.15 55.98 54.53 52.67
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N 3+ 3- za
35 0.024 0.306 0.329
110 0.000 0.255 0.255
64 0,000 0.406 0.406






40 0.000 0.725 0.725
52 0.000 0.442 0.442
45 0.000 0.733 0.733
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I* PROGRAMA PI *1
/<‘ CONSTRUYE LA RC. A UNA Y DOS COLAS, PARA CUALQUIER ERROR OBJETIVO Y PARA






dgnsl (1+2*I4AXTAII) 49n8ux(1+2*MAXTAHI ,SN[1-*MAXTAI-fl;
doub le P,pmaux,SumDiag(2] [1+2*MAXTAIl),bl(1*AXTAH] ,b2E1+MAXTAIC,
bt(1.Hí4AXTAJ4) chi (L04AXTA>4];
void Binomial (double (*8)0 ¿ mt H. mt Doble)
< mt tndl,1n42;
if (Doble)
( (8)EO] a (*~)[~4J — 1;
for <1nd1a1.lnd2~N;2*mnd1oN;mnd1i+,ind2~~)
(Q)[lndlJ — (*B)Eind2..11 — (*B)llndl..iJ * fnd2 / mdl;
cisc( (*fl)j~) — 1;
for (lnd1al.mnd2.N;2*mndi.c.N;Ind1i~l~.lr¡d2~~)
<‘AB)[Indl) — (*B)EfndllJ * lnd2 ¡ mdl;


















it ((fxl>—O) && <lxZ’<—nZ))
it ((ixí——cel [<corte)) &A (b1(1xl]%2(dgn~Ixi)>bi[xIg*b2Ex2])) lxi——;
1x2—dgn--ixl;
for < 1—lxi,j—1x2 ; (1>—O) && <jc—n2) ; l—”,ji-i- ) opti—blEl]tb2Ej];
282
for ( i—xl,j—x2 ; (i’c=nl) AA <j>-.O) i’.’-f,j”” ) opt+b1(iJ%2(j);
opt /.bt E (Ztd qn -cnt)?dgn a nt—dg nJreturn < ccl l(LE7*opt) );
double Hmpergeom(int x1~int x2) /~ csh ~/
( double h;
h41Ex1]*b2[x2]/bt[((2*(x1+x2)¡cnt)?x1+x2:ntx1~x2];
return <cci 1< 1E1% ) >;
double ddp<int xlAnt xZ) /~ csd *1
{ return < <doubte)xt’-nl—xl”nZ >;

















$ *u clevado<y,a) * elevado(1—y,b);
if <x’.5) s—i—s;
returo <s);






























5int xZ) 1* csz ~/
( doubte h;
h—(douhle) x1*(n2~x2)~x2*(vi1~xi);
return ( ccii < (doublc) iE7*<~~h)/(xi+x2)/<nt~xi~x2) ) );




















fi u clevado<p,dmivi) * clcvado(i”p,nt-dmln);
for (dgn=dmIvi;dgvi.dmax;dgn+i.,fi*.p/<i~p))
Sumaproh +— SuS3fag[IJ EdgnJ*fi;
rcturn( cem«1E7*sumap,.ob) );




















































< it <J’-—DD) duin—Dí;
e [se




















































































rcturvi < M >;






























( it <ni——O) 1* csm
1 1—0;
it (ni——n2)
for <dgn—dgnmin; dgn<—ni; dgn4)
( it < <1+lmm»dmag[dgn”íJ —— Iimdiagfdgnj) &&





























tor <dgn—dgnmin; dgn”—ni; dgn+-a’)
6 it ( (1+limdiag[dgn—i] Iimdiag[dgvi)) &&
( liundiag(dgn.iJ —— lmwdiag[dgn])
( it (chifdgn)-cchfmax) ixdgnaux—O;
e [sc
6 it (chifdgn)”chiniax) chi (dgnl-«doublc)i/PREC;
<mxdgnaux>—1) ixdgnsi=ixdgnaux;
6 chiniax—(double)i/PREC;
tor (dgn—dgnofn; dgn’=nl; dgn++)
6 ff < (i+tinidiag[dgn-1) —— limdiag(dgn]) AA
























for <dg—dgn+1; dg<—ni; dg*a’)
1 It (chi [dgn]——Chi[dg])
6 dgnsi (ixdgnsi++]—dg;















< tor <dgn—dgnniin; dgn—dgnniax; dgn+.)
< it ( (í+llmdiag(dgn”1] —— limdiag(dgn]) SA



















tor (dgn—dgnnifn; dgn-C=dgnniax; dgnt-l’)
( ff < (i’a’limdiag(dgn—iJ —— limdiag[dgn]) SA
< immdlag(d~n+iJ —— linidmag[dgviJ)







for <dgnu-dg,omivi; dgn”’—dgnmax; dgvi’a’-a’)
< it < <1’a’[imdiag(dgvi—1) —— linidiag(dgn]) SA( [inidiagfdgvi+i]—— iimdiag[dgn])
( dgvisi[OJ—dgn;
ixdgnsf—i;














( for (dg—dgn+i; dgodgnmax; dg+t)
6 U <chf[dgn]u.u.cht(dg]) dgnsf[ixdgnsi-+-+J—dg;
mt (m>~d~~j——1)













< tor <dgn—dgnmin; dgn”—ni; dgn.-a’)
1 It ( <1+Iimdfag(dgn”i) —— Limdiag[dgn]) AA
















tor (dg—dgn.i; dg<anl; dg++)
1 it <chí(dgn)——chl(dg])
dgnsi [lxdgvisi+’a’]—dg;














tor (dqn—dgnmin; dgvi—dgnniax; dgn+-a’)
6 It < (i+iimdiag[dgn—iJ —— timdíag(dgnJ) SA
















( tor (dg—dgn’a’1; dgodgviniax; dg’a’-a’)










for <i—O;Ñixdgnsi;i++) dgnsi 13] —dgnaux(i]
/* Acaba csm’ ~/
ft resto dc métodos l”/
it <vii——n2) d-’-ni;
cisc d’dgnmax;
for <dgn—dgnnifn; dgn=d; dgn-a’-a’)
it ( (i’a’limdIeg[dgvi—i) —— limdiag(dgn]) SA
( limdíag(dgvi-a’i] —— [imdiag[dgn]) AA
( X2 — dgn - (Xl — linidiag[dgvi]);
it (SN(dgnj——1)













it ((ni——n2) SA <dgn<ril)) dgnsf[fxdgnsí..]—nt—dgn;
it (chimax > chi(dgn])( Ixdgnsl—O;
dgnsl (ixdgvisi’a’-a’]—dgvi;
it <(nl——n2) AA (dgvi-cvil)) dgnsi[ixdgnsi++]—nt”dgn;
chímax — chi[dgn];















































( liwdíag[dgvi)— (dgnc—nl) ? dgvi nl;
Sumblag(O][dgn) — SumDiag[1][dgvi] — O;
chi [dgvi)—O;
















tor (met—O;metuci;niet’a’+) 1” dístmntos métodos exActos */( inicializacionO;
whllc (Cpexac—PExacto<i,met,sxí,&x2))i— —i )
6 Tfi)[2][xlJ—x2;
it <pcxacc—OO5) T[i)(1)[xiJ—x2;
it (pexacue=O.Oi) T[i) [O)[xi] —xZ;
tprintt(tabia,”\n ni—AZd n2—*2d “,ni,n2);
it <periodo——1)
tprintf<tabla.’\n 1/HA COLA DOS COLAS “);
tprintf<tab[a,’\nxi 10*5* 1* 10* 5* 1% );
fpríntt<tahla/\ ** **
tor (xii—nl;xli”—O;xii——)






/* PROGRAMA PI! *1
/~CALCULA EL P-VALUE DE CUALQUIER TABLA EXPfRIMENTALu A UNA O DOS COLAS, Y PARACUALQUIERA DE LOS METODOS EXACTOS OEL CAPITULO II ‘/
/* TODAS SUS SUBRUTINAS COINCIDEN CON LAS DEL PROGRAJ4A PI, SALVO MAIN<) Y PARTEDE PEXACTOD. POR ELLO, AQUí TAN SOLO SE DAN LOS CM-IRlOS */
double PExacto<int cola, bit ni, mt txi, bit *x2)/~ varian [aprimera sentencia y las ocho últimas >‘/
{ douhlc p—O,stot,chimax;
mt s’O,d4gn+’dg,ixdgnaux,X1,X2,I,J,k,i,
whi le (s’ci)1 —
ixdgnsl-—;txiXl.i+Immdiagrdgnsi (ixdgnsifl;





( mt met,xl,x2,xi,xtzi,z2.periodo,ni,nt,i;dauble pcxac;
FILE ttablas;tablas —topen (“TABLA”,”wt”);





z2—xt;tor (f—O;I-c—1;I++) una y dos colas */ter <met—O;met-’l;met++) /* distintos métodos exActos *1InIcia lizaCloflO;pexac—PExacto(i ,met,z1,z2,&xi,&X2);tprintt(tablas/\n*2d—*2d (*2d,%Zd) *7.St %Zd Ud *Zd Ud *4dt vii, nZ,
xi, x2,pcxac);
294









mt ni,n2,nt4gnniin,dgnmax, [imdiag(1-a’{.IAXTAM],fxdgvisi,dgnsi[í+2*IU3(TA).fl,dg aux(1+2*NAxTAJjq],NChi,DDC~l ,nicd,DD,DI,DIAUX,DDAUX;
double Haber.Haber2,P,Sun,Dlag[2](1+2*MMTA>lI,bí[í..44.AxTM]+’b2(í.*.AJ(T»q],
chi (i-a’MAXTAJ4] ,DChi ,pmaux;
void Binomial <doublc (*8)1) bit N, bit Doble)
< mt fndl,fnd2¡
it (Doble)
( (B)fO] <*~)[~] —
tor (fndl—i+’ind2—N;2*fndi’c-u’N;mndi-a”a’.mnd2”—)
(*B)Emndí] — (*B)Emnd2.í) — <*B)[ind1~1) * ind2 / mdi;
e [sc
6 <tB)EO) —tor <mndi.i,mnd2.N;2*fndi.c=N;mnd1’....’,mnd2~~)
(*B)Eindi] — <*B)[mndi..q] * indZ ¡ bidl;




















it <SumD1ag(l] (drnax)——O) dmax—dunax—i;
it <p’5)






































O it (SumOfag[O~dmax)——O) dmax—dmax-1;
D—dmax;
cisc
















o st <cí——~> <nl——n2))
( it <j>—DD) dmln—DI;
cIsc
{ it <j’=DD) dram—Dl;
e [sc
< it (kc=Dl) D—DD;










it <((tiot2) SA (dcfl-’0)) <<fi>—tZ) && <deri’O)))
1 a—diag-1;



























































return ( M );





stot.biE[mmdiag [dgn))tb2(dgn— [Inidícg [dgn]1;It (c——O) SuniDiag(01[dgn)’a’—stot;
e [se
1 Sumfliag[i) [dgn)+—stot;






















1 tor (dgn”-dgnmivi; dgvi—vii; dgvi’a’+)
O it ( <1+[inidiag(dgn—i] —— lfundiag(dgnj)
&& ( [inidiag[dgn’a’i3=— l vndlag[dgn])



























tor (dgn=dgnmin; dqn”=ni; dgn+.)
1 it < <1+timdiag[dgn—i] —— limdiag[dgn]) SA
< Iimdiag[dgnl’i] —— liundiag[dgn])
O lt <chl(dgvi)-’chmmax) ixdgnaux—O;
e [se




tor (dgvi—dgnmin; dgvi~n1; dgn’a’+)
1 it ( (i’a’lin,diag[dgn—1] == lfnidiag[dgn]) SA
























tor (dg—dgn+1; dg-uni; dg++)
1 it (chifdgnj——chi[dg))
1 dgnsi (ixdgnsi++) —dg;











e[sc( tor (dgn—dgnniin; dgn’c—dgnmax; dgn++)

















tor <dgvi—dgnmivi; dgn’—dgnmax; dgn-14)
O It ( (1+limdlagfdgn—1) —— limdiag(dgvi]) SA
( linidiag(dgvi+1] —— Iiundiag(dgn])
1 it (chi[dgn]-’chimax) ixdgnaux—O;
cIsc




tor <dgn—dgnmivi; dgn~’—dgnmax; dgn**)
1 It ( (1+linidiag[dgn—l] —— limdlag[dgn]) U






















































it <pucOjO) return <p);
return (—1.0);
30i









c = ji — i2 * <ii/m2)
} whf le ( ci— O );
return i2;




1 y — <doublc)<n2*co[s~Ai)/ni;
mt (~>-—ío)




























































O limdiag(dgn]= (dgn<=ni) ? dgn : ni;




































case 2: ch—<doubte) <NChi—nh/2.O) ;ch*ach/DChf;
p—PChI2<ch)/20;break:
















O mt d,a,periodo,colas,met,nl uflt>ntl,ntzmntt,XiuX2,ifltCrvalOeUCflt(1OJ ,salida,ctase>col;
long N(8] [8](2) ,NT2[8J [eJ[10][21(3);
double E.pcxacupa,ptab[a[iOJ,coctabla.deltam.deltas.prop.pr0p2,K;







































mt ((K>i) SA (K.c=125)) col—i;
it ((K>i.25) SA (k’c—iSO)) col—2;
it ((K>i50> && (K-’—i.75)) col—3;
It <(K>i.75) && <¡<‘—2)) col—4;
it ((K>2) && <¡«—3)) co[=5;








E— (doub le) E/nt;
it (pexac >—.OOi)




cIsc it (pexac <.05)
( intervalo=i;
dettai=.55—5.Otpexac;de ltas—i, 15—iS.Opexac; /~ i.O—04 •/
cIsc 1 iviterva[o—i;
dc[tai=.2+2.Otpexac; /* O.3—O4 */









O it <E-’—6.O) clase=4;
e [se















O tprfntt(propori, “\n N CK PH 5 T U C lii




O NT2 [Col](clase] [nietj (mnterva lo] [2] —NT2[co 1] [c[ase](mct] (irotcrva lo] [O]




1 it (intervalo—O) tprintt<propori, *61d “+‘M(col][clase)[intervalo]);
cisc tprintt<propor2,” *5ld tN[col)[clase)(intervalo]);
tor (met—O;met-’((colas——O)7iO:iO) ;niet’a’-a’)















long N[4) [5)[2],NT2[4] [5][4][2][3];
double E.pcxac,pa,ptabla[4].coctabla,deltam.de[tas,prop.prop2.K;


































tprivitt(propori, ‘\n n:*2d—*2d N 112 HC CK Stnti,nt2);





it ((iC>—i) AA (Koi.4)) col—O;
it ((K>i.4) && (¡«—2)) col—i;
it ((¡<>2> AA <K’C..3)) col—2;
St ((¡<>3> SA <¡«—5)) col—3;
it (<K”—i) AA (¡<-‘-5))
1 mnmcmalizacion(>;




E— <doub le) E/nt
It <pexac >—.OOi)
1 it <pexac -‘—Oi) /~ Se dan valores a tas




cisc it (pcxac <.05)
1 ivitervato—i;
deltai=55~5.O*pexac; /~ 0.5—0.3 ~/
cisc O intervalo—i;
deltam=.2+2S*pexac; /* 0.3—04 ~/
deltas=.i+&Opexac; /~ 0.4—0.7 */
it (E<—25) clase—O;
e tse
1 it <E<—4) clase—1;
cIsc
1 It (E”4) clase”2;
307
e [se
1 It <E-c—9) clase—3;
cIsc clase4;
N(co 1) (clase] (intervalo)++;
tor <met—O;niet« ;niet++)
O pa=<cotas+i)*5igviiFmna[(r~et);















1 it <intervalo——O> tprintt(propori, *61d “,N[co[flclaseflmntervalo]);
cIsc tprivitt(propor2,” *61d “,N(col](clasefllntervalo]);
tor (niet—O;niet’<4;niet-a’--a’)
1 it (mntervalo——o) tprlntt(propori.” S);
cisc tprintt<propor2,” );
tor <salida—2;sallda3;salmda-H’)
1 mt <NEcolflclase](intervalo]——D) prop—O;











Regiones criticas del test de Barnard <CSM> para una y dos colas, para los
nl y n2 <tamaños de muestra) especificados y las significaciones 1%, 5% y
10%,
nl— 2
UNA COLA DOS COLAS
n2 xl 10*5%1%10%5%í*
3 2 00” 0—-
4 2 10- 00-
5 2 10— 10”
6 2 2:— 10—




9 2 320 220
1 0—- 0””
10 2 3 2 0 3 2 0
10--o”,,
11 2 4 2 0 3 2 0
10—- 0-—
12 2 4 3 0 4 3 0
10--o”-
13 2 5 3 1 4 3 1
1 0-” 0-”
14 2 5 3 1 4 3 1
1 0”- 0-”
15 2 6 4 1 5 4 1
1 00— 00—
16 2 6 4 1 5 4 1
1 00— 00”
17 2 6 4 1 6 4 1
1 10— 10—
18 2 7 5 1 6 5 1
1 10” 10-
19 2 7 5 1 7 5 1
1 10— 10-
20 2 8 5 2 7 5 2
1 10— 10—
21 2 8 6 2 8 5 2
1 10” 10—
22 2 8 6 2 8 6 2
1 10” 10-’
23 2 9 6 2 8 6 2
1 10— 10—
24 2 9 6 2 9 6 2
1 10- 10-






UNA COLA DOS COLAS




17 3 9 7
2 32
1 0—
18 3 9 7
2 42
lo-
19 3 10 8
2 42
1 0—
20 3 11 8
2 43
1 0—
21 3 11 9
2 53
10-


































































5 4 220 110
3 10— 00—
20--O-”
6 4 321 210
3 10— 00—
2 00— 00—




4 3 11000— 3210110
20——O-- 200-00-
5 3210 100 94542431
200—00— 3210 110
63 220210 210- 10-
200—00— 104642432
73320 2i0 3320220
2 10-00— 2 10- 10-
8 3 4 3 1 2 2 1 11 4 6 5 3 5 3 2
2 10- 10- 3320220
93431 321 2 10—10—
2 10” 10— 124 763542
103 531 321 3320321
2 11— 21’ 2 10— 10—
11 3 5 4 2 4 3 2 13 4 8 6 3 6 5 3
221—21— 3431321













UNA COLA DOS COLAS
n2 xl 10*5* 1* 10*5*1*
17 3 6 4
221
1 0—









































































































UNA COLA DOS COLAS
n2 xl 10*5* 1*10*5% 1*
1 14 5 9 8 5 8 6 4
- 4642432
- 3320220
5 2 10— 10”











6 2 10— 10—


















— 22 5 1513 9 1311 8














25 5 i71510 1412 9












3 7 6 432 431














UNA COLA DOS COLAS






















































20 6 14 13 9




21 6 15 13 10










23 6 17 15 11




1 — “ —
24 6 17 15 11







































































































































UNA COLA DOS COLAS
rv2 xl 10% 5% 1% 10*5* 1*
24 3 4 3 1
2 21”
10”-
25 6 18 16 12

















































































































































9 11 10 8
nl— 7 COHT.
UNA COLA 005 COLAS
n2 xl 10*5*1% 10*5% 1*





19 7 14 13 9





20 7 15 13 10





21 7 16 14 11





22 7 16 15 11





23 7 17 15 12





24 7 18 16 12
6 13 11 8




25 7 19 17 13
6 14 12 8












































































































UNA COLA DOS COLAS
n2 xi 10* 5* 1*10* 5* 1*


































17 8 13 12 9 12 10 7






18 8 141210 1210 8






19 8 15 13 10 13 11 9






20 8 151411 131210






21 8 161412 141310






22 8 171512 151311
7 13 11 8 11 9 7





23 6 18 16 13 16 14 11






UNA COLA DOS COLAS
xl 10% 5% 1* 10*5% 1%





24 8 19 17 13
1 14 12 9





25 8 19 18 14
7 15 13 9
















































12 9 9 8 6 8 7 5
8764653
7 542432































UNA COLA DOS COLAS
xl 10% 5*1% 10% 5*1%








17 9 13 12 10







18 9 14 13 10







19 9 15 14 11







20 9 16 14 11
8 12 11 8






21 9 17 15 12
8 13 11 8






22 9 17 16 13
8 14 12 9




3 2 1 0’
210-
23 9 181714
8 14 12 9







8 15 13 10






25 9 20 18 15
8 15 14 10

















































































UNA COLA DOS COLAS
n2 xl 10% 5% 1% 10*5% ¡¾

























































16 10 13 11 9








17 10 13 12 10
9 11 9 7

































































































































UNA COLA DOS COLAS
n2 xl 10* 5% 1% 10% 5% 1%
18 10 14 13 11








19 10 15 14 11
9 12 10 8







20 10 16 15 12
9 13 11 9







21 10 17 16 13
9 14 12 9







22 10 18 16 13
9 14 13 10







23 10 19 17 14
9 15 13 10







24 10 19 18 15
9 16 14 11
8 13 11 8






25 10 20 19 16
9 11 14 11
8 13 12 8
7 11 9 6















































































11 11 8 8 6 8 7 5




UNA COLA DOS COLAS
n2 xl 10¾ 5% 1¾ 10¾ 5% 1¾







12 11 9 8 7 9 8 6









13 11 10 9 8 10 8 7









14 11 11 10 8 10 9 7









15 11 12 11 9 11 10 8









16 11 13 12 10 12 11 9









17 11 14 13 10 13 11 9









18 11 15 14 11 13 12 10
10 11 10 8 11 9 7










UNA COLA 005 COLAS
xl 10% 5% 1% 10% 5% 1%
11 15 14 12
10 13 11~ 9








20 11 16 15 13
10 13 12 9








21 11 17 16 13
10 14 13 10
9 11 10 7







22 11 18 17 14
10 15 13 10
9 12 11 8







23 11 19 18 15
10 15 14 11
9 13 11 8







24 11 20 18 15
10 16 15 11
9 14 12 9







25 11 21 19 16
10 17 15 12
9 14 12 9















































































12 12 9 9 7 9 8 6
11 8 1 5 7 6 4
10 6 5 3 5 5 3
9 543 432
nl—12 CONT.
UNA COLA DOS COLAS






















































































































































































































O - —.0 — —
16 15 12 15 13 11
13 11 9 12 10 8





UNA COLA DOS COLAS
n2 xl 10% 5% 1% 10% 5% 1%





20 12 16 15 13 15 14 12
11 14 12 10 12 11 9
10 11 10 7 10 9 6








21 12 17 16 14 16 15 12
11 15 13 10 13 12 9
10 12 11 8 11 10 7








22 12 18 17 14 17 16 13
11 15 14 11 14 13 10
10 13 11 8 12 10 8








23 12 19 18 15 17 17 13
11 16 14 12 14 13 11
10 13 12 9 12 10 8








24 12 20 19 16 18 18 14
11 17 15 12 15 14 11
10 14 13 9 13 11 8
9 12 10 8 11 9 7







25 12 21 19 16 19 18 15
11 17 16 13 16 14 12
10 15 13 10 13 12 9
9 12 11 8 11 9 7
8 11 9 6 8 7 5
7 864 763
6 653 542





13 13 10 10 8 10 9 7
12 9 8 6 8 7 5






UNA COLA DOS COLAS
xl 10*5% 1% 10% 5% 1%








14 13 11 11 9 11 10 8
12 10 8 6 8 8 6
11 8 7 5 7 6 5









15 13 12 11 9 12 10 9
12 10 9 1 9 8 6
11 9 8 6 8 7 5









16 13 13 12 10 12 11 10
12 11 10 8 10 9 7
11 9 8 6 8 7 5









17 13 14 13 11 13 12 10
12 12 11 8 11 9 8
11 10 9 7 9 8 6









18 13 15 14 12 13 13 10
12 12 11 9 11 10 8
11 11 10 7 9 9 6









19 13 16 15 12 15 14 11
12 13 12 10 12 11 9
11 11 10 7 10 9 6






UNA COLA DOS COLAS
ro? xl 10*5% 1% 10* 5% 1%




20 13 17 16 13
12 14 12 10
11 12 Dl 8









21 13 17 16 14
12 15 14 11
11 13 11 9
10 10 9 7







2 0 - -
22 13 181715
12 16 14 11
11 13 12 9









23 13 19 18 15
12 16 15 12
11 14 13 10
10 12 10 8








24 13 20 19 16
12 17 16 13
11 15 13 10
10 13 11 8








25 13 21 20 17
12 17 16 13
11 16 14 11
10 13 12 9





















































































UNA COLA DOS COLAS
n2 xl 10* 5*1% 10% 5*1%
14 14 11 11 9
13 10 9 7
12 8 7 5
11 7 6 4








15 14 12 12 10
13 11 9 7
12 9 8 6
11 7 6 5








16 14 13 12 10
13 11 10 8
12 10 9 7
11 8 7 5









11 14 14 13 11
13 12 11 9
12 10 9 7
11 9 8 5









18 14 15 14 12
13 13 12 9
12 11 10 6
11 10 8 6









19 14 16 15 13
13 13 12 10
12 12 11 8
11 10 9 7
10 9 7 5
9 764


















































































UNA COLA DOS COLAS
n2 xl 10* 5% 1% 10*5% 1%
** **
20 14 17 16 13 15 15 12
13 14 13 11 13 12 10
12 12 11 8 11 10 8
11 11 9 7 10 8 6









21 14 18 17 14 16 16 13
13 15 14 11 14 13 10
12 13 12 9 12 11 8
11 11 10 7 10 9 6









22 14 19 17 15 17 16 14
13 16 15’ 12 15 13 11
12 14 12 10 13 11 9
11 11 11 8 11 9 7









23 14 19 18 16 18 17 15
13 17 15 12 16 14 11
12 14 13 11 13 12 9
11 13 11 8 11 10 7









24 14 201917 191815
13 18 16 13 16 15 12
12 15 14 11 13 13 10
11 13 11 9 12 11 8









25 14 21 20 17 20 18 16
13 18 17 14 17 16 13
12 16 14 11 14 13 10
11 14 12 10 13 11 8
10 12 11 7 10 9 7









UNA COLA DOS COLAS
nZ xl 10% 5% 1% 10% 5% 1%
25 3 1 0 - 1 0 -
2 00- 00—
nl—ls
15 15 12 12 10 12 11 9
14 11 9 8 9 9 7
13 9 9 6 9 7 6
12 8 7 5 1 6 4
11 1 5 4 5 5 3








16 15 13 13 11 12 12 10
14 12 10 8 11 10 8
13 10 9 7 9 8 6
12 8 7 6 8 7 5
11 8 7 4 7 6 3








17 15 14 13 11 14 13 10
14 12 11 9 11 10 8
13 11 10 7 9 9 7
12 9 8 6 8 7 5
11 8 7 5 7 6 4









18 15 15 14 12 15 13 11
14 13 12 10 12 11 9
13 11 10 8 10 9 7
12 10 9 6 9 8 6
11 9 7 5 7 6 4









19 15 16 15 13 15 14 12
14 14 13 10 13 1= 9
13 12 11 9 11 10 7
12 11 9 7 10 9 6
11 9 8 6 & 7 5









20 15 11 15 14 16 15 13
14 14 13 11 13 12 10




UNA COLA DOS COLAS
xl 10% 5¾ 1% 10* 5% 1%
12 11 10 7
11 10 8’ 6









21 15 18 17 14
14 15 14 12
13 14 12 10
12 12 11 8
11 10 9 6









22 15 19 18 15
14 16 15 12
13 14 13 10
12 12 11 9
11 11 9 7









23 15 20 18 16
14 17 16 13
13 15 13 11
12 13-1= 9
11 11 10 7









24 15 20 19 11’
14 18 11 14
13 15 14 11
12 14 12 10
11 12 10 7









25 15 21 20 18
14 19 17 14
13 16 15 12
1= 15 13 10
11 12 11 8

















































































UNA COLA DOS COLAS
n2 xl 10% 5% 1% 10* 5% 1%











16 16 13 12 11
15 12 11 9
14 10 9 7
13 9 8 6
12 8 7 4
11 ‘ 6 5 3








17 16 14 14 12
15 12 11 9
14 11 10 8
13 10 9 6
12 8 7 5
11 7 6 4








18 16 15 14 12
15 13 12 10
14 12 11 8
13 10 9 7
12 9 7 6
11 8 7 4









19 16 16 15 13
15 14 13 11
14 12 11 9
13 11 10 7
12 10 8 6
11 8 7 5









20 16 17 16 14
15 15 14 11
14 13 12 10
13 12 10 8
12 10 9 5
11 9 8 6






































































UNA COLA DOS COLAS
n2 xl 10% 5% 1% 10¾ 5% 1%





21 16 18 17 15 17 16 14
15 16 14 12 15 13 11
14 14 13 10 13 11 9
13 12 11 9 11 10 7
12 11 9 7 10 8 6
11 9 8 5 8 7 5









22 16 19 18 16 18 17 15
15 16 15 12 15 14 12
14 15 13 11 13 12 10
13 13 12 9 11 10 8
12 11 10 7 10 9 7
11 10 8 6 8 7 5









23 16 20 19 16 18 18 15
15 17 16 14 16 15 13
14 15 14 11 14 13 10
13 14 12 10 12 11 8
12 12 11 8 11 9 7
11 10 9 6 9 7 6









24 16 21 20 17 19 19 16
15 18 17 14 17 16 13
14 16 14 12 15 13 11
13 14 13 10 13 12 9
12 13 11 8 11 10 7
11 11 9 7 9 8 6









25 16 22 20 18 20 19 16
15 19 18 14 18 16 13
14 17 15 13 16 14 11
13 15 13 10 13 12 10
12 13 12 9 12 10 8
11 11 10 7 10 9 6








UNA COLA DOS COLAS
n2 xl 10* 5% 1% 10% 5% 1%





17 17 14 13 12 13 13 11
16 13 12 10 12 11 9
15 11 10 8 10 9 1
14 10 9 7 9 8 6
13 9 8 5 8 7 5
12 8 6 5 6 5 4
11 6 6 3 6 4 3








18 17 15 15 13 15 14 12
16 13 12 10 12 11 10
15 12 11 9 11 10 8
14 11 10 7 10 9 7
13 9 8 6 8 7 5
1= 8 7 5 7 6 4
11 7 6 4 6 5 3








19 17 16 15 13 16 15 1=
16 14 13 11 13 12 10
15 13 1= 9 11 11 8
14 11 10 8 10 9 7
13 10 9 6 9 8 6
12 8 7 6 8 7 4
11 8 7 4 6 5 4









20 17 17 16 14 17 15 13
16 15 14 12 14 13 11
15 13 12 10 12 11 9
14 12 11 8 11 9 8
13 11 9 7 9 8 6
12 9 8 6 8 7 5
11 8 7 5 6 6 4









21 17 18 17 15 17 16 14
16 16 15 1= 15 14 12
15 14 13 11 13 12 10
14 13 11 9 11 10 8
13 11 10 7 10 9 7
12 10 9 6 9 7 5
11 8 7 5 1 6 4




UNA COLA 003 COLAS









22 17 19 18 16
16 17 15 13
15 15 14 11
14 13 12 9
13 12 10 8
12 10 9 7
11 9 8 5









23 17 20 19 17
16 17 16 13
15 16 14 12
14 14 13 10
13 12 11 8
12 11 9 7
11 9 8 5









24 17 21 20 17
16 18 17 15
15 16 15 12
14 15 13 11
13 13 1= 9
12 11 10 7
11 10 8 6









25 17 22 21 18
16 19 18 15
15 11 16 13
14 15 14 11
13 14 12 9
12 1=10 8
11 10 9 6

















































































18 18 15 15 13 15 14 12
17 14 12 10 12 12 10
nl-18 CONT.
lINA COLA 005 COLAS
n2 xl 10* 5% 1% 10% 5% 1%
18 16 12 11 9
15 11 10 8
14 10 8 6
13 8 8 5
12 7 6 4
11 7 5 3








19 18 16 16 14
17 14 13 11
16 13 12 10
15 12 10 8
14 10 9 7
13 9 8 5
12 8 7 5
11 7 5 4








20 18 17 16 14
17 15 14 12
16 14 13 10
15 12 11 9
14 11 10 7
13 9 8 6
12 9 8 5
11 7 6 4









21 18 18 17 15
17 16 15 13
16 14 13 11
15 13 12 9
14 12 10 8
13 10 9 6
12 9 8 6
11 8 7 4









22 18 19 18 16
17 17 16 13
16 15 14 12
15 14 12 10
14 12 11 8
13 11 10 7
1= 9 8 6.
11 9 7 5

















































































UNA COLA DOS COLAS
n2 xl 10% 5% 1% 10% 5% 1%




23 18 20 19 17 19 17 16
17 18 16 14 17 16 13
16 16 15 12 15 14 11
15 14 13 10 13 12 10
14 13 11 9 11 11 8
13 11 10 8 10 9 7
12 10 9 6 9 7 5
11 8 7 5 7 6 4









24 18 21 20 18 20 19 17
17 181715 171614
16 17 15 13 16 14 12
15 15 14 11 14 12 10
14 13 12 9 12 11 8
13 1=11 8 10 9 7
12 11 9 6 9 8 6
11 9 8 6 8 7 5









25 18 222118 202017
17 19 18 16 18 17 15
16 17 16 13 16 15 12
15 16 14 12 14 13 11
14 14 13 10 12 12 9
13 12 11 8 12 10 7
1211107 986
11 10 8 6 8 7 5










** ** ti—ti ** **
19 19 16 16 14 16 15 13
18 15 13 11 13 13 11
17 13 12 10 12 11 9
16 12 11 9 11 10 8
15 11 9 7 9 8 6
14 9 8 6 8 8 5
13 9 7 5 7 6 4
12 7 7 4 7 5 3
11 6 5 3 5 5 3








20 19 17 17 15 17 16 14




UNA COLA DOS COLAS
ro2 xl 10*5% 1% 1O%5% 1%
20 17 14 13 11 13 12 10
16 13 11 9 11 10 8
15 11 10 8 10 9 7
14 10 9 7 9 8 6
13 9 7 5 8 6 5
12 8 7 4 6 6 4
11 1 6 4 6 5 3








=1 19 18 17 15 18 17 14
18 16 15 13 15 14 12
17 15 14 11 14 13 11
16 13 12 10 12 11 9
15 12 11 8 11 10 8
14 10 9 7 10 9 6
13 10 8 6 8 7 5
12 8 7 5 7 6 4
11 1 6 4 6 5 3









22 19 19 18 16 19 17 15
18 17 16 14 16 15 13
17 15 14 12 14 13 11
16 14 13 10 13 12 9
15 13 11 9 11 10 8
14 11 10 8 10 9 7
13 10 8 6 9 7 5
12 9 8 5 7 7 5
11 7 6 5 7 5 4









23 19 =019 17 19 18 16
18 18 17 14 17 16 13
17 16 15 13 15 14 12
16 15 13 11 13 12 10
15 13 12 9 12 11 8
14 12 11 8 10 9 7
13 11 9 7 9 8 6
12 9 8 6 8 7 5
11 8 7 4 7 6 4









24 19 21 20 18 20 19 11
18 19 17 15 18 16 14
17 17 16 13 16 15 12
16 15 14 11 14 13 11
15 14 12 10 12 12 9
14 12 11 9 12 10 8
13 11 10 7 10 8 6
1= 10 8 6 8 7 5




UNA COLA DOS COLAS
xl 10% 5% 1% 10% 5% 1%









25 19 22 21 19
18 19 18 16
17 18 16 14
16 16 15 12
15 14 13 10
14 13 12 9
13 12 10 8
12 10 9 6
11 9 1 5





































20 20 11 17 15
19 16 14 12
18 14 13 11
17 13 1=10
16 11 10 8
15 11 10 7
14 9 8 6
13 8 1 5
12 8 6 4
11 6 5 3








21 20 18 18 16
19 16 15 13
18 15 14 12
17 14 12 10
16 12 11 8
15 11 10 8
14 10 8 6
13 8 8 5
12 8 6 5
11 7 5 3








22 20 19 18 16
19 17 16 14
18 16 15 12
17 14 13 11
16 13 12 9
15 12 10 8
14 10 9 7
13 9 8 5
12 9 1 5
11 1 6 4



















































UNA COLA DOS COLAS






23 20 20 19 17
19 18 17 15
18 16 15 13
17 15 14 11
16 14 12 10
15 12 11 8
14 11 9 8
13 10 9 6
12 8 7 5
11 7 6 4









24 20 21 20 18
19 19 18 15
18 17 16 14
17 16 14 12
16 14 13 10
15 13 12 9
14 1=10 8
13 10 9 6
12 9 8 6
11 8 6 4









25 20 22 21 19
19 20 18 16
18 18 17 14
17 16 15 13
16 15 13 11
15 14 12 9
14 12 11 8
13 10 9 7
12 10 8 6
11 8 7 4










UNA COLA DOS COLAS
n2 xl 10% 6% 1% 10% 5% 1%
431 321 219532331
220 8 331 320
210 7 320 210
100 6 210 100
00- 5 100 00-
0—— 4 10— 00—
201816 3 00— 0——
171614 22 21 191917 191816
15 14 12 20 17 16 14 16 15 13
141310 19 161512 151412
13 11 9 18 15 13 11 14 12 10
11108 17 131210 1211 9
1096 161211811108
8 7 5 - 15 11 9 7 10 9 6
8 6 4 14 9 9 6 8 7 5
6 6 4 13 9 7 6 7 6 5
5 4 2 12 7 7 4 7 6 3
4 3 2 11 7 5 3 5 4 3
3 3 1 10 5 5 3 5 4 2
320 9 532 331
=10 8 431 321
100 7 321 210
00— 6 210 110
00— 5 110 10
4 10—00—
201917 3 00” 0””
181714 23 21 201917 201916
161513 20 181715 171614
14 13 11 19 17 16 13 16 15 12
1312 9 1815 1412 141311
11108 1714131013129
1097 161211911108
9 8 6 15 1210 7 10 9 7
8 7 5 14 10 9 7 9 8 6
7 6 3 13 9 7 6 8 7 5
6 4 3 12 8 7 4 7 6 4
4 4 2 11 7 6 4 6 5 3
4 3 1 10 6 5 3 5 4 2
321 9 542 432
210 8 431 321
100 7 3=1 210
00— 6 210 110
00- 5 210 100
4 10” 00—
212018 3 00” 0”
18 17 15 24 21 21 20 18 21 19 17
171613 20 191816 181715
15 14 12 19 17 16 14 16 15 13
13 12 10 18 16 15 12 15 14 12
12 11 8 17 15 13 11 14 12 10
1110 7 16 1312 9 1211 9
986 151210811107
875 14111071086
7 6 4 13 10 8 6 8 7 5
6 5 3 12 8 7 5 7 6 4
5 4 2 11 7 6 4 6 5 3
4 3 1 10 7 5 3 5 4 2
321 9 542 432
210 8 432 331
110 7331220
10- 6310210




25 =1 22 21 19 21 20 18
20 20 19 16 19 18 16
19 .18 17 15 17 16 13
18 17 15 13 15 14 12
17 15 14 11 14 13 10
16 14 13 10 13 11 9
15 1311 8 1110 7
14 11 10 8 10 8 7
13 10 9 6 8 8 6
12 9 7 5 8 7 4
11 7 6 4 6 5 4
10 7 6 4 5 5 3
9 642 532
nl—21
** *** ** **
21 21 18 18 16 18 17 15
20 17 15 13 15 14 12
19 15 14 12 14 13 11
18 14 13 10 13 12 10
17 12 11 9• 11 10 8
16 12 10 8 10 9 7
15 10 9 7 9 8 6
14 9 8 6 8 7 5
13 8 7 5 7 6 4
12 7 6 4 6 5 3
11 6 5 3 5 4 3




UNA COLA DOS COLAS























22 2= 19 19 17 19 18 16
21 18 16 14 16 15 14
20 16 15 13 15 14 12
19 15 14 11 14 13 10
18 13 12 10 12 11 9
1? 13 11 9 11 10 8
16 11 10 7 10 9 7
15 10 9 7 9 8 6
14 9 8 5 8 7 5
13 8 7 5 7 6 4
12 1 6 4 6 E 3
11 6 5 3 5 4 2








23 22 20 =018 20 19 17
21 18 17 15 17 16 14
20 17 16 13 16 15 13
19 16 14 12 14 13 11
18 14 13 11 13 1=10
11 13 11 9 12 11 9
16 12 11 8 11 10 7
15 10 9 7 10 8 6
14 10 9 6 8 7 5
13 8 7 5 7 6 4
12 8 6 4 6 5 3
11 6 6 3 5 4 3








24 22 21 =018 =120 17
21 19 18 16 18 17 15
20 18 16 14 17 16 13
19 16 15 13 15 14 11
18 15 14 11 14 12 10
17 13 12 10 12 11 9
16 13 11 9 11 10 8
15 11 10 7 10 9 6
14 10 9 6 8 7 6
13 9 1 6 8 7 5
12 8 7 4 7 6 4
11 7 5 4 6 5 3








25 22 22 21 19 22 20 í8
21 20 19 17 19 18 16
20 18 17 15 17 16 14
19 17 16 13 16 15 12
18 16 14 12 14 13 11
17 14 13 10 13 12 10
16 13 11 9 12 11 8
nl-22 CONT.
UNA COLA DOS COLAS
u! xl 10¾ 5% 1% 10% 5% 1%
















































23 =3 20 20 18
22 19 17 15
21 11 16 14
20 16 15 12
19 14 13 11
18 14 12 9
11 12 11 9
16 11 10 7
15 10 8 6
14 9 1 6
13 8 7 4
12 7 6 4
11 5 5 3








24 23 21 21 19
22 19 18 15
21 18 17 14
20 17 15 13
19 15 14 12
18 14 12 10
11 13 12 9
16 1=10 8
15 10 9 7
14 10 9 6
13 8 7 5
12 8 6 4
11 6 5 3








25 23 22 21 19
22 20 19 17
21 19 17 15
20 17 16 13
19 16 15 12
16 14 13 11
17 13 12 9
16 13 11 8
15 11 9 7
14 10 9 7
13 9 8 5
12 7 6 4
11 7 6 3


































































UNA COLA DOS COLAS
n2 xl 10% 5% 1% 10% 5¾1~




24 24 21 21 19 21 20 18
23 20 18 16 18 17 15
22 18 11 15 17 16 14
21 17 16 13 16 14 12
=0 15 14 12 14 13 11
19 15 13 11 13 12 9
18 13 12 9 12 11 9
17 12 11 8 11 10 7
16 11 9 8 9 8 6
15 10 9 6 9 7 6
14 9 7 5 7 7 4
13 6 7 5 7 6 4
12 7 6 4 6 5 3
11 6 5 3 5 4 2








25 =4 22 22 20 22 21 19
23 20 19 17 19 18 16
22 19 18 15 18 17 15
21 18 15 14 16 15 13
20 16 15 12 15 14 12
19 15 13 11 14 13 10
18 14 13 10 13 11 9
17 1=11 9 11 10 8
16 11 10 8 10 9 7
15 11 9 6 9 8 5
14 9 8 6 8 7 5
13 8 7 5 7 6 4
12 8 6 4 6 5 3
11 6 5 3 5 4 2









25 25 22 22 20 22 21 19
24 21 19 17 19 18 16
23 19 18 16 18 11 15
22 18 17 14 17 15 13
21 16 15 13 15 14 12
20 15 13 11 13 13 11
19 14 13 11 13 12 9
18 13 12 9 12 10 8
17 12 11 8 11 9 8
16 10 9 7 9 9 6
15 10 8 6 8 7 5
14 8 8 6 8 6 5
13 8 7 4 7 6 4
12 ‘ 7 6 4 6 5 3
11 6 4 3 4 4 2
10 5 4 2 4 3 2
9 432 321
8 331 320
7 3 2 0. 2 1 0
6 210 100
5 100 00”
4 10- 00-
3 00— 0”—
318
