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Abstract
We show that the multiplicator spaceMðXÞ of an rearrangement invariant (r.i.) space X on
½0; 1 and the nice part N0ðX Þ of X ; that is, the set of all aAX for which the subspaces generated
by sequences of dilations and translations of a are uniformly complemented, coincide when the
space X is separable. In the general case, the nice part is larger than the multiplicator space.
Several examples of descriptions ofMðXÞ and N0ðXÞ for concrete X are presented.
r 2002 Elsevier Inc. All rights reserved.
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0. Introduction
For rearrangement invariant (r.i.) function space X on I ¼ ½0; 1; we will consider
the multiplicator space MðXÞ and the nice part N0ðXÞ of the space X : The space
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MðXÞ is connected with the tensor product of two functions xðsÞyðtÞ; s; tA½0; 1; and
N0ðXÞ is the space given by uniformly bounded sequence in X of projections into
Qa;n generated by the dilations and translations of the non-zero, decreasing function
aAX on dyadic intervals ½k1
2n
; k
2n
Þ in I ; k ¼ 1; 2;y; 2n; n ¼ 0; 1; 2;y . These
functions are given by
an;kðtÞ ¼
að2nt  k þ 1Þ if tA½k1
2n
; k
2n
Þ;
0 elsewhere:
(
The spaces MðXÞ and N0ðXÞ coincide when X is a separable space but in the non-
separable case the nice part can be larger than the multiplicator space. Such a
description is helpful in the proofs of properties of N0ðXÞ and it motivates us to
investigate more the multiplicator spaceMðX Þ: We will describeMðX Þ for concrete
r.i. spaces X as Lorentz, Orlicz and Marcinkiewicz spaces. Suitable results on N0ðX Þ;
especially when X is a Marcinkiewicz space Mj; are given.
The paper is organized as follows. In Section 1 we collect some necessary
deﬁnitions and notations.
Section 2 contains results on the multiplicator space MðXÞ of a r.i. space X on
½0; 1: At ﬁrst we collect its properties. After that the multiplicator space MðX Þ is
described for concrete spaces like Lorentz Lp;j spaces, Orlicz LF spaces and
Marcinkiewicz Mj spaces. The main result here is Theorem 1 which gives necessary
and sufﬁcient condition for the tensor product operator to be bounded between
Marcinkiewicz spaces Mj:
In Section 3, we consider a subspace N0ðXÞ of X generated by dilations and
translations in r.i. space on ½0; 1 of a decreasing function from X : The main result of
the paper is Theorem 2 showing that the multiplicator spaceMðXÞ is a subset of the
nice part N0ðXÞ of X and that they are equal when a space X is separable. In the
general case, the nice part is larger than the multiplicator space (cf. Example 2). Here
we apply results on multiplicators from Section 2 to the description of N0ðX Þ:
Special attention is taken about N0ðX Þ when X is a Marcinkiewicz space Mj (see
Corollary 5 and Theorem 3). Stability properties of the classN0 with respect to the
complex and real interpolation methods are presented. There is also given, in
Theorem 7, a characterization of Lp-spaces among the r.i. spaces on ½0; 1; which is
saying that r.i. space X on ½0; 1 coincides with Lp½0; 1 for some 1pppN if and only
if X and its associated space X 0 belong to the class N0:
Finally, in Section 4 we show that, in general, you cannot compare the results on
the interval ½0; 1 with the results on ½0;NÞ and vice versa.
1. Deﬁnitions and notations
We ﬁrst recall some basic deﬁnitions. A Banach function space X on I ¼ ½0; 1 is
said to be a rearrangement invariant (r.i.) space provided xnðtÞpynðtÞ for every
tA½0; 1 and yAX imply xAX and jjxjjXpjjyjjX ; where xn denotes the decreasing
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rearrangement of jxj: Always we have imbeddings LN½0; 1CXCL1½0; 1: By X 0 we
will denote the closure of LN½0; 1 in X :
An r.i. space X with a norm jj 
 jjX has the Fatou property if for any increasing
positive sequence ðxnÞ in X with supn jjxnjjXoN we have that supn xnAX and
jjsupn xnjjX ¼ supn jjxnjjX :
We will assume that the r.i. space X is either separable or it has the Fatou
property. Then, as follows from the Caldero´n–Mityagin theorem [BS,KPS],
the space X is an interpolation space with respect to L1 and LN; i.e., if a linear
operator T is bounded in L1 and LN; then T is bounded in X and
jjT jjX-XpC maxðjjT jjL1-L1 ; jjT jjLN-LNÞ for some CX1:
If wA denotes the characteristic function of a measurable set A in I ; then clearly
jjwAjjX depends only on mðAÞ: The function jX ðtÞ ¼ jjwAjjX ; where mðAÞ ¼ t; tAI ; is
called the fundamental function of X :
For s40; the dilation operator ss given by ssxðtÞ ¼ xðt=sÞwI ðt=sÞ; tAI is well
deﬁned in every r.i. space X and jjssjjX-Xpmaxð1; sÞ: The classical Boyd indices of
X are deﬁned by (cf. [BS,KPS,LT])
aX ¼ lim
s-0
lnjjssjjX-X
ln s
; bX ¼ lim
s-N
lnjjssjjX-X
ln s
:
In general, 0paXpbXp1: It is easy to see that %jX ðtÞpjjstjjX-X for any t40; where
%jX ðtÞ ¼ sup0oso1;0osto1 jX ðstÞjX ðsÞ :
The associated space X 0 to X is the space of all (classes of) measurable functions
xðtÞ such that R 10 jxðtÞyðtÞjdtoN for every yAX endowed with the norm
jjxjjX 0 ¼ sup
Z 1
0
jxðtÞyðtÞj dt : jjyjjXp1
 
:
For every r.i. space X the embedding XCX 00 is isometric. If an r.i. space X is
separable, then X 0 ¼ Xn:
Let us recall some classical examples of r.i. spaces. Denote by C the set of
increasing concave functions jðtÞ on ½0; 1 with jð0þÞ ¼ jð0Þ ¼ 0: Each function
jAC generates the Lorentz space Lj endowed with the norm
jjxjjLj ¼
Z 1
0
xnðtÞ djðtÞ
and the Marcinkiewicz space Mj endowed with the norm
jjxjjMj ¼ sup
0otp1
1
jðtÞ
Z t
0
xnðsÞ ds:
If F is a positive convex function on ½0;NÞ with Fð0Þ ¼ 0; then the Orlicz space
LF ¼ LF½0; 1 (cf. [KR,M89]) consists of all measurable functions xðtÞ on ½0; 1 for
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which the functional jjxjjLF is ﬁnite, where
jjxjjLF ¼ inf l40 : IF
x
l
 
p1
n o
with IFðxÞ :¼
Z 1
0
FðjxðtÞjÞ dt:
An Orlicz space LF is separable if and only if the function F satisﬁes the D2-condition
(i.e. Fð2uÞpCFðuÞ for every uXu0 and some constants u040 and C40).
The Lorentz space Lp;q; 1opoN; 1pqpN; is the space generated by the
functionals (quasi-norms)
jjxjjp;q ¼
Z 1
0
½t1=pxnðtÞq dt
t

 1=q
if qoN
and
jjxjjp;N ¼ sup
0oto1
t1=pxnðtÞ:
For 1ppoN and jAC the Lorentz space Lp;j is the space generated by the norm
jjxjjp;j ¼
Z 1
0
½xnðtÞp djðtÞ

 1=p
:
We will use the Caldero´n–Lozanovskiı˘ construction (see [C,M89]). Let ðX0; X1Þ be a
pair of r.i. spaces on ½0; 1 and rAU (rAU means that rðs; tÞ ¼ srðt=sÞ for s40 with
an increasing, concave function r on ½0;NÞ such that rð0Þ ¼ 0 and rð0; tÞ ¼ 0Þ: By
rðX0; X1Þ we mean the space of all measurable functions xðtÞ on ½0; 1 for which
jxðtÞjplrðjx0ðtÞj; jx1ðtÞjÞ a:e: on ½0; 1
for some xiAXi with jjxijjXip1; i ¼ 0; 1; and with the inﬁmum of these l as the norm
jjxjjr: In the case of the power function ryðs; tÞ ¼ s1yty with 0pyp1; ryðX0; X1Þ
is the Caldero´n construction X 1y0 X
y
1 (see [C,LT,M89]). The particular case
X 1=pðLNÞ11=p ¼ X ðpÞ for 1opoN is known as the p-convexification of X deﬁned
as X ðpÞ ¼ fx is measurable on I : jxjpAXg with the norm jjxjjX ðpÞ ¼ jjjxjpjj1=pX (see
[LT,M89]).
For other general properties of lattices of measurable functions and r.i. spaces we
refer to books [BS,KPS,LT].
2. Multiplicator space of an r.i. space
Let X ¼ XðIÞ be an r.i. space on I ¼ ½0; 1: Then the corresponding r.i. space
XðI  IÞ on I  I is the space of measurable functions xðs; tÞ on I  I such that
x,ðtÞAXðIÞ with the norm jjxjjX ðIIÞ ¼ jjx,jjXðIÞ; where x, denotes the decreasing
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rearrangement of jxj with respect to the Lebesgue measure m2 on I  I : For two
measurable functions x ¼ xðsÞ; y ¼ yðtÞ on I ¼ ½0; 1 we deﬁne the bilinear operator
of the tensor product# by
ðx#yÞðs; tÞ ¼ xðsÞyðtÞ; s; tAI :
Deﬁnition 1. The multiplicator space MðX Þ of an r.i. space X on I ¼ ½0; 1 is the set
of all measurable functions x ¼ xðsÞ such that x#yAXðI  IÞ for arbitrary yAX
with the norm
jjxjjMðX Þ ¼ supfjjx#yjjX ðIIÞ : jjyjjXp1g: ð1Þ
The multiplicator space MðX Þ is an r.i. space on ½0; 1 because for the product
measure we have
m2ðfðs; tÞAI  I : jxðsÞyðtÞj4lgÞ ¼
Z 1
0
mðfsAI : jxðsÞyðtÞj4lgÞ dt:
Let us collect some properties of MðXÞ: First note that for any measurable set
A in I the functions wA#x and smðAÞx are equimeasurable, i.e., their distributions are
equal
dwA#xðlÞ ¼m2ðfðs; tÞAI  I : wAðsÞjxðtÞj4lgÞ
¼mðftAI : jsmðAÞxðtÞj4lgÞ ¼ dsmðAÞxðlÞ
for all l40: In particular, jjxjjMðX ÞXjjx#w½0;1=jX ð1ÞjjX ¼ jjxjjX=jX ð1Þ gives the
imbedding
MðXÞCX and jjxjjXpjX ð1ÞjjxjjMðX Þ for xAMðX Þ: ð2Þ
Moreover,MðX Þ ¼ X if and only if the operator# : X  X-XðI  IÞ is bounded.
In particular, MðLp;qÞ ¼ Lp;q for 1opoN and 1pqpp since from the O’Neil
theorem (see [O, Theorem 7.4]) the tensor product # : Lp;q  Lp;q-Lp;qðI  IÞ is
bounded.
From the equality ðw½0;u#w½0;vÞ,ðtÞ ¼ w½0;uvðtÞ we obtain that if XCMðXÞ; then
fundamental function jX is submultiplicative on ½0; 1; i.e., there exists a constant
c40 such that jX ðstÞpcjX ðsÞjX ðtÞ for all s; tA½0; 1:
Some other properties of the multiplicator space MðXÞ (cf. [A97] for the
proofs):
(a) jMðXÞðtÞ ¼ jjstjjX-X ; jjstjjMðXÞ-MðX Þ ¼ jjstjjX-X for 0otp1 and
jjs1=tjj1X-XpjjstjjMðX Þ-MðX ÞpjjstjjX-X for t41: In particular, aMðXÞ ¼ aX
and bMðX ÞpbX :
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(b) We have imbeddings LcCMðX ÞCLp; where cðtÞ ¼ jjstjjX-X ; 0otp1;
p ¼ 1=aX and the constants of imbeddings are independent of X : In
particular,
ðb1Þ MðXÞ ¼ LN if and only if aX ¼ 0:
ðb2Þ If the operator # : X  X-X ðI  IÞ is bounded, then XCL1=aX :
(c) If X is an interpolation space between Lp and Lp;N for some 1opoN; then
MðXÞ ¼ Lp: In particular, MðLp;qÞ ¼ Lp for 1opoN and ppqpN:
Note that the operationMðXÞ is not monotone, i.e., if X ; Y are r.i. spaces on ½0; 1
such that XCY then, in general, it is not true thatMðXÞCMðYÞ: Namely, consider
the r.i. space X on ½0; 1 constructed by Shimogaki [S]. This space has Boyd lower
index aX ¼ 0 with jX ðtÞ ¼ t1=2 and L2CX : On the other hand, MðL2Þ ¼ L2 but
MðXÞ ¼ LN by ðb1Þ:
Proposition 1. We have MðMðXÞÞ ¼MðX Þ with equal norms.
Proof. It is enough to show the imbedding MðXÞCMðMðXÞÞ: Let xAMðX Þ with
the norm jjxjjMðX ÞpC: Then
jjx#ujjX ðIIÞpCjjujjXðIÞ 8uAX :
In particular, for u ¼ ðy#zÞ, with ﬁxed yAMðXÞ and any zAX with jjzjjX ðIÞp1 we
have
jjx#ðy#zÞ,jjXðIIÞpCjjðy#zÞ,jjX ðIÞ ¼ Cjjy#zjjXðIIÞ:
Since
m2ðfðs; tÞAI  I : jxðsÞðy#zÞ,ðtÞj4lgÞ
¼
Z 1
0
mðftAI : jxðsÞðy#zÞ,ðtÞj4lgÞ ds
¼
Z 1
0
m2ðfðt; aÞAI  I : jxðsÞyðtÞzðaÞj4lgÞ ds
¼ m3ðfðs; t; aÞAI  I  I : jxðsÞyðtÞzðaÞj4lgÞ
¼
Z 1
0
m2ðfðs; tÞAI  I : jxðsÞyðtÞzðaÞj4lgÞ da
¼
Z 1
0
mðftAI : jðx#yÞ,ðtÞzðaÞj4lgÞ da
¼ m2ðfðt; aÞAI  I : ðx#yÞ,ðtÞzðaÞj4lgÞ
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for any l40 it follows that
jjx#ðy#zÞ,jjX ðIIÞ ¼ jjðx#yÞ,#zjjX ðIIÞ:
Taking the supremum over all zAX with jjzjjXðIÞp1 we obtain
jjðx#yÞ,jjMðXÞ ¼ supfjjðx#yÞ,#zjjXðIIÞ : jjzjjX ðIÞp1g
¼ supfjjx#ðy#zÞ,jjXðIIÞ : jjzjjX ðIÞp1g
pC supfjjy#zjjXðIIÞ : jjzjjX ðIÞp1g ¼ CjjyjjMðXÞ:
This means that xAMðMðXÞÞ and its norm is pC: &
Note that if X ¼MðYÞ for some r.i. space Y ; then X ¼MðXÞ: Indeed,MðX Þ ¼
MðMðYÞÞ ¼MðYÞ ¼ X :
For concrete r.i. spaces, like Lorentz, Orlicz and Marcinkiewicz, we have the
following results about multiplicator space. From the above discussion we have that
if 1opoN and 1pqpN; then
MðLp;qÞ ¼ Lp;minðp;qÞ: ð3Þ
Proposition 2 (cf. Astashkin [A97] for p ¼ 1). Let jAC and 1ppoN: Then
(i) Lp; %jCMðLp;jÞCLp;j:
(ii) MðLp;jÞ ¼ Lp;j if and only if j is submultiplicative on ½0; 1:
(iii) If %jðtÞ ¼ lims-0þ jðstÞjðsÞ ; then MðLp;jÞ ¼ Lp; %j:
The proof follows from [A97] (cf. also [Mi76,Mi78]), property (b) and the fact that
MðXÞðpÞ ¼MðX ðpÞÞ; where X ðpÞ is the p-convexiﬁcation of X .
Proposition 3. For the Orlicz space LF ¼ LF½0; 1 we have the following:
(i) If FeD2; then MðLFÞ ¼ LN:
(ii) If FAD2; then L %FCMðLFÞCLF; where %FðuÞ ¼ supvX1 F
ðuvÞ
FðvÞ ; uX1:
(iii) If FAD2; then MðLFÞ ¼ LF if and only if F is a submultiplicative function for
large u; i.e., FðuvÞpCFðuÞFðvÞ for some positive C; u0 and all u; vXu0:
Proof. (i) It follows from property ðb1Þ and the fact that Boyd index aLF ¼ 0:
(ii) The imbedding L %FCMðLFÞ follows from Ando theorem [A, Theorem 6] on
boundedness of tensor product between Orlicz spaces. In fact, if xðsÞAL %F and
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yðtÞALF; then I %Fðx=lÞ þ IFðy=lÞoN for some lX1; and so
Fðl2jxðsÞjjyðtÞjÞp½1þ %FðjxðsÞj=lÞ½Fð1Þ þ FðjyðtÞj=lÞ;
from which
IFðl2x#yÞp½1þ I %Fðx=lÞ½Fð1Þ þ IFðy=lÞoN;
that is, x#yALFðI  IÞ: Therefore, L %FCMðLFÞ: The second imbedding follows
from (2).
(iii) It follows directly from (ii) and it was also proved in [A,A82,Mi81,O]. &
The situation is different in the case of Marcinkiewicz spaces.
Theorem 1. Let jAC: The following statements are equivalent:
(i) MðMjÞ ¼ Mj:
(ii) The tensor product # : Mj  Mj-MjðI  IÞ is bounded.
(iii) j0#j0AMj:
(iv) There exists a constant C40 such that the inequality
Xn
i¼1
jðuiÞ j i
n

 
 j i  1
n

 
 
pCj 1
n
Xn
i¼1
ui
 !
ð4Þ
is valid for any uiA½0; 1; i ¼ 1; 2;y; n and every nAN:
Proof. The equivalence ðiÞ3ðiiÞ is true for any r.i. space, in particular also for the
Marcinkiewicz space Mj:
Implication ðiiÞ ) ðiiiÞ follows from the fact that j0AMj:
ðiiiÞ ) ðivÞ: Given an integer n and a sequence u1; u2;y; unA½0; 1; consider the
set
A ¼
[n
i¼1
i  1
n
;
i
n

 
 ð0; uiÞC½0; 1  ½0; 1:
Then
Z
A
ðj0#j0Þ dm2pCjðm2ðAÞÞ;
where m2 is the Lebesque measure on ½0; 1  ½0; 1: Since
Z
A
j0ðtÞj0ðsÞ dt ds ¼
Xn
i¼1
jðuiÞ j i
n

 
 j i  1
n
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and
m2ðAÞ ¼
Xn
i¼1
1
n
ui
it follows that estimate (4) holds.
ðivÞ ) ðiiÞ: Assume that (4) is valid. It is sufﬁcient to prove that the inequality
jjx#yjjMjpC
holds for x; yAMj; jjxjjMj ¼ jjyjjMj ¼ 1 and x ¼ xn; y ¼ yn: Given x ¼ xnAMj with
jjxjjMj ¼ 1 and e40 there exists a strictly decreasing function z ¼ znAMj such that
jjzjjMjp1þ e and zXx: Therefore, we can assume in addition that x and y are
strictly decreasing and continuous on ð0; 1: We must prove the inequalityZ
At
xðtÞyðsÞ dt dspCm2ðAtÞ
for any set
At ¼ fðt; sÞA½0; 1  ½0; 1 : xðtÞyðsÞXtg; t40:
Given t40; there exists a continuous decreasing function gðtÞ ¼ gtðtÞ such that
At ¼ fðt; sÞ : gðsÞXtg:
Put
Pn ¼
[n
i¼1
0; g
i
n

  
 i  1
n
;
i
n

 
and
Qn ¼
[n
i¼1
0; g
i  1
n

  
 i  1
n
;
i
n

 
:
Then
PnCAtCQn:
The continuity of the function g implies that
lim
n-N
mðQn\PnÞ ¼ lim
n-N
Xn
i¼1
1
n
g
i  1
n

 
 g i
n

 
 
p lim
n-N
max
1pipn
g
i  1
n

 
 g i
n

 
 
¼ 0:
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The function xðtÞyðsÞ belongs to L1ðm2Þ: Hence
lim
n-N
Z
Qn\Pn
xðtÞyðsÞ dt ds ¼ 0
and Z
At
xðtÞyðsÞ dt ds ¼ lim
n-N
Z
Pn
xðtÞyðsÞ dt ds
¼ lim
n-N
Xn
i¼1
Z gð i
n
Þ
0
xðtÞ dt
Z i
n
i1
n
yðsÞ ds
p lim
n-N
Xn
i¼1
j g
i
n

 
  Z i
n
0
yðsÞ ds 
Z i1
n
0
yðsÞ ds
 !
¼ lim
n-N
Xn
i¼1
j g
i
n

 
 
 j g i þ 1
n

 
 
 Z i
n
0
yðsÞ ds:
Since
j g
i
n

 
 
 j g i þ 1
n

 
 
40
and
Z i
n
0
yðsÞ dspj i
n

 
it follows thatZ
At
xðtÞyðsÞ dt dsp lim
n-N
Xn
k¼1
j g
i
n

 
 
 j g i þ 1
n

 
 
 
j
i
n

 
¼ lim
n-N
Xn
i¼1
j g
i
n

 
 
j
i
n

 
 j i  1
n

 
 
:
Denoting g
i
n

 
¼ ui and applying (4) we get
Z
At
xðtÞyðsÞ dt dsp lim
n-N
Xn
i¼1
jðuiÞ j i
n

 
 j i  1
n

 
 
pC lim
n-N
j
1
n
Xn
i¼1
ui
 !
¼ C lim
n-N
jðm2ðPnÞÞ ¼ Cm2ðAtÞ;
and the proof is complete. &
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Observe that we have even proved that the tensor multiplicator norm in the space
Mj is equal
sup
0ouip1;i¼1;2;y;n;nAN
Pn
i¼1 jðuiÞðjð inÞ  jði1n ÞÞ
jð1
n
Pn
i¼1 uiÞ
:
The concavity of j implies that the supremum is attained on the set of decreasing
sequences 1Xu1Xu2X?Xun40:
Remark 1. Theorem 1 can be formulated in a more general form. Let j1;j2;j3AC:
Then the tensor product# : Mj1  Mj2-Mj3ðI  IÞ is bounded if and only if there
exists a constant C40 such that the inequality
Xn
i¼1
j1ðuiÞ j2
i
n

 
 j2
i  1
n

 
 
pCj3
1
n
Xn
i¼1
ui
 !
ð5Þ
is true for every integer n and every uiA½0; 1; i ¼ 1; 2;y; n:
Condition (5) can be also written in the integral formZ 1
0
j1ðuðtÞÞj02ðtÞ dtpCj3
Z 1
0
uðtÞ dt

 
for all functions uðtÞ on ½0; 1 such that 0puðtÞp1: The last integral condition is
satisﬁed when for example Z 1
0
j1
s
t
 
j02ðtÞ dtpCj3ðsÞ
for all s in ½0; 1: A similar assumption appeared in papers [Mi76,Mi78].
We will ﬁnd a condition on jAC under which estimate (4) will be true.
Lemma 1. Let jAC and jðtÞpKjðt2Þ for some positive number K and for every
tA½0; 1: Then
Xn
i¼1
jðuiÞ j i
n

 
 j i  1
n

 
 
pðK þ 1Þjð1Þj 1
n
Xn
i¼1
ui
 !
for every integer n and every uiA½0; 1; i ¼ 1; 2;y; n:
Proof. The concavity of j implies that we can suppose the monotonicity
1Xu1Xu2X?XunX0: Denote
s ¼ 1
n
Xn
i¼1
ui:
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There exists a natural number m; 1pmpn; such that ump
ﬃﬃ
s
p
and ui4
ﬃﬃ
s
p
for ipm:
Since
ns ¼
Xn
i¼1
uiX
Xm
i¼1
uiXm
ﬃﬃ
s
p
it yields that mpn ﬃﬃsp and
Xm
i¼1
jðuiÞ j i
n

 
 j i  1
n

 
 
pjð1Þ
Xm
i¼1
j
i
n

 
 j i  1
n

 
 
¼ jð1Þj m
n
 
pjð1Þj n
ﬃﬃ
s
p
n

 
¼ jð1Þjð ﬃﬃsp ÞpKjð1ÞjðsÞ:
If i4m; then jðuiÞpjðsÞ and so
Xn
i¼mþ1
jðuiÞ j i
n

 
 j i  1
n

 
 
pjðsÞ
Xn
i¼mþ1
j
i
n

 
 j i  1
n

 
 
pjð1ÞjðsÞ:
Hence
Xn
i¼1
jðuiÞ j i
n

 
 j i  1
n

 
 
pðK þ 1Þjð1ÞjðsÞ ¼ ðK þ 1Þjð1Þj 1
n
Xn
i¼1
ui
 !
: &
Immediately from Theorem 1 and Lemma 1 we have the following assertion.
Corollary 1. Let jAC and jðtÞpKjðt2Þ for some positive number K and for every
tA½0; 1: Then
MðMjÞ ¼ Mj:
Let us note that the power function jðtÞ ¼ ta with 0oao1 does not satisfy
inequality (4) but there are functions jAC which satisfy the estimate jðtÞpKjðt2Þ
for some positive number K and for every tA½0; 1: This estimate gives, of course, the
supermultiplicativity of j on ½0; 1:
Example 1. For each l40 there exists a ¼ aðlÞAð0; 1Þ such that the function
jlðtÞ ¼
0 if t ¼ 0;
lnl 1
t
if 0otpaðlÞ;
linear if tA½aðlÞ; 1;
8><
>:
belongs to C: Clearly, jlðtÞp2ljlðt2Þ for every tA½0; aðlÞ: Consequently, jl
satisﬁes the conditions of Lemma 1.
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Remark 2. There exists a function jAC such that the tensor product acts from
Mj  Mj into Mj and j does not satisfy the condition jðtÞpKjðt2Þ for some
positive number K and for every tA½0; 1: It is enough to take jðtÞ ¼ ta lnb a
t
for
0oao1; b41 and a4e2b=ð1aÞ:
We ﬁnish this part with the imbeddings of Caldero´n–Lozanovskiı˘ construction on
multiplicator spaces.
Proposition 4. Let X0; X1 be r.i. spaces on ½0; 1: Then
(i) MðX0Þ1yMðX1ÞyCMðX 1y0 X y1 Þ:
(ii) If rAU is a supermultiplicative function on ½0;NÞ; i.e., there exists a constant
c40 such that rðstÞXcrðsÞrðtÞ for all s; tA½0;NÞ; then
rðMðX0Þ;MðX1ÞÞCMðrðX0; X1ÞÞ:
Proof. (i) Observe ﬁrst that YCMðX Þ if and only if the operator # : Y 
X-XðI  IÞ is bounded.
Since# :MðXiÞ  Xi-XiðI  IÞ; i ¼ 0; 1; is bounded with the normp1 and the
Caldero´n construction is an interpolation method for positive bilinear operators
(cf. [C]) it follows that
# :MðX0Þ1yMðX1Þy  X 1y0 X y1-X0ðI  IÞ1yX1ðI  IÞy ¼ X 1y0 X y1 ðI  IÞ
is bounded with the norm p1: Therefore, MðX0Þ1yMðX1ÞyCMðX 1y0 X y1 Þ .
(ii) When r is a supermultiplicative function the Caldero´n–Lozanovskiı˘ construc-
tion is an interpolation method for positive bilinear operators (see [As97,M]
Theorem 2]) and the proof of the imbedding is similar as in (i). &
Note that the inclusions in Proposition 4 can be strict. For the spaces X0 ¼ Lp;q;
X1 ¼ Lp;N with 1pqopoN we have
MðX0Þ1yMðX1Þy ¼MðLp;qÞ1yMðLp;NÞy ¼ L1yp;q Lyp ¼ Lp;r;
where 1=r ¼ ð1 yÞ=q þ y=p and
MðX 1y0 X y1 Þ ¼MðL1yp;q Lyp;NÞ ¼MðLp;sÞ ¼ Lp;minðp;sÞ;
where 1=s ¼ ð1 yÞ=q: The strict imbedding Lp;rD! Lp;minðp;sÞ gives then the
corresponding example.
3. Subspaces generated by dilations and translations in r.i. spaces
Given an r.i. space X on I ¼ ½0; 1 let us denote by
V0ðX Þ ¼ faAX : aa0; a ¼ ang:
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For a ﬁxed function aAV0ðXÞ and dyadic intervals Dn;k ¼ ½k12n ; k2nÞ; k ¼ 1; 2;y; 2n;
n ¼ 0; 1; 2;y; let us consider the dilations and translations of a function a
an;kðtÞ ¼
að2nt  k þ 1Þ if tADn;k;
0 elsewhere:
(
Then supp an;kCDn;k and
mðftADn;k : jan;kðtÞj4lgÞ ¼ 2nmðftAI : jaðtÞj4lgÞ for all l40:
For aAV0ðXÞ and n ¼ 0; 1; 2;y we denote by Qa;n the linear span ½fan;kg2
n
k¼1
generated by functions an;k in X :
Deﬁnition 2. For an r.i. function space X on ½0; 1 the nice part N0ðXÞ of X is deﬁned
by
N0ðX Þ ¼ aAV0ðXÞ : there exists a sequence of projections fPngNn¼0 on X such that

ImPn ¼ Qa;n and supn¼0;1;y jjPnjjX-XoN

:
We say that X is a nice space (or shortly XAN0) if an belongs to N0ðXÞ for every a
from X :
We are using here similar notions as in the paper [HS99]. They were consid-
ering r.i. space X ¼ X ½0;NÞ on ½0;NÞ; the corresponding set VðX Þ ¼
faAX : aa0; supp aC½0; 1Þ; a ¼ ang and the set NðXÞ of all aAVðXÞ such that Qa
is a complemented subspace of X ¼ X ½0;NÞ; where Qa is the linear closed span
generated by the sequence ðakÞNk¼1 with
akðtÞ ¼ aðt  k þ 1Þ for tA½k  1; kÞ and akðtÞ ¼ 0 elsewhere:
If NðX Þ ¼ X ; then they write that XAN (or say that X is a nice space).
We are putting ‘‘sub-zero’’ notions, that is, V0ðXÞ and N0ðX Þ; so that we have
difference between of our case of r.i. spaces on ½0; 1 and their case ½0;NÞ:
Theorem 2. Let X be an r.i. space on ½0; 1 and let X 0 denote the closure of LN½0; 1 in
X : Then we have embeddings
(i) MðXÞCN0ðXÞ;
(ii) N0ðX 0ÞCMðXÞ:
Before the proof of this theorem we will need some auxiliary results.
Let aAV0ðXÞ and fAV0ðX 0Þ be such thatZ 1
0
f ðtÞaðtÞ dt ¼ 1: ð6Þ
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Deﬁne the sequence of natural projections (averaging operators)
PnxðtÞ ¼ Pn;a;f xðtÞ ¼
X2n
k¼1
ð2n
Z
Dn;k
fn;kðsÞxðsÞdsÞan;kðtÞ; n ¼ 0; 1; 2;y : ð7Þ
Lemma 2. The sequence of norms fjjPn;a;f jjX-XgNn¼0 is a non-decreasing sequence.
Proof. For x ¼ xðtÞ with supp xCDn;k we deﬁne
Rn;kxðtÞ ¼ x 2t  k  1
2n

 
; Sn;kxðtÞ ¼ x 2t  k
2n

 
:
Then
supp Rn;kxCDnþ1;2k1; supp Sn;kxCDnþ1;2k
and
mðftADnþ1;2k1 : jRn;kxðtÞj4lgÞ ¼mðftADnþ1;2k : jSn;kxðtÞj4lgÞ
¼ 1
2
mðftAI : jxðtÞj4lgÞ
for all l40: Therefore,Z
Dnþ1;2k1
Rn;kxðtÞ dt ¼
Z
Dnþ1;2k
Sn;kxðtÞ dt ¼ 12
Z
Dn;k
xðtÞ dt:
Moreover,
Rn;kðfn;kxwDn;k ÞðtÞ ¼ fnþ1;2k1Rn;kðxwDn;kÞðtÞ;
Sn;kðfn;kxwDn;kÞðtÞ ¼ fnþ1;2kSn;kðxwDn;kÞðtÞ
and
mðftADnþ1;j : anþ1;jðtÞ4lgÞ ¼ 12 mðftADn;i : an;i4lgÞ
for all l40 and any i ¼ 1; 2;y; 2n; j ¼ 1; 2;y; 2nþ1:
Denote Pn ¼ Pn;a;f : The last equality and the equality of integrals give that the
function PnxðtÞ is equimeasurable with the function
Pnþ1yðtÞ ¼
X2n
k¼1
2nþ1
Z
Dnþ1;2k1
fnþ1;2k1ðsÞRn;kðxwDn;kÞðsÞ ds
 !
anþ1;2k1ðtÞ
þ
X2n
k¼1
2nþ1
Z
Dnþ1;2k
fnþ1;2kðsÞSn;kðxwDn;k ÞðsÞ ds
 !
anþ1;2kðtÞ;
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where
yðtÞ ¼
X2n
k¼1
½Rn;kðxwDn;k ÞðtÞ þ Sn;kðxwDn;kÞðtÞ:
From the above we can see that y is equimeasurable with x and so
jjPnxjjX ¼ jjPnþ1yjjXpjjPnþ1jj jjyjjX ¼ jjPnþ1jj jjxjjX ;
that is, jjPnjjpjjPnþ1jj: &
Lemma 3. Let X be a separable r.i. space. If aAN0ðXÞ; then there exists a function
fAN0ðX 0Þ such that (6) is fulfilled and for the sequence of projections fPn;a;f g defined
by (7) we have
sup
n¼0;1;2;y
jjPn;a;f jjX-XoN:
Proof. Since X is a separable space and aAN0ðXÞ it follows that there are functions
gn;kAX 0ðk ¼ 1; 2;y; 2n; n ¼ 0; 1; 2;yÞ such thatZ 1
0
gn;kðsÞan;kðsÞ ds ¼ 1 and
Z 1
0
gn;kðsÞan;jðsÞ ds ¼ 0; jak;
and for the projections
TnxðtÞ ¼
X2n
k¼1
Z 1
0
gn;kðsÞxðsÞ ds

 
an;kðtÞ
we have supn¼0;1;y jjTnjjX-XoN: Let frigni¼1 be the ﬁrst n Rademacher functions on
the segment ½0; 1: Since X is an r.i. space it follows that for every uA½0; 1 the norms
of the operators
Tn;uxðtÞ ¼
X2n
k¼1
rkðuÞ
X2n
i¼1
riðuÞ
Z
Dn;i
gn;kðsÞxðsÞ ds
 !
an;kðtÞ
are the same as the norms of Tn: Let us consider the operators
SnxðtÞ ¼
Z 1
0
Tn;uxðtÞ du ¼
X2n
k¼1
Z
Dn;k
gn;kðsÞxðsÞ ds
 !
an;kðtÞ:
Then
jjSnjjp sup
uA½0;1
jjTn;ujj ¼ jjTnjjpC:
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Therefore, we can assume that
supp gn;kCDn;k and gn;k is decreasing on Dn;k:
Moreover, we shift supports of the functions gn;kðk ¼ 1; 2;y; 2nÞ to the segment
½0; 2n and consider the averages
GnðtÞ ¼ 2n
X2n
k¼1
tðk1Þ2n gn;kðtÞ;
where tsgðtÞ ¼ gðt  sÞ:
Then the shifts hn;kðtÞ ¼ 2ntðk1Þ2n GnðtÞ generate operators
UnxðtÞ ¼
X2n
k¼1
2n
Z
Dn;k
hn;kðsÞxðsÞ ds
 !
an;kðtÞ
and we can show that jjUnjjX-XpC:
Since hn;kðtÞ ¼ ðFnÞn;kðtÞ; where FnðtÞ ¼ 2nGnð2ntÞ for 0ptp1; it follows that
Z 1
0
FnðtÞaðtÞ dt ¼
Z 2n
0
GnðtÞan;1ðtÞ dt
¼ 2n
X2n
k¼1
Z 2n
0
tðk1Þ2n gn;kðtÞan;1ðtÞ dt
¼ 2n
X2n
k¼1
Z
Dn;k
gn;kðtÞan;kðtÞ dt ¼ 1:
Let us show that there exists a subsequence fFnkðtÞg of FnðtÞ which converges at
every tAð0; 1:
Lemma 2 gives that the norm of the one-dimensional operator
LnxðtÞ ¼
Z 1
0
FnðsÞxðsÞ ds

 
aðtÞ
does not exceed jjUnjjX-X ; and consequently also not C: Therefore,
jjFnjjX 0p
C
jjajjX
: ð8Þ
By the deﬁnition of Fn we have F
n
n ðtÞ ¼ FnðtÞ and
1 ¼
Z 1
0
FnðsÞaðsÞ dsXFnðtÞ
Z t
0
aðsÞ ds
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or
FnðtÞp
Z t
0
aðsÞ ds

 1
for all tAð0; 1:
Applying Helly selection theorem (see [N]) we can choose subsequences
fFng*fFn;1g*fFn;2g*y*fFn;mg*y
that converge on the intervals
1
2
; 1
 
;
1
3
; 1
 
;y;
1
m þ 1; 1
 
;y;
respectively. Then the diagonal sequence fnðtÞ ¼ Fn;nðtÞ converges at every tAð0; 1 to
a function f ðtÞ ¼ f nðtÞ: Using estimate (8) we obtainZ s
0
fnðtÞaðtÞ dtpjjfnjjX 0 jjawð0;sÞjjXp
C
jjajjX
jjawð0;sÞjjX :
Since X is a separable r.i. space it follows that jjawð0;sÞjjX-0 as s-0þ: Therefore, the
equalities f nn ¼ fn and an ¼ a imply that ffnag is an equi-integrable sequence of
functions on ½0; 1: Hence (see [E, Theorem 1.21], or [HM, Theorem 6, Chapter V])
Z 1
0
f ðtÞaðtÞ dt ¼ lim
n-N
Z 1
0
fnðtÞaðtÞ dt ¼ 1:
Let mAN be ﬁxed. By the estimate jjUnjjX-XpC; the deﬁnition of fn; and Lemma 2
we have
X2m
k¼1
2m
Z
Dm;k
ðfnÞm;kðtÞxðtÞ dt
 !
am;k




X
pCjjxjjX ð9Þ
for all nXm and all xAX :
Suppose that xðtÞ is a non-negative and non-increasing function on every interval
Dm;k; k ¼ 1; 2;y; 2m: As above, from (8) it follows that fðfnÞm;kxwDm;kgNm¼1 is an equi-
integrable sequence on Dm;k: Hence
lim
n-N
Z
Dm;k
ðfnÞm;kðtÞxðtÞ dt ¼
Z
Dm;k
ðf Þm;kðtÞxðtÞ dt
and for all such functions xðtÞ estimate (9) implies
X2m
k¼1
2m
Z
Dm;k
fm;kðtÞxðtÞ dt
 !
am;k




X
pCjjxjjX :
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Since X is an r.i. space we can prove that the above estimate holds for all xAX : The
proof is complete. &
Proof of Theorem 2. (i) At ﬁrst by the result in [A97, Theorem 1.14], we have that
aAMðX Þ if and only if there exists a constant C40 such that
X2n
k¼1
cn;kan;k




X
pC
X2n
k¼1
cn;kwDn;k




X
ð10Þ
for all cn;kAR and k ¼ 1; 2;y; 2n; n ¼ 0; 1; 2;y .
Suppose that aAV0ðXÞ-MðX Þ; that is, estimate (10) holds. If eðtÞ  1; then the
operators
Pn;exðtÞ ¼
X2n
k¼1
2n
Z
Dn;k
xðsÞ ds
 !
wDn;kðtÞ ðn ¼ 1; 2;yÞ ð11Þ
are bounded projections in every r.i. space X and jjPn;ejjX-Xp1 (see [KPS, Theorem
4.3]).
Deﬁne operators Rn;a : Qe;n ¼ Im Pn;e-Qa;n as follows:
Rn;a
X2n
k¼1
cn;kwDn;k
 !
¼
X2n
k¼1
cn;kan;k:
By the assumption aAMðXÞ or equivalently by estimate (10) we have
jjRn;ajjQe;n-XpC: Therefore, for the operators
Pn;a ¼ 1jjajjL1
Rn;aPn;e:
We have
jjPn;ajjX-XpCjjajj1L1 ; n ¼ 1; 2;y :
It is easy to check that Pn;a are projections and Im Pn;a ¼ Qa;n: Therefore, aAN0ðX Þ:
(ii) If X ¼ LN; then MðX Þ ¼ N0ðX 0Þ ¼ LN:
If XaLN; then X 0 is a separable r.i. space. In this case, by Lemma 3, for any
aAN0ðX 0Þ there exists a function fAV0ððX 0Þ0Þ such that (6) is fulﬁlled and for the
projections Pn;a;f deﬁned as in (7) we have
C ¼ sup
n¼0;1;2;y
jjPn;a;f jjX 0-X 0oN: &
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If x is a function of the form xðsÞ ¼P2nk¼1 cn;kwDn;kðsÞ; then
Pn;a;f x ¼ jjf jjL1
X2n
k¼1
cn;kan;k:
Therefore,
X2n
k¼1
cn;kan;k




X 0
pCjjf jj1L1
X2n
k¼1
cn;kwDn;k




X 0
;
and we obtain (10) for X 0:
If X 0 ¼ X ; that is, X is a separable r.i. space, then the theorem is proved. If X is a
non-separable r.i. space, then X 0 is an isometric subspace of X ¼ X 00: By using the
Fatou property, we can extend the above inequality to the whole space X and obtain
(10), which gives that aAMðXÞ: The proof of Theorem 2 is complete. &
Immediately from Theorem 2 and the properties of the multiplicator space we
obtain the following corollaries.
Corollary 2. If X is a separable r.i. space, then MðXÞ ¼ N0ðXÞ:
Corollary 3. If 1opoN; 1pqpN; then N0ðLp;qÞ ¼ Lp;q for 1pqpp and
N0ðLp;qÞ ¼ N0ðL0p;NÞ ¼ Lp for poqoN:
Corollary 4. Let X0 and X1 be separable r.i. spaces. If X0; X1AN0; then
X 1y0 X
y
1AN0:
Corollaries 3 and 4 show that the class of nice spacesN0 is stable with respect to
the complex method of interpolation but it is not stable with respect to the real
interpolation method.
Corollary 5. If jAC and jðtÞpKjðt2Þ for some positive number K and for every
tA½0; 1; then N0ðMjÞ ¼ Mj:
By jAC0 we mean jAC such that limt-0þ tjðtÞ ¼ 0:
Theorem 3. Let jAC0:
(i) If
lim sup
t-0þ
jð2tÞ
jðtÞ ¼ 2 ð12Þ
then
LNCN0ðMjÞCLN,ðMj\M0jÞ: ð13Þ
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(ii) If
lim
t-0þ
jð2tÞ
jðtÞ ¼ 2
then
N0ðMjÞ ¼ LN,ðMj\M0jÞ:
Proof. (i) By Theorem 2 the left part of (13) is valid for any r.i. space. Assumption
(12) implies
lim sup
t-0þ
jðtÞ
jðtsÞ ¼
1
s
; 0oso1
and so
jjssjjMj-MjXs lim sup
t-0þ
jðtÞ
jðstÞ ¼ 1
for every 0osp1: This means that aMj ¼ 0:
Let xAN0ðMjÞ-M0j: By using Corollary 2 and property ðb1Þ we get
xAN0ðM0jÞ ¼MðM0jÞ ¼ LN:
This proves the right part of (13).
(ii) We must only prove the inclusion
Mj\M
0
jCN0ðMjÞ:
Let aAMj\M0j; jjajjMj ¼ 1 and cðtÞ ¼
R t
0
anðsÞ ds: It is well known that
distða; M0jÞ ¼ lim sup
t-0þ
1
jðtÞ
Z t
0
anðsÞ ds:
Therefore,
g ¼ lim sup
t-0þ
cðtÞ
jðtÞ40
and there exists a sequence ftmg tending to 0 such that
lim
m-N
cðtmÞ
jðtmÞ ¼ g:
ARTICLE IN PRESS
S.V. Astashkin et al. / Journal of Functional Analysis 202 (2003) 247–276 267
Since
lim
m-N
jðtmÞ
2njðtm
2n
Þ ¼ 1
for every natural n; it follows that
jjan;kjjMjX lim sup
m-N
cðtmÞ
2njðtm
2n
Þ ¼ lim supm-N
cðtmÞ
jðtmÞ limm-N
jðtmÞ
2njðtm
2n
Þ ¼ g
for every 1pkp2n; n ¼ 1; 2;y .
Consider the subspaces Hn;k=closed span ½fan;igiak: These subspaces are closed
subspaces of Mj and an;keHn;k: Thus, by the Hahn–Banach theorem, there are
bn;kAðMjÞn such that bn;kjHn;k ¼ 0; bn;kðan;kÞ ¼ 1 and jjbn;kjj ¼ 1jjan;k jjp1g: Then the
operators
Pnx ¼
X2n
k¼1
bn;kðxÞan;k
are projections from Mj onto Qa;n: Moreover, Pn are uniformly bounded since
jjPnxjjMjp
1
g
X2n
k¼1
jjxjjMjan;k




Mj
¼ 1
g
jjxjjMj :
Therefore, aAN0ðMjÞ: The proof is complete. &
Example 2. There exists a non-separable r.i. space X such that MðXÞaN0ðX Þ:
Take X ¼ Mj with jðtÞ ¼ t ln et on ð0; 1: Since aMj ¼ 0 it follows thatMðMjÞ ¼
LN: The function aðtÞ ¼ ln et for tAð0; 1 as unbounded is not in MðXÞ but it is in
Mj\M0j and by Theorem 3(ii) it shows that aAN0ðXÞ: Therefore, N0ðXÞaMðX Þ:
Corollary 6. If jAC0 and lim sup
t-0þ
jð2tÞ
jðtÞ ¼ 2; then j0AN0ðMjÞ and consequently
N0ðMjÞ is neither a linear space nor a lattice.
Problem 1. For 1opoN describe N0ðLp;NÞ:
Note that MðLp;NÞ ¼ Lp and N0ðL0p;NÞ ¼MðL0p;NÞ ¼ Lp:
Theorem 4. Let X be an r.i. space X on ½0; 1: The following conditions are equivalent:
(i) # : X  X-X ðI  IÞ is bounded.
(ii) MðXÞ ¼ X :
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(iii) XAN0; i.e., N0ðXÞ ¼ X :
(iv) There exists a constant C40 such that
X2n
k¼1
cn;kan;k




X
pCjjajjX
X2n
k¼1
cn;kwDn;k




X
ð14Þ
for all aAX and all cn;kAR; k ¼ 1; 2;y; 2n; n ¼ 0; 1; 2;y .
Proof. Implication ðiÞ ) ðiiÞ follows by deﬁnition ðiiÞ ) ðiiiÞ from Theorem 2 and
ðivÞ ) ðiÞ by the result in [A97, Theorem 1.14]. Therefore, it only remains to prove
that (iii) implies (iv).
First, assume additionally that X is separable. If XAN0; then, similarly as in the
proof of Theorem 2, for any aAX there exist C140 and fAV0ðX 0Þ such thatR 1
0
f ðtÞaðtÞ dt ¼ 1 and
X2n
k¼1
cn;kan;k




X
pC1jjf jj1L1
X2n
k¼1
cn;kwDn;k




X
:
Let us introduce a new norm on X deﬁned by
jjajj1 ¼ sup
P2n
k¼1 cn;kan;k
  
XP2n
k¼1 cn;kwDn;k
  
X
: cn;kAR; k ¼ 1; 2;y; 2n; n ¼ 0; 1; 2;y
8><
>:
9>=
>;:
Then jjajjXpjjajj1 and jjajj1oN for all aAX : By the closed graph theorem we obtain
that jjajj1pCjjajjX and (14) is proved.
Now, let X be a non-separable r.i. space. In the case X ¼ LN both conditions (iii)
and (iv) are fulﬁlled. Therefore, consider the case XaLN: Then X 0 is a separable r.i.
space. The canonical isometric imbedding X 0CX ¼ X 00 gives that X 0AN0: Let
aAV0ðX Þ: The separability of X 0 implies
X2n
k¼1
cn;k½aðmÞn;k




X 0
pCjjaðmÞjjX 0
X2n
k¼1
cn;kwDn;k




X 0
¼CjjaðmÞjjX 0
X2n
k¼1
cn;kwDn;k




X
;
where aðmÞðtÞ ¼ minðaðtÞ; mÞ; m ¼ 1; 2;y .
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Since X ¼ X 00 has the Fatou property and ½aðmÞn;k ¼ ½an;kðmÞ it follows that
X2n
k¼1
cn;kan;k




X
¼ lim
m-N
X2n
k¼1
cn;kan;k
" #ðmÞ



X
pCjjajjX
X2n
k¼1
cn;kwDn;k




X
and Theorem 4 is proved. &
Theorem 5. Let X be an r.i. space X on ½0; 1: Then XAN0 if and only if X 00AN0:
Proof. The proof is similar to that of Theorem 4. The essential part is the proof of
the estimate (14). We leave the details to the reader.
Theorem 6. Let X be a separable r.i. space X on ½0; 1: Then the following conditions
are equivalent:
(i) aAN0ðXÞ:
(ii) The operators Rn;a : Qe;n-Qa;n given by
Rn;a
X2n
k¼1
cn;kwDn;k
 !
¼
X2n
k¼1
cn;kan;k
are uniformly bounded.
(iii) The operators Rn;a and their inverses are uniformly bounded.
Proof. ðiÞ ) ðiiiÞ: Let aAN0ðX Þ: Then jjRn;ajjpC for all n ¼ 0; 1; 2;y; by Theorem
2. Next, since aa0 there exists n0AN and e ¼ eðn0Þ40 such that aðtÞXuðtÞ ¼
ewð0;2n0 ÞðtÞ: Therefore, for all cn;kAR;
X2n
k¼1
cn;kan;k




X
X
X2n
k¼1
cn;kun;k




X
¼ e
X2n
k¼1
cn;kwððk1Þ2n;ðk1þ2n0 Þ2nÞ




X
¼ e s2n0
X2n
k¼1
cn;kwDn;k
 !



X
Xejjs2n0 jj1X-X
X2n
k¼1
cn;kwDn;k




X
;
which shows that the inverses ðRn;aÞ1 are uniformly bounded.
ðiiÞ ) ðiÞ: If the operators Rn;a are uniformly bounded, then we have estimate (14)
or equivalently aAMðXÞ and Theorem 2(i) gives that aAN0ðX Þ: &
Now, we present a characterization of Lp spaces among all r.i. spaces on
½0; 1:
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Theorem 7. Let X be an r.i. space X on ½0; 1: The following conditions are equivalent:
(i) XAN0 and X 0AN0:
(ii) There exists a constant C40 such that
C1
X2n
k¼1
cn;kwDn;k




X
p
X2n
k¼1
cn;kan;k




X
pC
X2n
k¼1
cn;kwDn;k




X
ð15Þ
for all aAV0ðXÞ with jjajjX ¼ 1 and all cn;kAR with k ¼ 1; 2;y; 2n; n ¼
0; 1; 2;y .
(iii) For any pair of functions ða; f Þ such that aAV0ðX Þ; fAV0ðX 0Þ satisfying (6) the
operators Pn;a;f defined in (7) are uniformly bounded in X :
(iv) The operator of the tensor product# is bounded from X  X into X ðI  IÞ and
from X 0  X 0 into X 0ðI  IÞ:
(v) There exists a pA½1;N such that X ¼ Lp:
Proof. ðiÞ ) ðivÞ: This follows from Theorem 4.
ðivÞ ) ðiiÞ: Let aAV0ðX Þ; jjajjX ¼ 1: Assumption (iv) implies, by Theorem 4, that
X2n
k¼1
cn;kan;k




X
pC1
X2n
k¼1
cn;kwDn;k




X
for some constant C140:
Therefore it only remains to prove left estimate in (15). For arbitrary bAV0ðX 0Þ
such that
Z 1
0
aðtÞbðtÞ dt ¼ 1 and
X2n
k¼1
dn;kbn;k




X 0
p1ðdn;kARÞ
we obtain
R
Dn;k
an;kðtÞbn;kðtÞ dt ¼ 2n and
X2n
k¼1
cn;kan;k




X
X
Z 1
0
X2n
k¼1
cn;kan;kðtÞ
 ! X2n
k¼1
dn;kbn;kðtÞ
 !
dt ¼ 2n
X2n
k¼1
cn;kdn;k:
Since# is bounded from X 0  X 0 into X 0ðI  IÞ it follows, again by Theorem 4 used
to X 0; that
X2n
k¼1
dn;kbn;k




X 0
pC2
X2n
k¼1
dn;kwDn;k




X 0
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for some constant C240; from which we conclude that
X2n
k¼1
cn;kan;k




X
XC12 sup
d
Z 1
0
X2n
k¼1
cn;kan;kðtÞ
 ! X2n
k¼1
dn;kbn;kðtÞ
 !
dt
¼ 2nC12 sup
d
X2n
k¼1
cn;kdn;k;
where the supremum is taken over all d ¼ ðdn;kÞ2
n
k¼1 such that
P2n
k¼1 dn;kwDn;k
  
X 0
p1:
The operator Pn;e deﬁned as in (11) by
Pn;exðtÞ ¼
X2n
k¼1
2n
Z
Dn;k
xðsÞ ds
 !
wDn;kðtÞ ðn ¼ 1; 2;yÞ
satisﬁes jjPn;ejjX 0-X 0p1: Therefore,X2n
k¼1
cn;kwDn;k




X
¼ sup
jjyjjX 0p1
Z 1
0
X2n
k¼1
cn;kwDn;kðtÞ
 !
yðtÞ dt
¼ sup
jjyjjX 0p1
Z 1
0
X2n
k¼1
cn;kwDn;kðtÞ
 !
Pn;eyðtÞ dt
p sup
jjPn;eyjjX 0p1
Z 1
0
X2n
k¼1
cn;kwDn;kðtÞ
 !
Pn;eyðtÞ dt
p 2n sup
d
X2n
k¼1
cn;kdn;k:
Hence X2n
k¼1
cn;kwDn;k




X
pC2
X2n
k¼1
cn;kan;k




X
:
ðiiÞ ) ðvÞ: By Krivine’s theorem [K,LT, p. 141] for every r.i. space X there exists
pA½1;N with the following property:
for any n ¼ 0; 1; 2;y and e40 there exist disjoint and equimeasurable functions
vkAX ; k ¼ 1; 2;y; 2n; such that
ð1 eÞjjcjjpp
X2n
k¼1
cn;kvk




X
pð1þ eÞjjcjjp ð16Þ
for any c ¼ ðcn;kÞ2
n
k¼1; where jjcjjp ¼
P2n
k¼1 jcn;kjp
 1=p
: Hence, in particular, it follows
(with the notion nN ¼ 0Þ that
ð1 eÞ2n=pp
X2n
k¼1
vk




X
pð1þ eÞ2n=p:
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Let
aðtÞ ¼ r1
X2n
k¼1
vk
 !n
ðtÞ; where r ¼
X2n
k¼1
vk




X
:
Then jjajjX ¼ 1 and an;k are equimeasurable functions with r1vk for every
k ¼ 1; 2;y; 2n: Therefore,
1 e
1þ e 2
n=pjjcjjpp
X2n
k¼1
cn;kan;k




X
p1þ e
1 e 2
n=pjjcjjp;
that is,
1 e
1þ e
X2n
k¼1
cn;kwDn;k




p
p
X2n
k¼1
cn;kan;k




X
p1þ e
1 e
X2n
k¼1
cn;kwDn;k




p
:
Hence, by assumption (15), we have
C1e
X2n
k¼1
cn;kwDn;k




p
p
X2n
k¼1
cn;kwDn;k




X
pCe
X2n
k¼1
cn;kwDn;k




p
; ð17Þ
where Ce ¼ Cð1þ eÞ=ð1 eÞ:
Let 1ppoN: If X is a separable r.i. space, then (17) implies that X ¼ Lp: In the
case when X ¼ X 00 it is sufﬁcient to consider r.i. spaces XaLN: Then X 0 satisﬁes
ð15Þ and so X 0 ¼ Lp: Hence, X 0 ¼ ðX 0Þ0 ¼ Lp0 and X ¼ X 00 ¼ ðLp0 Þ0 ¼ Lp:
Let p ¼N: Suppose that there is a function xAX \LN: Then from (17) we obtain
jjxjjXX
X2n
k¼1
xnðk2nÞwDn;k




X
XC1e
X2n
k¼1
xnðk2nÞwDn;k




N
¼ C1e xnð2nÞ:
Since xeLN it follows that limn-N xnð2nÞ ¼N: This contradiction shows that
XCLN: The reverse imbedding is always true.
ðvÞ ) ðiiiÞ: This follows from the estimate of the norm of natural projections in Lp
space
jjPn;a;f jjLp-Lppjjajjpjjf jjp0 :
ðiiiÞ ) ðiÞ: By deﬁnition of the operators Pn;a;f we have that XAN0: We want to
show that also X 0AN0: For all xAX and yAX 0
Z 1
0
Pn;a;f xðtÞyðtÞ dt ¼
X2n
k¼1
2n
Z
Dn;k
fn;kðsÞxðsÞ ds
Z
Dn;k
an;kðtÞyðtÞ dt ¼
Z 1
0
Pn;f ;ayðsÞxðsÞ ds:
Therefore, the conjugate operator ðPn;a;f Þn to Pn;a;f is Pn;f ;a on the space X 0: Since X 0
is isometrically imbedded in Xn the last equality implies that the operators Pn;f ;a are
uniformly bounded, and so X 0AN0: The proof is complete. &
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4. Additional remarks and results
First we describe the difference between the cases on ½0; 1 and ½0;NÞ: Let X ½0;NÞ
denote an r.i. space on ½0;NÞ and X ¼ fxAX ½0;NÞ : xðtÞ ¼ 0 for t41g the
corresponding r.i. space on ½0; 1: We use here also the notion X ½0;NÞAN from the
paper [HS99, p. 56] (cf. also our explanation after Deﬁnition 2). Let us present
examples showing that no one of the following statements:
(i) X ½0;NÞAN;
(ii) XAN0
implies the other one, in general.
Example 3. The Orlicz space LFp ½0;NÞ; where FpðuÞ ¼ eu
p  1; 1opoN; belongs
to the classN: On the other hand, the lower Boyd index aLFp of LFp on ½0; 1 equals 0
and so MðLFpÞ ¼ LN: Therefore, by Theorem 4, LFpeN0 .
Example 4. Consider the function
jðtÞ ¼ t
a if 0ptp1;
ta lnbðt þ e  1Þ if 1ptoN;
(
where 0obpao1: Then j is a quasi-concave function on ½0;NÞ; i.e., jðtÞ is
increasing on ½0;NÞ and jðtÞ=t is decreasing on ð0;NÞ: Let *j be the smallest
concave majorant of j: Then
sup
0otp1;nAN
*jðntÞ
*jðnÞ *jðtÞ ¼N:
In fact, for every n ¼ 1; 2;y; we can choose tA½0; 1 such that nto1: Then
*jðntÞ
*jðnÞ *jðtÞX
1
4
jðntÞ
jðnÞjðtÞ ¼ ln
bðn þ e  1Þ-N as n-N:
This implies that the Lorentz space L *j½0;NÞeN (see [HS99, Theorem 4.1]). At the
same time for L *j ¼ Lta ¼ Lp;1 with p ¼ 1=a on ½0; 1 we have, by (3), thatMðL *jÞ ¼
MðLp;1Þ ¼ Lp;1 ¼ L *j; and, by Theorem 4, L *jAN0:
The reason of non-equivalences (i) and (ii) is coming from the fact that the dilation
operator st in r.i. spaces on ½0;NÞ does not satisfy an equation of the form
jjstxjjX ½0;NÞ ¼ f ðtÞjjxjjX ½0;NÞ; for xAX ½0;NÞ and for all t40:
If this equation is satisﬁed, then the function f ðtÞ is a power function f ðtÞ ¼ ta for
some aA½0; 1 and then the above statements (i) and (ii) are equivalent. This
observation allows us to improve, for example, Theorem 4.2 from [HS99]: if
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1opoN and 1pqpN; then
NðLp;q½0;NÞÞ ¼ Lp;q31pqpp:
We can characterize NðLp;q½0;NÞÞ for 1oppqoN:
Theorem 8. If 1oppqoN; then NðLp;q½0;NÞÞ ¼ Lp:
Proof. Let aANðLp;q½0;NÞÞ: The spaces Lp;q½0;NÞ are separable for qoN:
Therefore, similarly as in the proof of Theorem 2, we can show that
Xn
k¼1
ckak




Lp;q½0;NÞ
pC
Xn
k¼1
ck w½k1;kÞ




Lp;q½0;NÞ
ð18Þ
for all ckAR; k ¼ 1; 2;y; n; n ¼ 1; 2;y . Since
jjstxjjLp;q½0;NÞ ¼ t1=pjjxjjLp;q½0;NÞ for xALp;q½0;NÞ and all t40; ð19Þ
it follows that
Xn
k¼1
cka
n
k




Lp;q
pC
Xn
k¼1
ckw k1
n
;
k
n
 !



Lp;q
;
and, by Theorem 1.14 in [A97] together with property (c), we obtain aALp:
Conversely, if aALp then, by using property (c), Theorem 1.14 in [A97] and
equality (19), we get (18) for all n of the form 2m; m ¼ 1; 2;y . The space Lp;q has the
Fatou property, thus passing to the limit, we obtain
XN
k¼1
ckak




Lp;q½0;NÞ
p
XN
k¼1
ckw½k1;kÞ




Lp;q½0;NÞ
:
Next, arguing as in the proof of Theorem 2 (see also [HS99, Theorem 2.3]) we obtain
aANðLp;q½0;NÞÞ:
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