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Abstract
This paper describes a method for scheduling the events of a switched system
to achieve an optimal performance. The approach has guarantees on conver-
gence and computational complexity that parallel derivative-based iterative op-
timization but in the infinite dimensional, integer constrained setting of mode
scheduling. In comparison to methods relying on mixed integer programming,
the presented approach does not require a priori discretizations of time or state.
Furthermore, in comparison to embedding and relaxation methods, every iter-
ation of the algorithm returns a dynamically feasible solution. A large class
of problems call for optimal mode scheduling. This paper considers a vehicle
tracking problem and a high dimensional multimachine power network synchro-
nization problem. For the power network example, both single horizon and
receding horizon approaches prevent instability of the network, and the reced-
ing horizon approach does so at near real-time speeds on a single processor.
Keywords: Optimal control, Switched-mode systems, Power network
regularization, Mode scheduling
1. Introduction
Optimally scheduling the distinct dynamic modes of a switched system is
not a combinatoric problem when using variational techniques. Instead of dis-
cretizing in state or time a priori and applying mixed integer programming or
combinatoric searches [1, 2, 3, 4], we remove integer constraints and calculate
local variations in the resulting unconstrained set. The locally varied solution
is projected back to the set of dynamically feasible trajectories. This work is an
extension from [5, 6] where we show that iteratively stepping in the direction of
the local variation and projecting the result is absolutely continuous in the step
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size. That absolute continuity result is needed for the Armijo-like line search
presented here to have a sufficient descent property for convergence. This paper
is a more complete presentation of [5, 6], as well as our preliminary optimal
mode scheduling work in [7].
There are two main themes to numerical mode scheduling: averaging meth-
ods [8, 9], and insertion methods [10, 11, 12, 13, 14]. Averaging methods directly
handle chattering of optimal mode scheduling solutions by modulating an em-
bedding of the control authority by averaging the time spent in each mode.
Insertion methods use needle variations to iteratively update the control sched-
ule in a manner that both reduces the cost and guarantees convergence to a local
infima. As seen in the examples in [13] and here, insertion methods rapidly de-
scend the cost function in a few iterations when starting from an initial guess
far from a local infima.
Our approach is an insertion method. We apply a projection operator in a
similar manner to gradient projection methods for finite dimensional inequality
constrained optimization [15] and optimal control of trajectory functionals [16,
17]. We locally search an unconstrained space quantifying the search through
a cost function composed with the projection. As such, our approach always
returns a dynamically feasible solution at each step of the optimization. In
comparison to embedding methods, we never relax the problem statement.
Like insertion methods [10, 11, 12, 13, 14], we use the mode insertion gradient
to iteratively update the switching control (see [10, 11, 12, 13, 14] and our review
in Section 2.4 for a description of the mode insertion gradient). In comparison,
we utilize the mode insertion gradient differently. Other insertion methods use
the mode insertion gradient to determine an insertion time and mode and con-
duct a line search on the insertion duration, or corresponding Lebesgue measure,
to update the switching control. This approach was limited to a single mode
insertion per iteration in [12], but [13, 14] extended this approach by conducting
a line search on the full Lebesgue measure of many possible insertions in a novel
way. Our approach is most similar to [13, 14] but it differs in that we treat the
mode insertion gradient as Lebesgue integrable curves that act as local varia-
tions in the unconstrained space and project steps in the direction of the local
variation to feasible switching controls. While this process is similar to [13, 14]
in that it results in a change of Lebesgue measure, our line search steps directly
in the unconstrained control space while [13, 14] steps the line search in the fea-
sible control space. Whereas our line search consists of choosing a distance and
projecting, [13, 14] require additional algorithmic complexity to determine the
switching control for the desired Lebesgue measure. Additionally, the equations
in Section 4 for the line search include both the mode insertion gradient and
projection, making the role of the curvature (and higher order derivatives) of
the mode insertion gradient explicit.
The mode insertion gradient as a local variation is not an actual gradient
since the set of valid variations that guarantee a feasible projection do not form
a Hilbert space. Despite this fact, our projection-based mode scheduling does
parallel iterative optimization techniques based on differentiability; each iterate
steps in a descent direction of size given by backtracking as part of a line search,
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which sufficiently reduces the cost for guarantees on convergence. The primary
objective of this paper is to show that the same procedures from derivative-
based optimization are valid for mode scheduling even though mode scheduling
is an infinite dimensional, non-smooth problem. In other words, in the context
of mode scheduling, we prove convergence properties for the procedure of: 1)
calculating a descent direction, 2) taking a step of size calculated using back-
tracking, 3) updating, and repeating.
Explicitly, the contributions of this paper are the following.
(A) A local approximation of the cost function in the direction of the negative
mode insertion gradient for use in iterative optimization.
(B) Showing the negative mode insertion gradient is a descent direction for the
projection-based framework.
(C) A test for sufficient descent.
(D) Showing conditions under which backtracking calculates a step size which
satisfies sufficient descent in a finite number of iterations.
The local approximation of the cost (A) in the direction of the local variation
is needed to prove the (C), and (D) contributions, while (B) is a consequence
of our choice of projection. Our analysis concludes by finding guarantees for
convergence.
This paper is organized as follows: Section 2 reviews switched systems, the
projection-based optimal mode scheduling problem, the switching time gradi-
ent, and the mode insertion gradient. Section 3 provides and analyzes the local
approximation of the cost, which is Contribution A. Section 3 additionally shows
that the negative mode insertion gradient is a descent direction, Contribution
B. Section 4 proposes both a sufficient descent condition and a backtracking
algorithm and proves convergence, Contributions C and D. Section 5 presents
the full mode scheduling algorithm and discusses implementation issues. Fi-
nally, Section 6 applies mode scheduling to two examples. The first is a vehicle
tracking problem with control authority constrained to four modes. The second
is a disturbance response for the IEEE 118 Bus Test Case multimachine power
network [18], which is composed of 54 generators, 108 states, 118 buses and 186
lines.
A notation table is in the Appendix and unless otherwise stated the lemma
proofs are in the Appendix.
2. Review and Introductory Results
The following reviews switching control of switched systems [5, 6], the switch-
ing time gradient [19, 11, 20, 21], the mode insertion gradient [11, 12, 13, 14], the
max-projection operator for switched systems [5, 6], and the projection-based
optimal mode scheduling problem [5, 6].
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2.1. Switched Systems
The evolution of a switched system over the bounded time interval [0, T ],
T > 0 depends on a set of distinct modes. Supposing there are N such modes
describing the system’s motion, label them fi : Rn → R, i ∈ {1, . . . , N}. At any
time t ∈ [0, T ], the evolution depends only on a single mode—i.e. x˙(t) = fi(x(t))
for one i ∈ {1, . . . , N}. The times when the system transitions from one mode
to another are referred to as switching times and are the times t ∈ [0, T ] for
which x˙(t−) = fi(x(t−)) but x˙(t+) = fj(x(t+)) where i 6= j ∈ {1, . . . , N} and
‘·+’ is the limit from the right and ‘·−’ is the limit from the left. Label M − 1
as the total number of switching times.
We consider two equivalent representations to parameterize a switched sys-
tem: mode schedule, and switching control. Both representations play a critical
role in the mode scheduling algorithm. The mode schedule is a natural way to
specify the control policy, while the variations for numerical iterative descent
depend on the switching control representation.
The mode schedule specifies which mode dictates the system evolution at
any given time.
Definition 1. A mode schedule is composed of the pair (Σ, T ) where Σ =
[σ1, . . . , σM ] is the mode sequence and T = [T1, . . . , TM−1] is the strictly mono-
tonically increasing vector of switching times. Each mode is σi ∈ {1, . . . , N},
each switching time is Ti ∈ [0, T ], and the total number of elements in the mode
sequence is M ∈ N.
The switching control signal u defines a mode schedule through a piecewise
constant signal. This representation enables taking variations in the control,
including changing the order of modes.
Definition 2. The curve u = [u1, . . . , uN ]
T composed of N piecewise constant
functions of time is a switching control if
• for almost every t ∈ [0, T ], ∑Ni=1 ui(t) = 1, and
• for each i ∈ {1, . . . , N}, ui(t) ∈ {0, 1}.
A unique mapping exists between both representations. Given a mode sched-
ule, (Σ, T ), the switching control u is u(t) = eσi for t ∈ [Ti−1, Ti), i = 1, . . . ,M
where T0 = 0, TM = T and eσi is the σ
th
i column of the N dimensional iden-
tity matrix. Additionally, given a switching control u, the mode schedule is
(Σ, T ) = ([σ1, . . . , σM ], [T1, . . . , TM−1]) where T = {t ∈ (0, T )|u(t+) 6= u(t−)}
and eσi = u(t) for t ∈ [Ti−1, Ti), i = 1, . . . ,M .
Each parameterization is identified as chattering or non-chattering depend-
ing on the number of switching times. Define non-chattering as:
Definition 3. A mode schedule (Σ, T ) is non-chattering when there is a δt > 0
such that every active mode dwells for at least δt time—i.e. |Ti − Tj | > δt for
each adjacent pair Ti and Tj ∈ T .
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Since the time interval [0, T ] is bounded, the number of switching times,
M−1, is finite. We say a switching control is non-chattering if the corresponding
mode schedule is non-chattering. Label the set of all non-chattering switching
controls as Ω. Therefore, any u ∈ Ω switches values at most a finite number
of times in [0, T ]. We embed Ω in the space of Lebesgue integrable functions
from [0, T ] to RN , labelled U , for performing addition and scalar multiplication
operations.
A switched system trajectory is the state and the switching control, (x, u)—
alternatively, (x,Σ, T )—that satisfies the state equations. Here, x is assumed
to be an element of X , the space of Lebesgue integrable functions from [0, T ] to
Rn. If, as above, the switched system has state x and switching control u, then
the state equations are
x˙(t) = F (x(t), u(t)) :=
N∑
i=1
ui(t)fi(x(t)), x(0) = x0. (1)
The corresponding formal definition of a switched system trajectory is:
Definition 4. The pair (x, u) ∈ X ×U is a feasible switched system trajectory
if
• u ∈ Ω (i.e. u is a non-chattering switching control) and
• x(t)− x(0)− ∫ t
0
F (x(τ), u(τ))dτ = 0 for almost all t ∈ [0, T ].1
Denote the set of all such pairs of state and switching controls by S.
2.2. Optimal Mode Scheduling Problem
Define the objective function as
J(x, u) =
∫ T
0
`(x(τ))dτ
where the running cost, ` : Rn → R is C2 in Rn. (We include the control u ∈ U
in the definition of the objective because it is a design variable in the following
optimization problem.)
Problem 1. Find the infimum of the cost J with respect to x and u under
the constraint that x and u constitute a feasible switched system trajectory—i.e.
(x, u) ∈ S:
inf
(x,u)∈S
J(x, u).
Sequences of non-chattering switching controls, {uk} ∈ Ω, can converge to
chattering switching controls [8] necessitating pursuing an infimum. We tackle
1The integral is the Lebesgue integral.
5
the problem by generating a sequence of non-chattering switched system trajec-
tories, {(x0, u0), (x1, u1), (x2, u2), . . .} for which limk→∞ J(xk, uk) = J?.
The mode scheduling algorithm in this paper provides a method for gen-
erating such a sequence and gives conditions which guarantee that J(xk, uk)
converges to J? (while, at every iteration, (xk, uk) ∈ S). Since the proposed ap-
proach is an iterative descent one, the infimum J? might not be the cost’s global
lower bound. Therefore, solutions to Problem 1 can only be argued as locally
infimal in general, which is often the case for non-convex iterative optimization.
2.3. Switching Time Gradient
The problem of optimizing the switching times when the mode sequence is
fixed is considered in [19, 11, 22, 20, 21]. Suppose for a given switching control,
u, the corresponding mode schedule is (Σ, T ). Additionally, suppose the cost
associated with (Σ, T ) is J(Σ, T ) := ∫ T
0
`(x(τ))dτ , where x is the solution to
the state equations Eq. (1), and ` and fi, i ∈ {1, . . . , N} are C1 in Rn. Then,
the ith switching time derivative of the cost is ([19, 11, 22, 20, 21])
∂
∂Ti
J(x, u) = ρT (Ti)(fσi(x(Ti))− fσi+1(x(Ti))) (2)
where x is the solution to the state equations, Eq. (1), and ρ is the solution to
the following adjoint equation2
ρ˙(t) = −Dfσi(x(t))T ρ(t)−D`(x(t))T ,
Ti−1 < t < Ti for i ∈ {1 . . . ,M} (3)
where ρ(T ) = 0. We call ∂∂T J(x, u) := [
∂
∂T1
J(x, u), . . . , ∂∂TM−1 J(x, u)]
T the
switching time gradient [19, 11, 22, 20, 21]. The adjoint equation Eq. (3) plays
an important role in the mode insertion gradient, discussed next.
2.4. Mode Insertion Gradient
For projection-based switched system optimization, the cost does not have a
gradient in the same sense that differentiable functions in an inner product space
have a gradient. However, the cost does have a function with a similar role in the
optimization as the gradient plays in finite dimensional smooth optimization.
This function is the mode insertion gradient [11, 12, 13, 14].
The mode insertion gradient measures the cost’s sensitivity to inserting a
mode at a time t ∈ [0, T ] for an infinitesimal interval. Suppose the current
switched system is (x, u) ∈ S where u corresponds to schedule (Σ, T ) such that
Σ = [σ1, . . . , σM ] and T = [T1, . . . , Tm−1]. Let (Σλ,a,t,Σλ,a,t) be the mode
schedule after inserting mode a ∈ {1, . . . , N} at time t ∈ [0, T ] for short time
2D is the partial derivative with respect to the only argument. When a function has
multiple arguments, the argument slot is specified. For example, Dg(a) = ∂
∂a
g(a), D1g(a, b) =
∂
∂a
g(a, b), and D2g(a, b) =
∂
∂b
g(a, b).
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duration λ > 0. Supposing the insertion occurs between switching times Ti−1
and Ti, i ∈ {1, . . . ,M}, then Σλ,a,t = [σ1 . . . , σi, a, σi, . . . , σM ] and Tλ,a,t =
[T1, . . . , Ti−1, t, t + λ, Ti, . . . , Tm−1]. The mode a insertion gradient at time t,
labelled da(t), is defined as
da(t) :=
∂
∂λ
J(Σλ,a,t, Tλ,a,t)
∣∣∣∣
λ→0+
= D2J(Σλ,a,t, Tλ,a,t) ∂
∂λ
Tλ,a,t
∣∣∣∣
λ→0+
(4)
where D2J(Σλ, Tλ) is the switching time gradient, Eq. (2) and as such,
da(t) = ρ(t+ λ)
T (fa(x(t+ λ))− fσi(x(t+ λ)))|λ→0+
where ρ is the solution to the adjoint equation Eq. (3). Since F (x(t), u(t)) =
fσi+1(x(t)),
da(t) := ρ(t)
T (fa(x(t))− F (x(t), u(t))). (5)
By the definition of the mode a insertion gradient, Eq. (4), if da(t) < 0, then
there is a λ > 0 such that J(Σλ,a,t, Tλ,a,t) < J(Σ, T ). Thus, the condition
da(t) < 0 guarantees descent in cost is possible, specifically by inserting mode
a for a sufficiently short duration at time t.
Since the mode a insertion gradient can be calculated for each t ∈ [0, T ] and
mode a ∈ {1, . . . , N}, define d : [0, T ] → RN as the mode insertion gradient of
J at (x, u).3 That is, d(t) = [d1(t), . . . , dN (t)]
T .
Define the mode insertion gradient difference of mode a ∈ {1, . . . , N} with
that of mode b ∈ {1, . . . , N} as dab(t) := da(t) − db(t) = ρ(t)T (fa(x(t)) −
fb(x(t))).
4 In Section 4.1, the proof of sufficient descent relies on the assump-
tion that d¨ab(t) := d¨a(t) − d¨b(t) is Lipschitz continuous over any time interval
bounded by adjacent switching times. In order to make such a claim, we make
the following assumptions on each vector field fi and the running cost `:
Assumption 1. Assume for every x(t) ∈ Rn
1. for each i ∈ {1, . . . , N}, fi(x(t)) is C2 and there exists K2 > 0 such that
‖D2fi(x(t))‖ ≤ K2, and
2. `(x(t)) is C2 and there exists K2 > 0 such that ‖D2`(x(t))‖ ≤ K2.
In Assumption 1.1, ‖ · ‖ is an operator norm on the space of real n× n× n
operators, while in Assumption 1.2, ‖ · ‖ is an operator norm on the space of
real n× n operators.
With Assumption 1, we can guarantee the existence and uniqueness of both
x, the solution to the state equation Eq. (1), and ρ, the solution to the adjoint
3In this paper the mode insertion gradient is d, an N -dimensional list of curves, while in
[11, 12, 13, 14] the mode insertion gradient is da(t), the evaluation of d for the ath mode at
time t.
4We use the double index as it is here to represent the difference of the first index with
the second throughout the paper.
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equation Eq. (3), for u ∈ Ω using Theorem 3.2 in [23]. The existence and
uniqueness of x and ρ are useful for proving the following Lemma that guarantees
Lipschitz continuity of d¨ab(t).
Lemma 1 (Lipschitz condition for d¨ab(t)). Suppose u ∈ Ω and is constant
in the time interval (τ1, τ2), τ1 < τ2 ∈ [0, T ], and d is the mode insertion
gradient of J calculated from (x, u). There exists an L > 0 such that for each
a 6= b ∈ {1, . . . , N} and t1, t2 ∈ (τ1, τ2),
|d¨ab(t2)− d¨ab(t1)| ≤ L|t2 − t1|.
The proof of Lemma 1 is in Appendix 9.2.
From Lemma 1, we see that d¨ab is piecewise Lipschitz for any u ∈ Ω. Take
some u ∈ Ω and let T1, . . . , TM−1 be the switching times in its mode schedule
representation. Then, u(t) is constant for any t ∈ (Ti, Ti+1), i = 0, . . . ,M − 1,
and therefore, d¨ab is Lipschitz over each interval (Ti, Ti+1).
We never calculate the Lipschitz constant L but its existence is needed to
approximate the cost in the direction of the negative mode insertion gradient
(see Section 3) and to provide a region of step sizes for which the line search
proposed in Section 4 satisfies steepest descent.
2.5. Projection Operator
We wish to project curves (α, µ) ∈ X × U to (x, u) ∈ S so that at every
step of an iterative mode scheduling optimization guarantees feasible (x, u).
To construct an appropriate choice of projection, we first define the mapping
Q : U → U , where the ith element of Q(µ(t)), µ ∈ U is defined as (where
µij = µi − µj):
Qi(µ(t)) :=
N∏
j 6=i
1(µij(t)). (6)
Here 1 : R → {0, 1} is the step function—i.e. 1(µij(t)) = 0 if µij(t) < 0 and
1(µij(t)) = 1 if µij(t) ≥ 0. Note that this mapping always returns a vector of
ones and zeros.
The purpose of the mapping is to project elements of U to Ω. However,
the mapping will not always return a switching control. For example, suppose
N = 2 and µ1(t) = µ2(t) for a connected interval of t. Then, Q(µ(t)) = [1, 1]T
for that interval and thus Q(µ) 6∈ Ω. For this reason, we only apply Q to the
subset R ⊂ U , where R is defined as the pre-image Q−1(S).
In this paper, µ will always have the form µ = u+ γv where u ∈ Ω, γ ∈ R+
and v ∈ U . With the following assumption on v, Lemma 1 in [6] guarantees
that u+ γv ∈ R.
Assumption 2. Assume v = [v1, . . . , vN ]
T ∈ U is piecewise continuous in [0, T ]
such that for each i 6= j ∈ {1, . . . , N}, vi − vj has a finite number of critical
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points5 in [0, T ].
The choice of v used in this paper is the negative mode insertion gradient
v = −d. Since dab := da − db = ρ(t)T (fa(x(t))− fb(x(t))), a 6= b ∈ {1, . . . , N},
Assumption 2 in part requires the modes to be distinct on connected time in-
tervals. It may be possible to design the system and pick a control so that
dab is constant for a connected time interval, which we treat as a degeneracy
for the purposes of this paper. Due to the possible scenario that d is such that
µ = u−γd 6∈ R, we apply Assumption 2 to the negative mode insertion gradient,
−d.
The max-projection is defined using Q as:
Definition 5. Take (α, µ) ∈ X ×R. The max-projection, P : X ×R → S, at
time t ∈ [0, T ] is
P(α(t), µ(t)) :=
{
x˙(t) = F (x(t), u(t)), x(0) = x0
u(t) = Q(µ(t)). (7)
The max-projection is a projection—i.e. P(P(α, µ)) = P(α, µ) for all (α, µ) ∈
X ×R—according to Lemma 1 of [5]. Notice, since the max-projection does not
depend on α, we occasionally write P(µ). We include the unconstrained state
in the definition in order for P to be a projection. (Other projections proposed
in [5] do depend on α.)
2.6. Projection-Based Optimal Mode Scheduling
Problem 1 provides the mode scheduling optimal control problem where the
optimization is constrained to (x, u) ∈ S. With the definition of P in Defini-
tion 5, we pose an alternative problem statement that removes the constraints
to feasible switched system trajectories so that optimization may be performed
over the unconstrained (α, µ) ∈ X ×R.
Problem 2. Find the infimum of the cost J composed with the projection P
with respect to (α, µ) ∈ X ×R:
inf
(α,µ)∈X×R
J(P(α, µ)).
Since P is a projection, Problem 2 is equivalent to Problem 1. To see this,
note that for any sequence (αk, µk) ∈ X × R, {J(P(αk, µk))} = {J(xk, uk)}
where (xk, uk) = P(αk, µk) ∈ S. Likewise, for any sequence (xk, uk) ∈ S,
{J(xk, uk)} = {J(P(αk, µk))} where (αk, µk) is in the pre-image of P(xk, uk).
Note the pre-image of P is nonempty because (x, u) = P(x, u).
In this paper, we solve Problem 2 by generating a sequence {xk, uk} ∈ X ×R
for which limk→∞ J(P(xk, uk)) = J?, where J? is a local infimum of Problem 2.
5A critical point is a point t of a real valued function v in which either v˙(t) = 0 or v is not
differentiable at t.
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Specifically, for each k, we compute an update (xk, uk) → (xk+1, uk+1) of the
form:
(xk+1, uk+1) = P(xk, uk − γkdk) (8)
starting with u0 ∈ Ω. Here, γk ∈ R+ and dk is the mode insertion gradient
Eq. (5) calculated from uk. From Assumption 2, we know that uk − γkdk ∈ R
and therefore the mapping Q : R → Ω is well defined. With this procedure,
although each pair (xk, uk − γkdk) is an element of X ×R, P(xk, uk − γkdk) is
an element of S, and so every iteration is a feasible (non-chattering) switched
system trajectory.
The goal is for the sequence of costs {J(xk, uk)} to converge to a local
infimum. Similar to derivative-based iterative optimization (see [24, 15, 25]) we
need to guarantee a) that a step in the search direction dk exists that reduces the
cost and b) that convergence of {xk, uk} coincides with J(xk, uk)−J? → 0—i.e.
that sequence convergence implies that the infimum is found. To guarantee a),
we show in Section 3.6 that the negative mode insertion gradient −d is a descent
direction—i.e. that for sufficiently small γk, J(P(xk, uk − γkdk)) < J(xk, uk).
As for b), we show in Section 4.1 that there is a connected interval of step sizes
which guarantee sufficient descent. Furthermore, in Section 4.2, we provide
a means to calculate a step size of sufficient descent using backtracking and
provide bounds on the number of backtracking steps required.
The convergence to an infimum is argued through the optimality conditions
from the Hybrid Maximum Principle.
2.7. Optimality Condition
Through the hybrid maximum principle [26, 27] expressed for Problem 1, we
can specify an optimal condition—i.e. an equality θ(x?, u?) = 0 necessary for
the switched system (x?, u?) to be a solution to Problem 1 where we define θ
shortly. We use θ as in [28], as an optimality function. The condition θ = 0
assumes that the cost is so that a feasible (non-chattering) switched system
trajectory optimizes the problem. When an optimal switched system trajectory
exists, a sequence {xk, uk} for which θ(xk, uk)→ 0 implies (xk, uk)→ (x?, u?).
When an optimum does not exist, the infimum can only be pursued at the limit
as k →∞.
The maximum principle expressed for Problem 1 is as follows, where the
Hamiltonian is H(ρ, ρ0, x, u, t) := ρ(t)
TF (x(t), u(t)) + p0`(x(t)) (see [26] Theo-
rem 1):
Theorem 1 (Switched system maximum principle). If (x?, u?) ∈ S is an op-
timal feasible (non-chattering) switched system trajectory, then there exists an
absolutely continuous curve ρ? and constant ρ?0 ≥ 0 such that
1. x˙?(t) = ∂∂ρH(ρ
?, ρ?0, x
?, u?, t)T ,
2. ρ˙?(t) = − ∂∂xH(ρ?, ρ?0, x?, u?, t)T , and
3. H(ρ?, ρ?0, x
?, u?, t) = minσ∈{1,...,N}H(ρ?, ρ?0, x
?, eσ, t).
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In the maximum principle 1) requires the optimal trajectory must satisfy the
state equation Eq. (1) while 2) requires the curve ρ? is the solution to the adjoint
equation Eq. (3). Additionally, 3) requires that the Hamiltonian for the optimal
mode has least value compared to all other switching controls—recall eσ is the
σth column of the N dimensional identity matrix. In general, direct synthesis
of the optima is impossible since the three requirements form a boundary value
problem which are commonly solved through iterative approaches like the one
in this paper.
Requirement 3) can be written in a familiar manner through the mode in-
sertion gradient where, as seen in the following corollary to Theorem 1, the
optimality condition is a function of the lower bound on the mode insertion
gradient. Define θ as this lower bound for some switched system (x, u) ∈ S:
First, set σ′ ∈ {1, . . . , N} and T ′ ∈ [0, T ] as the index and timing of the lower
bound of d:
(σ′, T ′) = arg min
σ∈{1,...,N},t∈[0,T ]
dσ(t). (9)
Then,
θ(x, u) := dσ′(T
′) (10)
This σ′ and T ′ are important as they will be the mode and timing of the initial
insertion of Q(u− γd) as γ increases from 0. Additionally, (σ′, T ′) may not be
unique, but that does not affect the value of θ.
Corollary 1 (Optimality condition). The switched system (x?, u?) and cost J
with mode insertion gradient d? is an optimal feasible (non-chattering) switched
system trajectory if θ = 0.
Proof. Requirement 3) of Theorem 1 is equivalent to: For each σ ∈ {1, . . . , N}
and for each t ∈ [0, T ],
H(ρ?, ρ?0, x
?, eσ, t)−H(ρ?, ρ?0, x?, u?, t) ≥ 0.
Plugging in for the definition of the Hamiltonian, the left hand side of the
inequality is the σth mode insertion gradient and so for each σ ∈ {1, . . . , N}
and for each t ∈ [0, T ],
ρ?(t)T [fσ(x(t))− F (x(t), u(t))] = d?σ(t) ≥ 0
Taking the lower bound on d?σ(t) for each mode σ and time t, claim 3) of
Theorem 1 is equivalent to θ = 0.
Through Corollary 1, convergence of a sequence {(xk, uk)} to an infimiz-
ing switched system trajectory is indicated by convergence of the optimality
function θ(xk, uk) to 0.
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3. Local Approximation of the Cost
The goal of the iterative update Eq. (8) is to generate a sequence of switched
systems {(xk, uk)} with costs {J(xk, uk)} that converge to a local infimal cost,
in order to solve Problem 2 while ensuring that every iterate is in S (thus en-
abling applications like receding horizon control, as shown in the examples in
Section 6). In derivative-based optimization the update and convergence guar-
antees are based on local approximations. For instance, gradients and Hessians
are solutions to local quadratic models [29]. For Problem 2, the set over which
the optimization is occurring is X ×R, but R is not a Hilbert space even when
coupled with an inner product. In fact, R is not a vector space since it does
not contain the origin. Even if R were an inner product space, it would not be
complete. Fortunately, though, as we find in this section, the cost can still be
approximated in the direction −d.
3.1. Initial Update in the Direction −d
To determine how the iterative update in Eq. (8) varies with γ, fix (x, u) ∈ S
and calculate d from Eq. (5). The updated switching control is Q(u−γd). This
section shows that the update is unchanging near γ = 0. In other words, there
is a γ > 0 such that for every γ ∈ [0, γ), Q(u− γd) = u. In the following lemma
we not only show that γ exists, but calculate the upper bound γ, labelled γ0,
for a given d. Since γ0 is this upper bound, the projection must change for γ
just right of γ0—i.e. Q(u − γ+0 d) 6= u. Since the projected switching control
returns the modes with maximum corresponding value in u− γd for each time,
γ0 depends on the lower bound of d, Eq. (9), and therefore the value of γ0
directly depends on the optimality function θ, Eq. (10).
Lemma 2 (γ0). For switched system trajectory (x, u) and cost J , if θ :=
θ(x, u) = 0, then Q(u− γd) = u for all γ > 0. Otherwise, the value
γ0 = −1
θ
(11)
is such that Q(u− γd) = u for all γ ∈ [0, γ0) and Q(u− γ+0 d) 6= u.
The significance of γ0 is that it is the lower bound of R+ for which the update
Q(u− γd) is useful. Therefore, we use γ0 as the lower bound on the line search
in the iterative procedure to solve Problem 2 (see Section 4). Additionally, when
an optimum is found—i.e. when θ = 0—Lemma 2 indicates that the projected
control is unchanged for any γ > 0.
3.2. Derivative of the Cost in the Direction d Almost Everywhere
As Q(u − γd) varies with γ, both the switching times T and the mode
sequence Σ in the updated mode schedule vary. However, Σ will not vary for
all γ > γ0. Define Γ as the γ ∈ R+ where the mode sequence Σ varies:
Γ := {γ ∈ R+|∀δγ > 0,∃γ′ ∈ (γ − δγ, γ + δγ) ∩ R+,
where Σ(Q(u− γd)) 6= Σ(Q(u− γ′d))}. (12)
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For all γ 6∈ Γ only the switching times vary. From Lemma 3 in [6], due to
Assumption 2, the cardinality of Γ is finite and so Γ has zero measure on R+.
Define Σ(γ) := Σ(Q(u − γd)) = [σ1, . . . , σM ] and T (γ) := T (Q(u − γd)) =
[T1(γ), . . . , TM−1(γ)] as the updated mode sequence and switching times at γ 6∈
Γ. The cost parameterized by the mode schedule is
J(Σ(γ), T (γ)) := J(P(u− γd)).
The derivative of the cost with respect to γ 6= Γ is
∂
∂γ
J(Σ(γ), T (γ)) = D2J(Σ(γ), T (γ))DT (γ) (13)
whereD2J(Σ(γ), T (γ)) = ∂∂T J(x, u) is the switching time gradient (see Eq. (2)).
Additionally, DT (γ) is the derivative of the vector of switching times with
respect to the step size γ and is given in the following lemma, which is Lemma
5 from [6].
Lemma 3 (DTi(γ)). If γ 6∈ Γ—i.e. Σ(γ) is constant—then the ith element of
the derivative of T (γ), DT (γ)i = DTi(γ), is given for the following two cases:
1. If Ti(γ) is not a critical time of µσiσi+1 := uσiσi+1 − γdσiσi+1 , then
DTi(γ) = −
uσiσi+1(Ti(γ))
γ2d˙σiσi+1(Ti(γ))
. (14)
2. If Ti(γ) is a discontinuity time of µσiσi+1 and
0 ∈ (µσiσi+1(Ti(γ)−), µσiσi+1(Ti(γ)+)),
then DTi(γ) = 0.
There are times t of µσiσi+1(·) where t is a critical time but not a discontinuity
time—e.g. when µ˙σiσi+1(t) = 0. According to Eq. (14), as a switching time
Ti(γ) approaches a time t where d˙σiσi+1(t) = 0, DTi(γ) goes unbounded. By
Assumption 2 on d, there are only a finite number of critical times. These times
are handled in the next section, specifically at step size γ0, defined in Eq. 11.
Eq. (13), the derivative of the cost with respect to γ, uses the switching time
gradient, Eq. (2), along with the result in Lemma 3. In the next section, we
approximate the switching times’ dependence on γ near γ0 uses Lemma 3.
3.3. Local Approximation of the Switching Times
Recall Contribution A in which we wish to locally approximate J(P(u−γd))
in a neighborhood of γ0 for γ > γ0. Since the size of Γ in Eq. (12) is finite,
there exists some δγ > 0 for which Σ(γ) is constant for γ ∈ (γ0, γ0 + δγ).
Consequently, only T (γ) varies for γ ∈ (γ0, γ0 + δγ) and the approximation of
J(P(u− γd)) in the direction d depends on the approximation of T (γ).
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In order for the mode schedule to vary for γ ∈ (γ0, γ0+δγ) at least one switch-
ing time of T (γ) must vary with γ. Suppose this switching time is Ti(γ) ∈ T (γ),
which separates adjacent modes σi, σi+1 ∈ {1, . . . , N}. We wish to approximate
Ti(γ) near γ0. Since the mode sequence might not be constant at γ0—e.g. when
γ0 ∈ Γ—it is possible that switching time Ti exists at γ+0 but not at γ−0 . There-
fore, we approximate Ti(γ) for γ in neighborhoods immediately following γ0.
Often, a function approximation is made from its Taylor expansion. Here,
though, it is not always possible to directly expand Ti(γ) around γ0 since
DTi(γ) can go unbounded when γ approaches γ
+
0 . For example, referring to
Eq. (14), DTi(γ
+
0 ) is unbounded when d˙σiσi+1(Ti(γ
+
0 )) = 0. We find though
that even when DTi(γ
+
0 ) is unbounded, Ti(γ) can still be approximated. We la-
bel the switching time Ti(γ
+
0 ) with a type in order to distinguish between when
d˙σiσi+1(Ti(γ
+
0 )) and higher order derivatives are zero or not.
Definition 6. Suppose Ti(γ
+
0 ) ∈ T (γ+0 ) is the switching time between modes σi
and σi+1 ∈ Σ(γ+0 ). The switching time Ti(γ+0 ) is of type m(Ti(γ+0 )) ∈ {0, 1, . . .}
where m(Ti(γ0)) = 0 if there is δγ > 0 such that Ti(γ
+
0 ) is constant for all
γ ∈ (γ0, γ0 + δγ), else
m(Ti(γ
+
0 )) := min{m ∈ N|Dmdσiσi+1(Ti(γ+0 )) 6= 0}
assuming dσiσi+1(Ti(γ
+
0 )) is as differentiable as needed.
Figure 1 shows two example mode insertion gradients for which type-1 (pic-
tured left) and type-2 (pictured right) switching times occur. The type-0 switch-
ing times fall under case 2 of Lemma 3 where DTi(γ
+
0 ) = 0.
With just Assumption 1, there is no guarantee that Dmdσiσi+1(Ti(γ
+
0 )) ex-
ists for m > 2. For this reason, we regard the situation when d˙σiσi+1(Ti(γ
+
0 )) =
d¨σiσi+1(Ti(γ
+
0 )) = 0 as a degeneracy and we make the additional following as-
sumption
Assumption 3. Each switching time Ti(γ
+
0 ) ∈ T (γ+0 ) is of type-0, 1, or 2.
Depending on fσi , fσi+1 , and J , an arbitrary number of derivatives of dσiσi+1
could be zero at a switching time assuming they exist, which affects one’s ability
to specify a sufficient descent condition and bound the number of line search
steps. However, we will find in Corollary 3 in Section 3.6 that d is a descent direc-
tion as long as θ < 0 and one of these derivatives is non-zero—in other words, we
can still guarantee a reduction to cost is possible. Typically, d˙σiσi+1(Ti(γ
+
0 )) 6= 0
or d¨σiσi+1(Ti(γ
+
0 )) 6= 0, and when it is we can provide a bound on the number
of steps required.
Moreover, recall dab(t) = ρ
T (t)(fa(x(t)) − fb(x(t))), a 6= b ∈ {1, . . . , N},
and that d˙ab(t) = ρ˙
T (t)(fa(x(t))− fb(x(t))) + ρT (t)( ddtDfa(x(t))− ddtfb(x(t))).
The equation for d¨ab(t) is in the proof of Lemma 1 in Eq. 31. For t to be a
type-2 switching time, d˙ab(t) must be zero which means that [ρ(t), ρ˙(t)]
T is in
the null space of [(fa(x(t))−fb(x(t)))T , ( ddtDfa(x(t))− ddtfb(x(t)))T ]. Certainly,
if fa(x(t)) − fb(x(t)) = 0 and ddtDfa(x(t)) − ddtfb(x(t)) = 0, then t cannot be
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Figure 1: Example curves u, −d and µ = u − γ0d showing type-1 (left) and type-2 (right)
switching times. Notice the type-1 switching time is a switching time of uk and no new
insertion occurs, while type-2 switching times come in pairs to insert a mode. The directions
in time the switching times vary with γ > γ0 are also shown.
type-1. The degree of agreement between fa and fb can be tested a priori, In
general though, the null space condition must be checked at runtime to see if
the two vector fields are “accidentally too similar to each other at a particular
state or if their difference happens to lie in the null space. A similar argument
can be made for finding t to not be type-2 either, in which case, both d˙ab(t) = 0
and d¨ab(t) = 0. In practice, we have only seen type-0, 1, and 2 switching times.
There may be a way to show this on full measure sets.
Before considering an approximation of Ti(γ) for either type-1 or type-2
switching times, we first find that Ti(γ) is continuous and strictly monotonic in
a neighborhood after γ0.
Lemma 4 (Continuity of switching times). Suppose there exists δγ > 0 such
that for γ ∈ (γ0, γ0 + δγ), Ti(γ) ∈ T (γ) is the switching time between modes σi
and σi+1 ∈ Σ(γ). If m(Ti(γ+0 )) = 1 or 2, then there is δγ ∈ (0, δγ) such that
for all γ ∈ (γ0, γ0 + δγ), Ti(γ) is continuous and strictly monotonic.
The dependence of type-1 and 2 switching times on γ have a specific form
near γ0. The following lemma uses the continuity and strict monotonicity result
in Lemma 4 to specify the dependence of the mode insertion gradient on the
switching times.
Lemma 5 (Dependence of d(·) on Ti(γ)). Suppose there exists δγ > 0 such that
for γ ∈ (γ0, γ0 + δγ), Ti(γ) ∈ T (γ) is the switching time between modes σi and
σi+1 ∈ Σ(γ) and Ti(γ+0 ) is type-1 or 2. Then, there is δγ ∈ (0, δγ] such that for
all γ ∈ (γ0, γ0 + δγ),
1. Ti(γ) is the solution to the following implicit equation:
− 1− γdσi+ω (Ti(γ)) = 0, (15)
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2. (−1)ωd˙σi+ω (Ti(γ)) > 0, and
3. if m(Ti(γ
+
0 )) = 2, then d¨σi+ω (Ti(γ)) > 0,
where ω = 0 if Ti(γ) > Ti(γ
+
0 ) and ω = 1 if Ti(γ) < Ti(γ
+
0 ).
With Lemma 4, which shows that the type-1 and 2 switching times are con-
tinuous and strictly monotonic with respect to γ, and Lemma 5, which provides
properties of the mode insertion gradient’s dependence on the switching times,
we can now give approximations of the switching times. The switching time
approximation is used in the next section to approximate the cost function in
the direction of the negative mode insertion gradient. The approximation uses
the notion of little ’oh’, o(·), which is defined as: function g is o(h) if for each
K > 0, there exists a p0 > 0 such that for all |p| < p0, |g(p)| < K|h(p)|.
The Lemma is as follows:
Lemma 6 (Approximation of switching times). Suppose there exists δγ > 0
such that for γ ∈ (γ0, γ0+δγ), Ti(γ) ∈ T (γ) is the switching time between modes
σi and σi+1 ∈ Σ(γ). Then, there is δγ ∈ (0, δγ] such that for all γ ∈ (γ0, γ0+δγ),
m(Ti(γ
+
0 )) = 1 implies
Ti(γ) = Ti(γ
+
0 )−
θ2
d˙σi+ω (Ti(γ
+
0 ))
(γ − γ0) + o(γ − γ0) (16)
and m(Ti(γ0)) = 2 implies
Ti(γ) = Ti(γ
+
0 )− (−1)
ω
√
2θ
d¨σi+ω (Ti(γ
+
0 ))
1
2
(γ − γ0) 12 + o((γ − γ0) 12 ) (17)
where ω = 0 if Ti(γ) > Ti(γ
+
0 ) and ω = 1 if Ti(γ) < Ti(γ
+
0 ).
Note that divide by zero is impossible in Eqs. 16 and 17 without violating
the association of the equation with its type.
3.4. Initial Switching Times at γ0
We introduce some notation here in order to keep track of the type of switch-
ing times at γ+0 . Let T (γ+0 ) be the switching times at γ+0 . From Assumption 3
the greatest type is 2. Partition T (γ+0 ) into sets of equivalent type. Define I1
as the set of indexes of the type-1 switching times at γ0 and I2 as the set of
indexes of type-2 switching times at γ0. In other words, for j = 1, 2,
Ij = {i ∈ {1, . . . ,M − 1}|m(Ti(γ+0 )) = j}. (18)
Further, define
m := max({m(Ti(γ+0 ))}M−1i=1 ) (19)
to be the greatest type at γ+0 . Lemma 6 provides the approximation of the
switching times for m(Ti(γ
+
0 )) = 1 and 2.
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3.5. Local Approximation of the Cost
In smooth finite dimensional optimization, an approximation of the cost in
a search direction is the cost’s gradient composed with that direction. We find
that the mode insertion gradient, Eq. (5), has a similar role for approximating
the projection-based switched system cost.
The goal is to solve Problem 2 through calculating an infimizing sequence
where each iterative update has the form P(x, u − γd). By approximating the
cost as we do in this section, we can specify conditions for which we can guaran-
tee that the sequence’s convergence coincides with the infimal cost. Define J(γ)
as the change in cost from a fixed (x, u) ∈ S in the direction of the negative
mode insertion gradient −d:
J(γ) := J(P(x, u− γd)).
As indicated in Lemma 2, the projected switching control Q(u−γd) is constant
and equal to u until γ > γ0. Therefore, J(γ) = J(0) for 0 < γ < γ0. In
general, it is possible that J(·) is discontinuous at γ0, but when it is continuous
J(γ+0 ) = J(0).
When the switching time of greatest type—i.e. when m = 1 or 2—we can
guarantee that J(γ) is continuous at γ = γ0.
Lemma 7. If m = 1 or 2, then J(γ) is continuous at γ0. [Continuity of J at
γ0]
Proof. Since the set of γ ∈ R+ where the mode schedule of P(u−γd), Γ Eq. (12),
varies has measure zero, there is δγ > 0 such that J(γ) only depends on γ
through the switching times T (γ) for all γ0 < γ < γ0 + δγ. Due to Lemma 4,
there is δγ such that T (γ) is continuous for all γ0 < γ < γ0 + δγ
We further analyze J(γ) by locally approximating it for γ > γ0 near γ0. Let
Σ(γ) = [σ1, . . . , σM ] and T (γ) = [T1(γ), . . . , TM−1(γ)] be the mode schedule for
γ > γ0 near γ0. The mode sequence Σ(γ) is constant for some neighborhood
greater than γ0 since Γ has measure zero. Define J˜(γ) as the zeroth-order
and first-order terms of the Taylor expansion of J(γ), around T (γ+0 ) so that
J(γ) = J˜(γ) + o(T (γ)− T (γ+0 )):
J˜(γ) := J(γ+0 ) +D2J(Σ(γ
+
0 ), T (γ+0 ))(T (γ)− T (γ+0 )).
The term D2J(Σ(γ
+
0 ), T (γ+0 )) is the switching time gradient Eq. (2) and J˜(γ)
becomes
J˜(γ) = J(γ+0 ) +
∑M−1
i=1 ρ(Ti(γ
+
0 ))
T
·[fσi(x(Ti(γ+0 )))− fσi+1(x(Ti(γ+0 )))](Ti(γ)− Ti(γ+0 )).
There is at least one Ti(γ) ∈ T (γ) that is not constant for γ > γ0 near γ0.
If Ti(γ) is increasing in value, the active vector field of u at time Ti(γ) is
F (x(t), u(t)) = fσi+1(x(t)), while, if it is decreasing in value, then F (x(t), u(t)) =
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fσi(x(t)). Assuming Ti(γ) increases in value with γ, the following term is simply
the optimality function θ, Eq. (10):
ρ(Ti(γ
+
0 ))
T [fσi(x(Ti(γ
+
0 )))− fσi+1(x(Ti(γ+0 )))]
= ρ(Ti(γ
+
0 ))
T [fσi(x(Ti(γ
+
0 )))− F (x(Ti(γ+0 )), u(Ti(γ+0 )))]
= dσi(Ti(γ
+
0 )) = θ.
Similarly, assuming Ti(γ) decreases in value with γ, the term is instead −θ:
ρ(Ti(γ
+
0 ))
T [fσi(x(Ti(γ
+
0 )))− fσi+1(x(Ti(γ+0 )))]
= ρ(Ti(γ
+
0 ))
T [F (x(Ti(γ
+
0 )), u(Ti(γ
+
0 )))− fσi+1(x(Ti(γ+0 )))]
= −dσi+1(Ti(γ+0 )) = −θ.
Set ωi = 0 if Ti(γ) is increasing in value with γ and ωi = 1 if decreasing—i.e.
ωi = 0 (alt. ωi = 1) implies there is δγ > 0 such that for each γ ∈ (γ0, γ0 + δγ),
Ti(γ) > Ti(γ
+
0 ) (alt. Ti(γ) < Ti(γ
+
0 )). Then, J˜(γ) is
J˜(γ) = J(γ+0 ) +
M−1∑
i=1
(−1)ωiθ(Ti(γ)− Ti(γ+0 )). (20)
The cost is further approximated by using the switching time approximations
in Lemma 6. The switching times with the greatest type dominate the approx-
imation of the cost—e.g. type-1 switching times vary linearly with γ− γ0 while
type-2 switching times vary with (γ−γ0) 12 . Label the approximation of the cost
with the approximation of the switching times as Jˆ(m; γ) (Recall the notation
in Section 3.4 for I and m):
Jˆ(1; γ) := J(0)−
∑
i∈I1
(−1)ωi (θ)
3
d˙σi+ωi (Ti(γ
+
0 ))
(γ − γ0), (21)
and
Jˆ(2; γ) := J(0)−
∑
i∈I2
√
2(θ)2
d¨σi+ωi (Ti(γ
+
0 ))
1
2
(γ − γ0) 12 , (22)
Note that J(γ+0 ) = J(0) due to Lemma 7. The following lemma states that
Jˆ(m; γ) dominates the remaining terms of J(γ) for γ > γ0 near γ0. In other
words, Jˆ(m; γ) is a valid local approximation of J(γ) near γ0.
Lemma 8 (Approximation of the Cost). Set J(γ) = Jˆ(m; γ) + R(γ) where
R(γ) is the remainder. If m = 1 or 2, then there exists δγ > 0 such that for all
γ ∈ (γ0, γ0 + δγ), |Jˆ(m; γ)− J(0)| ≥ |R(γ)|.
Lemma 8 shows that the approximation of the cost in the direction of the
negative mode insertion gradient Jˆ(m; γ) (Contribution A of the paper) domi-
nates the remaining terms of J(γ) in a neighborhood of γ0.
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3.6. Descent Direction
In order to show sufficient descent (Contribution C) and for backtracking
to be applicable (Contribution D), −d must be a descent direction (Contribu-
tion B). In this section we prove −d is a descent direction directly from the
approximation of J(γ) := J(P(u− γd)) given in Eq. (20). The search direction
−d is defined as a descent direction if there is a δγ > 0 such that for each
γ ∈ (γ0, γ0 + δγ), J(γ) < J(0).
Lemma 9 (Guaranteed descent when J continuous at γ0). If θ < 0 and J(γ)
is continuous at γ0, then −d is a descent direction.
Proof. Recall J˜(γ), Eq. (20), is the first and zeroth-order terms of the Taylor
Expansion of J(γ) around T (γ+0 ). Therefore,
J(γ) = J˜(γ) + o(T (γ)− T (γ+0 )).
Recalling θ < 0 and considering Eq. 20, if Ti(γ) is increasing with γ, then
ωi = 0 and Ti(γ) − Ti(γ+0 ) > 0, and therefore J˜(γ) < J(γ+0 ). Likewise, when
Ti(γ) is decreasing, we can conclude J˜(γ) < J(γ
+
0 ). Thus, J˜(γ) < J(γ
+
0 ).
Since J˜(γ) dominates o(T (γ)− T (γ+0 ) near T (γ+0 ), there is a δγ > 0 such that
J(γ) < J(γ+0 ) when γ ∈ (γ0, γ0 + δγ). Finally, since J(γ) is continuous at
γ = γ0, J(γ
+
0 ) = J(0).
With Lemma 9, it directly follows that −d is guaranteed to be a descent
direction if m = 1 or 2, or if fσ, σ ∈ {1, . . . , N}, and ` are analytic in x. The
second follows from the absolute continuity of J(γ) result in [6] and allows for
higher type switching times than 0, 1, or 2.
Corollary 2 (Descent Direction). If θ < 0, and m = 1 or 2, then −d is a
descent direction.
Proof. As indicated in Lemma 7, J(γ) is continuous at γ = γ0 when m = 1 or
2. Descent is thus guaranteed through Lemma 9.
Corollary 3 (Descent Direction). If θ < 0, and fσ, σ ∈ {1, . . . , N} and ` are
analytic in x, then −d is a descent direction.
Proof. As indicated in Theorem 5.2 in [6], J(γ) is absolutely continuous (and
therefore continuous) at γ = γ0 assuming each mode fi and ` are analytic.
Descent is thus guaranteed through Lemma 9.
Notice that Corollary 2 does not need to strengthen Assumption 1 to include
analyticity requirements on the objective and dynamics, while Corollary 3 does
not need the type-0, 1, and 2 switching time assumption, Assumption 3.
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4. Sufficient Descent
Consider the following iterative algorithm:
Algorithm 1. With (x0, u0) ∈ S, execute
(xk+1, uk+1) = P(xk, uk − γkdk)
where for each k = 0, 1, 2, . . ., γk > γk0 .
For the remainder of the paper, the superscript k signifies that the cor-
responding variable or mapping depends on (xk, uk). For instance, dk :=
d(xk, uk), θk := θ(xk, uk), and Jk(γ) is J(P(xk, uk − γdk)).
Algorithm 1 corresponds to repeatedly stepping in the direction given by
the negative mode insertion gradient and projecting to a feasible switched
system trajectory. The algorithm’s desired result is to generate a sequence
that converges to a local infimal cost in order to solve Problem 2. Through
the descent direction result in Corollary 2, there always exists a γk such that
J(P(xk, uk − γkdk)) < J(xk, uk) as long as θk < 0 and through Corollary 1, if
θk = 0, then (xk, uk) is optimal. By choosing a γk that reduces the cost at each
iteration of Algorithm 1, the resulting sequence {xk, uk} is such that {J(xk, uk)}
is strictly monotonically decreasing. As such, assuming J(·) is bounded below
by J ∈ R, then the sequence {J(xk, uk)} is guaranteed to converge. However,
there is as of yet no guarantee that {J(xk, uk)} converges to an infimum. This
section provides a means to calculate γk to guarantee Algorithm 1 converges to
a local infimal cost. The convergence is proven by showing that the sequence of
optimality functions goes to zero at the limit—i.e. θk → 0.
In this section, we give the sufficient descent condition (Contribution C),
show that a step size γk that satisfies the sufficient descent condition can be
calculated in a finite number of backtracking iterations (Contribution D) and
finally that executing Algorithm 1 for such a γk results in limk→∞ θk = 0. Each
of these contributions follow from the approximation of the cost (Contribution
A).
4.1. Type-2 Sufficient Descent Condition
The sufficient descent condition (Contribution C) follows directly from the
approximation of the cost Jˆk(mk; γ), Eqs. (21) and (22) (Contribution A). Set
α ∈ (0, 1). The type-mk sufficient descent condition is
Jk(γ)− Jk(0) < α(Jˆk(mk; γ)− Jk(0)).
The condition is an upper bound on the reduction of cost between successive
iterations as a function of γ − γk0 . Since this bound is the scaled approximation
of the cost, there are γ near γk0 that will satisfy the inequality. Lemma 10,
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presented shortly, provides an interval of such γ. In Section 4.3 we show that
a sequence generated by Algorithm 1 converges with a properly chosen γk by
showing that θk goes to zero.
The type-1 and 2 sufficient descent conditions are:
Definition 7. Set
sk1 =
∑
i∈Ik1
(−1)ωi (θ
k)3
d˙kσi+ωi (Ti(γ
k+
0 ))
. (23)
The type-1 sufficient descent condition is
Jk(γ)− Jk(0) < αsk1(γ − γk0 ). (24)
Definition 8. Set
sk2 = −
∑
i∈Ik2
√
2(θk)2
d¨kσi+ωi
(Ti(γk
+
0 ))
1
2
. (25)
The type-2 sufficient descent condition is
Jk(γ)− Jk(0) < αsk2(γ − γk0 )
1
2 . (26)
We study the type-2 sufficient descent condition—i.e. when mk = 2. For
mk = 1, type-1 switching times occur at switching times of uk or at the bound-
ary times. Since the type-1 switching time approximation is linear in (γ − γk0 ),
sufficient descent and backtracking directly correspond to switching time opti-
mization—see [19, 11, 22, 21] for switching time optimization.
The following Lemma shows that there exists a γˆ > γk0 for which each
γ ∈ (γk0 , γˆ] satisfies the type-2 sufficient descent condition. As given in the
lemma, the step size γˆ is the minimum of γk1 , γ
k
2 and γ
k
3 . The first step size γ
k
1
is the largest γk1 > γ
k
0 such that for each γ ∈ (γk0 , γk1 ), Jk(γ) is differentiable.
The second, γk2 , depends on the greatest Lipschitz constant L that satisfies
the Lipschitz condition on the second time derivative of dk in Lemma 1. The
third, γk3 , is a constant scaling from γ
k
0—i.e. γ
k
3 = γ
k
0κ where depending on
α ∈ (0, 1), κ is between 2− ( 3
√
3
√
2
2 )/3 ≈ 1.5717 and 2. In the following Lemma,
set ν := mini∈Ik2 d¨
k
σi+ωi
(Ti(γ
k+
0 )), where I
k
2 is the set of type-2 switching time
indices and is defined in Eq. (18).
Lemma 10 (Sufficient descent). Suppose mk = 2, θk < 0, and γk1 > γ
k
0 is such
that for each γ ∈ (γk0 , γk1 ), DJ(γ) exists. Set
γk2 := γ
k
0
(
1− ν3
θk16L2
)
and γk3 := γ
k
0
(
2−
3
√
α 3
√
2
2
3
)
.
Defining γˆk := min{γk1 , γk2 , γk3}, if γ ∈ (γk0 , γˆk], then
Jk(γ)− Jk(0) < αsk2(γ − γk0 )
1
2 .
.
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Lemma 10 guarantees there will be a step size that satisfies the type-2 suf-
ficient descent condition. In practice, γk2 cannot be calculated directly because
the Lipschitz constant L is unknown and so backtracking is used instead to find
a step size that satisfies sufficient descent.
4.2. Backtracking
Calculating γˆk = min{γk1 , γk2 , γk3} directly is computationally inefficient due
to γk2 . Calculating γ
k
1 and γ
k
3 is possible though: γ
k
1 is the nearest γ > γ
k
0
to γk0 for which J
k(γ) is not differentiable and therefore, γk1 is calculated from
knowledge of the critical times of uk and dk; γk3 is a constant scaling from γ
k
0 .
Calculating γk2 requires a priori knowledge of the Lipschitz constant L. Similar
to smooth finite dimensional optimization [24, 30], it is more efficient to calcu-
late a step size that satisfies the sufficient descent criteria using a backtracking
method than it is to calculate γk2 and thus γˆ
k directly. We wish to sample
(γk0 , γ
k
3 ) to find a γ that satisfies sufficient descent: set γ
k(j) := (γk3 −γk0 )βj+γk0
where β ∈ (0, 1) and define jk ∈ {0, 1, . . .} as
jk := min{j = 0, 1, . . . |Jk(γk(j))− Jk(0)| < αsk2(γk(j)− γk0 )
1
2 }. (27)
Then, γk := γk(jk) satisfies the sufficient descent condition.
The following algorithm calculates γk using backtracking for mk = 1 or 2
even though we only analyze mk = 2. It should be implemented as an inner
loop of Algorithm 1.
Algorithm 2. Set jk = 0 and calculate sk
mk
from Eq. (25).
1. If Jk(γk(jk))−Jk(0) < αsk
mk
(γk(jk)−γk0 )
1
mk then return γk = γk(jk)
and terminate.
2. Increment jk and repeat from Step 1.
The number of backtracking steps is finite:
Lemma 11 (Backtracking). If mk = 2 and there exists b1 > 0 and b2 > 0 such
that θk < −b1 and for each of the i ∈ Ik2 , d¨kσi+ωi (Ti(γ)) > b2, then j
k is finite.
Proof. The proof follows from Lemmas 4 and 10. According to Lemma 10,
γˆk = min{γk1 , γk2 , γk3} satisfies the sufficient descent condition. From Lemma 4,
γk1 is bounded from γ
k
0 . Furthermore, by the bounds on θ
k and d¨kσi+ωi
(Ti(γ)),
γk2 and γ
k
3 are bounded from γ
k
0 . Let b3 > 0 be this minimal bound of γˆ
k =
min{γk1 , γk2 , γk3} from γk0 . Then,
jk = ceil
(
logβ
b3
γk3 − γk0
)
which is finite, where the function ceil : R→ Z rounds to the nearest integer of
greater value.
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4.3. Locally Infimizing Sequence
For the type-2 sufficient descent condition, we have shown backtracking will
find a γk for which the condition is satisfied. In the following lemma, we find
that if {xk, uk} is the sequence calculated from Algorithm 1 initialized with
(x0, u0) ∈ S where there is an infinite subsequence of {xk, uk} for which mk = 2,
then the optimality function θk goes to zero.
Lemma 12 (Infimizing Sequence). Suppose (x0, u0) ∈ S and S = {xk, uk} is
an infinite sequence where
1. J(x0, u0) = J <∞,
2. J(x, u) is bounded below for all (x, u) ∈ S,
3. J(xk+1, uk+1) < J(xk, uk), and
4. S2 ⊂ S is an infinite subsequence where each (xk+1, uk+1) ∈ S2 is
(xk+1, uk+1) = P(xk, uk − γkdk) and
(a) mk = 2 (see Eq. (19)),
(b) γk2 < γ
k
1 or γ
k
3 < γ
k
1 (see Lemma 10),
(c) there is K2 > 0 such that for each i ∈ Ik2 , d¨kσi+ωi (Ti(γ
k
0 )) ≥ K2|θk|,
and
(d) γk = (γk3 − γk0 )βj
k
+ γk0 (see Eq. (27)).
then, limk→∞ θk = 0.
Lemma 12 provides conditions for which a sequence of switched system tra-
jectories {xk, uk} are guaranteed to be an infimizing sequence through the guar-
antee that θk → 0. Such infimizing sequences can be computed through the iter-
ative update Algorithm 1 with an inner loop of Algorithm 2 for type-2 sufficient
descent through backtracking.
Lemma 12, states that if the sequence of costs {J(xk, uk)} is monotonically
decreasing and an infinite subset of the iterative updates in Algorithm 1 satisfy
assumptions 4a-4d in the lemma, then the algorithm converges to an infimum.
The restrictive assumptions are 4b and 4c. As for assumption 4a and 4d: as-
sumption 4a requires that the greatest switching time type is 2 while assumption
4d requires that the step size is computed through backtracking, Algorithm 2.
For assumption 4b, recall γk1 is the maximum step size for which J
k(γ) is
differentiable for all γ ∈ (γk0 , γk1 ). Since the approximation used by the steepest
descent condition is only valid for intervals of γ where Jk(γ) is differentiable,
Lemma 12 cannot guarantee θk → 0 if γk1 − γk0 goes to 0 faster than θk, which
can happen when multiple mode insertions occur near the same time. Violations
to assumption 4b can be assessed through comparing the sequence {γk1 −γk0} to
{θk} during execution.
Like with assumption 4b, violations to assumption 4c can be checked as
part of an iterative algorithm by comparing the sequence {d¨kσi+ωi (Ti(γ
k
0 ))} to
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{θk}. When a violation to either assumption 4b or 4c occurs, a number of
strategies are viable to correct the violation while maintaining the convergence
guarantee of Lemma 12 which need only maintain the decreasing monotonicity
of {J(xk, uk)}. Such strategies could execute a step of switching time optimiza-
tion, mask specific time intervals of the mode insertion gradient, or employ a
sign preserving transformation to the mode insertion gradient. Analyzing such
strategies is future work.
It is worth noting that violating assumptions 4b and 4c do not affect the
optimality condition, only the convergence of the iterative algorithm.
5. Mode Scheduling Algorithm
The complete mode scheduling algorithm is as follows.
Algorithm 3. With (x0, u0) ∈ S, θstop < 0, set k = 0 and execute
While θk < θstop
1. Compute ρ, i.e. solve Eq. (3)
2. dkσ = ρ
T (fσ(x
k)− F (xk, uk)), σ ∈ {1, . . . , N}
3. θk = minσ∈{1,...,N},t∈[0,T ] dkσ(t)
4. γk0 = −1/θk
5. Compute T (γ+0 )
6. Compute mk, Eq. (19)
7. If mk 6= 1 or 2, Return failure
8. Compute Ik
mk
, Eq. (19)
9. Compute sk
mk
, Eq. (23) or 23
10. Compute γk, i.e. backtrack using Algorithm 2
11. (xk+1, uk+1) = P(xk, uk − γkdk)
12. (Σk+1, T k+1) = uk+1
13. Check for convergence failure, 4b and 4c in Lemma 12
14. k = k+1
The following remarks are with respect to implementing the mode scheduling
algorithm:
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1. For step 3, θk depends on the infimizing time of the mode insertion gra-
dient. Additionally, for step 11, P depends on the times that the curve
of uk − γkdk with maximal value changes. For implementation, both op-
erations call for finding these critical times on curves. To find them, we
partition [0, T ] into subintervals and determine which intervals contain a
critical time. Then, we find a critical time on an interval through bisec-
tion. In order to not miss a critical time, the partition must be sufficiently
fine to ensure that each subinterval contains at most one. Note that the
critical times could be the switching times of T k.
2. The initial switching times T (γ+0 ) in step 5 is the union of the previous
switching times T k with the times that minimize the mode insertion gra-
dient in step 3. Let (σ′, T ′) be the minimizers of step 3. If d˙σ′(T ′) = 0,
then T (γ+0 ) has two new switching times at T ′, one increasing in value
with γ and one decreasing. If d¨σ′(T
′) 6= 0, then these switching times are
type-2. If T ′ is a discontinuity time of dσ′ , then T ′ must coincide with
a switching time of T k since d¨k is Lipschitz for time intervals between
adjacent switching times. In this case, T (γ+0 ) has a single new switching
time at T ′, where T ′ increases or decreases with γ depending on whether
dσ′(T
′−) < dσ′(T ′+) or not.
3. Step 13 checks that the assumptions 4b and 4c in Lemma 12, as discussed
at the end of Section 4.3 are not violated.
4. Depending on how one represents uk and (Σk, T k) in implementation, step
12 may not be needed.
6. Example
We provide two examples. The first is concerned with a simple vehicle track-
ing a desired maneuver where the operational modes differ in vehicle velocity
and steering angle. The second example is concerned with responding to a
multimachine power network disturbance through controlling a hybrid compo-
nent that switches the network admittance. For both examples we apply mode
scheduling in Algorithm 3.
6.1. Vehicle Tracking
As a simple example, we consider a vehicle moving in the plane that can
switch between four modes of operation. The state of the system is x =
[X,Y, ψ]T where (X,Y ) is the vehicle position and ψ is its orientation. The
σth, σ ∈ {1, . . . , 4} mode of operation is:
x˙(t) = fσ(x(t)) =
 X˙Y˙
ψ˙
 (t) =
 vσ(t) cosψ(t)vσ(t) sinψ(t)
ωσ(t)

25
σ vσ ωσ
1 4.5 pi/3
2 4.5 −pi/3
3 2 pi/3
4 2 −pi/3.
Table 1: Velocities and steering angles of the vehicle’s modes of operation.
where vσ is the mode’s speed and ωσ is its steering angle with values given in
Table 1.
That is, the vehicle can turn left or right at two different speeds. The goal is
to track the following desired trajectory from initial configuration x0 = [0, 0, 0]
T :
xd(t) =
 Xd(t)Yd(t)
ψd(t)
 =
 6.5− 4 cos(t)−1.5 + 4 sin(t)
−t+ pi/2.
 .
The desired trajectory travels a circle of radius 4 with and center [6.5,−1.5]T
at 1 rad/s counterclockwise starting at xd = [2.5,−1.5, pi/2]T . The cost is set as
the error from desired trajectory—i.e. `(x(t), u(t)) = 1/2(x(t)− xd(t))T (x(t)−
xd(t)).
We successfully execute Algorithm 3 with backtracking parameters α = 0.4
and β = 0.4 for 50 iterations. The results are shown in Figure 2. The cost drops
from J(x0, u0) = 276.37 to J(x50, u50) = 1.30 with a significant initial reduction
in the first 6 iterations to J(x6, u6) = 1.58. The optimality function increases
from θ0 = −588.67 to θ50 = −0.81. Again, there is a significant change in the
first 6 iterations to θ6 = −2.93. In Figure 2d, the (X,Y ) plots of the trajectory
show that after an initial transition period to the desired trajectory, the vehicle
decently tracks the trajectory for the remainder of the time horizon, even by
the 6th iteration.
6.2. Multimachine Power Network
Due to the complex interconnectedness of multimachine power networks, it
is unclear how to actively reject a disturbance. The solution we propose is to
compute a schedule for physical switches that connect and disconnect capaci-
tors from the network so that system performance improves. A power network
is often modeled as a synchronous machine where the dynamics are given by the
swing equations [31]. The swing equations are second-order nonlinear differen-
tial equations which dictate the evolution of each generator’s rotor angle. The
rotors are assumed to be spinning at a constant frequency—e.g. 60 Hz—but
each rotor’s relative phase may not be constant. This is a standard assumption.
The evolution of a single rotor is dictated by the difference of its relative phase
with its neighboring generators as well as the admittance of the adjacent power
lines and buses. Through switching capacitors, the power lines’ admittance
value switches, effectively splitting the system dynamics into distinct operating
26
1 2 3 4 5
1
2
3
4
iteration #: k iteration #: k
10 20 30 40 50
2
10
50
200 J(xk, uk)
t10 20 30 40 50
0.0
0.5
1.0
1.5
2.0
2.5 log(|θk|)
a b
d
c
Y
X
k = 0 k = 3 k = 6 k = 50
: (Xd, Yd) : (X
k, Y k)
k = 50 Schedule
u50
(Xd, Yd)
(X0, Y 0) (X3, Y 3) (X6, Y 6) (X50, Y 50)
Figure 2: a) Convergence of optimality function toward zero as a function of iteration. b) Cost
J as a function of iteration. A large reduction occurs in the first 6 iterations. c) Switching
control illustrating the schedule of the 50th iteration. d) Comparison of the (X,Y ) trajectories
per iteration.
modes dependent on the position of the switches. The only control authority
we impose is through the switches.
The dynamics for a single mode according to the swing equations are as fol-
lows: Let δi(t) be the rotor phase of generator i relative to a reference generator,
generator 0. The evolution of the ith rotor is dictated by the difference of the
mechanical power input with the electrical power output:
2Hi
ωs
δ¨i = Pm,i − Pe,i (28)
where ωs, in rads/s is the synchronous speed and Hi is a normalized inertial
constant so that the mechanical power Pm,i and the electrical power Pe,i are in
per unit. The terms ωs, Hi and Pm,i are assumed to be constant for the short
time horizon for which the disturbance and resolution occurs. The electrical
power output of generator i, Pe,i, depends on the difference of its rotor’s relative
phase with the neighboring generators’ as well as the admittance of the adjacent
lines and buses:
Pe,i = |Ei|2Gii +
∑
j 6=i
|Ei||Ej ||Yij | cos(δi − δj − ψij) (29)
where Ei is the transient internal voltage, Gii is the real part of the ii
th compo-
nent of the bus admittance matrix, Yij is the ij
th component of the bus admit-
tance matrix, and ψij is the angle of the ij
th component of the bus admittance
matrix.
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Figure 3: Representation of the IEEE 118 Bus Test Case. The network is composed of 118
buses, 186 lines, 54 generators. The generators are marked by green circles and the reference
generator is marked by the blue square. The location of the 26 capacitor are shown.
The example power network has topology and line and bus parameters from
the IEEE 118 Bus Test Case, a 1962 study of a segment of North America’s
midwest grid [18]. This network is composed of 118 buses, 186 lines, 54 gener-
ators and is shown in Fig. 3. In addition, we chose 26 power lines to connect
switched capacitor banks in series to. Following the line numbering form the
Test Case, the 26 chosen lines are 6, 9, 14, 29, 38, 39, 43, 49, 57, 59, 77, 85,
92, 100, 113, 120, 126, 129, 134, 140, 141, 153, 165, 172, 176, and 177. Each
capacitor’s capacitance is chosen so that when a switched capacitor is, “on”, its
associated line’s reactance doubles. The location of each capacitor bank is also
shown in Fig. 3 and are chosen so that each generator is connected to at least
one other generator for which the admittance between the two can be switched.
For this study, all 26 switches are synchronized so that all are “on” or “off”
together. As such, the network has two modes of operation, f1 and f2—i.e.
N = 2 —where f1 and f2 are given by Eq. (28) with differing bus admittance
matrix Y in Eq. (29).
Let δ(t) be the 54 generator relative rotor phases in radians. The state
is x(t) = [δ(t), δ˙(t)]T and the control is the scheduling of the synchronized
switching of the capacitor switches. The disturbance response problem is to
schedule the capacitor switching that best improves network performance. The
disturbance is modeled as a perturbation to the initial rotor angles from steady
state, δss. Such a disturbance may be due to a fault in the system or a quick
change to system loads. The initial condition is δ0 = δss + δdist where the
disturbance δdist is a vector of random numbers from a uniform distribution
between [−0.3, 0.3] radians.
For the disturbance used in the example, integration of the swing equations
reveals that without control, the system diverges from synchronized operation
within 60 seconds (see Fig. 4(d) for no control). We provide results for two
different approaches to reject the disturbance. The first is to compute through
the projection-based mode scheduling, Algorithm 1, the optimal schedule for
the first T = 5 seconds following the disturbance. The second is to apply a
sliding window (receding horizon) approach of duration T = 5 seconds with a
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new schedule computed and applied each 0.1 seconds.
Mode scheduling for power networks was executed on a core i7-3770K pro-
cessor. The algorithm was implemented in C++. All differential equations
were solved using GNU Scientific Libraries’ implementation of explicit embed-
ded Runge-Kutta Prince-Dormand 8, 9 method.
6.3. Optimal Schedule
We apply optimal mode scheduling, Algorithm 1, to schedule the capacitor
switches in order to respond to the disturbance. Let mode 1 be the dynamics
with all capacitor switches “off” while mode 2 be the dynamics with all capacitor
switches “on”. The cost is given by `(x(t), u(t)) = 1/2(δ(t)−δ¯(t))T (δ(t)−δ¯(t))+
1/40(δ˙(t)−2pifs)T (δ˙(t)−2pifs) where δ¯(t) is the mean rotor phase at time t and
fs is the generator frequency. The backtracking parameters are set to α = 0.4
and β = 0.1.
The results of mode scheduling the initial 5 seconds following a disturbance
for 100 iterations of the algorithm are shown in Fig. 4. We find that the rotor
phases do not diverge with the computed schedule. The cost reduces from
J = 170.68 to J = 54.78 (see Fig. 4b), and the optimality function increases
from θ = −2213.71 to θ = −20.32 (see Fig. 4a). The total number of modes in
the 7th iteration’s schedule is M7 = 66, while the final switching schedule has
M100 = 120. The schedules at the 7th and 100th iteration are in Fig. 4c.
For the initial iterations in which (xk, uk) are far from an infima, both the
optimality function (see Fig. 4a) and the cost (see Fig. 4b) reduce significantly,
which is a phenomenon that occurs with first-order smooth numerical optimiza-
tion methods like steepest descent. Since most of the gained performance occurs
in the first few iterations, it is reasonable to expect that a sliding window real-
time approach is viable. Such an approach computes only the first few control
synthesis iterations for each window.
6.4. Sliding Window Scheduling
The second strategy is a switched system model predictive receding horizon
control where the projection-based mode scheduling algorithm computes the
schedule for each window of a sliding window. The receding horizon approach
computes a schedule for a time window of duration T = 5 seconds but applies
it for only dt = 0.1 seconds before incrementing the window dt seconds and
repeating for the new 5 second time window. The current window’s initial
state inherits the previous window’s state at time ti−1 + dt. At each time ti =
0, 0.1, 0.2, . . ., we compute a single projection-based mode scheduling iteration
for the time interval t ∈ [ti, ti + T ]. The goal is for a real-time active control
rejection of the disturbance.
Fig. 4d compares the running cost `(·) for the sliding window result against
the no control result. Without control, the system destabilizes, while sliding
window single-bit control drives the system toward synchrony. Each window’s
schedule took on average 1.94 seconds to compute on a core i7-3770K processor.
While the current implementation is 20 times slower than real-time, it indicates
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Figure 4: a, Convergence of optimality function toward zero as a function of iteration. b, Cost
J as a function of iteration. A large reduction occurs in the first 7 iterations. c, Comparison
of the control signal for iterations 7 and 100. d, Comparison of running cost for no control
(orange) and sliding window control (blue).
that an improved implementation on a more advanced computing machine could
execute the receding horizon approach real-time even for the high-dimensional
IEEE 118 Bus Test Case.
7. Conclusion
Optimal mode scheduling is an infinite dimensional, non-smooth problem.
The presented variational approach does not discretize in time or space a priori
and as such may be applied to problems with a large number of states like the
108 state IEEE 118 Bus Test Case power network. The presented algorithm,
Algorithm 1, parallels derivative-based iterative optimization in that it calcu-
lates a descent direction, takes a step of size calculated by an Armijo-like line
search and updates. As proven, if the descent direction is the negative mode in-
sertion gradient and the step size is calculated from the backtracking algorithm,
Algorithm 2, then there are guarantees on convergence. Furthermore, since the
algorithm parallels standard derivative-based algorithms and since all of the cal-
culations are provided in this paper, Algorithm 1 is easily implementable. The
mode scheduling algorithm is applied to the problem of power network regula-
tion and a mode scheduling sliding window approach for near real-time control
is demonstrated.
As discussed in the Introduction, there are two main themes to optimal
mode scheduling: averaging methods [8, 9], and insertion methods [10, 11, 12,
13, 14], where this paper is a member of the latter. Averaging methods can
be more efficient at scheduling problems for which the solution spends more
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time chattering, while insertion methods can be better scheduling problems
with isolated transitions. It would be interesting to synthesize an “ideal” mode
scheduler that uses both. A possible approach is a superviser that iteratively
divides the time horizon into intervals for which it is expected that the solution
dominantly chatters and intervals where the solution dominantly does not and
commands the preferred method to its preferred interval.
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9. Appendix
9.1. Summary of Notation
·−, ·+ limit from the left, limit from right.
·ab difference of index a with index b, e.g. dab = da−db
[0, T ] time interval
1 : R→ {0, 1} Heaviside step function
D slot derivative of single argument function—e.g.
Dg(y) = ∂∂y g(y)
Di slot derivative of i
th argument—e.g. D2g(y, z) =
∂
∂z g(y, z)
d : [0, T ]→ Rn mode insertion gradient, Eq. (5)
F : Rn × RN → Rn switched system vector field Eq. (1)
fi : Rn → Rn ith mode
γ ∈ R+ step size
J : X × U → R cost function
k iterate of sequence
n number of states
N number of distinct modes
M number of modes in Σ
Ω ⊂ R ⊂ U set of non-chattering switching controls
P : X ×R → S max-projection, Eq. (7)
Q : R → Ω max-mapping, Eq. (6)
R ⊂ U R = Q−1(S), see Assumption 2
ρ : [0, T ]→ Rn adjoint, solution to Eq. (3)
S ⊂ X × U set of feasible switched system trajectories, Def. 4
Σ mode sequence
(Σ, T ) mode schedule, Def. 1
σi ∈ {1, . . . , N} ith mode in Σ
Ti ∈ R ith switching time
T vector of switching times
θ optimality function, Eq. (10)
U set of N Lebesgue integrable functions
u : [0, T ]→ RN switching control, Def. 2
ua : [0, T ]→ R ath index of u
X set of n Lebesgue integrable functions
x : [0, T ]→ Rn state, solution to Eq. (1)
9.2. Proof of Lemma 1: Lipschitz condition for d¨ab(t)
Proof. First, dab = ρ(t)
T (fa(x(t))− fb(x(t))). Consider each t ∈ (τ1, τ2), x(t) ∈
Rn and j ∈ {1, . . . , N}. Since ‖D2fj(x(t))‖ < K2, there is a K0 > 0 and
K1 > 0 such that ‖fj(x(t))‖ ≤ K0 and ‖Dfj(x(t))‖ ≤ K1. Therefore, ‖x˙(t)‖ =
‖F (x(t), u(t))‖ ≤ K0 and
‖x¨(t)‖ = ‖D1F (x(t), u(t))F (x(t), u(t))‖
≤ ‖D1F (x(t), u(t))‖‖F (x(t), u(t))‖ ≤ K0K1
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(recall that u˙(t) = 0 for all t ∈ (τ1, τ2)).
From Assumption 1, F (x(t), u(t)) is Lipschitz in state since each D2fj(x(t))
is bounded. Additionally, F (x, u) is piecewise continuous in t since u ∈ Ω is
non-chattering. Therefore, through Theorem 3.2 in [23], the solution to the
state equations, Eq. (1), exists over [0, T ] and is unique. In order to signify that
the solution x depends on the fixed u ∈ Ω, we write x(t;u).
Define g(ρ(t)) := −D1F (x(t;u), u(t))T ρ(t) − D`(x(t;u)), which exists for
any t ∈ (τ1, τ2). Since ‖D1F (x(t;u), u(t))‖ ≤ K1, we see that g(·) is Lipschitz
with respect to ρ:
‖g(ρ2(t))− g(ρ1(t))‖ ≤ ‖D1F (x(t;u), u(t))T ‖‖ρ2(t)− ρ1(t)‖
≤ K1‖ρ2(t)− ρ1(t)‖. (30)
Furthermore, g(ρ) is piecewise continuous in t because D1F and D` are both
piecewise continuous since u ∈ Ω is non-chattering. Since g(ρ) is Lipschitz in
ρ and piecewise continuous in t, the solution to Eq. (3)—i.e. the solution to
ρ˙ = g(ρ)—exists over [0, T ] and is unique through Theorem 3.2 in [23]. Label
this solution as ρ(t;u) due to its dependence on u ∈ Ω.
Due to the existence of ρ(t;u), there is a K ′0 > 0 such that ρ(t;u) ≤ K ′0.
Additionally, since D`(x(t;u)) is bounded, through the triangle inequality, there
is a K ′1 > 0 such that, ‖ρ˙(t;u)‖ = ‖g(ρ(t;u))‖ ≤ K ′1. By this bound, it follows
that for each t1, t2 ∈ (τ1, τ2), ‖ρ(t2;u) − ρ(t1;u)‖ ≤ K ′1|t2 − t1|. From this
condition and Eq. (30), there is L1 such that ‖ρ˙(t2;u)− ρ˙(t1;u)‖ ≤ L1|t2 − t1|.
Note,
ρ¨(t;u) = −F (x(t;u), u(t))TD21F (x(t;u), u(t))ρ(t;u)
−D1F (x(t;u), u(t))T ρ˙(t;u)−D2`(x(t;u))F (x(t;u), u(t)),
By the bounds on F (·, ·), D1F (·, ·), D21F (·, ·), and D2`, and that ρ(t;u) and
ρ˙(t;u) are Lipschitz, for any times t1, t2 ∈ (τ1, τ2), through the triangle inequal-
ity, there is L2 > 0 such that ‖ρ¨(t2;u)− ρ¨(t1;u)‖ ≤ L2|t2 − t1|. Finally,
d¨ab(t) = ρ¨(t;u)
T (fa(x(t;u))− fb(x(t;u)))
+2ρ˙(t;u)T (Dfa(x(t;u))−Dfb(x(t;u)))x˙(t;u)
+ρ(t;u)T (D2fa(x(t;u))−D2fb(x(t;u))) ◦ (x˙(t;u), x˙(t;u))
+ρ˙(t;u)T (Dfa(x(t;u))−Dfb(x(t;u)))x¨(t;u)
(31)
where ◦ is the bilinear operator of D2fa −D2fb. By the bounds on fa, fb, and
their first and second derivatives, the bounds on x˙ and x¨, as well as the Lipschitz
condition with respect to t of ρ(t;u), ρ˙(t;u) and ρ¨(t;u) it is the case that d¨ab is
Lipschitz with some constant L > 0 in the interval (τ1, τ2).
9.3. Proof of Lemma 2: γ0
Proof. Choose any time t ∈ (Ti−1, Ti), i ∈ {1, . . . ,M}. The active mode at
time t is σi. In the switching control representation, the σ
th
i index of u is 1,
uσi(t) = 1, while each other mode a ∈ {1, . . . , N}, a 6= σ(t), is ua(t) = 0.
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Reusing the double subscript notation, define uaσi(t) := ua(t)−uσi(t), which is
uaσi(t) = −1.
Furthermore, note dσi(t) is the sensitivity of the cost from inserting the
active mode. This insertion is equivalent to switching the mode schedule from
σi to σi for an infinitesimal period of time, which has no effect to the control
or cost. Therefore, the cost is not sensitive to inserting the active mode and
as such, dσi(t) = 0, which is also realized from Eq. (5). Therefore, daσi(t) :=
da(t)− dσi(t) = da(t).
Recall the definition of the max-mapping Q where Qa(u(t) − γd(t)) :=∏N
b6=a 1(ua(t) − γda(t) − (ub(t) − γdb(t))) =
∏N
b 6=a 1(uab − γdab) for each a ∈
{1, . . . , N}. At any time t ∈ (Ti−1, Ti), i ∈ {1, . . . ,M}, for a to be the active
mode of Q(u(t) − γd(t)), but not the active mode of u—i.e. a 6= σi—it must
be the case that uab − γdab > 0 for each b 6= a including b = σi. It follows
that it is necessary for uaσi(t)− γdaσi(t) > 0 for mode a to be active at time t.
When γ = 0, uaσi = −1, and therefore Qa(u(t)) = 0 for all a 6= σi and therefore
Q(u) = u.
Assuming a is active for some γ > 0, then it must be the case that uaσ(t)(t)−
γdaσ(t)(t) > 0. Simplifying using uaσi(t) = −1 and daσi(t) = da, it must be the
case that
γda(t) < −1. (32)
If da(t) is negative, then there is a γ > 0 such that the inequality is true.
However, if for each a ∈ {1, . . . , N}, da(t) is aways non-negative, then the
inequality can never be true and therefore, Q(u− γd) = u for all γ > 0.
Assuming there exists an a ∈ {1, . . . , N} and t ∈ [0, T ] such that da(t) is
negative consider γ0, Eq. (11). Take a mode a and time t such that da(t) = θ,
from Eq. (10). We see θ is finite since da(t) is finite through Assumption 1, and
therefore, γ0 = − 1da(t) is finite. When γ = γ
+
0 , the inequality in Eq. (32) is true
and therefore, uaσ(t)(t)− γ+0 daσ(t)(t) > 0 and Q(u− γ+0 d) 6= u.
Finally, for any γ ∈ [0, γ0), in order for Q(u − γd) 6= u, there must be a
mode b and time τ such that db(τ) < −1/γ. however, −1/γ < −1/γ0 = θ and
by the definition of θ, there is no db(τ) < θ. Due to the contradiction, there is
no γ ∈ [0, γ0) such that Q(u− γd) 6= u.
9.4. Proof of Lemma 4: Continuity of switching times
Proof. Assume there is no δγ such that Ti(γ) is continuous in (γ0, γ0 + δγ).
Then, for every δγ ∈ (0, δγ), there is a γ ∈ (γ0, γ0 + δγ) such that DTi(γ) does
not exist. According to Lemma 3, DTi(γ) exists when Ti(γ) is not a critical
point of µσiσi+1 := uσiσi+1 − γdσiσi+1 . Therefore, for any δt ∈ R+, there must
be a t ∈ (Ti(γ+0 ), Ti(γ+0 )+δt) such that t is a critical point of µσiσi+1—i.e. there
is a t such that µσiσi+1 is discontinuous at t or d˙σiσi+1(t) = 0. The following
shows that there are δt for which no µσiσi+1(t), t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt) is a
critical point and so the assumption that δγ does not exist is false.
By the assumption that u is piecewise constant, there is a δt ∈ R \ 0 such
that u(t) is constant for t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt), whether Ti(γ+0 ) is a point of
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discontinuity of u or not. Since u is constant in the time interval, by Lemma 1,
d¨σiσi+1(t) is also Lipschitz in the interval.
If m(Ti(γ
+
0 )) = 1, then d˙σiσi+1(Ti(γ0)) 6= 0 and by Lipschitz of d¨σiσi+1 ,
there is a δt ∈ (0, δt) such that for each t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt), d˙σiσi+1(t) 6=
0. Additionally, by the continuity of d˙σiσi+1 in the time interval, d˙σiσi+1(t)
does not change signs in (Ti(γ
+
0 ), Ti(γ
+
0 ) + δt). Thus, there is a δt such that
for every t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt), t is not a critical point of µσiσi+1(t) and
therefore, by contradiction, there is a δγ ∈ (0, δγ] such that Ti : (γ0, γ0 + δγ)→
(Ti(γ
+
0 ), Ti(γ
+
0 ) + δt) is continuous. Furthermore, by referring to Eq. (14), since
the sign of d˙σiσi+1(t), t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt), is constant, the sign of DTi(γ),
γ ∈ (γ0, γ0 + δγ), is constant and so Ti : (γ0, γ0 + δγ) is strictly monotonic.
If mk(Ti(γ
+
0 )) = 2, then d˙σiσi+1(Ti(γ
+
0 )) = 0 but d¨σiσi+1(Ti(γ
+
0 )) 6= 0. Since
d¨σiσi+1(t) is Lipschitz for t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt), there is a δt ∈ (0, δt) such
that for each t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt), dσiσi+1(t) and d˙σiσi+1(t) are strictly
monotonic. Consequently, d˙σiσi+1(t) 6= 0 for t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt) and
thus by contradiction, there is a δγ ∈ (0, δγ] such that Ti : (γ0, γ0 + δγ) →
(Ti(γ
+
0 ), Ti(γ
+
0 ) + δt) is continuous. Furthermore, since d˙σiσi+1(Ti(γ
+
0 )) = 0
and d˙σiσi+1(t) in t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt) is strictly monotonic, the sign of
d˙σiσi+1(t), t ∈ (Ti(γ+0 ), Ti(γ+0 ) + δt) is constant. By referring to Eq. (14), the
sign of DTi(γ), γ ∈ (γ0, γ0 + δγ), is constant and so Ti : (γ0, γ0 + δγ) is strictly
monotonic.
9.5. Proof of Lemma 5: Dependence of d(·) on Ti(γ)
Proof. Set µ = u− γd. For Ti(γ) to be a switching time between modes σi and
σi+1, the index of µ with greatest value must switch from σi to σi+1 at Ti(γ).
By the definition of the max-mapping Q(·), Eq. (6), µσiσi+1(Ti(γ)−) must be
negative while µσiσi+1(Ti(γ)
+) must be positive and If µσiσi+1 is continuous at
Ti(γ), then µσiσi+1(Ti(γ)) = 0. We show µσiσi+1 is continuous at Ti(γ) through
Lemma 4. According to Lemma 4, there is a 0 < δγ′ ≤ δγ such that for
γ ∈ (γ0, γ0 + δγ′), Ti(γ) is continuous and strictly monotonic. Since u ∈ Ω is
non-chattering and dσiσi+1 has a finite number of critical points as assumed in
Assumption 2, there is a 0 < δγ1 ≤ δγ1 such that for each γ ∈ (γ0, γ0 + δγ1),
uσiσi+1(Ti(γ)) is constant in Ti(γ) and therefore d¨(Ti(γ)) is Lipschitz continuous
in Ti(γ) through Lemma 1. Therefore, µσiσi+1(Ti(γ)) is continuous in Ti(γ) and
we conclude
uσiσi+1(Ti(γ))− γdσiσi+1(Ti(γ)) = 0. (33)
Eq. (33) can be simplified depending on whether σi or σi+1 is the active mode
of u at Ti(γ). If σi is the active mode, then uσi(Ti(γ)) = 1 and uσi+1(Ti(γ)) = 0
and therefore, uσiσi+1(Ti(γ)) = 1. Additionally, referring to Eq. (5), the mode
insertion gradient of the active mode has value 0 and so here, dσi(Ti(γ)) =
0. Therefore, dσiσi+1(Ti(γ)) = −dσi+1(Ti(γ)). Similarly, if σi+1 is the active
mode of u at Ti(γ), then uσiσi+1(Ti(γ)) = −1 and dσiσi+1(Ti(γ)) = dσi(Ti(γ)).
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Plugging into Eq. (33), either
− 1− γdσi+1(Ti(γ)) = 0 or − 1− γdσi(Ti(γ)) = 0 (34)
when σi or σi+1 is the active mode of u at Ti(γ) respectively. Finally, if Ti(γ)
is increasing in value—i.e. ω = 0—then σi+1 is the active mode of u at Ti(γ),
while if Ti(γ) is decreasing in value—i.e. ω = 1—then σi is the active mode of
u at Ti(γ). Eq. (34) reduces to Eq. (15).
To prove point 2 of the Lemma, take the derivative of Eq. (15) with respect
to γ:
− dσi+ω (Ti(γ))− γd˙σi+ω (Ti(γ))DTi(γ) = 0 (35)
which is possible since d¨σi+ω (Ti(γ)) is Lipschitz continuous in Ti(γ) and DTi(γ)
exists through Lemma 3. By the continuity of dσi+ω (Ti(γ)) and d˙σi+ω (Ti(γ)) in
Ti(γ), there is a 0 < δγ2 ≤ δγ1 such that for γ ∈ (γ0, γ0 + δγ2), dσi+ω (Ti(γ))
is negative and (−1)ωDTi(γ) is positive—i.e. DTi(γ) is positive when ω = 0
and negative when ω = 1. Therefore, for the equality in Eq. (35) to be true,
(−1)ωd˙σi+ω (Ti(γ)) > 0.
The Lemma’s point 3 follows from the Mean Value Theorem and the Lemma’s
point 2. Recall when m(Ti(γ
+
0 )) = 0, d˙σi+ω (Ti(γ
+
0 )) = 0, but d¨σi+ω (Ti(γ
+
0 )) 6= 0.
Since d¨σi+ω (Ti(γ)) is Lipschitz in Ti(γ), there is a 0 < δγ3 ≤ δγ2 such that for
each γ ∈ (γ0, γ0+δγ3), d¨σi+ω (Ti(γ)) 6= 0. Consider d˙σi+ω (Ti(γ0+δγ3)). Through
the Mean Value Theorem, there is a γ′ such that
d¨σi+ω (Ti(γ
′)) =
d˙σi+ω (Ti(γ0+δγ3))−d˙σi+ω (Ti(γ+0 ))
Ti(γ0+δγ3)−Ti(γ+0 )
=
d˙σi+ω (Ti(γ0+δγ3))
Ti(γ0+δγ3)−Ti(γ+0 )
Since, according to the Lemma’s point 2, (−1)ωd˙σi+ω (Ti(γ0 + δγ3)) > 0, and
that (−1)ω(Ti(γ0 + δγ3) − Ti(γ+0 )) > 0, d¨σi+ω (Ti(γ′)) > 0. Since the sign of
d¨σi+ω (Ti(γ)) is constant for all γ ∈ (γ0, γ0 + δγ3), including at Ti(γ′), point 3 is
true. Finally, set δγ = δγ3.
9.6. Proof of Lemma 6: Local approximation of switching times
Proof. For m(Ti(γ
+
0 )) = 1, Eq. (16) follows from Taylor expanding Ti(γ) around
γ+0 :
Ti(γ) = Ti(γ
+
0 ) +DTi(γ
+
0 )(γ − γ0) + o(γ − γ0). (36)
Since Ti(γ
+
0 ) is not a critical time of uσiσi+1 − γ0dσiσi+1 , DTi(γ+0 ) is given in
Eq. (14). Furthermore, by the continuity and strict monotonicity of Ti(γ) from
Lemma 4 and that u ∈ Ω is non-chattering, there is a δγ ∈ (0, δγ] such that
uσiσi+1(Ti(γ)) is constant and equal to uσiσi+!(Ti(γ
+
0 )). Thus,
DTi(γ
+
0 ) =
uσiσi+1(Ti(γ
+
0 ))
γ20 d˙σiσi+1(Ti(γ
+
0 ))
.
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When ω = 0, the active mode of u at time Ti(γ
+
0 ) is σi+1, so uσi(Ti(γ
+
0 )) = 0,
uσi+1(Ti(γ
+
0 )) = 1, and dσi+1(Ti(γ
+
0 )) = 0. Therefore, uσiσi+1(Ti(γ
+
0 )) = −1
and d˙σiσi+1(Ti(γ
+
0 )) = d˙σi(Ti(γ
+
0 )). Similarly, when ω = 1, the active mode of u
at time Ti(γ
+
0 ) is σi, so uσi(Ti(γ
+
0 )) = 1, uσi+1(Ti(γ
+
0 )) = 0, and dσi(Ti(γ
+
0 )) =
0. Therefore, uσiσi+1(Ti(γ
+
0 )) = 1 and d˙σiσi+1(Ti(γ
+
0 )) = −d˙σi(Ti(γ+0 )). Plug-
ging into DTi(γ
+
0 ),
DTi(γ
+
0 ) = −
1
γ20 d˙σi+ω (Ti(γ
+
0 ))
.
Plugging DTi(γ
+
0 ) into Eq. (36) and setting θ = −1/γ0, Eq. (10), results in
Eq. (16).
For m(Ti(γ
+
0 )) = 2, d˙σiσi+1(Ti(γ
+
0 )) = 0 and so it is not possible to Taylor
expand Ti(γ) around γ
+
0 because DTi(γ), Eq. (14), goes unbounded as Ti(γ)
approaches Ti(γ
+
0 ). Instead, we start from the switching time equation, Eq. (15)
of Lemma 5
−1− γdσi+ω (Ti(γ)) = 0.
Through Lemmas 4, there exists a δγ1 > 0 such that this implicit equation on
Ti(γ) is true for γ ∈ (γ0, γ0+δγ1) and Ti(γ) is continuous and strictly monotonic.
There is a δt ∈ R/0 such that Ti : (γ0, γ0 + δγ1)→ (Ti(γ+0 ), Ti(γ+0 ) + δt).
Taylor expand dσi+ω (Ti(γ)) around Ti(γ
+
0 ) for Ti(γ) ∈ (Ti(γ+0 ), Ti(γ+0 )+ δt),
recalling that d˙σi+ω (Ti(γ
+
0 )) = 0:
dσi+ω (Ti(γ)) = dσi+ω (Ti(γ
+
0 )) +
1
2 d¨σi+ω (Ti(γ
+
0 ))τ(γ)
2
+o(τ(γ)2)
where τ(γ) = Ti(γ)−Ti(γ+0 ). Plug the expanded dσi+ω (Ti(γ)) into Eq. (15) and
reorder
1
2
d¨σi+ω (Ti(γ
+
0 ))τ(γ)
2 =
γ − γ0
γγ0
+ o(τ(γ)2).
Taylor expanding γ−γ0γγ0 around γ0,
1
2
d¨σi+ω (Ti(γ
+
0 ))τ(γ)
2 =
γ − γ0
γ20
+ o(γ − γ0) + o(τ(γ)2). (37)
By the Taylor expansion of dσi+ω (·) around Ti(γ+0 ), o(τ(γ)2) is of lesser order
than 12 d¨σi+ω (Ti(γ
+
0 ))τ(γ)
2. In order for the equality of Eq. (37) to be true,
o(τ(γ)2) must also be of lesser order than γ−γ0. Therefore, o(τ(γ)2) = o(γ−γ0).
Recall that θ = −1/γ0 and that d¨σi+ω (Ti(γ+0 )) 6= 0 since m(Ti(γ+0 )) = 2. Solve
for τ(γ)2:
τ(γ)2 =
2θ2
d¨σi+ω (Ti(γ
+
0 ))
(γ − γ0) + o(γ − γ0). (38)
Set c = 2θ
2
d¨σiσi+1 (Ti(γ
+
0 ))
. There is 0 < δγ2 ≤ δγ1 such that for γ ∈ (γ0, γ0 + δγ2),
|c(γ − γ0)| > o(γ − γ0).
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Since d¨σi+ω (Ti(γ
+
0 )) > 0 due to point 3 of Lemma 5, the right side of Eq. (38)
has a single positive real valued square root and a single negative real valued
square root for each γ ∈ (γ0, γ0 + δγ2). The switching time Ti(γ) corresponds
to one of the roots. All that remains is to show that
[c(γ − γ0) + o(γ − γ0)] 12 = c 12 (γ − γ0) 12 + o((γ − γ0) 12 ).
In other words, we need to show that [c(γ− γ0) + o((γ− γ0)] 12 )− c 12 (γ− γ0) 12 ∈
o((γ − γ0) 12 ). By the definition of o, for each p > 0, there is 0 < δγ(p) ≤ δγ4
such that for all 0 < δγ < δγ(p),
[cδγ + o(δγ)]
1
2 − c 12 δγ 12 < [cδγ + pδγ] 12 − c 12 δγ 12 = [(c+ p) 12 − c 12 ]δγ 12 .
Set p2 = (c+ p)
1
2 − c 12 which is zero when p = 0. As such, for all p2 > 0 and all
δγ ∈ δγ(p), it is the case that [cδγ + o(δγ)] 12 − c 12 δγ 12 < p2δγ and thus the left
hand side of the inequality is an element of o((γ − γk0 )
1
2 ).
9.7. Proof of Lemma 8: Local approximation of the Cost
Proof. The first order approximation of J(γ) with respect to τ(γ) := T (γ) −
T (γ+0 ) is J˜(γ), Eq. (20)—i.e.
J(γ) = J˜(γ) + o(|τ(γ)|).
The approximation Jˆ(m; γ) is a further approximation from J˜(γ), which in-
cludes the approximation of τ(γ)i := Ti(γ) − Ti(γ0) using Lemma 6. Consider
m = 1 first. All switching times in T (γ+0 ) are type-0 or type-1. Set H = (I1)c
as the complement of I1—i.e. the index set of type-0 switching times. Each
Th(γ
+
0 ) for h ∈ H is type-0 and so τ(γ)h = 0. As for the type-1 switching times,
τi(γ) is approximated by Eq. (16) where i ∈ I1. As such, the full vector τ(γ)
approximately varies linearly with γ−γ0 and so o(|τ(γ)|) = o(γ−γ0). Plugging
τi(γ) from Eq. (16) for each i ∈ I1 into J˜(γ) results in J(γ) = Jˆ(1; γ)+o(γ−γ0).
Therefore, R(γ) = o(γ − γ0) and |Jˆ(1; γ)− J(0)| ≥ |R(γ)|.
Now for the case where m = 2. First, the approximations of τ(γ)i = Ti(γ)−
Ti(γ0) for i ∈ {1, . . . ,M −1} are at least of order (γ−γ0) 12 and thus o(|τ(γ)|) =
o((γ − γ0) 12 ). Second, set H = (I2)c. Whether Th(γ+0 ), h ∈ H is type-0 or
1, τ(γ)h is at least o((γ − γ0) 12 ) (see Eq. (16)). Therefore, the h index of the
summation in Eq. (20) are (−1)ωhθτ(γ)h = o(γ−γ0). Finally, plugging Eq. (17)
in for each i ∈ I2 into the summation in Eq. (20) results in
(−1)ωiθτ(γ)i = −
√
2(θ)2
d¨σi+ωi
(Ti(γ
+
0 ))
1
2
(γ − γ0) 12 + o((γ − γ0) 12 ).
Referring to Eq. (22), J(γ) = Jˆ(2, γ) +R(γ) where
R(γ) =
∑
i∈I(m)
o((γ − γ0) 12 ) +
∑
h∈H
o(γ − γ0) + o((γ − γ0) 12 ) = o((γ − γ0) 12 ).
Since Jˆ(2; γ)− J(0) is not o((γ − γ0) 12 ), the lemma is proven.
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9.8. Proof of Lemma 10: Sufficient descent
Proof. Recall from Eqs. (10) and (11), θk = −1/γk0 = dkσi+ωi (Ti(γ
k+
0 )) < 0
for each i ∈ Ik2 . Also, according to Lemma 5, for each i ∈ Ik2 , there is a
neighborhood of γk0 for which d
k
σi+ωi
(Ti(γ)) < 0, (−1)ωi d˙kσi+ωi (Ti(γ)) > 0 and
d¨kσi+ωi
(Ti(γ)) > 0. Set
H(γ) := −α
√
2card(Ik2 )
(θk)2
ν
1
2
(γ − γk0 )
1
2 .
The right hand side of Eq. (26) is greater than H(γ) for all γ > γk0 through
the definition of ν. The proof follows by finding the γ ∈ (γk0 , γk1 ] for which the
derivative of left hand side of Eq. (26) is more negative than the derivative of
the right hand side. The derivative of the left hand side is
DJk(γ) =
∑
i∈Ik2
(−1)ωi
dkσi+ωi
(Ti(γ))
3
d˙kσi+ωi
(Ti(γ))
which is negative valued. The derivative of the right hand side is bounded below
by DH(γ):
DH(γ) := −α
√
2
2
card(Ik2 )
(θk)2
ν
1
2
(γ − γk0 )−
1
2 . (39)
The rest of the proof shows DJk(γ) < DH(γ) for all γ ∈ (γk0 , γˆk).
Set τi(γ) = Ti(γ) − Ti(γk0 ). Since d¨kσi+ωi (Ti(γ)) is Lipschitz, by the mean
value theorem,
(−1)ωi d˙kσi+ωi (Ti(γ)) ≤ d¨
k
σi+ωi
(Ti(γ
k
0 ))τ(γ)− Lτ(γ)2.
Therefore, for τi(γ) ≤ τi,max :=
d¨kσi+ωi
(Ti(γ
k
0 ))
2L
(−1)ωi d˙kσi+ωi (Ti(γ)) ≤
3
2
d¨kσi+ωi
(Ti(γ
k
0 ))τi(γ). (40)
By Lipschitz, a lower bound of d¨kσi+ωi
(Ti(γ)) for τi(γ) ≤ τi,max is
d¨kσi+ωi
(Ti(γ)) ≥ d¨kσi+ωi (Ti(γ
k+
0 )) + Lτi(γ) ≥ 12 d¨kσi+ωi (Ti(γ
k+
0 )).
By the Taylor expansion of −1 − γdkσi+ωi (Ti(γ)) around Ti(γ), with remainder
r(Ti(γ)), −1
γ
+
1
γk0
+
1
2
r(Ti(γ))τi(γ)
2 = 0.
For τ(γ) < τi,max the lower bound of d¨
k
σi+ωi
(Ti(γ)) is also the lower bound of
the remainder term. In other words, r(Ti(γ)) >
1
2 d¨
k
σi+ωi
(Ti(γ
k+
0 )) and thus for
τi(γ) < τi,max,
τi(γ) ≥ −2θ
k
d¨kσi+ωi
(Ti(γk
+
0 ))
1
2
(γ − γk0 )
1
2 . (41)
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Indeed, for each i ∈ Ik2 and γ ∈ (γk0 ,min{γk1 , γk2}], the right hand side of Eq. (41)
is less than or equal to τi,max. Plugging γ
k
2 into the right hand side of Eq. (41)
reduces to,
ν
3
2
2Ld¨kσi+ωi
(Ti(γk
+
0 ))
1
2
≤ ν
2L
≤ τi,max.
Therefore, Eqs (40) and (41) are true for every γ ∈ (γk0 ,min{γk1 , γk2}]. For these
γ, an upper bound on (−1)ωi d˙kσi+ωi (Ti(γ)) is
(−1)ωi d˙kσi+ωi (Ti(γ)) ≤ −3θ
kd¨kσi+ωi
(Ti(γ
k+
0 ))
1
2 (γ − γk0 )
1
2 .
Let ν = maxi∈Ik2 d¨
k
σi+ωi
(Ti(γ
k+
0 )) and ψ = ν/ν > 1. Thus, for each i ∈ Ik2 ,
(−1)ωi d˙kσi+ωi (Ti(γ)) ≤ −3θ
k(νψ)
1
2 (γ − γk0 )
1
2 . (42)
To find an upper bound on dkσi+ωi
(Ti(γ)), integrate Eq. (40) with respect to
τi(γ).
dkσi+ωi
(Ti(γ)) < θ
k +
∫ τi(γ)
0
3
2 d¨
k
σi+ωi
(Ti(γ
k
0 ))s ds
= θk + 34 d¨
k
σi+ωi
(Ti(γ
k
0 ))τi(γ)
2
Using the bound in Eq. (41) and by setting β(γ) = 1 + 3θk(γ − γk0 ),
dkσi+ωi
(Ti(γ)) ≤ θkβ(γ) (43)
With the bounds on dkσi+ωi
(Ti(γ)), Eq. (43), and (−1)ωi d˙kσi+ωi (Ti(γ)), Eq. (42),
DJk(γ) is bounded above by
DJk(γ) ≤ −card(Ik2 )
β(γ)3
3
(θk)2
(νψ)
1
2
(γ − γk0 )−
1
2 . (44)
Comparing Eqs. (39) and (44),
β(γ)3 ≥ α3
√
2
2
ψ
1
2 ≥ α3
√
2
2
,
implies DJk(γ) < DH(γ), which is valid for every γ ∈ min{γk1 , γk2 , γk3} = γˆk. It
follows that each γ ∈ (γk0 , γˆk] satisfies the sufficient descent condition.
9.9. Proof of Lemma 12: Infimizing Sequence
Proof. Consider (xk+1, uk+1) ∈ S2 which is calculated from (xk, uk) using back-
tracking so that uk − γkdk satisfies the type-2 sufficient descent condition,
Eq. (26) and set νk := mini∈Ik2 d¨
k
σi+ωi
(Ti(γ
k+
0 )). The cost difference between
switched system trajectories (xk+1, uk+1) and (xk, uk) is
J(xk, uk)− J(xk+1, uk+1) > α
√
2card(Ik2 )
(θk)2
(νk)
1
2
(γk − γk0 )
1
2 . (45)
40
Since S2 has infinite cardinality, it is the case that as k → ∞, the right hand
side of Eq. (45) goes to zero. By Lemma 10 and the assumption on γk1 , γ
k
2 ,
and γk3 , any γ ∈ (γk0 ,min{γk2 , γk3}], defined in Lemma 10, satisfies the type-2
sufficient descent condition. Let L be the Lipschitz constant of d¨ka(·) for each
a ∈ {1, . . . , N} and every uk ∈ S2. Recall γk = (γk3−γk0 )βj
k
+γk0 is calculated by
backtracking and therefore, if γk3 ≤ γk2 , then βj
k
= 0 and γk = γk3 . Conversely,
suppose γk2 < γ
k
3 . Due to backtracking, it is possible for γ
k = (γk3−γk0 )βj
k
+γk0 <
γk2 . If this is the case, then (γ
k
3 − γk0 )βj
k−1 + γk0 > γ
k
2 . Therefore, γ
k is in the
interval
γk ∈ [(γk2 − γk0 )β + γk0 , γk2 ]
and thus
γk = γk0 + ψ
k (ν
k)3
(θk)216L2
(46)
where ψk ∈ [β, 1]. By assumptions, it must be the case that there are an infinite
number of uk+1 calculated from uk where either 1) γk = γk3 or 2) γ
k is given
by Eq. (46). Since limk→∞ J(xk, uk)− J(xk+1, uk+1) = 0, the limit of the right
hand side of Eq. (45) goes to zero. If case 1), then
lim
k→∞
α
√
2card(Ik2 )
1− 3
√
α 3
√
2
2
3

1
2
(θk)
3
2
(νk)
1
2
= 0.
Since νk ≤ LT , limk→∞ θk = 0. Now, if 2), then
lim
k→∞
α
√
2ψkcard(Ik2 )
4L
θkνk = 0.
Since νk ≥ K2|θk| and ψk ≥ β > 0, once again, limk→∞ θk = 0 and the proof is
complete.
References
[1] A. Bemporad, F. Borrelli, M. Morari, On the optimal control law for linear
discrete time hybrid systems, Hybrid Systems: Computation and Control
(2002) 105–119.
[2] P. E. Caines, M. S. Shaikh, Optimality zone algorithms for hybrid systems
computation and control: From exponential to linear complexity, IEEE
Mediterrean Conference on Control and Automation (2005) 1292–1297.
[3] D. Gorges, M. Izak, S. Liu, Optimal control and scheduling of switched
systems, IEEE Transactions on Autmatic Control (2011) 135–140.
[4] C. Seatzu, D. Corona, A. Giua, A. Bemporad, Optimal control of
continuous-time switched affine systems, IEEE Transactions on Automatic
Control 51 (2006) 726–741.
41
[5] T. M. Caldwell, T. D. Murphey, Projection-based switched system opti-
mization, American Control Conference (2012) 4552 – 4557.
[6] T. M. Caldwell, T. D. Murphey, Projection-based switched system op-
timization: Absolute continuity of the line search, IEEE Conference on
Decision and Control (2012) 700–706.
[7] T. M. Caldwell, T. D. Murphey, Projection-based optimal mode scheduling,
IEEE Conference on Decision and Control (2013) 5307–5314.
[8] S. C. Bengea, R. A. DeCarlo, Optimal control of switching systems, Auto-
matica 41 (2005) 11–27.
[9] R. Vasudevan, H. Gonzalez, R. Bajcsy, S. S. Sastry, Consistent approxi-
mations for the optimal control of constrained switched systems—part 1:
A conceptual algorithm, SIAM Journal on Control and Optimization 51
(2013) 4463–4483.
[10] H. Axelsson, Y. Wardi, M. Egerstedt, E. I. Verriest, Gradient descent ap-
proach to optimal mode scheduling in hybrid dynamical systems, Journal
of Optimization Theory and Applications 136 (2008) 167–186.
[11] M. Egerstedt, Y. Wardi, H. Axelsson, Transition-time optimization for
switched-mode dynamical systems, IEEE Transactions on Automatic Con-
trol 51 (2006) 110–115.
[12] H. Gonzalez, R. Vasudevan, M. Kamgarpour, S. S. Sastry, R. Bajcsy, C. J.
Tomlin, A descent algorithm for the optimal control of constrained nonlin-
ear switched dynamical systems, Hybrid Systems: Computation and Con-
trol 13 (2010) 51–60.
[13] Y. Wardi, M. Egerstedt, M. Hale, Switched-mode systems: gradient-
descent algorithms with Armijo step sizes, Discrete Event Dynamic Sys-
tems (2014) 1–29.
[14] Y. Wardi, M. Egerstedt, Algorithm for optimal mode scheduling in switched
systems, American Control Conference (2012) 4546–4551.
[15] J. Nocedal, S. J. Wright, Numerical Optimization, Springer, 2006.
[16] J. Hauser, A projection operator approach to the optimization of trajectory
functionals, IFAC World Congress.
[17] J. Hauser, D. G. Meyer, The trajectory manifold of a nonlinear control
system, IEEE Conference on Decision and Control 1 (1998) 1034–1039.
[18] R. Christie, 118 bus power flow test case, http://www.ee.washington.
edu/research/pstca/pf118/pg_tca118bus.htm (1993).
[19] T. M. Caldwell, T. D. Murphey, Switching mode generation and optimal
estimation with application to skid-steering, Automatica 47 (2011) 50–64.
42
[20] E. R. Johnson, T. D. Murphey, Second-order switching time optimization
for non-linear time-varying dynamic systems, IEEE Transactions on Auto-
matic Control 56 (8) (2011) 1953–1957.
[21] X. Xu, P. J. Antsaklis, Optimal control of switched systems via non-linear
optimization based on direct differentiations of value functions, Interna-
tional Journal of Control 75 (2002) 1406 – 1426.
[22] K. Flaßkamp, T. D. Murphey, S. Ober-Blo¨baum, Switching time optimiza-
tion in discretized hybrid dynamical systems, IEEE Conference on Decision
and Control (2012) 707–712.
[23] H. K. Khalil, Nonlinear systems, Vol. 3, Prentice-hall, Inc., 2002.
[24] L. Armijo, Minimization of functions having lipschitz continuous first-
partial derivatives, Pacific Journal of Mathematics 16 (1966) 1–3.
[25] C. T. Kelley, Iterative Methods for Optimization, Society for Industrial and
Applied Mathematics, 1999.
[26] P. Riedinger, F. Kratz, C. Iung, C. Zanne, Linear quadratic optimization
for hybrid systems, IEEE Conference on Decision and Control 38 (1999)
3059–3064.
[27] P. Riedinger, C. Iung, F. Kratz, An optimal control approach for hybrid
systems, European Journal of Control 9 (2003) 449–458.
[28] E. Polak, Y. Wardi, A study of minimizing sequences, SIAM Journal on
Control and Optimization (1984) 599–609.
[29] E. Zeidler, Applied Functional Analysis: Applications to Mathematical
Physics, Springer, 1995.
[30] C. Lemarechal, A view of line-searches, Optimization and Optimal Control
30 (1981) 59–78.
[31] J. Grainger, W. S. Jr., Power System Analysis, McGraw-Hill Science, 1994.
43
