One approach to formally specifying a system is to use a form of extended finite-state machine called a stream X-machine. A stream X-machine is a type of X-machine that describes a system as a finite set of states, each with an internal store, called memory, and a number of transitions between the states. A stream X-machine may be modelled by a finite automaton (the associated finite automaton) in which the arcs are labelled by function names (the processing functions). One important problem that may appear in the specification process is to find a 'minimal' (in some sense) stream X-machine that specifies the required functionality. This paper investigates the minimality issue in the context of deterministic stream X-machines and considers two types of minimality: state-minimal stream X-machine with respect to and minimal cover with respect to , where is the set of processing functions that the machine may use.
INTRODUCTION
An important approach to the development of high-quality software is the use of formal methods in its specification and verification. Formal specifications and models remove the possibility of ambiguity and facilitate formal, possibly automated, analysis.
One approach to formally specifying a system is to use a form of extended finite-state machine called a stream X-machine [1, 2] . A stream X-machine is a type of Xmachine [1, 3, 4] that describes a system as a finite set of states, each with an internal store, called memory, and a number of transitions between the states. A transition is triggered by an input value, produces an output value and may alter the memory. A stream X-machine may be modelled by a finite automaton (the associated finite automaton) in which the arcs are labelled by function names (the processing functions). Thus, stream X-machines can combine the dynamic features of finite-state machines with data structures, thus sharing the benefits of both these worlds. Various case studies [1, 5, 6] have demonstrated the value of the stream X-machine as a specification method, especially for interactive systems. A tool for writing stream X-machine specifications has also been constructed [7] . The refinement of stream X-machines [8, 9] as well as various subclasses of stream X-machines [2, 10, 11, 12] have also been investigated. Furthermore, several models of communicating stream X-machines have been devised and their applicability to real applications has been demonstrated [13, 14, 15, 16, 17] . Communicating stream X-machines have also been used for modelling P-systems [18] .
Another strength of using stream X-machines to specify a system is that, under certain well-defined conditions, it is possible to produce a test set that is guaranteed to determine the correctness of an implementation [1, 19, 20] . The testing method assumes that the processing functions are correctly implemented and reduces the testing of a stream X-machine to the testing of its associated finite automaton. In practice, the correctness of the processing functions is checked by a separate process: depending on the nature of a function, it can be tested using the same method or alternative functional methods [1, 21] .
Unlike the traditional extended finite-state machine testing approaches [22, 23, 24] , this method does not involve the construction of the equivalent finite-state machine (whose states are the state/memory pairs of the original stream X-machine), and therefore does not rely on the finiteness of the memory and avoids the state explosion problem associated with this construction. Instead, in typical applications of the method, it is successively applied to the hierarchy of stream X-machines that are created when the processing functions are considered at lower and lower levels. Thus, testing a specific function involves considering it as a computation defined by a simpler stream X-machine and so on. Ultimately, at the lowest level, the processing functions are usually quite simple and can be tested using suitable alternative methods-for example, category partition testing [25] or a variant-or even assumed to be fault free if they are routines or objects from a library.
Furthermore, the method can guarantee the correctness of the implementation under test only if the processing functions meet some 'design for test conditions' viz. inputcompleteness and output-distinguishability [1, 19] .
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F. IPATE to the non-deterministic case [26] . Alternative designs for test conditions have also been investigated [27] . The method in which, initially, only equivalence testing was considered, has also been extended to address conformance testing [28] .
An important problem arising in the specification process is that of finding a 'minimal' (in some sense) specification for a required functionality. This problem has been investigated, for example, for finite-state machines and their variants (such as sequential machines) and several types of minimality have been identified: minimal finitestate machines (automata) [29] or sequential machines [3] , minimal cover-automata for finite languages [30, 31] , strongly minimal sequential machines [3] , etc.
This paper investigates the minimality issue in the context of deterministic stream X-machines and addresses two types of minimality: state-minimal stream X-machine with respect to and minimal cover with respect to , where is the set of processing functions that the machine may use.
A state-minimal stream X-machine with respect to is the 'smallest' (in terms of states and arcs) deterministic stream X-machine with processing functions in having a given functionality.
This situation corresponds to constructing the 'smallest' model for a required functionality using ready-made components (the set of processing functions ). This is a very common situation in an objectoriented environment. The construction is also useful for the application of the stream X-machine based testing method, which assumes that the processing functions are correctly implemented; in practice this can be achieved if these are routines or objects from a library or are other previously developed pieces of software.
In some instances it might be perfectly acceptable to add extra functionality to a system, as long as the 'core' functionality required remains unchanged. A minimal cover with respect to of a given deterministic stream Xmachine is the 'smallest' deterministic stream X-machine with processing functions in having the functionality of the original machine while possibly possessing extra functionality.
The construction of a minimal cover is particularly useful when a stream X-machine is not completely specified and the missing functionality is not relevant in the context of the specified system. The paper is structured as follows. Sections 2 and 3 introduce basic concepts of finite automata and stream X-machines, respectively. The state-minimal stream Xmachine is defined in Section 4; the necessary conditions for a deterministic stream X-machine to be state-minimal are also identified. It is also established that, if the processing functions meet the two 'design for test conditions' (output-distinguishability and input-completeness), then state minimality is equivalent to the minimality of the associated finite automaton. Section 5 defines the concept of minimal cover and gives an algorithm for constructing all minimal covers of a stream X-machine whose processing functions satisfy the two 'design for test conditions'. Section 6 investigates further the construction of a minimal cover for a particular class of deterministic stream Xmachines where each processing function is associated with a unique transition.
Before continuing, we introduce the notation used in the paper. For a finite alphabet A, A * denotes the set of all finite sequences with members in A. denotes the empty sequence and A + = A * − { }. For a, b ∈ A * , ab denotes the concatenation of sequences a and b. a n is defined by a 0 = and a n = a n−1 a for n ≥ 1.
For a sequence a ∈ A * , length(a) denotes the number of elements of a (in particular length( ) = 0). For a finite set of sequences, L ⊆ A * , length(L) = max{length(s) | s ∈ L} denotes the length of the longest sequence(s) in L.
For a sequence a ∈ A * we say that b ∈ A * is a prefix of a if there exists c ∈ A * such that a = bc. The set of all prefixes of a is denoted by pref(a), i.e. pref(a) = {b ∈ A * | ∃c ∈ A * such that a = bc}.
For a finite set A, card(A) denotes the number of elements of A.
FINITE AUTOMATA
This section defines the finite automaton and related concepts and results to be used later in the paper. • is the finite input alphabet;
• Q is the finite set of states;
• F is the (partial) next state function, F : Q × −→ 2 Q ; • I and T are the sets of initial and terminal states respectively, I ⊆ Q, T ⊆ Q.
F is usually described by a transition diagram. If q, q ∈ Q, σ ∈ and q ∈ F (q, σ ), we say that σ is an arc from q to q and write σ : q → q . This is a well-known result; for a proof see, for example, [3] .
A morphism is a particular type of state mapping between two finite automata. This is formally defined next. Note 2.1. If a morphism g from A and A is bijective then either g is an isomorphism or A can be obtained from A by removing one or more arcs. This observation will be used later in the paper.
Proof. By induction on the length of s ∈ * it follows that This is a well-known result; for a proof see, for example, [3] . Techniques for constructing the minimal FA that accepts a given language also exist; for more details see, for example, [3] .
STREAM X-MACHINES AND STREAM FUNCTIONS
In this section the stream X-machine and other basic concepts related to it are defined. In essence an X-machine is like a finite-state machine but with one important difference. Instead of using abstract symbols, the labels of the transitions are (partial) functions that operate on a basic data set X. The set of these (partial) functions, , is called the type of the machine and represents the elementary operations that the machine is capable of performing.
The computation of the machine starts in a given initial state (control state) and a given state of the system's underlying data type X (the data state). In Figure 1 , for example, there are a number of paths that can be traced from the initial state and each edge is labelled by a function: φ 1 , φ 2 , etc. Sequences of functions are thus derived from each path in the state space and these may be composed to produce a function that may be defined on the data state. This is then applied to the value x providing that the composed function is defined on x. This then gives a new value, x ∈ X, for the data state and a new control state. Usually, the machine is deterministic so that at any instant there is only one possible function defined (that is the domains of the functions that emerge from any state are mutually disjoint).
Those X-machines in which all data are triples consisting of a stream of input symbols, a stream of output symbols and an internal memory value are called stream X-machines and are defined formally next. The basic idea is that the machine has some internal memory, M, and the stream of inputs determine, depending on the current state of control and the current state of the memory, the next control state, the next memory state and the output value. • and are finite sets called the input alphabet and output alphabet, respectively; • M is a (possibly) infinite set called memory;
• is the type of Z, a finite set of non-empty basic processing functions that the machine can use, having the form
• F is the (partial) next state function,
as for finite automata, F is usually described by a statetransition diagram; • I and T are the sets of initial and terminal states respectively,
• m 0 is the initial memory value,
Thus, SXMs are X-machines for which the basic processing functions have the form φ : M × −→ × M, i.e. each such function will read an input symbol, discard it and produce an output symbol while (possibly) changing the value of the memory.
It is sometimes helpful to think of an X-machine as a finite automaton with the arcs labelled by functions from the type . The automaton A Z = ( , Q, F, I, T ) over the alphabet is called the associated FA of Z. Analogously to finite automata, if for q, q ∈ Q, φ ∈ , F (q, φ) = q , then φ is called an arc of Z from q to q , denoted φ : q → q . 
Thus |p| shows the correspondence between a (memory, input string) pair and the (output string, memory) pair produced by the application, in turn, of the processing functions in the sequence p. A deterministic stream X-machine is one in which there is at most one possible transition for any triplet q ∈ Q, m ∈ M, σ ∈ . This is now defined.
DEFINITION 3.3. An SXM Z is called deterministic if the following hold.
• The associated FA of the machine is deterministic, i.e.
-Z has only one initial state, i.e. I = {q 0 }; 
Since stream X-machine specifications are often used as a basis for testing, it is normal to assume that every state is a terminal state, i.e. T = Q. Furthermore, this is not normally a restriction when considering interactive systems.
Thus, in what follows, we will refer to deterministic SXMs with all states terminal, denoted by a tuple Z = ( , , Q, M, , F, q 0 , m 0 ). The associated FA is then a tuple A Z = ( , Q, F, q 0 ). Figure 2 and φ 1 , φ 2 , φ 3 : M × −→ × M defined by:
will be used in illustrations later in the paper.
m). The set of all memory values attainable in q make up the set MAttain Z (q).
A machine computation takes the form of a traversal of all sequences of arcs in the state space from the initial state and the application, in turn, of the arc labels (which represent basic processing functions) to the initial memory value. The correspondence between the input sequence applied to the machine and the output produced gives rise to the function computed by the machine, as defined next.
is called the function computed by Z. We say that Z computes f Z .
Note that f Z is a function since Z is deterministic. However, in general, a (non-deterministic) SXM may compute a relation rather than a function since the application of an input sequence may produce more than one output sequence. This paper will, however, deal only with the deterministic case. 
with length(s) = length(t)).
A more precise characterization of the functions computed by SXMs will obviously depend on the nature of the processing functions and memory used (different subclasses of SXMs may be defined such as 'finite' SXMs, 'pushdown' SXMs, etc., see for example [2, 3] ). This is not, however, relevant in the context of this paper.
STATE-MINIMAL SXMS
This section defines the concept of state-minimal SXM. A state-minimal SXM with respect to a type is the 'smallest' (in terms of states and arcs) deterministic SXM Z with type that computes the function f Z . This situation corresponds to constructing the 'smallest' model for a given functionality using ready-made components (the set of processing functions ).
We show that, in general, the state-minimality of a deterministic SXM cannot be reduced to the minimality of its associated FA and identify necessary conditions for a deterministic SXM to be state-minimal. On the other hand, we show that if the type of the SXM satisfies the two 'design for test conditions' (output-distinguishability and input-completeness) then state-minimality is equivalent to the minimality of the associated FA. • if Z is a deterministic SXM that is testing compatible with Z such that f Z = f Z and there exists a bijective morphism from A Z to A Z then A Z and A Z are isomorphic.
We now identify necessary conditions for a deterministic SXM to be state minimal. Proof. Otherwise, the associated FA can be minimized without affecting the function computed by the machine.
However, the converse may not be true if, for example, one or more states of the automaton are not reachable, as is illustrated by the following example. Even if each state of the machine is reachable, the minimality of the associated automaton does not guarantee that the machine is state-minimal, as is illustrated by the following example. 
On the other hand, state-minimality of a deterministic SXM can be reduced to the minimality of the associated automaton if the type meets certain conditions, as defined next.
This says that we must be able to distinguish between any two different processing functions (the φ's) by examining outputs. If we cannot then we will not always be able to tell them apart.
This condition ensures that all of the accessible states in A Z are reachable in Z. Also, it precludes the situation in which there exists an arc φ from q with dom(φ) ∩ (MAttain(q) × ) = ∅.
These two conditions (output-distinguishability and inputcompleteness) are generally known as 'design for test conditions' [1, 19] . 
Proof. Assume otherwise and let
p = φ 1 . . . φ k ∈ * such that p ∈ L A Z \ L A Z . Since is input-complete ∃ σ 1 , . . . , σ k ∈ , γ 1 , . . . , γ k ∈ , m 1 , . . . , m k ∈ M such that φ i (m i−1 , σ i ) = (γ i , m i ), ∀1 ≤ i ≤ k, and s = σ 1 . . . σ k ∈ dom(f Z ) = dom(f Z ). Since is output-distinguishable, from s ∈ dom(f Z ) by induction on 1 ≤ i ≤ k it follows that φ i (m i−1 , σ i ) = (γ i , m i ) and (q 0 , φ 1 . . . φ i ) ∈ dom(F * ), ∀1 ≤ i ≤ k. Thus p ∈ L A Z ,
MINIMAL SXM COVERS
Let us assume that we have an SXM specification, say Z, of a system. In some instances it might be acceptable to add extra functionality to the system, as long as the 'core' functionality specified by f Z remains unchanged. Therefore, any machine Z that satisfies f Z ⊆ f Z will also be an acceptable specification of the same system.
In this context, a natural question that arises is how we can construct such a Z with minimum number of states and arcs. This construction is particularly useful when Z is not completely specified and the missing functionality is not relevant for the specified system.
In what follows we shall address this problem for deterministic SXMs whose type meets the 'design for test conditions'. Let us formalize the problem first. In the remainder of this section we show how the set of all minimal covers can be constructed for the case where is output-distinguishable and input-complete. 
The converse is also true if A Z is accessible, as is shown next.
Proof. Define g as follows:
It is easy to verify that L A Z (q) ⊆ L A Z (g(q)), ∀q ∈ Q.
Obviously, g defined above might not be unique.
If Z and Z are two testing compatible deterministic SXMs and A Z ≥ A Z then f Z ⊆ f Z . The converse is also true if is output-distinguishable and input-complete and A Z is accessible. Therefore, if Z is a deterministic SXM with outputdistinguishable and input-complete and its associated FA, A Z , is minimal, then the problem of finding all minimal covers of Z can be reduced to finding all deterministic SXMs Z such that:
A Z has at least as many states as A Z ; 3. if A is an FA obtained from A Z by removing one or more arcs, then A ≥ A Z does not hold.
We now show how the set of all minimal covers can be effectively constructed using special kinds of decompositions of the state set of Z, as defined next.
• H is a decomposition of Q;
Otherwise, q and q are called domain-incompatible.
• ∀i ∈ I, (q, q ∈ H i ) =⇒ (q and q are domaincompatible).
The following lemma establishes that if A Z ≥ A Z then Z determines an admissible and domain-consistent decomposition of the state set of Z.
LEMMA 5.3. Let Z and Z be two deterministic SXMs such that
Then the set H = {H q } q ∈I , where I = {q ∈ Q | h(q ) = ∅} and H q = h(q ), ∀q ∈ I, is an admissible and domainconsistent decomposition of Q .
Proof. Let q ∈ I and q 1 , q 2 (F (q , φ) 
)).
Conversely, an admissible and domain-consistent decomposition of the state set of Z determines at least one machine Z whose associated FA satisfies A Z ≥ A Z . 
Since H is admissible the set Z/H is not empty (i.e. there exists at least one F as above). Since Z is deterministic and H is domain-consistent, any element of Z/H is also a deterministic SXM. Indeed, let i ∈ I and with (q, φ 1 ), (q , φ 2 ) ∈ dom(F ). Since q and q are domain-compatible it follows that dom(φ 1 ) ∩ dom(φ 2 ) = ∅. Proof. We can define at least one function g :
Proof. Follows from Lemma 5.4. Proof. Since A Z is minimal, A Z is accessible so, from Lemma 5.2, it follows that
Then the set H = {H q } q ∈I , where I = {q ∈ Q | h(q ) = ∅} and H q = h(q ), ∀q ∈ I, is an admissible and domainconsistent decomposition of Q . From Lemma 5.4 it follows that any element of Z/H is a cover of Z. Since Z is a minimal cover, card(Q ) ≤ card(H ). Now, from the construction of the set H , we have card(H ) ≤ card(Q ). Hence card(H ) = card(Q ) and the function h r :
as follows: -F (H i , φ) is undefined, otherwise;
It is easy to verify that
Hence k is a bijective morphism from A Z to A Z . Since Z is a minimal cover of Z with respect to , k is an isomorphism. Hence A Z and A Z are isomorphic.
Therefore, if Z = ( , , Q, M, , F, q 0 , m 0 ) is a deterministic SXM with output-distinguishable and inputcomplete and we denote by H the set of all admissible and output-consistent decompositions of Q with minimum number of elements then all minimal covers of Z will be among the elements of = {Z ∈ Z/H | H ∈ H}.
An algorithm for determining all minimal covers of Z is given in what follows. It consists of the following steps.
1. For each pair of processing functions, determine whether they have disjoint domains or not. 2. Construct all the admissible and domain-consistent decompositions H of Q with minimum number of elements (let this number be n 0 ). Since n 0 ≤ n, it is clear that there exists only a finite number of such decompositions. 3. For each such H, construct all Z ∈ Z/H . The set of all such Z is denoted by . 4. Remove from all the machines Z for which ∃Z ∈ such that A Z can be obtained by removing one or more arcs from A Z . The remaining elements of are all minimal covers of Z.
Note that, of all the steps of the above algorithm, the first is the only one that uses the processing functions; if the complexity of any processing function is at most C then the complexity of this step will be at most proportional to C · k 2 , where k = card( ). The other three steps do not use the processing functions at all so the remainder of the algorithm reduces to an algorithm on a finite automaton (the associated FA). In the worst case, all decompositions of Q having n 0 elements will be constructed. If a backtracking procedure is used that places, in turn, the elements of Q in one or more of the n 0 parts, then the complexity of this procedure will be 2 n 0 + 2 2·n 0 + · · · + 2 (n−1)·n 0 ≈ 2 n 0 ·n , where n = card(Q). In practice, however, the number of decompositions constructed is significantly smaller since many are ruled out by the conditions required (domainconsistency and admissibility). A more in-depth analysis of this subject will, however, require further investigation. EXAMPLE 5.1. Consider Z in Example 3.1. Then q 0 and q 1 are domain-compatible, q 1 and q 2 are domaincompatible, but q 0 and q 2 are not domain-compatible. Thus, there are three admissible and domain-consistent decompositions of Q with minimum number of elements (two):
with F 1 represented in Figure 5a , 
with F 2 represented in Figure 5b ,
with F 3 represented in Figure 5c ,
with F 4 represented in Figure 5d .
It is easy to verify that Z 1 and Z 2 can be obtained by removing one arc from Z 3 and Z 4 , respectively. Thus, the minimal covers of Z are Z 1 and Z 2 .
f Z 1 , f Z 2 : * −→ * are the S functions induced by:
If the type is not output-distinguishable or inputcomplete, then this algorithm can still be used to find covers of a deterministic SXM Z with number of states less than or equal to the number of states of Z. However, in this case the machines obtained are not guaranteed to be minimal covers.
The following results are the particular forms of Theorem 5.1 for the cases where any two states are domaincompatible and domain-incompatible, respectively. That is, a SXM whose states are all domain-compatible can be covered by a one-state SXM using the same type.
MINIMAL COVERS OF 1-COMPLEX SXMS
In many case studies investigated in previous papers, each processing function appears only once in the associated FA of an SXM specification; see, for example, the specification of an estimator in [1] or the specification of a calculator in [32] .
This section investigates further the construction of a minimal covering for this particular type of SXM.
Proof. Follows from Definition 5.5 and Definition 6.1. Proof. Let X = {q 1 , . . . , q k } be a canonical domaindissimilar set of Z and H = {H 1 , . . . , H k } a domainconsistent partition induced by X on Z. Let Y = {q 1 , . . . , q n } be an arbitrary domain-dissimilar set of Z. We assume that n > k. Then there exist q i and q j , i = j, such that q i , q j ∈ H m for some m, 1 ≤ m ≤ k, which contradicts the fact that H m is domain-similar. Hence X is a maximal domain-dissimilar set.
That is, all canonical domain-dissimilar sets of Z can be found among the maximal domain-dissimilar sets of Z. The converse may not always be true since, for example, a canonical domain-dissimilar set of Z may not always exist (unlike a maximal domain-dissimilar set). Proof. Let X be a canonical domain-dissimilar set of Z and K a partition induced by X on Z. Then K is a domainconsistent decomposition of Q, so all elements of Z/K are coverings of Z. Hence n 0 ≤ card(X). If Z is a minimal cover of Z then there exists a domain compatible decomposition H of Q such that Z ∈ Z/H and card(H ) = n 0 . Assume that card(H ) < card(X). Then ∃H 1 ∈ H, q 1 , q 2 ∈ X such that q 1 ∈ H 1 and q 2 ∈ H 1 and hence q 1 and q 2 are domain compatible, which contradicts the assumption that X is a domain-dissimilar set of Z. Thus card(X) = n 0 . Proof. If n 0 is the number of states of a minimal cover of Z then, using Lemma 6.2 we have card(H ) = card(X) = n 0 . Thus it is sufficient to prove that for any deterministic SXM Z obtained by removing one or more arcs from
Thus, any canonical domain-dissimilar set of Z gives rise to a minimal cover of Z. However, not all minimal covers of Z can be obtained in this manner, as is illustrated by the following counter-example. It can be observed that the only canonical dissimilar set of Z is X = {q 0 , q 1 }, which induces partitions H 1 and H 2 , where: 
CONCLUSIONS
This paper has investigated the minimality issue in the context of deterministic stream X-machines and considered two types of minimality: state-minimal stream X-machine with respect to and minimal cover with respect to . A state-minimal stream X-machine with respect to is the 'smallest' (in terms of states and arcs) deterministic stream X-machine Z with type that computes the function f Z . The paper has identified necessary conditions for an SXM to be state-minimal. It has also been shown that if the type of the SXM satisfies the two 'design for test conditions' (output-distinguishability and inputcompleteness) then state-minimality is equivalent to the minimality of the associated automaton.
A minimal cover with respect to of a given deterministic stream X-machine is the 'smallest' deterministic stream X-machine with type that computes a function that includes that of the original machine. This paper has provided an algorithm for constructing all minimal covers of deterministic stream X-machines with type input-complete and output-distinguishable. The construction of a minimal cover for a 1-complex deterministic stream X-machine with type input-complete and output-distinguishable has been investigated further and it has been shown that any canonical domain-dissimilar set of the machine induces a minimal cover.
The results above can be slightly generalized in the sense that the 'design for test conditions' can be replaced by the following, more general, variants. It is not difficult to check that none of the results in this paper are affected by this replacement.
The concepts presented in this paper have important implications for practical analysis and testing of software systems. The construction of minimal models for a system is a common scenario in an object-oriented environment. It is also particularly useful for the application of the stream X-machine based testing method if the processing functions are routines from a library or are existing pieces of software that have been shown to be correct.
Other types of minimal stream X-machines, such that the minimal stream X-machine that covers a function whose domain contains sequences of a limited length, are currently being investigated.
ACKNOWLEDGEMENT
The author is indebted to the anonymous referees who made a number of useful comments on the first version of this paper.
