We develop a fast discrete algorithm for computing the sparse Fourier expansion of a function of d dimension. For this purpose, we introduce a sparse multiscale Lagrange interpolation method for the function. Using this interpolation method, we then design a quadrature scheme for evaluating the Fourier coefficients of the sparse Fourier expansion. This leads to a fast discrete algorithm for computing the sparse Fourier expansion. We prove that this method gives the optimal approximation order O(n −s ) for the sparse Fourier expansion, where s > 0 is the order of the Sobolev regularity of the function to be approximated and where n is the order of the univariate trigonometric polynomial used to construct the sparse multivariate approximation, and requires only O(n log 2d−1 n) number of multiplications to compute all of its Fourier coefficients. We present several numerical examples with d = 2, 3 and 4 that confirm the theoretical estimates of approximation order and computational complexity and compare the numerical performance of the proposed method with that of a well-known existing algorithm. We also have a numerical example for d = 8 to test the efficiency of the propose algorithm for functions of a higher dimension.
Introduction
Sparse Fourier expansion of d-dimensional functions has been introduced for theoretical analysis [1] [2] [3] and practical applications [4] [5] [6] [7] [8] . However, computing the corresponding Fourier coefficients remains a challenging issue, since calculating these Fourier coefficients involves high dimensional oscillation integrations. Efforts to address this issue have been made by number of researchers. A discrete algorithm for computing these Fourier coefficients of bivariate functions was proposed in [9] . This method was extended to d-dimensional functions in [10] and implemented in [11] . It was proved in [10] that the algorithm uses O(n log d n) number of multiplications for computing all necessary Fourier coefficients where n is the order of the univariate trigonometric polynomial used to construct the sparse multivariate approximation, and shown in [12] that the algorithm has the approximation order O(n −(s−1) ), where s is the order of the Sobolev regularity of the approximated function. Although it does not seem that this non-optimal approximation order can be improved in general, higher approximation order was indeed observed in certain numerical experiments (see Examples in Section 4 of this papers). Moreover, the oscillation problem of the integrals remains untreated. The main purpose of this paper is to present a fully discrete algorithm for numerical computation of the Fourier coefficients, which preserves the optimal approximation order O(n −s ) for a function that has the Sobolev regularity of order s for each variable with s > 0 and at the same time requires O(n log 2d−1 n) number of multiplications to perform the entire computation. In development of numerical integration methods to efficiently compute the d-dimensional oscillatory integrals which define the Fourier coefficients, we face two types of challenges. The first difficulty is to deal with the oscillation of the integrands and the second is to treat integration in high dimensions. Numerical integration of an oscillatory integral is a difficult task. To tackle the difficulty, we adopt the product integration method which was originated in [13] so that the integrals of the oscillatory factors are evaluated exactly. For recent development of numerical integration of oscillatory integrals, see [14] [15] [16] [17] [18] . The key idea to treat the second type of the challenges is to construct an approximation of the non-oscillatory factor of the integrand with no more than O(n log d−1 n) number of functional evaluations for computing all integrals needed for the sparse Fourier expansion and then to write the resulting numerical quadrature formula as discrete Fourier transforms of certain vectors so that the fast Fourier transform [19, 20] can be applied.
To ensure that the proposed quadrature algorithms will not ruin the approximation order that the sparse Fourier expansion enjoys, we also demand that the approximation of the non-oscillatory factor of the integrand has the optimal order. To meet this demand, we introduce a multiscale high order Lagrange interpolation on sparse grids to approximate the non-oscillatory factor of the integrand. In this multiscale high order Lagrange interpolation scheme, we employ Lagrange interpolating wavelets introduced in [21, 22] . The research progress of sparse grid methods can be found from a mastery review paper [23] and recent publications [2, [24] [25] [26] [27] [28] [29] [30] [31] . Note that multidimensional integrals were treated in [32] in the context of expanding a given function by the spherical harmonic functions. The multidimensional quadratures by using common zeros of orthogonal polynomials are discuss in [33] . In a more general context, lattice rules were proposed in [34, 35] to efficiently evaluate multidimensional integrals.
To prepare the research presented in this paper, we now review the approximation of a d-dimensional function by sparse trigonometric polynomials. We begin with an introduction of the appropriate Sobolev space. Let N := {1, 2, . . .}, Z := {. . . , −1, 0, 1, . . .} and for n ∈ N, set Z n := {0, 1, . . . , n − 1}. It is well known that the Fourier basis e l , l : defined by (1.1 For an n ∈ N, we introduce the index set of the full grids It is well known that there exists a positive constant c such that for all n ∈ N and for all f ∈ H s
It is clear from (1.2) that f n requires computing O(n d ) inner products f , e l , l ∈ Y d n . Even when the fast Fourier transform is used, it still requires O(n d log n) number of multiplications to compute the approximation. When n and d are large, the computational costs for computing f n is huge. It is desirable to develop sparse approximations of function f which has only O(n log d−1 n) terms, with preserving the optimal approximation order O(n
. This has been achieved by using the hyperbolic cross approximation [3, 6, 7] . Indeed, the optimal convergence property of hyperbolic cross approximation was shown in [3] (Theorem 2.1, Chapter II), while its number of Fourier bases needed is bounded by O(n log d−1 n) (see [6] ).
We now recall these results. To explain the insight leading to the construction of the sparse 
n is a sparse index set. The sparsity of index sets L 
, we letf n denote the orthogonal projection of f onto subspace T n and we callf n the sparse approximation of f . The sparse approximationf n has the specific representatioñ
(1.4)
By N n we denote the cardinality of index set L d n . The next theorem which estimates the different betweenf n and f , and N n can be found in [3, 6, 36] . 
(1.5)
For a fixed d ∈ N, there exists a positive constant c such that for all n ∈ N with n > 1,
This paper will focus on the fast computation of using the sparse expansion (1.4). We organize this paper in five sections and an appendix. In Section 2, we develop an efficient multiscale Lagrange interpolation on sparse grids for d-dimensional functions. In particular, we design the multiscale Lagrange interpolation formula with O(n log d−1 n) number of basis functions used and establish its optimal approximation order. Using this formula, we introduce in Section 3 a quadrature formula for computing Fourier coefficients, in which the non-oscillatory factor of the integrand is replaced by its multiscale Lagrange interpolation, and then the fast Fourier transform is used to design a fast quadrature algorithm for the implementation of the quadrature formula. We prove that the discrete sparse Fourier expansion using the quadrature preserves the optimal approximation order and computing all the needed Fourier coefficients requires only O(n log 2d−1 n) number of multiplications. Numerical examples are presented in Section 4 to confirm the theoretical estimates for approximation order and computational complexity, and to compare the numerical performance of the proposed algorithm with that of a well-known existing algorithm. As demonstrated by numerical examples in Section 4, when the function to be approximated has a low order smoothness, the proposed algorithm outperforms significantly the existing algorithm. While the function has a higher order smoothness, we see that with a similar approximation accuracy, the proposed algorithm uses less terms but more computing time. A few conclusive remarks are presented in Section 5. We collect several technical lemmas in the Appendix.
Multiscale Lagrange interpolation on sparse grids
Aiming at developing a fast algorithm for computing the Fourier coefficients of a function defined on I d , we construct in this section an approximation of the function by a multiscale piecewise polynomial interpolation on sparse grids on I d . A remarkable work about approximating bivariate functions on sparse grids is introduced in [37] . In [37] , a fast algorithm for approximating functions by bivariate spline wavelets on sparse grids is proposed, which uses bivariate periodic spline wavelets to approximate smooth periodic functions. It was shown there that the number of multiplications used in the fast algorithm is O(n log n). However, when a function is not periodic, the algorithm in [37] cannot obtain the desired approximation order. To handle the non-periodic functions, we develop a fast algorithm for approximating the functions by piecewise Lagrange interpolation polynomials on sparse grids. We first review the univariate multiscale piecewise polynomial interpolation originally developed in [21] . We then describe the tensor product type multiscale piecewise polynomial interpolation formula on I d , upon which the multiscale piecewise polynomial interpolation formula on sparse grids on I d is developed.
We begin with a description of a multiscale decomposition of C (I) by piecewise polynomials following [21] . Choose two contractive mappings φ ρ :
, x ∈ I, and let Ψ := {φ ρ : ρ ∈ Z 2 }. It is clear that I is an invariant set relative to the mappings Ψ in the sense that I = Ψ (I). According to [21] , a subset V of I is said refinable (relative to the mappings Ψ ) if V ⊂ Ψ (V ). Associated with a refinable set V := {v r :
x ∈ φ ρ (I).
With the operators T ρ , ρ ∈ Z 2 , we define a sequence of subspaces F N for all N ∈ N recursively by
where
be decomposed as the direct sum of the space F N−1 and its complement space G N in F N . Upon letting
We next describe bases of spaces F N and G N , N ∈ N 0 := {0, 1, . . .}. We set 0,r := r , r ∈ Z m and clearly,
form a basis of space F N . For all N ∈ N and
The basis functions N,r and points v N,r , N ∈ N 0 and r ∈ W N , satisfy the property (see [21] ) that N,r (v N,r ) = δ r,r , where δ r,r := 1 if r = r , and 0 otherwise. These basis functions also satisfy a refinement equation, which we present in the next lemma. Let a r,κ := 0,r (v 1,κ ), r ∈ Z m and κ ∈ Z 2m . For x ∈ R, we let x denote the largest integer not greater than x. 
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Using these relations in (2.4), we observe that
Note that µ(p j+1,0 ) = 2µ p j and µ(p j+1,1 ) = 2µ p j + 1. From (2.1) and (2.5), we have that The interpolation projection P N : C (I) → F N is defined for all f ∈ C (I) by
For j ∈ N, we define Q j : C (I) → G j by Q 0 := P 0 and Q j := P j − P j−1 . Thus, for f ∈ C (I),
which is a multiscale decomposition of P N f .
We next derive a formula for Q j f . To do this, we let W 0 := Z m and define linear functionals η j,r : C (I) → R, j ∈ N 0 and r ∈ Z 2 j m by
+q a q,r mod 2m .
Proof. Because Q 0 = P 0 , Eq. (2.9) for j = 0 can be obtained directly from the definition of P 0 . Since Q j f = P j f − P j−1 f , to establish (2.9) for j > 0 we need to represent P j−1 f in terms of j,r , r ∈ Z 2 j m . Since for all r ∈ Z 2 j−1 m , there exist τ ∈ Z 2 j−1 and q ∈ Z m such that r = τ m + q, from the definition
of P j−1 we have that where r = 2mτ + κ.
Substituting (2.2) into (2.10), we obtain that
+q )a q,r mod 2m j,r .
(2.11)
Combining (2.11) with the definition of P j , we obtain that
(2.12)
, we observe that Q j f ∈ span{ j,r : r ∈ W j }. Thus, (2.9) follows from (2.12).
Substitution of (2.9) into (2.8) leads to a multiscale formula for the Lagrange piecewise polynomial interpolation on interval I, which we present in the following proposition.
We next extend the multiscale Lagrange interpolation formula to high dimensional cases by the tensor product. For this purpose, we review the tensor product ⊗ of linear functionals. We denote by
It is clear that λ 1 ⊗ λ 2 is a linear functional on
and L
(2.14)
Suppose that A r :
, r ∈ {1, 2}, are two linear operators satisfying that for each r ∈ {1, 2}, there exist a positive integer n r ∈ N, linear functionals λ r,j ∈ L(C(I d r )), and functions
We define
From formula (2.14) and the definition of
(2.15)
For all N ∈ N 0 and d ∈ N, we define the projection
and observe that P We next describe the multiscale Lagrange interpolation on sparse grids. For all j : 
Substituting (2.9) into this equation and using the induction hypothesis, for all f ∈ C (I d +1 ) we have that
By the definitions of η j,r and j,r ,
, and (2.19) we obtain Eq. Q j f leads to the tensor product multiscale Lagrange interpolation formula.
With the formula in Theorem 2.5, we now develop a multiscale Lagrange interpolation of f on sparse grids. For each N ∈ N, let
For f ∈ C (I d ) and N ∈ N, the multiscale Lagrange interpolation of f on sparse grids is defined by
Out next task is to estimate the difference between S N f and f . This is done by a sequence of technical lemmas.
Proof. From the definitions of P d N and S N , we have that
Substituting (2.18) into (2.23), we obtain equality (2.22).
In the following lemmas, we show that the set of operators
(2.24) 
We obtain the desired result (2.24).
In the next lemma, we establish the uniform boundedness of Q j .
Lemma 2.8. There exists a positive constant c such that for all f
Proof. Lemma 2.7 ensures that it suffices to estimate the norms 
By combining this estimate with (2.24), we obtain estimate (2.25).
We next investigate the decay rate of Q j f ∞ when f has additional order of smoothness. We define below the space that consists of all functions of bounded mixed derivatives up to order m. For
We define the space X
It was shown in [38] that linear combinations of functions
We also define the polynomial space
We next show that for all j ∈ N 
Since |j| > 0, there exists a k ∈ Z d such that j k ≥ 1. Thus, by using the claim with d = 1, we obtain for all x ∈ I that Q j k p m k (x) = 0. This with (2.28) implies that the claim holds for d > 1.
The result in the last lemma is used to establish the decay rate of Q j f ∞ . with |j| > 0,
(2.29)
Proof. By Lemma 2.7, it suffices to show that there exists a positive constant c such that for all 
(2.31)
Note that Combining Lemmas 2.6 and 2.10 yields the following estimate on (
Lemma 2.11. For a fixed d ∈ N, there exists a positive constant c such that for all N
Proof. It follows from Lemmas 2.6 and 2.10 that there exists a positive constant c such that for all
The desired estimate (2.34) follows from (2.35) and Lemma 3.7 of [23] .
We now estimate the difference between f and S N f by using Lemma 2.11. 
Proof. According to the triangle inequality, we have that
(2.37)
, it is well known that there exists a positive constant c such that for all N ∈ N and f ∈ X m (I d ),
Substituting (2.34) and (2.38) into (2.37), we obtain (2.36).
We next estimate the computational costs for computing S N f . By M N we denote the number of basis functions used in formula (2.21) for a given N ∈ N, and by C(X) we denote the cardinality of a set X. Numerical computation of a oscillatory integral of a high dimension is a even more challenging task.
In this section, we will propose a numerical quadrature strategy for computing the integrals
We require that the discrete sparse Fourier expansion f n of a given function f , where its Fourier
n are computed by the numerical quadrature strategy, preserves the same optimal approximation order as the sparse expansionf n has. Moreover, we demand that the total number of multiplications used in the numerical integration of all necessary Fourier coefficients cannot exceed O(n log 2d−1 n).
To meet the first requirement, we will employ the multiscale Lagrange interpolation formula on sparse grids introduced in Section 2 to approximate the function f by the sum of Q j f , j ∈ S d N . As a result, the integral (3.1) will be the sum of the integrals of (Q j f )ē l , j ∈ S 
In the next theorem, we show that the discrete sparse Fourier expansion preserves the optimal approximation order if the function f has an appropriate order of regularity. To state the theorem, we let x denote the smallest integer not less than x ∈ R. 
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Proof. By the triangle inequality, we obtain that
Since f ∈ H s mix (I d ), the first term on the right hand side of (3.4) can be estimated by using Theorem 1.1.
It remains to consider the second term.
Appealing to the definition off n and f n,N , we have that
n , are an orthonormal basis for the space T n , we conclude that
, are an orthonormal basis, we obtain that
Combining (3.6) and (3.7) leads to 
Using the choice N = log 2 n and the hypothesis on m, we conclude that there exist a positive constant c and a positive integer n 0 such that for all n ∈ N with n ≥ n 0 , 9) completing the proof of this theorem.
A comment on the regularity requirement of function f as stated in Theorem 3.1 is in order. has the optimal approximation order. However, it is not sufficient to guarantee that f n,N preserves the optimal approximation order due to the use of the quadrature formula (3.2) in approximating the Fourier coefficients. For this reason, we impose in Theorem 3.1 an extra smoothness requirement
means that the functions f are degree smoother at the interior points of I d than at the boundary points of I d .
We next develop a fast algorithm for computing the values of
To clarify the ideals for developing this fast algorithm, we present only the important propositions and theorems in this section, with their technical details being presented in Appendix A. Through out the rest of this paper, we always choose N := log 2 n and thus, to simplify our notation, we use f n for f n,N . According to Theorems 1.1 and 2.13, when N = log 2 n , using formula (3.2) directly to compute
2d−2 n) number of multiplications. Thus, we need to find a better way to compute these quantities. To do this, for a given f ∈ C (I d ) and j ∈ S d N we first describe a formula for computing
for all l ∈ L n , by rewriting the right hand side of (3.10) in terms of the discrete Fourier transform of vector η j,r (f ) : r ∈ W d j .
For this development, we define the notation as follows. Let Z 2 −1 := {0} and X 0 := W 0 and X j := W 1 for all j ∈ N. For all j ∈ N 0 and q ∈ X j , we define index set W j,q :
For all j ∈ N 0 and q ∈ X j and l ∈ Z, we let
We also let 
Proof. From the definition of Q j (f , l) and Lemma A.2, we have that
η j,r (f )A j,r (l). 
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Substituting (A.34) into (3.14) leads to
From the definition of f j,q l and (3.15), we obtain equality (3.12).
The next formula for Q N (f , l) is an immediate consequence of Proposition 3.2. 
For j = 0 and for all l ∈ Z, we let L 0 (l) := l.
By using the periodicity of the discrete Fourier transform of f j,q , we have for all q ∈ X
By combining Eqs. (3.16) and (3.17), we obtain the alternative formula
To obtain the values of t j,q (l),
n , we next derive the discrete formula for computing t j,q (l) for all j ∈ Z N , q ∈ X j and l ∈ Y n . To this end, we consider the formula for computing
for all q ∈ Z m and ω ∈ R. For each q ∈ Z m and θ ∈ Z m−1 , we define the index set
For q ∈ Z m , we first write
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We then have for all q ∈ Z m and ω ∈ R that 
Proof. The proof for the case ω = 0 is trivial. We next prove Eq. (3.24) for ω ∈ R with ω = 0. To do this, an induction on θ with integration by parts proves that if ω ∈ C with ω = 0, then for all θ ∈ Z m ,
Replacing ω by −iω in Eq. (3.25), we obtain for ω = 0 that (3.26) yielding the desired formula.
Note that when j = 0, for all q ∈ X 0 , there holds 0,q = q . Thus, from the definition of t 0,q and (3.23), we know for all q ∈ X 0 and l ∈ Y n that We recall that when j ≥ 1, for all q ∈ X j = W 1 ,
Note that for each q ∈ W 1 , 1,q is generated by scaling and translating a function r , r ∈ Z m . Specifically, for all q ∈ W 1 , 1,q = T q/m q mod m . Thus, we have that
Replacing 2(x − q/m π ) by x in the integral of (3.28), we obtain for all j ≥ 1, q ∈ X j and l ∈ Y n that We now describe the fast algorithm for computing
Algorithm 3.5. Given n ∈ N, N = log 2 n and function f ∈ C (I d ), we choose a refinable set {v r ∈ I : r ∈ Z m }.
Step 1 Compute f j,q := η j,2mu+q (f ) :
Step 2 Computef j,q , j ∈ S d N and q ∈ X d j , by applying the fast Fourier transform to f j,q .
Step 3 Compute c q,θ , q, θ ∈ Z m , according to Eq. (3.22).
Step 4 Computet θ (l/2 j ), l ∈ Y n , j ∈ Z N and θ ∈ Z m according to formula (3.24).
Step 5 Compute t j,q (l), l ∈ Y n , j ∈ Z N and q ∈ X j according to formula (3.30).
Step
Step 7 Compute Q N (f , l) for all l ∈ L d n , according to formula (3.18).
The number of multiplications M n used in Algorithm 3.5 is estimated in the next theorem. Proof. For simplicity, we use M (ν) to denote the number of multiplications used in the νth step in Algorithm 3.5, ν = 1, 2, . . . , 7.
In Step 1, we compute f j,q , j ∈ S 
We use M 
j,q ≤ c|j|2 |j| . Thus, we have that
Note that for all j ∈ S d N , |j| ≤ N. Applying Lemma 3.6 of [23] to the right hand side of (3.32) leads to
N . Again, since N < log 2 n + 1, there exists a positive constant c such that for all n ∈ N,
The number of multiplications used in Step 3 to compute c q,θ , q, θ ∈ Z m , according to equations (3.22 ) is a constant with respect to n. Hence, M
= O(1). In Step 4, from Eq. (3.24), for each l ∈ Y n , j ∈ Z N and θ ∈ Z m , the number of the multiplications used in computingt θ (l/2 j ) is O(1). Noting that there are mN(2n − 1) elements in t θ (l/2 j ) : l ∈ Y n , j ∈ Z N , θ ∈ Z m and N < log 2 n + 1, we conclude that M (4) = O(n log 2 n). From Eq. (3.30), for each l ∈ Y n , j ∈ Z N and q ∈ X j , the number of the multiplications used in Step 5 for computing t j,q (l) is O(1). Noting that there are mN(2n − 1) elements in t j,q (l) : l ∈ Y n , j ∈ Z N , q ∈ X j and N < log 2 n + 1, there holds M
j , from (3.11) the number of the multiplications used in computing t j,q (l) is a constant. Thus, by noting that N < log 2 n + 1, M (6) = O(n log 2d−1 n).
= O n log 2d−1 n .
The total number of multiplications used in Algorithm 3.5 equals to the sum of the number of multiplications used in each step. Thus, we conclude for all n ∈ N that
proving the result of this theorem.
To close this section we remark on the constants which appear in Theorems 3.1 and 3.6. These two constants depend on the spacial dimension d. It is useful to know how they depend on d. For this purpose, we use c e and c t to denote the constants appeared in Theorems 3.1 and 3.6, respectively. For 
Numerical examples
We present in this section eight numerical examples to demonstrate the accuracy and computational efficiency of Algorithm 3.5. In particular, we compare the performance of Algorithm 3.5 with that of the well-known Fourier transform on sparse grids (FTSG) implemented in [11] in both approximation accuracy and computational efficiency. The computer programs for the examples are run on a workstation with a Intel(R) (TM) 3.06 GHz AT/AT compatible CPU and 3 GB memory. In the numerical examples, we use ''CT'' to denote computing time spent in calculating all coefficients
n , measured in seconds. We define the compression rate by CR := N n /n d . We also define the relative error Err := f − f n f s and the approximation order AO := log 2
. We use M n to represent the number of multiplications actually used in computation.
In the first six examples, we will plot the constants which appear in the estimates of approximation accuracy and computational costs. For this purpose, we define C error := f − f n n −s f s and C time := CT n log 2d−1 n . The quantities C error and C time are computed values of the constants c e and c t that appear in the estimates of approximation order and number of multiplications used in Algorithm 3.5, respectively. We will plot these two quantities for the first five examples presented below. In Examples 1 and 3-6, the parameter m in the proposed numerical quadrature is chosen to be 2 and the refinable set is V := v r := r+1 3
: r ∈ Z 2 . In Example 2, m is chosen to be 3 and the refinable set is V := v r := ε > 0 for d = 2, 3, 4. Therefore, the theoretical approximation order are 1.5 − ε and 2.5 − ε, respectively for these two types of functions. We choose s = 1.49 and s = 2.49, respectively, in computing ''Err'' for these cases. Since for fixed n and d, the numbers CR with respect to different functions are the same, we present only in Example 1 these numbers.
Example 1.
We consider in this example the functions
The numerical results are listed in Tables 1, 2 and 9 for the case d = 2, the case d = 3 and the case d = 4, respectively.
We plot in Fig. 3 the values of C error (image (a)) and C time (image (b)), respectively. In image (a), we use the solid blue (resp. dash red) line with * , , and to represent the values of C error of Algorithm 3.5 (resp. the FTSG) for the cases d = 2, 3, 4, respectively. In image (b), we use the solid blue lines with * , and to present the values of C time of Algorithm 3.5 for the cases d = 2, 3, 4, respectively (Table 3) . Example 2. We consider in this example the tensor of quadratic B-Spline. We define quadratic B-Spline by
We also define 
The numerical results are listed in Tables 4-6 The numerical results listed for the above two examples confirm the theoretical estimates for approximation order and computational complexity, of the proposed method. These numerical results also show that when the Sobolev regularity of a function is 1.5 or 2.5, Algorithm 3.5 uses less terms in the Fourier expansion but more computing time in producing similar approximation results in comparison to the FTSG for d = 2, 3, 4.
In the next three examples, we compare the computational performance of Algorithm 3.5 with that of the Fourier transform on sparse grids (FTSG) for functions with the Sobolev regularity equal to 0.5. That is, these functions are in H 0.5−ε mix (I d ) where ε > 0. Therefore, the theoretical approximation order is 0.5 − ε. In these examples, we choose s = 0.49 in computing ''Err''. 
Example 3. We consider the functions
The numerical results are listed in Tables 7-9 
Example 4.
We consider the functions (Fig. 6) . Therefore, the theoretical approximation order is 0.5 − ε. To compute the ''Err'', we choose s = 0.49. The numerical results are listed in Tables 10-12 Example 5. We consider in this example the functions cases d = 2, 3, 4, respectively. We plot in Fig. 7 the values of C error (image (a)) and C time (image (b)), respectively, with the same notations as in Fig. 3 .
Examples 3-5 show that Algorithm 3.5 outperforms the exiting algorithm FTSG. The items in the tables of these examples highlighted by underlines indicate that Algorithm 3.5 using significantly less terms of the Fourier expansion and less computational time produces better approximation results in comparison to the FTSG for all dimensions d = 2, 3, 4. In passing, we point it out that within a given tolerance error the proposed algorithm uses significantly less terms of the Fourier expansion to represent the given function in comparison to the FTSG. This is highly desirable since it will further save computational time when the sparse Fourier expansion with less terms is used in an application context.
In the last example, we test the computational performance of Algorithm 3.5 for functions with Table 16 .
Conclusive remarks
The fully discrete algorithm for computing the sparse Fourier approximation is introduced in this paper. The algorithm generates a sparse Fourier expansion for a function in H all the needed Fourier coefficients. As demonstrated by numerical examples in Section 4, when the function to be approximated has a low order smoothness, the proposed algorithm outperforms significantly the existing algorithm. While with a similar approximation accuracy, the proposed algorithm uses less terms in the Fourier expansion but requires more computing time, when the function to be approximated has a higher order smoothness. Finally, we remark on a theoretical comparison of the numerical performance of the proposed algorithm that has the approximation order E 1 := cn −s and computational complexity C 1 := cn log 2d−1 n with that of an algorithm (compared algorithm) that has an approximation order E 2 := cn −s+1 and computational complexity C 2 := cn log d n. Here, for simplicity, we assume that all the coefficients are the same. When 0 < s ≤ 1, the compared algorithm has no approximation order. In this case, the proposed algorithm is better. This has been confirmed by Examples 3-6 presented in the last section. Now, suppose that s > 1 and that we are required to compute the Fourier approximation up to the tolerance error > 0. That is, E 1 = E 2 = . Then, in terms of , we have that Clearly, if d is fixed and is small enough, C 2 is larger than C 1 .
Proof. We prove this lemma by induction on j. From the definition of W j and W j,q , q ∈ X j , we can see that (A.1) holds when j ∈ {0, 1}. We assume that (A.1) holds when j = j with j > 1. Note that X j = W 1 when j ≥ 1. This means that when j = j ,
(A.2)
We now consider the case when j = j + 1. Let r ∈ W j +1 . From the definition of W j +1 , we know that v j +1,r ∈ V j +1 \ V j . According to the definition of p j +1 , we know that µ(p j +1 ) = 2 j ρ + µ(p j ).
(A.10) Substituting (A.10) into (A.9), from (A.7) we obtain that r = 2 j mρ +r. We now turn to investigating A j,r (l). We first show that for all j ∈ N and r ∈ W j , there exists an r ∈ W 1 such that j,r is generated by scaling and translating 1,r . For all r ∈ W 1 , we assume that 1,r (x) = 0 if x ∈ I. Proof. We prove this lemma by induction on j. The lemma clearly holds when j = 1. We assume that the lemma holds when j = j . That is, for all r ∈ W j , if r = 2mu + q where u ∈ Z 2 j −1 and q ∈ W 1 , then for all x ∈ I, j ,r (x) = 1,q (2 j −1 x − 2π u).
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(A.23)
We now consider the case when j = j + Since µ(p) ∈ Z 2 j −1 and q ∈ W 1 , according to Lemma A.1 and (A.29), we know that r 1 ∈ W j . Thus, from (A.23) and (A.29) we obtain for all x ∈ I that j ,r 1 (x) = 1,q (2 j −1 x − 2π µ(p)).
(A.30)
We now consider the case when ρ j = 0 and the case when ρ j = 1, separately. In the case when ρ j = 0, by combining (A.26) and (A.30), we obtain for all x ∈ I that j +1,r (x) = 1,q (2 j x − 2π µ(p)).
(A.31)
Noting that u = µ(p) when ρ j = 0, from (A.31) we have for all x ∈ I that j +1,r (x) = 1,q (2 j x − 2π u).
(A.32)
In the case when ρ j = 1, replacing x in (A.30) by 2x − 2π and substituting it into (A.26), we obtain for all x ∈ I that j +1,r (x) = 1,q (2 j x − 2π (µ(p) + 2 j −1 )). Lemma A.3 is applied to re-express A j,r (l) in the next lemma.
