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Let k be an algebraically closed field of characteristic p > 2. By a result of Kumar and Thomsen
(see [KT01]), the standard Frobenius splitting of A2k induces a Frobenius splitting of Hilb
n(A2k). In
this thesis, we investigate the question, “what is the stratification of Hilbn(A2k) by all compatibly
Frobenius split subvarieties?”
We provide the answer to this question when n ≤ 4 and give a conjectural answer when n = 5.
We prove that this conjectural answer is correct up to the possible inclusion of one particular one-
dimensional subvariety of Hilb5(A2k), and we show that this particular one-dimensional subvariety
is not compatibly split for at least those primes p satisfying 2 < p ≤ 23.
Next, we restrict the splitting of Hilbn(A2k) (now for arbitrary n) to the affine open patch U〈x,yn〉
and describe all compatibly split subvarieties of this patch and their defining ideals. We find de-
generations of these subvarieties to Stanley-Reisner schemes, explicitly describe the associated sim-
plicial complexes, and use these complexes to prove that certain compatibly split subvarieties of
U〈x,yn〉 are Cohen-Macaulay.
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INTRODUCTION
Let k be an algebraically closed field of characteristic p > 2, and let X be a quasiprojective
smooth surface defined over k. The Hilbert scheme of n points on X, denoted Hilbn(X), is the
2n-dimensional smooth scheme (see [Fog68]) which parametrizes all dimension-0, degree-n sub-
schemes of X. If X is Frobenius split, then Hilbn(X) is Frobenius split (see [KT01]). More specifi-
cally, ifX is Frobenius split compatibly with the anticanonical divisorD, then Hilbn(X) is Frobenius
split compatibly with the anticanonical divisor described set-theoretically by
{q ∈ Hilbn(X) | Supp(q) ∩D 6= ∅}.
In this thesis, we are interested in the case X = A2k and D = {xy = 0}. Our motivating problem
is to understand the stratification of Hilbn(A2k) by all of its finitely many (see [KM09], [Sch09])
compatibly split subvarieties (with respect to this particular splitting).
Figure 1: The compatibly split subvarieties of Hilb2(A2k)
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To gain some intuition, we consider the n = 2 case. The stratification of Hilb2(A2k) by all
compatibly split subvarieties is shown in Figure 1. We have drawn a “stratum representative” (see
Subsection 2.1.2) to correspond to an entire compatibly split subvariety. For example, the picture
where the two points are at the origin and on a diagonal line represents the punctual Hilbert
scheme, denoted Hilb20(A2k), which parametrizes dimension-0, length-2 subschemes of A2k that are
supported at the origin. Note that Hilb20(A2k) ∼= P1k.
To gain further intuition into our problem, we remark (see Proposition 2.1.1) that finding all
compatibly split subvarieties of Hilbn(A2k) is equivalent to finding all compatibly split subvarieties
Z ⊆ Hilbm(A2k) for m ≤ n, where Z is a subvariety the punctual Hilbert scheme Hilbm0 (A2k). More
precisely, for sufficiently large primes p, Y ⊆ Hilbn(A2k) is a compatibly split subvariety if and only
if Y is the closure in Hilbn(A2k) of the (set-theoretic) image of a map
i : Hilbr(“punctured y-axis”)× Hilbs(“punctured x-axis”)× Hilbt(A2k \ {xy = 0})× Z
→ Hilbn(A2k)
(I1, I2, I3, I4) 7→ I1 ∩ I2 ∩ I3 ∩ I4
for some r, s, t ≥ 0 with r + s + t ≤ n and for some compatibly split Z ⊆ Hilbn−r−s−t(A2k) with
the property that Z ⊆ Hilbn−r−s−t0 (A2k). Of course, in order to understand all compatibly split
subvarieties of Hilbn(A2k), we must still compute all of these Z ⊆ Hilbm0 (A2k), m ≤ n.
One method for finding all compatibly split subvarieties for small n is to utilize an algorithm of
Allen Knutson, Thomas Lam, and David Speyer. We explain this algorithm in the Frobenius splitting
background section and use it in Subsection 2.2.1 to produce the stratification of Hilb2(A2k) pictured
above. In Subsection 2.2.2, we use other tools (primarily the moment polyhedron of Hilbn(A2k)) to
produce all compatibly split subvarieties of Hilbn(A2k) for n ≤ 4, as well as provide a conjectural
list of all compatibly split subvarieties of Hilb5(A2k). We prove that this conjectural list is correct up
to the possible inclusion of one particular one-dimensional subvariety of Hilb5(A2k), and we show
that this particular one-dimensional subvariety is not compatibly split for at least those primes p
satisfying 2 < p ≤ 23.
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After the discussion of the n = 5 case, we restict our attention to the open affine patch
U〈x,yn〉 = {I ∈ Hilbn(A2k) | {1, y, . . . , yn−1} is a k-vector space basis of k[x, y]/I}.
This patch has an induced Frobenius splitting and so we may ask the question, “what are all of
the compatibly split subvarieties of U〈x,yn〉 with the induced splitting?” In Section 2.3, we answer
this question for general n. We describe the defining ideals of these subvarieties and we find
degenerations to Stanley-Reisner schemes. We provide an explicit description of the simplicial
complexes associated to these Stanley-Reisner schemes and use these complexes to prove that
certain compatibly split subvarieties of U〈x,yn〉 are Cohen-Macaulay.
This thesis has two chapters. Chapter 1 discusses relevant background material, an unpub-
lished result of David E Speyer, and the unpublished Knutson-Lam-Speyer algorithm for finding
compatibly split subvarieties. Chapter 2 addresses the material described above.
Macaulay 2 [GS] was used to perform numerous computations leading to the results appearing
in Chapter 2 of this thesis. Sage [S+] (with the FLINT library) was used to perform some of the
computations appearing in the discussion of the compatibly split subvarieties of Hilb5(A2k).
ix
Chapter 1
Background
1.1 The Hilbert scheme of points in the plane
1.1.1 Basic notions
Material in this subsection is taken primarily from [Nak99, Chapter 1].
Let k be an algebraically closed field. The Hilbert scheme of n points in the affine plane,
Hilbn(A2k), is the scheme parametrizing all zero-dimensional, length-n subschemes of A2k. More
precisely, Hilbn(A2k) represents the contravariant functor
HilbnA2k : Schemes→ Sets
HilbnA2k(U) =
Z ⊆ U × A2k Z is a closed subscheme andpi : Z → U is flat with dimension-0, length-n fibers
 .
Example 1.1.1. 1. The Hilbert scheme of 1 point in the plane is isomorphic to A2k.
2. A zero-dimensional, length-2 subscheme of A2k is determined by either (i) two distinct un-
ordered locations (x1, y1), (x2, y2) ∈ A2k, or (ii) one location (x, y) ∈ A2k along with a projec-
tive vector v ∈ P1k. Indeed, Hilb2(A2k) ∼= Bl∆(A2k × A2k)/S2 where Bl∆(A2k × A2k) denotes the
blow-up of A2k × A2k along the diagonal locus ∆ := {((x, y), (x, y)) | (x, y) ∈ A2k}.
Consider the action of the symmetric group Sn on (A2k)n by permuting the various copies of A2.
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Taking the quotient of (A2k)n by Sn yields the Chow variety, the scheme of n unlabelled locations
in the plane. This scheme is often denoted by Sn(A2k). An element of Sn(A2k) is written as a sum
∑
(x,y)∈A2k
a(x,y)[(x, y)]
where the coefficients {a(x,y) | (x, y) ∈ A2k} are non-negative integers that sum to n.
Definition 1.1.2. The Hilbert-Chow morphism
Ψ : Hilbn(A2k)→ Sn(A2k)
is the map which takes each zero-dimensional, length-n subscheme of A2k to its support with mul-
tiplicities. That is,
Ψ : Z 7→
∑
x∈A2k
length(Zx)[x].
Notice that Sn acts freely on the open set V ⊆ (A2k)n where all of the n locations are distinct.
Thus, the Chow variety is smooth along V/Sn. Sn(A2k) is singular along the closed subvariety where
at least two points collide.
Theorem 1.1.3. [Fog68]
1. Ψ : Hilbn(A2k) → (A2k)n/Sn defined in Definition 1.1.2 is a birational, projective morphism of
schemes. It is an isomorphism over the open set where all points are distinct.
2. Hilbn(A2k) is connected and smooth. Thus, the Hilbert-Chow morphism is a resolution of singu-
larities.
As a corollary, Hilbn(A2k) is irreducible. In addition, because the Chow variety is 2n-dimensional
and the Hilbert-Chow morphism is birational, Hilbn(A2k) is also 2n-dimensional.
1.1.2 An open cover
In this subsection, we describe an open cover of Hilbn(A2k) indexed by the colength-n monomial
ideals. Our main references for this material are [Hai98], [MS05, Chapter 18], and [Led11].
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Definition 1.1.4. Let λ be a colength-n monomial ideal. Define Uλ ⊆ Hilbn(A2k) to be the set of
ideals I such that the monomials outside of λ form a k-vector space basis for k[x, y]/I.
Notice that the set of all Uλ cover Hilb
n(A2k). Indeed, if I ∈ Hilbn(A2k) and > is a term order,
the initial ideal init>(I) (see Subsection 1.4.1 for relevant definitions) is a colength-n monomial
ideal and the n monomials outside of init>(I) form a k-vector space basis for k[x, y]/I. Thus,
I ∈ Uinit>(I).
Any ideal I ∈ Uλ has a unique set of generators of the formxrys − ∑
xhyl /∈λ
cr,sh,lx
hyl | xrys ∈ λ, cr,sh,l ∈ k
 .
Thus, the cr,sh,l are coordinates on Uλ. Furthermore, if g ∈ I, then x · g ∈ I and y · g ∈ I. These
conditions yield relations in the various cr,sh,l. To be precise, suppose that g = x
rys−∑xhyl /∈λ cr,sh,lxhyl
is an element of I. Then,
x · g = xr+1ys −
∑
xhyl /∈λ
cr,sh,lx
h+1yl (∗)
is also in I. Notice that some of the xh+1yl appearing in (∗) are in λ. We can therefore replace
these xh+1yl ∈ λ using xh+1yl −∑xh′yl′ ch+1,lh′,l′ xh′yl′ ∈ I to see that
xr+1ys −
 ∑
xh+1yl /∈λ
cr,sh,lx
h+1yl +
∑
xh+1yl∈λ
cr,sh,l
∑
xh
′
yl
′
ch+1,lh′,l′ x
h′yl
′
 (∗∗)
is an element of I. On the other hand,
xr+1ys −
∑
xhyl /∈λ
cr+1,sh,l x
hyl (∗ ∗ ∗)
is also in I. Equating coefficients in (∗∗) with those in (∗∗∗) yield relations amongst various cr,sh,l. Let
Jλ denote the ideal generated by these relations, along with the relations obtained by interchanging
the roles of x and y in the above computation.
Proposition 1.1.5. The sets Uλ are open affine subvarieties that cover Hilb
n(A2k). The affine coordinate
ring is given by k[{cr,sh,l | xrys ∈ λ, xhyl /∈ λ}]/Jλ.
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Example 1.1.6. Let λ = 〈x, yn〉. Then U〈x,yn〉 consists of all I ∈ Hilbn(A2k) such that {1, y, . . . , yn−1}
is a k-vector space basis for k[x, y]/I. In addition, each I ∈ U〈x,yn〉 is generated by the set of
polynomials
{xrys − cr,s0,n−1yn−1 − · · · − cr,s0,1y − cr,s0,0 | xrys ∈ 〈x, yn〉}.
Notice that not all of these generators are necessary. In fact, each I ∈ U〈x,yn〉 is minimally generated
by a set of the form
G = {yn − c0,n0,n−1yn−1 − · · · − c0,n0,1y − c0,n0,0 , x− c1,00,n−1yn−1 − · · · − c1,00,1y − c1,00,0}.
Indeed, with respect to the Lex term order with x  y, G is a Gro¨bner basis with initial ideal
〈x, yn〉. Thus, I ∈ U〈x,yn〉 if and only if init(I) = 〈x, yn〉.
The number of generators of the coordinate ring of Uλ can be reduced significantly from that in
Proposition 1.1.5.
Definition 1.1.7. Let λ be a colength-n monomial ideal. The standard set of λ, which we denote
by Sλ, is the set of all (i, j) ∈ N2 such that xiyj is a monomial outside of λ. The border of λ, which
we denote by Bλ, is the set of all (i, j) ∈ N2 \ Sλ such that (i− 1, j) ∈ Sλ or (i, j − 1) ∈ Sλ.
Example 1.1.8. Let λ = 〈x2, xy2, y3〉 ∈ Hilb5(A2k). The monomials outside of λ are {1, x, y, xy, y2}.
Therefore, Sλ = {(0, 0), (1, 0), (0, 1), (1, 1), (0, 2)} and Bλ = {(2, 0), (2, 1), (1, 2), (0, 3)}.
Often, we draw the Young diagram (using French notation) associated to the monomial ideal λ
instead of writing down the standard set. Notice that the Young diagram and the standard set give
equivalent information.
Theorem 1.1.9. Let λ be a colength-n monomial ideal. Let Sλ denote its standard set and let Bλ
denote its border. The coordinate ring of Uλ is generated by those crshl such that (r, s) ∈ Bλ and
(h, l) ∈ Sλ.
Before concluding this subsection, we note that for many colength-n monomial ideals λ, Uλ is
isomorphic to A2nk . For example, when n ≤ 4, Uλ is always isomorphic to A2nk .
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1.1.3 A torus action
The torus T 2 = G2m acts algebraically on A2k by (t1, t2) · (x, y) = (t1x, t2y). This induces an action
on Hilbn(A2k). That is, if I ∈ Hilbn(A2k), then
(t1, t2) · I = 〈f(t−11 x, t−12 y) | f(x, y) ∈ I〉.
Notice that the T 2-fixed points of Hilbn(A2k) are the colength-n monomial ideals.
Lemma 1.1.10. Each Uλ is invariant under the T 2-action. As an element of the coordinate ring, c
r,s
h,l
has T 2-weight (h− r, l − s).
Proof. Suppose I ∈ Uλ and xrys −
∑
xhyl /∈λ c
r,s
h,lx
hyl is a generator of I. Then,
(t1, t2) · (xrys −
∑
xhyl /∈λ c
r,s
h,lx
hyl) = t−r1 t
−s
2 x
rys −∑xhyl /∈λ cr,sh,lt−h1 t−l2 xhyl
= t−r1 t
−s
2 (x
rys −∑xhyl /∈λ tr−h1 ts−l2 cr,sh,lxhyl)
So, as an element of the coordinate ring of Uλ, c
r,s
h,l has weight (h− r, l − s).
Uλ = Spec(k[{cr,sh,l}]/Jλ) is T 2-invariant because Jλ is T 2-homogeneous by construction.
We can use the torus action to prove that Hilbn(A2k) is non-singular. To begin, notice that every
ideal I ∈ Hilbn(A2k) has a T 2-fixed point in the closure of its orbit. (Indeed, with respect to any
monomial order, init(I) ∈ T 2 · I. As init(I) is a colength-n monomial ideal, it is a T 2-fixed point.)
Therefore, if the Hilbert scheme is singular anywhere, it must also be singular at one of the T 2-fixed
points. We will now show that Hilbn(A2k) is non-singular at each T 2-fixed point.
Definition 1.1.11. Let λ be a colength-n monomial ideal and let Sλ denote its standard set. For
each x ∈ Sλ, we define the arm, a(x), and leg, l(x), as follows: For x = (i, j) ∈ Sλ,
a(x) := {#(i, r) ∈ Sλ | r > j}, l(x) := {#(r, j) ∈ Sλ | r > i}.
Proposition 1.1.12. Let λ be a T 2-fixed point of Hilbn(A2k). The tangent space TλHilb
n(A2k) is a
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2n-dimensional T 2-representation with T 2-weights
{(−l(x), a(x) + 1) | x ∈ Sλ} ∪ {(l(x) + 1,−a(x)) | x ∈ Sλ}.
We sketch Haiman’s proof (see [Hai98]) of this result.
Proof (sketch). We show that the Zariski cotangent space mλ/m2λ has dimension at most 2n using
the following procedure.
1. Work in the open patch Uλ and note that mλ is generated by all of the c
r,s
h,l in the coordinate
ring of Uλ.
2. Let Sλ denote the standard set of λ. Identify each c
r,s
h,l with the vector from (r, s) to (h, l).
Notice that the position of the tail of this vector is an element of N2 \Sλ and that the position
of the head of this vector is an element of Sλ.
3. Say that one arrow can be translated to another if there exists a sequence of horizontal and
vertical shifts moving the first arrow to the second such that the position of the tail always
remains an element of N2 \Sλ and the position of the head is always of the form (a− c, b− d)
where (a, b) ∈ Sλ and (c, d) ∈ Z2≥0. (That is, it is permissible for the head of the arrow
to lie below the x-axis or to the left of the y-axis.) Show that cr1,s1h1,l1 ≡ c
r2,s2
h2,l2
(mod m2λ) if
the arrow associated to cr1,s1h1,l1 can be translated to the arrow associated to c
r2,s2
h2,l2
. Show that
cr,sh,k ≡ 0 (mod m2λ) if cr,sh,k can be translated such that the head of the arrow lies below the
x-axis or to the left of the y-axis.
4. Notice that every arrow can be translated such that one of the following occurs: (i) the head
crosses an axis, or (ii) there is an x = (i, j) ∈ Sλ such that the head of the arrow is at
(i+ l(x), j) and the tail is at (i, j + a(x) + 1), or (iii) there is an x = (i, j) ∈ Sλ such that the
head of the arrow is at (i, j + a(x)) and the tail is at (i+ l(x) + 1, j).
This procedure yields 2n (i.e. 2 for each x ∈ Sλ) elements which span mλ/m2λ. Thus, the cotangent
space is at most 2n-dimensional. Because each T 2-fixed point lies in the closure of the smooth,
2n-dimensional locus where all points are distinct, the tangent space at each T 2-fixed point is also
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at least 2n-dimensional. Furthermore, we can see from the generators constructed above that the
Zariski cotangent space has T 2-weights
{−(−l(x), a(x) + 1) | x ∈ Sλ} ∪ {−(l(x) + 1,−a(x)) | x ∈ Sλ}.
Therefore, Hilbn(A2k) is non-singular at each of the T 2-fixed points. It follows that Hilb
n(A2k) is
non-singular everywhere.
7
1.2 Frobenius splitting
In this section, our main source is the textbook [BK05]. As in the text, we let k be an algebraically
closed field of characteristic p > 0 and let (X,OX) be a separated scheme of finite type over k.
1.2.1 Basic notions
Recall that the absolute Frobenius morphism, F : X → X, is defined to be the identity map on
points and the pth power map on functions. Then, F ] : OX → F∗OX is an OX -linear map where
the module structure on F∗OX is given by a · b = apb for any local sections a,b of OX .
Definition 1.2.1. A scheme (X,OX) is Frobenius split by the OX -linear map φ : F∗OX → OX if
φ ◦ F ] = 1OX . The map φ is called a splitting.
This definition of “Frobenius split” is a little bit different than [BK05, Definition 1.1.3]. In
the book, a scheme X is called Frobenius split if there exists a map φ : F∗OX → OX such that
φ ◦ F ] = 1OX . We call such schemes Frobenius splittable. We reserve the phrase “X is Frobenius
split” for when X comes with a fixed splitting.
The next proposition follows immediately.
Proposition 1.2.2. [BK05, Proposition 1.2.1] If X is Frobenius split then X is reduced.
Proof. We proceed by contradiction. Suppose X is Frobenius split by φ : OX → F∗OX . Let U ⊆ X
be an affine open subscheme and suppose that OX(U) has a nilpotent element a. Let n > 1 be the
integer such that an = 0 but an−1 6= 0. Then an−1 = φ((an−1)p) = φ(0) = 0, a contradiction.
Definition 1.2.3. Let X by Frobenius split by φ : F∗OX → OX . A closed subscheme Y ⊆ X is
compatibly split if φ(F∗IY ) ⊆ IY .
Again, this definition differs slightly from [BK05, Definition 1.1.3] because we specify that X
comes with a fixed splitting.
Proposition 1.2.4. [BK05, Proposition 1.2.1] Let X be Frobenius split by φ : F∗OX → OX . Then
intersections, unions, and components of compatibly split subschemes are compatibly split.
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Proof. Let Y1 and Y2 be compatibly split subschemes of X with ideal sheaves IY1 and IY2 . Then,
φ(F∗IY1∩Y2) = φ(F∗IY1) + φ(F∗IY2) ⊆ IY1 + IY2 , and
φ(F∗IY1∪Y2) = φ(F∗IY1) ∩ φ(F∗IY2) ⊆ IY1 ∩ IY2 .
Thus, intersections and unions of compatibly split subschemes are compatibly split.
Next, suppose that Y1 = D ∪ E where D is an irreducible component of Y1. To show that D is
compatibly split, we show that φ(IY1(U) : IE(U)) ⊆ IY1(U) : IE(U) for any affine open subscheme
U . Let a ∈ IY1(U) : IE(U) and let b ∈ IE(U). Then
bφ(a) = φ(bpa) ∈ φ(IY1(U)) ⊆ IY1(U)
since Y1 is compatibly split.
Thus, given a Frobenius split scheme X and a compatibly split subscheme D, we can intersect
the components of D, decompose the intersection, intersect the new components, and so on to
create a list of many compatibly split subvarieties of X. This process is the core of the Knutson-
Lam-Speyer algorithm for finding compatibly split subvarieties of a Frobenius split scheme (X,φ)
(see Subsection 1.2.5). The algorithm also makes use of the following proposition.
Proposition 1.2.5. [BK05, similar to Exercise 1.2.E (4)] Let X be irreducible and Frobenius split by
φ : F∗OX → OX .
1. Let Xnon-R1 denote the codimension-1 component of the singular locus of X, with its reduced
subscheme structure. Then, Xnon-R1 is compatibly split.
2. Let ν : X˜ → X be the normalization of X. There is an induced Frobenius splitting of X˜ that
compatibly splits ν−1(Xnon-R1).
Proof. We follow the hint provided in the textbook.
It suffices to show that the proposition holds for any affine open subscheme U ⊆ X. So, suppose
that U = SpecA and that ν : SpecB → SpecA is the normalization of SpecA. Let E ⊆ SpecA
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denote the set over which ν fails to be an isomorphism and let I ⊆ A be the conductor ideal,
I := {a ∈ A | aB ⊆ A}.
Then E = Spec(A/I). Furthermore, I is compatibly split. Indeed, let a ∈ I and b ∈ B. Then
φ(a)b = φ(abp) ∈ φ(A) ⊆ A.
Since Xnon-R1 ∩ U is a union of some of the components of E, Xnon-R1 ∩ U is compatibly split.
This proves 1.
Now φ extends to a splitting φ˜ of Frac(A) by setting φ˜(a1/a2) :=
φ(ap−12 a1)
a2
. Thus, φ extends to a
splitting of B so long as each φ˜(b), b ∈ B, is integral over A.
To do this, we first show that φ˜(b)I ⊆ I. So, suppose a ∈ I and b, b′ ∈ B. Then,
(φ˜(b)a)b′ = φ˜(b(ab′)p) = φ˜(ap(b(b′)p)) ∈ φ˜(A) = φ(A) ⊆ A
since ap ∈ I and b(b′)p ∈ B. Thus, φ˜(b)I ⊆ I. Then for any n ≥ 0, φ˜(b)nI ⊆ I (by induction). It
follows that φ˜(b) is integral over A. Indeed, if a ∈ I then φ˜(b)a, φ˜(b)2a, . . . are all in I. Because A
is Noetherian, there is some N such that φ˜(b)N+1a = c1φ˜(b)a+ · · ·+ cN φ˜(b)Na, ci ∈ A. Since A is a
domain, φ˜(b)N+1 − (c1φ˜(b) + · · ·+ cN φ˜(b)N ) = 0. Thus, φ˜(b) ∈ B and φ extends to a splitting of B.
Finally, ν−1(E) is compatibly split since I is also the ideal of ν−1(E). As ν−1(Xnon-R1 ∩ U) is a
union of some of the components of ν−1(E), ν−1(Xnon-R1 ∩ U) is compatibly split in SpecB.
We end this subsection with a proposition regarding open subschemes of a Frobenius split
scheme.
Proposition 1.2.6. [BK05, Lemma 1.1.7] Suppose X is Frobenius split by φ : F∗OX → OX , and
V ⊆ X is an open subscheme. Then V has an induced Frobenius splitting. Furthermore, if Y is
a compatibly split subvariety of X, then Z = Y ∩ V is a compatibly split subvariety of V with the
induced splitting.
If Y is a reduced closed subscheme of X such that Y ∩V is dense in Y and compatibly split by φ|V ,
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then Y is compatibly split by φ.
Proof. That φ|V : F∗OV → OV is a splitting is clear since φ : F∗OX → OX is a morphism of sheaves.
Furthermore, if Y ⊆ X is compatibly split then so is Z = Y ∩ V since φ|V (F∗IY |V ) ⊆ IY |V .
Next suppose that Z ⊆ V is compatibly split by φ|V . Then Z = Y ∩ V for some subscheme
Y ⊆ X. Assume that Y is reduced and that Z is dense in Y . We now show that φ(F∗IY ) ⊆ IY .
To begin, notice that IY ⊆ φ(F∗IY ) and that IY ′ = φ(F∗IY ) for some subscheme Y ′ ⊆ X. Then
Y ∩V = Y ′∩V since φ|V compatibly splits Y ∩V . Thus, IY ′ vanishes on Y ∩V . As Y is reduced and
Y ∩ V is dense it Y , it follows that IY ′ vanishes on Y . So, IY = IY ′ and Y is compatibly split.
1.2.2 Splittings of affine space
In this subsection, we compile some useful results concerning splittings of affine space.
Remark. [BK05, Remarks 1.1.4] When X = SpecR is an affine scheme, a Frobenius splitting of X
is a map φ : R→ R satisfying the following three properties
(1) φ(a+ b) = φ(a) + φ(b), (2) φ(apb) = aφ(b), (3) φ(1) = 1,
for any a, b ∈ R. Indeed, (1) and (2) taken together is equivalent to the linearity of φ (noting that
the module structure on the first copy of R is given by a · b = apb). If (2) holds, then φ(ap) = aφ(1),
for any a ∈ R. Therefore φ splits the Frobenius endomorphism if and only if φ(1) = 1.
Definition 1.2.7. [BK05, Example 1.3.1] Let Tr : k[x1, . . . , xn] → k[x1, . . . , xn] be the additive
function defined on monomials as follows:
Tr(m) =

(x1···xnm)1/p
x1···xn , if (x1 · · ·xnm) is a pth power
0, else
Notice that Tr(g·), g ∈ k[x1, . . . , xn] is a splitting of Ank if Tr(g · 1) = 1. In fact, all splittings of
affine space have the form Tr(g·) for some g ∈ k[x1, . . . , xn].
Let f ∈ k[x1, . . . , xn]. The following theorem provides one sufficient condition for Tr(fp−1·) to
be a splitting of An. We make use of this result later.
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Theorem 1.2.8. [LMP98] Let f ∈ k[x1, . . . , xn] be a degree n polynomial such that, under some
weighting of the variables, init(f) =
∏
i xi. Then Tr(f
p−1·) is a Frobenius splitting of k[x1, . . . , xn]
that compatibly splits the hypersurface {f = 0}.
Remark. If f ∈ k[x1, . . . , xn] is a degree n polynomial such that, under some weighting of the
variables, init(f) =
∏
i xi, then the divisor {f = 0} is said to have residual normal crossings (see
[LMP98]).
We conclude this subsection by stating two theorems of Knutson concerning residual normal
crossings divisors. Note that we make use of both theorems when discussing the compatibly split
subvarieties of the affine open patch U〈x,yn〉 ⊆ Hilbn(A2k).
Theorem 1.2.9. [Knu09b, Theorem 2] Let f ∈ k[x1, . . . , xn] be a degree n polynomial and suppose
that there is a weighting of the variables such that
∏n
i=1 xi is a term of the initial form init(f). Then,
1. Tr(fp−1) = Tr(init(f)p−1), so Tr(fp−1·) defines a Frobenius splitting iff Tr(init(f)p−1·) does.
2. Assume hereafter that Tr(fp−1·) and Tr(init(f)p−1·) define Frobenius splittings. If I is a compat-
ibly split ideal with respect to the first splitting, then init(I) is compatibly split with respect to
the second splitting.
3. Let Yf and Yinit(f) denote the poset of (irreducible) varieties compatibly split by Tr(fp−1·) and
Tr((init(f))p−1·), partially ordered by inclusion. Then the map
pif,init : Yinit(f) → Yf , Y ′ 7→ unique min. Y such that init(Y ) ⊇ Y ′
is well-defined, order-preserving, and surjective.
Theorem 1.2.10. [Knu09b] Let f ∈ k[x1, . . . , xn] and suppose there is weighting of the variables such
that init(f) =
∏n
i=1 xi. By the previous theorem, Tr(f
p−1·) Frobenius splits Ank . Let Y1 and Y2 be
compatibly split subvarieties (with respect to this splitting). Then,
1. init(Y1 ∩ Y2) = (init Y1) ∩ (init Y2), and
2. if Y1 +W and init Y1 ⊇ init W , then W is not compatibly split.
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Proof. 1. is [Knu09b, Corollary 2].
To prove 2., we proceed by contradiction and suppose that W is compatibly split. Then so is
W ∩ Y1, and
init(W ∩ Y1) = (init W ) ∩ (init Y1) (by 1.)
= init W (by assumption)
Thus, W ∩ Y1 = W (by Lemma 1.4.9) and so W ⊆ Y1, a contradiction.
1.2.3 Frobenius splittings and anticanonical sections
Let X be a regular variety. In this subsection, we discuss the relationship between Frobenius
splittings of X and sections of the (p− 1)st power of X ’s anticanonical sheaf.
Theorem 1.2.11. [BK05, Section 1.3] Let X be a regular variety.
1. The absolute Frobenius F : X → X is finite and flat.
2. There is an isomorphism HomOX (F∗OX ,OX) ∼= H0(X,F∗(ω1−pX )), where ωX is X ’s canonical
sheaf.
Thus, certain sections of F∗(ω
1−p
X ) determine Frobenius splittings of X. We call such sections
splitting sections. (Note: As only some elements of HomOX (F∗OX ,OX) are splittings, only some
sections of F∗(ω
1−p
X ) are splitting sections.)
Theorem 1.2.12. [BK05, Theorem 1.3.8] Let X be a nonsingular variety. Let  be the evaluation map
 : HomOX (F∗OX ,OX)→ OX , φ 7→ φ(1).
Then,  can be identified with the map
τˆ : F∗(ω
1−p
X )→ OX ,
given at any closed point x ∈ X by
τˆ(f(dt1 ∧ · · · ∧ dtn)−1) = Tr(f), for all f ∈ OX,x.
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Here t1, . . . , tn is a system of local coordinates at x. Thus, an element σ ∈ H0(X,ω1−pX ) determines a
splitting of X if and only if τˆ(σ) = 1.
Definition 1.2.13. [BK05, Exercise 1.3.E (2)] If φ ∈ HomOX (F∗OX ,OX) is splitting of a regular va-
riety X, and φ corresponds (via the isomorphism in Theorem 1.2.11) to σp−1, σ ∈ H0(X,F∗(ω−1X )),
then we call the splitting φ a (p− 1)st power.
Remarks. 1. The particular splitting of Hilbn(A2k) that we are concerned with is a (p−1)st power.
2. Warning: Just because a splitting of X is a (p − 1)st power, it does not necessarily imply that
the induced splitting of a compatibly split subvariety is also a (p−1)st power! See the remark
at the end of Subsection 2.2.1 for more detail in the case of Hilb2(A2k).
Proposition 1.2.14. [BK05, Proposition 1.3.11] Let X be a regular variety. If σ ∈ H0(X,ω−1X ) is
such that σp−1 determines a splitting of X, then the subscheme of zeros of σ is compatibly split. In
particular, this scheme is reduced.
We make use of the next lemma in Chapter 2.
Lemma 1.2.15. LetX be a regular variety defined over a field k of characteristic p > 0 and let σ1, σ2 ∈
H0(X,ω−1X ). If (i) both of σ
p−1
1 and σ
p−1
2 are splitting sections of X, (ii) σ1 and σ2 vanish in the same
locations, and (iii) there are no non-constant, non-vanishing functions on X, then σp−11 = σ
p−1
2 .
Proof. By Proposition 1.2.14, the subschemes of zeros of σ1 and of σ2 are reduced. Therefore, since
σ1 and σ2 vanish in the same location and there are no non-constant, non-vanishing functions on
X, we get that σ1 = cσ2 for some nonzero c ∈ k. Thus, σp−11 = cp−1σp−12 , and we see that both
σp−12 and c
p−1σp−12 are splitting sections. This can only occur if c
p−1 = 1. Therefore, σp−11 = σ
p−1
2
as desired.
Many of the above ideas can be extended to normal varieties.
Definition 1.2.16. Let X be a normal variety with regular locus Xreg.
1. [BK05, Remark 1.3.12] Let i : Xreg → X be the inclusion of the regular locus. Define
ωX := i∗ωXreg . This is the canonical sheaf of X.
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2. A divisor D ⊆ X is called anticanonical if D ∩Xreg is anticanonical in Xreg.
Theorem 1.2.17. [KM09] (Kumar-Mehta Lemma) Let X be an irreducible normal variety which is
Frobenius split by σ ∈ H0(X,F∗(ω1−pX )). If Y is compatibly split then Y is contained in the singular
locus of X, or Y ⊆ V (σ), where V (σ) denotes the subscheme of zeros of σ.
Using the ideas presented so far, we can find all compatibly split subvarieties of Ank with the
standard splitting, Tr((x1 · · ·xn)p−1·).
Example 1.2.18. The anticanonical section (x1x2 · · ·xn) ddx1 ∧ ddx2 ∧ · · · ∧ ddxn determines the stan-
dard Frobenius splitting of Ank . By intersecting the components of the divisor {x1x2 · · ·xn = 0},
decomposing the intersections, intersecting the new components, etc., we obtain the collection of
coordinate subspaces. This is precisely the set of compatibly split subvarieties of Ank . (Proof: We
proceed by induction on n. By Theorem 1.2.17, all compatibly split subvarieties of Ank are contained
inside of some {xi = 0}. Therefore, it suffices to show that the compatibly split subvarieties of each
{xi = 0} (with the induced splitting) are the coordinate subspaces. As the induced splitting of each
{xi = 0} = Spec(k[x1, . . . , xi−1, xi+1, . . . , xn]) is the standard splitting, we may apply induction to
get the desired result.)
Using this example, we get the following corollary of [Knu09b, Theorem 2].
Corollary 1.2.19. [Knu09b] Let f ∈ k[x1, . . . , xn] be a degree n polynomial and suppose that there is
a weighting of the variables such that init(f) =
∏n
i=1 xi. Then Tr(f
p−1·) defines a Frobenius splitting,
and if I is compatibly split with respect to this splitting, then init(I) is a squarefree monomial ideal.
1.2.4 Split morphisms and a result of David E Speyer
Definition 1.2.20. Let X and Y be Frobenius split by φX and φY respectively. Let f : X → Y be a
morphism of schemes. Then f is a split morphism if f ] ◦ φY = φX ◦ f ]. In this case, we say that
the splittings on X and Y are compatible.
Proposition 1.2.21. Let f : X → Y be a surjective morphism of integral schemes and suppose that X
is Frobenius split by φX .
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1. There is at most one splitting of Y making f a split morphism.
2. Suppose φY is a Frobenius splitting of Y that makes f a split morphism. If Z is a compatibly
split subscheme of X then the scheme-theoretic image f(Z) is a compatibly split subscheme of Y ,
and f |Z : Z → f(Z) is a split morphism.
3. Suppose Y and W are Frobenius split by φY and φW . If f : X → Y and g : Y → W are split
morphisms, then so is their composition g ◦ f .
Proof. We begin by remarking that f# : OY → f∗OX is injective because each of X and Y are
integral, and f is surjective.
1. Suppose that φ1 and φ2 are two splittings of Y which make f a split morphism. Then, φX ◦
f# = f# ◦ φ1 and φX ◦ f# = f# ◦ φ2. Therefore, f# ◦ (φ1− φ2) = 0 and since f# is injective,
φ1 = φ2.
2. We consider the case X = SpecS and Y = SpecR. Let Z = SpecS/I be a compatibly split
subvariety of X and let pi : S → S/I be the quotient map. To show that f(Z) is a compatibly
split subvariety of Y , we show that ker(pi ◦ f#) is a compatibly split ideal of R. Equivalently,
we show that (pi ◦ f#)(φY (ker(pi ◦ f#))) = 0 ∈ S/I. Now,
(pi ◦ f# ◦ φY )(ker(pi ◦ f#)) = (pi ◦ φX ◦ f#)(ker(pi ◦ f#)) ⊆ pi(φX(ker(pi))) ⊆ pi(ker(pi)) = 0
where the equality holds because f is a split morphism, and the second inclusion holds be-
cause ker(pi) = I is a compatibly split ideal of S. Thus, ker(pi ◦ f#) is a compatibly split ideal
of R.
That f |Z : Z → f(Z) is a split morphism then follows immediately.
3. (g ◦ f)# ◦ φW = f# ◦ g# ◦ φW = f# ◦ φY ◦ g# = φX ◦ f# ◦ g#.
Sometimes it’s easier to prove that a morphism is split by working on an open subscheme.
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Lemma 1.2.22. Let f : X → Y be a surjective morphism of (irreducible) Frobenius split varieties. Let
U ⊆ X and V ⊆ Y be open subschemes such that f restricts to a surjective morphism f |U : U → V .
Suppose further that U ⊆ X and V ⊆ Y are given the induced Frobenius splittings. Then f is a split
morphism if and only if f |U is a split morphism.
Proof. The forward direction is clear. So, assume that f |U : U → V is a surjective, split morphism.
Suppose W ⊆ Y is an open set. If s ∈ OY (W ), we must show that (f# ◦ φY )(s) = (φX ◦ f#)(s).
We have
((f |U )# ◦ φV )(s|V ∩W ) = (f# ◦ φY )(s|V ∩W ) = [(f# ◦ φY )(s)]|U∩f−1(W )
and
(φU ◦ (f |U )#)(s|V ∩W ) = (φX ◦ f#)(s|V ∩W ) = [(φX ◦ f#)(s)]|U∩f−1(W ).
Because f |U : U → V is split, (φU ◦ (f |U )#)(s|V ∩W ) = ((f |U )# ◦ φV )(s|V ∩W ). Therefore,
[(f# ◦ φY )(s)]|f−1(W )∩U = [(φX ◦ f#)(s)]|f−1(W )∩U .
As f−1(W )∩U is open and dense in f−1(W ), it follows that (f# ◦φY )(s) = (φX ◦f#)(s). Therefore
f : X → Y is a split morphism.
We now provide some examples of split morphisms.
Example 1.2.23. [BK05, Examples 1.1.10]
1. Let X be a non-singular affine variety and let G be a finite group which acts on X. Let
pi : X → X/G denote the quotient map. If X is Frobenius split and p does not divide |G|,
then there is a unique induced splitting of X/G making pi a split map.
2. Suppose that f : X → Y is a finite surjective map of varieties, that Y is normal, and that X
is split by φ. If p does not divide deg(f), then there is a unique splitting φY of Y making f a
split map.
Lemma 1.2.24. LetX and Y be non-singular varieties. Suppose that f : X → Y is surjective and e´tale
(so we can identify anticanonical sheaves), and that all maps on residue fields κ(y) → κ(x) (where
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y ∈ Y and x ∈ X is one of y’s preimages) are isomorphisms. Suppose that σY ∈ H0(Y, F∗(ω1−pY )) is a
splitting section of Y . Then,
1. f∗(σY ) is a splitting section of X.
2. If X is Frobenius split by the splitting section f∗(σY ), then f : X → Y is a split morphism.
Proof. 1. Let y ∈ Y and let x ∈ X be any of y’s preimages. Then the induced map on completed
local rings OˆY,y → OˆX,x is an isomorphism. Identify OˆY,y with k[[s1, . . . , sn]] and OˆX,x with
k[[t1, . . . , tn]] such that the induced map on completed local rings sends si to ti. Suppose
that g(s1, . . . , sn) ∈ k[[s1, . . . , sn]] is the local expansion of σY at y. Then, g(t1, . . . , tn) ∈
k[[t1, . . . , tn]] is the local expansion of f∗(σY ) at x. Because σX is a splitting section of Y , we
can apply [BK05, Theorem 1.8] (see Theorem 1.2.12) to see that Tr(g(s1, . . . , sn)) = 1. Then,
Tr(g(t1, . . . , tn)) is also 1 and f∗(σY ) is a splitting section of X.
2. This follows by identifying OˆY,y with k[[s1, . . . , sn]] and OˆX,x with k[[t1, . . . , tn]] as done in the
proof of item 1.
Example 1.2.25. [BK05, see Exercise 1.3 (8)] Let X and Y be Frobenius split with splittings φX
and φY respectively. Then, the tensor product
φ : F∗OX×Y → OX×Y , f1 ⊗ f2 7→ φX(f1)⊗ φY (f2)
is a splitting of X × Y . If X and Y are non-singular and φX (respectively φY ) corresponds to
the section σX ∈ H0(X,ω1−pX ) (respectively σY ∈ H0(Y, ω1−pY )), then φ corresponds to σX  σY ∈
H0(X × Y, ω1−pX×Y ).
The projection morphisms pi1 : X × Y → X and pi2 : X × Y → Y are split morphisms.
Remark. [BK05, see Exercise 1.3 (8)] Let all schemes and Frobenius splittings be as in the above
example. It is useful to note that if Z1 is a compatibly split subscheme of X and Z2 is a compatibly
split subscheme of Y , then Z1 × Z2 is compatibly split in X × Y .
18
Example 1.2.26. Let S be a graded ring and letX = Proj(S) be Frobenius split by φ : F∗OX → OX .
Define Xaff := SpecOX(X). Because OX is a split sheaf, OX(X) is a split ring. Furthermore, the
structure map pi : X → Xaff is a split map. To see this, consider any ab ∈ OXaff(U) for a, b ∈ OX(X).
Then, if φXaff denotes the induced splitting of Xaff, we have:
(pi] ◦ φXaff)
(a
b
)
= pi]
(
φXaff(ab
p−1)
b
)
= (φ ◦ pi])
(a
b
)
The last equality follows because φ agrees with φXaff on OX(X).
The remainder of this subsection concerns an unpublished theorem of David E Speyer. He
graciously allowed his theorem and proof to be included in this thesis. Both the theorem and proof
were communicated to Allen Knutson via email, and most of what appears below is taken directly
from the emailed document. (However, this document contains slightly different proofs of Speyer’s
first two lemmas (Lemma 1.2.28 and Lemma 1.2.29), Lemma 1.2.31 did not appear as a separate
lemma in the emailed document, and there is a little bit of additional explanation at the end of
Proposition 1.2.30.)
Theorem 1.2.27. (Speyer) Let f : Y → X be a finite map of varieties over SpecZ. Then there is an
integer N such that, for any p > N , any choice of compatible Frobenius splittings on X/p and Y/p,
and any compatibly split subvariety V of X/p, the reduction of f−1(V ) is compatibly split.
This theorem applies, in particular, when Y is the integral closure of X.
We begin with some lemmas about field extensions in characteristic p.
Lemma 1.2.28. Let L/K be a finite dimensional extension of characteristic p > 0 fields. Then
TrL/K(x
p) = TrL/K(x)
p.
Proof. If L/K is not separable, then both sides are zero, so assume that L/K is separable. Let
x ∈ L/K and consider the intermediate extension K(x)/K. Then, the minimal polynomial of x
in K(x)/K agrees with the characteristic polynomial of multiplication by x. (Indeed, suppose that
1, x, . . . , xd is a basis of K(x)/K. Then, the minimal polynomial of x is λd+1 − c1λd − c2λd−1 −
· · · − cdλ− cd+1 for some c1, . . . , cd+1 ∈ K, and multiplication by x is given by the (d+ 1)× (d+ 1)-
matrix that has 1s along the subdiagonal, [c1, . . . , cd+1]t as the last column, and 0s elsewhere.
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The characteristic polynomial of this matrix is λd+1 − c1λd − c2λd−1 − · · · − cdλ − cd+1.) This
polynomial has all distinct roots by the separability assumption and so multiplication by x has
all distinct eigenvalues. Writing the matrix of multiplication by x in an eigenbasis, we see that
TrK(x)/K(x
p) = TrK(x)/K(x)
p. Then,
TrL/K(x
p) = TrK(x)/K ◦TrL/K(x)(xp) = TrK(x)/K([L : K(x)]xp) = [L : K(x)] TrK(x)/K(xp)
and
TrL/K(x)
p = TrK(x)/K([L : K(x)]x)
p = [L : K(x)]p TrK(x)/K(x)
p = [L : K(x)] TrK(x)/K(x
p).
The next lemma is crucial.
Lemma 1.2.29. Let L/K be a finite dimensional extension of characteristic p fields and let φ be a
splitting of L which restricts to a splitting of K. Then TrL/K ◦φ = φ ◦ TrL/K .
Proof. If L/K is not separable, then both sides are zero, so assume that L/K is separable. Suppose
that `1, . . . , `d is a basis for L over K. Then, `
p
1, . . . , `
p
d is too. Any x ∈ L/K can be written as∑d
i=1 ci`
p
i , for some ci ∈ K. Then,
(TrL/K ◦φ)(x) = TrL/K(
d∑
i=1
φ(ci)`i) =
d∑
i=1
φ(ci) TrL/K(`i)
where the second equality holds because φ preserves K by assumption. On the other hand,
(φ ◦ TrL/K)(x) = φ(
d∑
i=1
ci TrL/K(`
p
i )) = φ(
d∑
i=1
ci TrL/K(`i)
p) =
d∑
i=1
φ(ci) TrL/K(`i)
where the second equality follows by Lemma 1.2.28.
We now prove the central case of Theorem 1.2.27.
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Proposition 1.2.30. Let f : Y → X be a finite surjective map of varieties of characteristic p, with X
and Y both normal. Suppose that p is greater than deg f . Then, for any compatible splittings on X/p
and Y/p, and V any compatibly split subvariety of X/p, the reduction of f−1(V ) is also split.
We note that the scheme f−1(V ) may not be reduced and, therefore, it is not necessarily true
that f−1(V ) is split when equipped with the inverse image scheme structure. An example is to take
p an odd prime, Spec k[t]→ Spec k[t2] with φ induced by tp−1/dtp−1, and V to be the origin.
Proof. We may pass to the neighborhood of a generic point of V . Let A be the completion of the
local ring of X at V , with I the maximal ideal of A. Let B be the completion of the local ring of Y
at one of the primes above the generic point of V , and J the maximal ideal of B. So we know that
I is compatibly split, and we must show that J is.
Since X and Y are normal, we know that A and B are integral domains. Let their fraction fields
be K and L. The degree of L/K is bounded by the degree of the map f .
Suppose for the sake of contradiction that φ(J) 6⊆ J . Since B is local, 1 ∈ φ(J); say φ(x) = 1.
Then, by Lemma 1.2.29, φ(TrL/K(x)) = TrL/K(1) = [L : K]. By the hypothesis on p, this is a
nonzero scalar.
We now claim that TrL/K(x) ∈ I. To prove this, let E be the Galois closure of L/K. Then,
TrE/K(x) = TrL/K ◦TrE/L(x) = [E : L] TrL/K(x).
Gal(E/K) acts on the primes lying over I in the integral closure of A in E. So, TrE/K(x) ∈ I. By
the above computation, TrL/K(x) ∈ I as well.
This violates the hypothesis that I is compatibly split.
We consider one more lemma (Lemma 1.2.31) before including the remainder of Speyer’s proof
of Theorem 1.2.27. We thank user QiL on math.stackexchange.com for providing a proof of this
lemma. (See http://math.stackexchange.com/questions/163929/.)
Lemma 1.2.31. Let X be a variety over SpecZ and let ν : X˜ → X be its normalization. For p
sufficiently large, X˜/p is the normalization of X/p.
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Proof. Let s ∈ SpecZ and let Xs (respectively X˜s) denote the fiber of X → SpecZ (respectively
X˜ → SpecZ) over the point s. We will show that there is some open set S ⊆ SpecZ such that for
every s ∈ S, (i) X˜s → Xs is birational, and (ii) X˜s is normal.
To show that (i) holds, we apply [Gro67, IV.13.1.1]. Let Z ⊆ X be the closed subscheme over
which ν : X˜ → X fails to be an isomorphism. Then, dim(Zs) = dim(ZQ) < dim(XQ) for all but at
most finitely many s ∈ SpecZ. Each irreducible component of Xs has dimension at least dim(XQ).
Thus, Zs is nowhere dense in Xs and so X˜s → Xs is birational.
To show that (ii) holds, let f : X˜ → SpecZ denote the structure morphism and apply [Gro67,
IV.12.1.6 (iv)]. This says that the set
U := {x ∈ X˜ | X˜f(x) is geometrically normal}
is open. Then, f(U) is a constructible set of SpecZ. Because X˜Q is geometrically normal, and
U ⊆ X˜ is open, f(U) must be an open subset of SpecZ.
We now prove Theorem 1.2.27. We proceed by induction on dimX.
Proof of Theorem 1.2.27. We can immediately pass to components, and thus reduce to the case that
X and Y are integral. Also, if f is not surjective, then we can factor f as Y → f(Y ) → X. Any
compatible splittings of X and Y will induce a splitting of f(Y ) and split map Y → f(Y ), whose
image has smaller dimension. We therefore obtain the result by induction.
Thus, we are reduced to the case where X and Y are integral, and f is surjective. Let X˜ and
Y˜ denote the normalizations of X and Y . For p sufficiently large, Lemma 1.2.31 implies that X˜/p
is the normalization of X/p and that Y˜ /p is the normalization of Y/p. Any compatible splitting on
X/p and Y/p will give splittings of the normalizations of X/p and Y/p, and all of these splittings
will be compatible. Write f˜ for the map Y˜ → X˜, and write m and n for the maps X˜ → X and
Y˜ → Y .
Let SpecA be an affine chart on X, and let A˜ be the normalization of A. Consider the conductor
ideal D = {d ∈ A | dA˜ ⊆ A} and recall that for any Frobenius splitting of A/p, D/p is compatibly
split (see the proof of Proposition 1.2.5).
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The construction of D sheafifies; let ∆ and ∆˜ be the corresponding subvarieties of X and X˜.
Then X˜\∆→ X\∆ is an isomorphism, and ∆˜→ ∆ is a finite map. By induction, there is anN ′ such
that for p > N ′, split subvarieties of ∆/p lift to split subvarieties of ∆˜/p. Let N = max(deg f,N ′).
Take p > N , a compatible splitting φ, and a split subvariety V of X/p. If the generic point of V
is not in ∆, then m−1(V ) is split because m is an isomorphism away from ∆. If the generic point is
in ∆, then m−1(V ) is split because p > N ′. So, either way, m−1(V ) is split.
By Proposition 1.2.30, f˜−1(m−1(V )) is split. The image of a split variety is split, so
n(f˜−1(m−1(V ))) = f−1(V )
is split. This is the desired result.
1.2.5 The Knutson-Lam-Speyer algorithm for finding compatibly split subvarieties
In this subsection we discuss an unpublished algorithm due to Allen Knutson, Thomas Lam, and
David Speyer which, in certain cases, finds all compatibly split subvarieties of X. Note that many
of the ideas appearing below are very similar to those found in [KLS10, Section 5].
Algorithm. (Knutson-Lam-Speyer)
Let X be a normal variety that is Frobenius split by σp−1, σ ∈ H0(X,F∗(ω−1X )). Let D = V (σ) be
the vanishing set of the anticanonical section σ.
The input of the algorithm is the pair (X,D). The output of the algorithm is a list L of compatibly
split subvarieties of X. The steps of the algorithm are as follows. We start with an empty list L′.
Step 1: Add X to the list L′.
Step 2: Let S be the closure (in X) of the singular locus of X \D. Add all compatibly split subvarieties
of S to L′.
Step 3: If D is empty, terminate the algorithm for the pair (X,D). If D is non-empty, decompose D
into its irreducible components,D = D1∪· · ·∪Dr. For each i ∈ 1, . . . , r, letEi = D1∪· · ·∪Dˆi∪· · ·∪Dr.
Replace (X,D) by the collection of new pairs {(Di, Di ∩ Ei) | 1 ≤ i ≤ r}.
Step 4: Replace each (Di, Di ∩ Ei), 1 ≤ i ≤ r, with the pair Pi using the following procedure:
If Di is normal, then Pi := (Di, Di ∩ Ei). If Di is not normal, then Pi := (D˜i, ν−1(Di ∩ Ei) ∪
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ν−1((Di)non-R1)) where ν : D˜i → Di is the normalization of Di and (Di)non-R1 is the (possibly empty)
union of codimension-1 components of the singular locus of Di. For each Pi, 1 ≤ i ≤ r, return to step
1 and rename Pi by (X,D) to match the notation used above.
At the very end, map all varieties in the list L′ forward to X by the composition of the relevant
finite morphisms (i.e. the composition of restricted normalization morphisms). The elements of the list
L are the images, under these maps, of the elements of the list L′.
Lemma 1.2.32. Let X be a variety defined over SpecZ. Suppose X/p is normal and Frobenius split
by σp−1, σ ∈ H0(X/p, F∗(ω−1X/p)). Let D = V (σ) be the vanishing set of the anticanonical section σ.
Run the algorithm starting with the pair (X/p,D) to obtain a list L of subvarieties of X/p. There
exists an integer N > 0 such that, for all p > N , every subvariety appearing in the list L is compatibly
split.
Proof. To begin, for every pair (Y,DY ) appearing after some number of iterations of steps 1, 3,
and 4, we show that (i) DY is compatibly split in Y , and (ii) there is a finite split morphism
f : Y → f(Y ) such that f(Y ) is a compatibly split subvariety of X/p.
We proceed by induction on the number of iterations of steps 1, 3, and 4. When n = 0, the
result is automatic. So suppose that (Y,DY ) is a pair that shows up after n iterations of steps 1, 3,
and 4. By induction, DY is a compatibly split subvariety of Y and there is a finite split morphism
f : Y → f(Y ) such that f(Y ) is a compatibly split subvariety of X/p. Let DY = D1∪· · ·∪Dr where
eachDi is irreducible, and letEi = D1∪· · ·∪Dˆi∪· · ·Dr, 1 ≤ i ≤ r. IfDi is normal, then (Di, Di∩Ei)
appears after n+1 iterations of steps 1, 3, and 4, Di∩Ei is compatibly split inDi, and f |Di is a finite
split morphism such that f |Di(Di) is a compatibly split subvariety of X/p (by Proposition 1.2.21). If
Di is not normal, then (D˜i, ν−1(Di∩Ei)∪ν−1((Di)non-R1)) (where ν : D˜i → Di is the normalization
map) appears after n+1 iterations of steps 1, 3, and 4. By Theorem 1.2.27, there is an N ′ such that,
for all p > N ′, ν−1(Di ∩ Ei) ∪ ν−1((Di)non-R1) is compatibly split in D˜i. Furthermore, f |Di ◦ ν is a
finite split morphism such that (f |Di ◦ ν)(D˜i) is a compatibly split subvariety of X (by Propositions
1.2.5 and 1.2.21).
Any subvariety in the list L which is not found using only steps 1, 3, and 4 of the algorithm
must be of the form f(Z) where f : Y → f(Y ) is a finite split morphism, f(Y ) is a compatibly split
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subvariety of X/p, and Z is a compatibly split subvariety contained in the singular locus of Y . It
follows by Proposition 1.2.21 that f(Z) is compatibly split.
Remark. Step 2 of the algorithm is difficult to perform in general. Luckily, in the setting that we
care about in this thesis, steps 1, 3, and 4 are enough to find all compatibly split subvarieties (at
least in small examples). However, as the next example illustrates, step 2 is necessary.
Example 1.2.33. Let p ≡ 1 (mod 3) and consider the splitting of A3 given by Tr(fp−1·), f =
x3 + y3 + z3. In this case, (X,D) = (A3k, {x3 + y3 + z3 = 0}). Without checking for compatibly split
subvarieties of the singular locus of D, we would miss finding the origin which is compatibly split.
We now show that, in certain cases, the algorithm is guaranteed to find all compatibly split
subvarieties of a normal Frobenius split variety X. In order to prove this, we make use of the
following lemmas.
Lemma 1.2.34. [BK05, Lemma 1.1.7 (iii)] If X is a normal variety and U is an open subset with
complement of codimension at least 2, then X has a Frobenius splitting if and only if U does. In fact,
any splitting of U is the restriction of a unique splitting of X. In particular, X has a splitting if and
only if its regular locus does.
Lemma 1.2.35. (similar to [BK05, Exercise 1.3.E (4*)]) Let X be a non-singular Frobenius split
variety and let D1 be a non-singular, compatibly split prime divisor. Suppose that the splitting of X
is given by σp−11 τ˜
p−1 where V (σ1) = D1 and σ1τ˜ ∈ H0(X,ω−1X ). Then the induced splitting of D1 is
given by τp−1 where τ is the residue of τ˜ in ω−1D1
∼= (ωX(D1)⊗OX OD1)−1.
Proof. Let x be any closed point of D1. We show that the statement holds in the completion of the
local ring OX,x.
Let t1, ..., tn be local parameters so that the completion of OX,x is identified with the power
series ring k[[t1, ..., tn]]. We can choose these parameters such that t1 vanishes along D1. Then, στ˜
can be expanded locally as t1h˜(dt1 ∧ · · · ∧ dtn)−1 where the power series h˜ ∈ k[[t1, . . . , tn]] is not
divisible by t1. Therefore, the splitting of k[[t1, . . . , tn]] is given by Tr(t
p−1
1 h˜
p−1·).
The induced splitting of the quotient k[[t1, . . . , tn]]/〈t1〉 is Tr(hp−1·), where h := h˜(0, t2, . . . , tn).
As h(dt2 ∧ · · · ∧ dtn)−1 is the local expansion τ in the power series ring k[[t2, . . . , tn]] ∼= OˆD1,x, we
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obtain the desired result.
Lemma 1.2.36. Let X be a normal variety that is Frobenius split by σp−1 where σ ∈ H0(X,ω−1X ).
Let D = V (σ) and suppose that D = D1 + · · · + Dr = D1 + E where the support of each Di is
irreducible and non-empty. Let sing(X) denote the singular locus of X and suppose that sing(X)∩D1
has codimension ≥ 2 in D1.
1. If D1 is normal, then the induced splitting of D1 is given by τp−1, where τ ∈ H0(D1, ω−1D1) and
V (τ) = D1 ∩E. Furthermore, all compatibly split subvarieties of D1 are contained in D1 ∩E or
in sing(D1).
2. Suppose D1 is not normal. Let (D1)non-R1 denote the codimension-1 component of sing(D1). If
ν : D˜1 → D1 is the normalization of D1, then, for large p, the splitting of D˜1 is given by τp−1
where V (τ) = ν−1(D1 ∩E) ∪ ν−1((D1)non-R1). Furthermore, all compatibly split subvarieties of
D˜1 are contained in ν−1(D1 ∩ E) ∪ ν−1((D1)non-R1) or sing(D˜1).
Proof. 1. LetX ′ = Xreg\sing(D1),D′1 = (D1)reg∩X ′, andE′ = E∩X ′. Then,X ′ andD′1 are non-
singular. By Lemma 1.2.35, the induced splitting of D′1 is given by an anticanonical section
τ ′ ∈ H0(D′1, ω−1D′1) such that V (τ
′) = D′1 ∩E′. Because (D1)reg ∩ sing(X) has codimension ≥ 2
in (D1)reg and D1 is normal, τ ′ extends uniquely to an anticanonical section τ ∈ H0(D1, ω−1D1)
such that τp−1 determines a splitting of D1 and V (τ) = D1 ∩E. By the Kumar-Mehta Lemma
(see Theorem 1.2.17), all compatibly split subvarieties of D1 are contained inside of D1 ∩ E
or sing(D1).
2. Now suppose that D1 is not normal and let ν : D˜1 → D1 be the normalization of D1.
By Proposition 1.2.5, D˜1 has a Frobenius splitting induced from D1 that compatibly splits
ν−1((D1)non-R1). By Speyer’s theorem, ν−1(D1∩E) is also compatibly split for large primes p.
Let τ ∈ H0((D˜1)reg, F∗(ω1−p(D˜1)reg)) determine the splitting of (D˜1)reg. Let Dτ denote the associ-
ated divisor. Then,
Dτ = (p− 1)ν−1(D1 ∩ E) + (p− 1)ν−1((D1)non-R1) + F
for some effective divisor F .
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By the same argument as the one given to prove 1., the splitting of (D1)reg is a (p−1)st power
and (D1)reg ∩E is the corresponding compatibly split anticanonical divisor in (D1)reg. As ν is
an isomorphism over the open set (D1)reg, we see that τ |ν−1((D1)reg) is a (p − 1)st power, and
that
Dτ |ν−1((D1)reg) = (p− 1)[ν−1(D1 ∩ E)|ν−1((D1)reg)].
As F is effective and ν−1((D1)non-R1) is compatibly split, F must be empty. Thus,
Dτ = (p− 1)ν−1(D1 ∩ E) + (p− 1)ν−1((D1)non-R1).
By the Kumar-Mehta Lemma, all compatibly split subvarieties of D˜1 are contained in ν−1(D1∩
E) ∪ ν−1((D1)non-R1) or sing(D˜1).
Proposition 1.2.37. Suppose X is normal and Frobenius split by σp−1 where σ ∈ H0(X,ω−1X ) and
D = V (σ). Suppose thatD = D1+· · ·+Dr where the support of eachDi is irreducible and non-empty.
Let
P = {(X ′, D′) | (X ′, D′) appears at some stage of the algorithm and X ′ is normal}.
If, for all (X ′, D′) ∈ P , sing(X ′)∩D′ has codimension ≥ 2 in each component of D′, then, for large p,
the Knutson-Lam-Speyer algorithm with input (X,D) finds all compatibly split subvarieties of X.
Proof. We follow the ideas found in [KLS10, Theorem 5.3].
Suppose all of the necessary conditions hold, yet there exists some compatibly split Y ⊆ X
that is not found by the algorithm. Then there exists Z found by the algorithm with Y ⊆ Z and
codimY Z minimized. Z could have been found by the algorithm in one of two ways.
The first possiblity is that there exists some Z˜ and some finite surjective morphism f : Z˜ → Z
such that (Z˜,DZ˜) is a pair arising from step 4. of the algorithm. Note that we may assume that Z˜
is normal. By repeatedly applying Lemma 1.2.36, we see that DZ˜ is anticanonical in Z˜. By Speyer’s
theorem, f−1(Y ) is compatibly split in Z˜ for large primes p.
If f−1(Y ) ⊆ sing(Z˜) \ (DZ˜ ∩ sing(Z˜)) then the algorithm finds Y , a contradiction. So suppose
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otherwise. By Lemma 1.2.36, f−1(Y ) ⊆ DZ˜ . Thus, Y ⊆ f(D1) for some component D1 of DZ˜ .
This contradicts the minimality assumption.
Next suppose that there is no such Z˜ such that f : Z˜ → Z is a finite surjective map and (Z˜,DZ)
is a pair appearing at some stage of the algorithm. Then, there must exist some Z ′ found by the
algorithm with Z ⊆ Z ′ such that (i) there exists a finite map f : Z˜ ′ → Z ′, (ii) (Z˜ ′, D′) is a pair in
appearing at some stage of the algorithm, and (iii) f−1(Z) is a compatibly split subvariety contained
inside of sing(Z˜ ′) \D′. In this case, f−1(Y ) is also a subvariety contained in sing(Z˜ ′) \D′. This
contradicts the fact that Y was not found by the algorithm.
Remark. Katzman and Schwede also have an algorithm for finding all compatibly split subvarieties
of a Frobenius split scheme X (see [KS11]).
1.2.6 Multigraded/torus-invariant splittings
Our reference for this subsection is [Knu09a].
Definition 1.2.38. Let R be multigraded by a lattice Λ of rank r. (I.e. R =
⊕
ΛRλ.) Identify Λ
with Zr and λ with (λ1, . . . , λr), λi ∈ Z. Suppose R is Frobenius split by φ. We call φ a multigraded
splitting if φ(Rλ) ⊆ Rλ/p, which is 0 unless p|λi for each 1 ≤ i ≤ r.
Example 1.2.39. Suppose that k[x1, . . . , xn] comes with a multigrading (weighting) and that, with
respect to that multigrading, f ∈ k[x1, . . . , xn] is homogeneous. If Tr(fp−1·) is a splitting, then
Tr(fp−1·) is a multigraded splitting. (Proof: Because Tr(fp−1·) is a splitting, there is a term of fp−1
of the form xp−11 · · ·xp−1n (else Tr(fp−11) 6= 1). Because f is homogeneous, so is fp−1. Thus, every
term of fp−1 has the same weight as xp−11 · · ·xp−1n . Letting λ = (λ1, . . . , λr) denote the weight of
x1 · · ·xn, we see that every term of fp−1 has weight (p− 1)λ.
Now suppose that m is a monomial such that Tr(fp−1m) 6= 0. Then for at least one monomial
m′ in fp−1, x1 · · ·xnm′m is a pth power. Let µ denote the weight of m. Notice that x1 · · ·xnm′ has
weight pλ. Thus, p|µ.)
Remarks. 1. We could have replaced the multigraded ring R by a sheaf of multigraded rings.
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2. Since a torus action on R induces a multigrading and vice versa, the above definition could
have alternatively been formulated in terms of a torus action. Thus, a multigraded splitting is
also called a torus-invariant splitting. In the above example, we see that a (p − 1)st power
splitting of affine space is torus-invariant whenever the compatibly split anticanonical divisor
is torus-invariant.
Proposition 1.2.40. [Knu09a, See proof of Corollary 2] Suppose a torus T acts on X and suppose
that X is Frobenius split by the T -invariant splitting φ. Then, all compatibly split subvarieties of X
are stable under the action of T .
Remark. This result also follows from the Knutson-Lam-Speyer algorithm in the setting where steps
1, 3, and 4, are enough to find all compatibly split subvarieties.
1.2.7 A T 2-invariant Frobenius splitting of Hilbn(A2k)
The material in this subsection comes from [KT01] and [BK05, Section 1.3 and Chapter 7].
Definition 1.2.41. 1. A normal variety Y is Gorenstein if its canonical sheaf ωY is invertible.
2. Given a Gorenstein variety Y and a normal variety X, a proper, birational morphism f : X →
Y is called crepant if f∗ωY = ωX .
Lemma 1.2.42. [BK05, Lemma 1.3.13] Let f : X → Y be a crepant morphism. If Y is Frobenius
split then so is X.
Theorem 1.2.43. [KT01, Special case of Theorem 1] Let k be an algebraically closed field of char-
acteristic p > 2. Let Sn(A2k)∗ denote the open locus of the Chow variety with at least n − 1 distinct
points. Let Hilbn(A2k)∗ denote the preimage of Sn(A2k)∗ under the Hilbert-Chow morphism Ψ. Then,
Ψ : Hilbn(A2k)∗ → Sn(A2k)∗ is a crepant resolution.
Kumar and Thomsen also prove the following:
Theorem 1.2.44. [KT01, Corollary 1] Let p > n. Then Sn(A2k) is Gorenstein and Ψ : Hilb
n(A2k) →
Sn(A2k) is a crepant resolution.
Theorem 1.2.43 can be used to prove that Hilbn(A2k) is Frobenius split.
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Theorem 1.2.45. [KT01, Special case of Theorem 2] Let k be an algebraically closed field of charac-
teristic p > 2. The standard splitting of A2k induces a Frobenius splitting of Hilb
n(A2k).
We sketch the proof found in [KT01, Section 5].
Proof. Consider A2k with the standard splitting φ = Tr((xy)p−1·). There is then a natural choice
of splitting on (A2)n given by φn = Tr((x1y1 · · ·xnyn)p−1·). Notice that φn takes Sn-invariant
functions to Sn-invariant functions. Thus, φn induces a Frobenius splitting of Sn(A2k).
Let V ⊆ Sn(A2k) denote the open set where none of the n points collide. Because Sn(A2k) is
Frobenius split, and V is open, V has an induced splitting. Let σ′ be the associated splitting section
of ω1−pV . Since V is codimension-2 in S
n(A2)∗ and Sn(A2k)∗ is normal, σ′ can be extended to a
section σ of ω1−p
Sn(A2k)∗
. Let Ψ denote the Hilbert-Chow morphism. Because Ψ is crepant, Ψ∗(σ) = σ˜
is a section of ω1−pHilbn(A2k)∗
. Since the Hilbert scheme is smooth and Hilbn(A2k)∗ has codimension-2
in Hilbn(A2k), σ˜ can be extended to a section of ω
1−p
Hilbn(A2k)
. This is a splitting section because its
restriction to Ψ−1(V ) ∼= V is σ′ and σ′ is a splitting section.
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1.3 Moment polyhedra
1.3.1 Definitions and a few results
Our main references for this subsection are [Bri87], [Bri99], [Knu00], and [Sja07].
We use the following notation throughout this subsection: Let k be a field, let R be a k-algebra,
and let Gm be the multiplicative group Spec k[x, x−1]. Suppose that R is an N-graded Noetherian
domain and that T := Grm acts algebraically on R with weights λ1, . . . , λr ∈ Λ := Hom(T,Gm).
Recall that Λ ∼= Zr. Since R is bigraded by weight and degree, we may write
R =
⊕
(λ,s)∈Λ×N
Rλ,s.
Definition 1.3.1. The moment polyhedron P (R) of R is defined to be the following subset of
Λ⊗Z Q:
P (R) :=
{
λ
s
∣∣∣∣ λ ∈ Λ, s ∈ N, and R(λ,s) 6= 0} .
Theorem 1.3.2. The moment polyhedron P (R) is a convex polyhedron. If Proj(R) (with the N-
grading) is projective over k, then P is a convex polytope.
Example 1.3.3. Let R = k[x,w0, w1] where x has degree 0 and both w0 and w1 have degree
1. Then Proj(R) = A1k × P1k. Let T 2 act on R with weights (1, 0), (0, 0), and (0, 1). Suppose
that xαwβ0w
γ
1 ∈ R(λ,s). This element has T 2-weight λ = (α, γ) and N-weight s = β + γ. Thus,
λ
s = (
α
β+γ ,
γ
β+γ ). Notice that
α
β+γ can be any non-negative rational number and that
γ
β+γ ∈ [0, 1]∩Q.
Thus, P (R) is the following polyhedron:
Remarks. 1. The sources mentioned at the beginning of this subsection work over C. However,
this assumption is not necessary to define P (R); we need only require that Λ, the weight
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lattice of T , is isomorphic to Zr (where r is the rank of the torus). Taking T = Grm satisfies
this requirement, even when working over a field of characteristic p > 0.
2. We don’t really discuss moment maps in this thesis. However, it is worthwhile to note that
when it makes sense to define a moment map ψ : Proj(R) → t∗, i.e. over C, the polyhedron
P (R) consists of the rational points in the image of the moment map.
If J is a T -homogeneous and N-homogeneous prime ideal of R, then R/J also has a moment
polyhedron, P (R/J). Notice that P (R/J) is supported inside of P (R). Drawing the moment
polyhedra of all T -invariant subvarieties of Proj(R) in the same picture yields the x-ray polyhedron
of R. (See [Tol98, Section 2] for the original definition.) From here on, we usually draw the whole
x-ray polyhedron rather than just the moment polyhedron. In particular, we draw the x-rays of
Hilbn(A2k), n ≤ 4, in Subsection 1.3.2.
Definition 1.3.4. Let the torus T act algebraically on R and let P (R) denote the corresponding x-
ray. Let Q be a subpolytope of P (R) (i.e. Q is the moment polytope of some T -invariant subvariety
of Proj(R)). Define Q⊥ ⊆ T as follows:
Q⊥ :=
⋂
q1,q2∈Q,m∈Z,
m(q1−q2)∈Λ
ker m(q1 − q2).
Example 1.3.5. Let Q be the vertical edge in the moment polyhedron in Example 1.3.3. Suppose
q1, q2 ∈ Q, m ∈ Z, and m(q1 − q2) ∈ Λ. Then, m(q1 − q2) is a group homomorphism T 2 → Gm of
the form (t1, t2) 7→ t01tn2 for some n ∈ Z. (I.e. m(q1 − q2) ∈ Λ is identified with (0, n) ∈ Z2.) Then,
Q⊥ = {(t, 1) | t ∈ Gm}.
Proposition 1.3.6. Any subvariety Y ⊆ Proj(R) whose moment polytope is a subpolytope of Q is
pointwise fixed by Q⊥.
Definition 1.3.7. Let X = Proj(R). Define the bones over Q to be the maximal components of
XQ
⊥
whose moment polytopes lie inside Q.
Knutson suggested that the term “bone” be used in place of having to refer to “preimages under
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the moment map”. This substitution of language is necessary when we have an x-ray (hence the
term “bone”) but no moment map (eg. when working over a field of characteristic p > 0). Note
that we use the term “bone” throughout Subsection 2.2.2, which concerns the compatibly split
subvarieties of Hilbn(A2k), n ≤ 5.
Before stating the final proposition of this subsection, we recall some definitions/facts about
polytopes.
Definition 1.3.8. (See, for example, the notes [Goe].) A halfspace is a set of the form
{µ ∈ Λ⊗Z Q | 〈µ, α〉 ≤ β, for some α ∈ Λ∗ and some β ∈ Q}.
A polyhedron is the intersection of finitely many half spaces. The inequality 〈α, µ〉 ≤ β, α ∈ Λ∗
and β ∈ Q, is called a valid inequality for the polyhedron P if 〈α, µ〉 ≤ β for every µ ∈ P . A face
of a polyhedron P is {µ ∈ P | 〈α, µ〉 = β} where 〈α, µ〉 ≤ β is a valid inequality of P .
Proposition 1.3.9. (Knutson) Let F be a face of the moment polytope P (R) and suppose that F =
{µ ∈ P (R) | 〈α, µ〉 = β} where 〈α, µ〉 ≤ β is a valid inequality of P (R).
1. The direct sum
I =
⊕
n∈N
⊕
µ∈P (R)
〈α,µ〉<β
Rnµ,n
is an N- and T -homogeneous prime ideal of R. Proj(R/I) is the bone of F .
2. Suppose that R is a k-algebra, where k has characteristic p > 0. Suppose further that R has an
N- and T -invariant Frobenius splitting. Then, the bone of F is compatibly split.
Proof. 1. That I is an ideal follows because 〈α, µ〉 ≤ β is a valid inequality of P (R). Indeed,
suppose r ∈ R and i ∈ I. Assume that r ∈ Rλ1,n1 and i ∈ Rλ2,n2 . Then,
〈
α,
λ1 + λ2
n1 + n2
〉
=
n1
n1 + n2
〈
α,
λ1
n1
〉
+
n2
n1 + n2
〈
α,
λ2
n2
〉
.
The first summand on the right side of the equation is ≤ n1n1+n2β and the second summand is
< n2n1+n2β. Thus, the sum is < β and we see that ri ∈ I.
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A nearly identical argument proves that I is prime: Suppose that ab ∈ I. Assume that
a ∈ Rλ1,n1 and b ∈ Rλ2,n2 . Then ab ∈ Rλ1+λ2,n1+n2 . Thus, 〈α, λ1+λ2n1+n2 〉 < β, and so at least one
of 〈α, λ1n1 〉 or 〈α, λ2n2 〉 must also be < β (see the above equation). It follows that at least one of
a or b is in I.
That I is N- and T -homogeneous, and that Proj(R/I) is the bone of F follows by the con-
struction of I.
2. Let φ : R→ R be an N- and T -invariant Frobenius splitting of R. Then,
φ(I) =
⊕
n∈N
⊕
µ∈P (R)
〈α,µ〉<β
φ(Rnµ,n) ⊆
⊕
n
p
∈N
⊕
µ∈P (R)
〈α,µ〉<β
Rnµ
p
,n
p
⊆ I.
1.3.2 Constructing the moment polyhedron of Hilbn(A2k)
In this subsection, we discuss the moment polyhedron (really the x-ray) of Hilbn(A2k).
Proposition 1.3.10. Let λ be a T 2-fixed point of Hilbn(A2k). Let Sλ denote its standard set. Then, λ’s
moment polytope is the point ∑
(i,j)∈Sλ
(i, j).
Using this proposition, along with the T 2-weights of the tangent space TλHilb
n(A2k) (see the
Hilbert scheme background section), we can construct the x-ray of Hilbn(A2k).
Figure 1.1: The x-ray polyhedron of Hilb2(A2k). The arrows are meant to denote T 2-weights.
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Figure 1.2: The x-ray polyhedron of Hilb3(A2k)
Figure 1.3: The x-ray polyhedron of Hilb4(A2k)
Though we never use the moment map, we provide it here anyway: Let t = Lie((S1)2). There
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is a moment map Φ : Hilbn(C2)→ t∗. It is given by
I →
∑
i,j∈N∪{0}
dij(i, j)
where (under the standard Hermitian inner product), the rank n orthogonal projection of C[x, y]
to I⊥ is xiyj 7→ dijxiyj + · · · . This is derived from the inclusion
Hilbn(A2k) ↪→ Grn(C[x, y]) ↪→ P(∧nC[x, y]∗).
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1.4 Gro¨bner bases, degenerations, and some combinatorics
1.4.1 Gro¨bner bases and Gro¨bner degenerations
Our main source for this section is [Eis95, Chapter 15].
Definition 1.4.1. 1. A monomial order (or term order) > of the polynomial ring k[x1, . . . , xn]
is a total ordering of monomials such that, if n is a (non-constant) monomial and m1 > m2,
then nm1 > nm2 > m2.
2. Let f ∈ k[x1, . . . , xn]. The initial term of f , denoted init>(f), is the largest term appearing
in f with respect to the given monomial order.
3. Let I ⊆ k[x1, . . . , xn] be an ideal. The initial ideal is the ideal init>(I) := 〈init>(f) | f ∈ I〉.
Theorem 1.4.2. Let > be a monomial order on k[x1, . . . , xn] and let I be an ideal of k[x1, . . . , xn].
The monomials which are not in init(I) form a k-vector space basis for the quotient k[x1, . . . , xn]/I.
Notice that we have already made use of this theorem when discussing an open cover of the
Hilbert scheme.
Example 1.4.3. One common monomial order is the Lex order: Consider the polynomial ring
k[x1, . . . , xn] with variables ordered by x1 > x2 > · · · > xn. Then,
xa11 · · ·xann >Lex xb11 · · ·xbnn
if ai > bi for the first index i where ai 6= bi.
Often, we’ll be concerned with total orderings of the monomials of k[x1, . . . , xn] which only
satisfy the condition, “if n is a (non-constant) monomial and m1 > m2, then nm1 > nm2”. In
particular, unlike in the definition of monomial order given above, we don’t require 1 to be smaller
than any non-constant monomial. For example, in Section 2.3 we will be concerned with the Revlex
ordering (defined below).
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Example 1.4.4. Consider the polynomial ring k[x1, . . . , xn] with variables ordered by x1 > x2 >
· · · > xn. Then,
xa11 · · ·xann >Revlex xb11 · · ·xbnn
if ai < bi for the last index i where ai 6= bi.
Often, weights are used to order monomials.
Definition 1.4.5. Assign integers (i.e. weights) λ1, . . . , λn to the variables x1, . . . , xn. Then the
weight of xa11 · · ·xann is λ1a1 + · · ·λnan, and
xa11 · · ·xann > xb11 · · ·xbnn if λ1a1 + · · ·λnan > λ1b1 + · · ·+ λnbn.
Remark. Two different monomials in k[x1, . . . , xn] may have the same weight, and so weights alone
are not enough to distinguish between all monomials. Therefore, if > denotes a weight order on
k[x1, . . . , xn], init>f may consist of multiple terms for some polynomials f ∈ k[x1, . . . xn]. In this
setting, we call init(f) the initial form of f .
Example 1.4.6. For a fixed ideal I, we can define weight orders >1 and >2 so that
init>1(I) = initLex(I) and init>2(I) = initRevlex(I).
The weight order >1 is obtained by weighting x1, x2, . . . , xn by N1, N2, . . . , Nn where N1  N2 
· · ·  Nn > 0. The weight order >2 is obtained by weighting x1, x2, . . . , xn by N1, N2, . . . , Nn
where −Nn  · · ·  −N2  −N1 > 0.
Definition 1.4.7. Fix a monomial order > on k[x1, . . . , xn]. Let I ⊆ k[x1, . . . , xn] be an ideal.
1. A set of polynomials G = {g1, . . . , gr} ⊆ I is called a Gro¨bner basis of I with respect to the
monomial order > if init>I = 〈init>(g) | g ∈ G〉.
2. A Gro¨bner basis G is reduced if (i) for each gi ∈ G, init(gi) does not divide any term of gj for
i 6= j, and (ii) the coefficient of each init(gi) is 1.
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3. Let G be a set of polynomials {g1, . . . , gr} (not necessarily a Gro¨bner basis). Let
mi,j =
init(gi)
GCD(init(gi), init(gj))
.
The S-polynomial (or S-pair) of gi and gj is S(gi, gj) := mj,igi −mi,jgj .
Proposition 1.4.8. (Buchberger’s criterion) Consider a set of polynomials G = {g1, . . . , gr}. Apply
the division algorithm with respect to G to each S-pair S(gi, gj) to obtain the remainder hi,j . G is a
Gro¨bner basis if and only if each hi,j is 0.
Buchberger’s criterion can be turned into an algorithm (Buchberger’s algorithm) for producing
a Gro¨bner basis from a given generating set G = {g1, . . . , gr}: Apply the division algorithm with
respect to G to each S-pair S(gi, gj) to obtain the remainder hi,j . Suppose that some of these hi,j
are non-zero. Consider a new set
G′ = {g1, . . . , gr} ∪ {hi,j | hi,j 6= 0}.
Apply Buchberger’s criterion toG′. IfG′ is not a Gro¨bner basis, add in the new non-zero remainders.
Repeat. This process must terminate after finitely many steps.
We make use of the next lemma when discussing degenerations of the compatibly split subvari-
eties of U〈x,yn〉.
Lemma 1.4.9. Consider two ideals I, J ⊂ k[x1, . . . , xn]. Suppose that k[x1, . . . , xn] comes with a
given monomial order. If I ⊂ J and init(I) = init(J) then I = J .
Proof. Let {g1, . . . , gr} be a Gro¨bner basis for I. Let f ∈ J be given. Because both I ⊂ J and
init(I) = init(J) we may reduce f to 0 using the given Gro¨bner basis of I. Thus, f ∈ I.
We end this subsection by recalling the relationship between Gro¨bner bases and flat families.
Proposition 1.4.10. Let {λ1, . . . , λn} be weights of {x1, . . . , xn} and let λ(m) denote the weight of
the monomial m. Let I ⊆ k[x1, . . . , xn] be an ideal and let G = {g1, . . . , gr} be a Gro¨bner basis with
respect to the given weight order.
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For each gi ∈ G, write gi =
∑
cimi where mi is a monomial and ci ∈ k∗. Let b = max λ(mi)
Replace each gi ∈ G by
g˜i = t
bg(t−λ1x1, . . . , t−λrxr).
Let I˜ = 〈g˜i | gi ∈ G〉.
1. k[x1, . . . , xn][t]/I˜ is free and thus flat as a k[t]-module.
2. k[x1, . . . , xn][t]/((t) + I˜) ∼= S/init(I).
Thus, k[x1, . . . , xn][t]/I˜ is a flat family over k[t] of quotients of k[x1, . . . , xn]. The fiber over 0 is
k[x1, . . . , xn]/init(I).
This type of flat family is called a Gro¨bner degeneration.
1.4.2 Lex and Revlex degenerations
In this subsection we review the geometry of Gro¨bner degenerations with respect to the Lex and
Revlex weightings. We begin with Lex. For this, our references are [KMY09] and [Knu04].
Definition 1.4.11. Let f ∈ k[x1, . . . , xn]. Weight variable xi by N > 0 and weight each of the
rest of the variables by 0. Define Lexxi(f) to be the leading form of f with respect to the given
weighting.
If X is a subscheme of Ank with defining ideal I, define
LexxiX := Spec
(
k[x1, . . . , xn]
LexxiI
)
.
Treating Ank = Spec(k[x1, . . . , xn]) as a vector space V , we can decompose it as V = H ⊕ L,
where H is the hyperplane {xi = 0} and L = A1xi is the xi-axis. There is a k∗ action on V given by
t · (~h, l) = (~h, tl), t ∈ k∗. We say that this action “scales L and fixes H”.
Let X be a closed subscheme of V . Let X ′ denote the flat limit limt→0(t · X). Notice that
this limit is just an alternate definition of the Gro¨bner degeneration LexxiX defined above. The
following theorem explains the geometry of LexxiX.
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Theorem 1.4.12. [KMY09, Theorem 2.2] Let X be a closed subscheme of V and let L be a 1-
dimensional subspace of V. Denote by Π the scheme-theoretic closure of the image of X in V/L, and by
X the closure of X in BlPLP(V ⊕A1k) (the blow-up of P(V ⊕A1k) at the point PL). Set Γ = X ∩ (V/L),
where the intersection of schemes takes place in BlPLP(V ⊕ A1k).
If H is a hyperplane complementary to L in V , and we identify H with V/L, then the flat limit
X ′ := limt→0t ·X under scaling L and fixing H satisfies
X ′ ⊇ (Π× {0}) ∪ (Γ× L),
with equality as sets.
Remarks. 1. The authors of [KMY09] call the decomposition (Π × {0}) ∪ (Γ × L) a “geometric
vertex decomposition” as it is reminiscent of a vertex decomposition of a simplicial complex.
(See the next subsection for relevant definitions.)
2. In the case that we deal with in this thesis, we get scheme-theoretic equality in the above
theorem because all subschemes in question are Frobenius split and thus reduced.
The Revlex case is simpler.
Definition 1.4.13. Let f ∈ k[x1, . . . , xn]. Weight variable xi by −N where N > 0. Weight each of
the rest of the variables by 0. Define Revlexxi(f) to be the leading form of f with respect to the
given weighting.
If X is a subscheme of Ank with scheme theoretic defining ideal I, define
RevlexxiX := Spec
(
k[x1, . . . , xn]
RevlexxiI
)
.
Lemma 1.4.14. Let Y be an integral subscheme of Spec k[x1, ..., xn]. LetH be the hyperplane {x1 = 0}
and let L = A1x1 be the x1-axis.
• If Y ⊆ H then Revlexx1(Y ) = Y ×Ox1 ⊆ H × L.
• If Y * H then Revlexx1(Y ) = (Y ∩H)× L ⊆ H × L.
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Proof. If Y ⊆ H then x1 ∈ I(Y ) and Revlexx1I(Y ) = I(Y ).
Now suppose that Y * H. Then x1 /∈ I(Y ). As I(Y ) is prime, we have that if x1 divides any
g ∈ I(Y ) then gx1 ∈ I(Y ). So, Revlexx1I(Y ) = 〈h(0, x2, x3, . . . , xn)|h ∈ I(Y )〉. Thus,
k[x1, . . . , xr]
Revlexx1I(Y )
∼= k[x1, . . . , xr]
I(Y ) + 〈x1〉 ⊗ k[x1]
as desired.
1.4.3 Stanley-Reisner schemes and simplicial complexes
Our references for this subsection are the textbooks [MS05], [Sta96] unless otherwise indicated.
Definition 1.4.15. A simplicial complex ∆ on the vertex set {v1, . . . , vn} is a collection of subsets,
called faces (or simplices), with the following property: if σ ∈ ∆, and τ ⊆ σ, then τ ∈ ∆. We
call a maximal face a facet. If σ is an d + 1 element subset of {v1, . . . , vn} then we say that σ has
dimension d. If all facets have the same dimension d, the we say that ∆ is pure of dimension d.
We take particular interest in vertex-decomposable simplicial complexes.
Definition 1.4.16. [BP79] Let ∆ be a simplicial complex on the vertex set V . Let v ∈ V . Define
the following subcomplexes:
1. del(v) := {F ∈ ∆ | F ∪ {v} /∈ ∆}.
2. link(v) := {F ∈ ∆ | v /∈ F, F ∪ {v} ∈ ∆}.
3. star(v) := {F ∈ ∆ | F ∪ {v} ∈ ∆}.
Notice that star(v) is a cone on link(v) and that
∆ = del(v) ∪link(v) star(v).
Definition 1.4.17. [BP79] Let ∆ be a pure d-dimensional simplicial complex on the vertex set V .
We say ∆ is vertex-decomposable if either ∆ is empty or there exists a vertex v ∈ V such that
1. del(v) is pure, d-dimensional, and vertex-decomposable, and
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2. link(v) is pure, (d− 1)-dimensional, and vertex-decomposable.
As mentioned in [Knu04], a particularly nice case is when (i) del(v) is homeomorphic to a d-
dimensional ball and (ii) link(v) is homeomorphic to a (d− 1)-dimensional ball (or sphere) on the
spherical surface of del(v). Then, ∆ too is homeomorphic to a d-dimensional ball (or sphere).
Definition 1.4.18. Let ∆ be a pure d-dimensional simplicial complex. We say that ∆ is shellable
if there exists an ordering of the facets σ1, . . . , σs such that for i = 2, . . . , s,
σi ∩ (
i−1⋃
j=1
σj)
is a pure (d − 1)-dimensional complex. Note that σi denotes the smallest simplicial complex with
facet σi.
Theorem 1.4.19. [BP79] Vertex-decomposable simplicial complexes are shellable.
To every simplicial complex on the vertex set {v1, . . . , vn}, we can associate a squarefree mono-
mial ideal I ∈ k[x1, . . . , xn].
Definition 1.4.20. Let ∆ be a simplicial complex on vertex set V = {v1, . . . , vn}. Let σ ⊆ V and
define xσ =
∏
vi∈σ xi. The Stanley-Reisner ideal I∆ ⊆ k[x1, . . . , xn] is the ideal
I∆ := 〈xσ | σ /∈ ∆〉.
The Stanley-Reisner ring associated to ∆ (also called the face ring) is the ringR∆ := k[x1, . . . , xn]/I∆.
The Stanley-Reisner scheme associated to ∆ is Spec R∆.
Notice that I∆ is actually generated by all xσ such that σ is a minimal non-face of ∆.
Theorem 1.4.21. The correspondence ∆ 7→ I∆ is a bijection from simplicial complexes on the vertices
{v1, . . . , vn} to squarefree monomial ideals in k[x1, . . . , xn]. Furthermore, if σ = {v1, . . . , vn} \ σ, and
mσ = 〈xi | vi ∈ σ〉, then,
I∆ =
⋂
σ∈∆
mσ.
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Example 1.4.22. Let ∆ ⊆ {v1, . . . , v6} be the simplicial complex with facets {v3, v4}, {v1, v2},
{v1, v3}, {v2, v3, v5}. The geometric realization of ∆ is shown in Figure 1.4.
Figure 1.4: The geometric realization of ∆ in Example 1.4.22.
The Stanley-Reisner ideal of ∆ is generated by the minimal non-faces of ∆. Thus,
I∆ = 〈x6, x1x4, x1x5, x2x4, x4x5, x1x2x3〉.
On the other hand, given I∆, we can decompose to obtain
I∆ = 〈x1, x2, x5, x6〉 ∩ 〈x3, x4, x5, x6〉 ∩ 〈x2, x4, x5, x6〉 ∩ 〈x1, x4, x6〉.
Thus, the facets of ∆ are {v3, v4}, {v1, v2}, {v1, v3}, and {v2, v3, v5}.
Sometimes properties of a simplicial complex translate to properties of the associated Stanley-
Reisner scheme.
Definition 1.4.23. A simplicial complex ∆ is Cohen-Macaulay if its Stanley-Reisner ring is Cohen-
Macaulay.
Theorem 1.4.24. (Hochster) A shellable simplicial complex is Cohen-Macaulay.
In particular, a vertex-decomposable simplicial complex is Cohen-Macaulay. We make use of
this later.
Remark. One can view the geometric realization of the simplicial complex ∆ as the “moment poly-
tope” of Proj(R∆) (which needn’t actually be a polytope since R∆ isn’t a domain).
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Chapter 2
Compatibly split subvarieties of the
Hilbert scheme of points in the plane
2.1 Preliminary remarks
Let k be an algebraically closed field of characteristic p > 2. Fix the T 2-invariant Frobenius splitting
of Hilbn(A2k) induced from the standard splitting of A2k (see Subsection 1.2.7). In this section, we
begin investigating the question, “What are all compatibly split subvarieties of Hilbn(A2k)?” We note
that the n = 1 case is trivial as Hilb1(A2k) ∼= A2k with the standard splitting. Indeed, as we saw in
Example 1.2.18, there are four compatibly split subvarieties of A2k with the standard splitting: A2k,
the y-axis, the x-axis, and the origin. Identifying (x, y) ∈ A2k with the location of the one point in
Hilb1(A2k), we see that the compatibly split subvarieties of Hilb
1(A2k) can be described by “the point
is in A2k”, “the point is on the y-axis”, “the point is on the x-axis”, and “the point is at the origin”.
Remark. Throughout the rest of the thesis, when referring to closed points of Hilbn(A2k), we usually
mean colength-n ideals of k[x, y], rather than the corresponding length-n subschemes of A2k.
2.1.1 A partial description of all compatibly split subvarieties
In this subsection, we gain some intuition into our problem through Proposition 2.1.1. It asserts
that finding all compatibly split subvarieties of Hilbn(A2k) amounts to finding all compatibly split
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subvarieties Z ⊆ Hilbm(A2k), m ≤ n, with the property that Z ⊆ Hilbm0 (A2k). (Recall that Hilbm0 (A2k),
the punctual Hilbert scheme, parametrizes length-m subschemes supported at the origin.)
Proposition 2.1.1. For p > n!, Y ⊆ Hilbn(A2k) is a compatibly split subvariety if and only if Y is the
closure, in Hilbn(A2k), of the (set-theoretic) image of a map
ir,s,t,Z : Hilbr(punctured x-axis)× Hilbs(punctured y-axis)× Hilbt(A2k \ {xy = 0})× Z → Hilbn(A2k)
(I1, I2, I3, I4) 7→ I1 ∩ I2 ∩ I3 ∩ I4
where Y is given the reduced induced subscheme structure and where
1. each of the punctured axes have been punctured at the origin,
2. r, s, t are non-negative integers with r + s+ t ≤ n, and
3. Z ⊆ Hilbn−r−s−t(A2k) is a compatibly split (irreducible) subvariety contained in Hilbn−r−s−t0 (A2k).
Lemma 2.1.2. Let U := {(I, J) ∈ Hilba(A2k) × Hilbb(A2k) | I + J = k[x, y]}. Then U is an open
subscheme of Hilba(A2k)× Hilbb(A2k), and
ja,b : U → Hilba+b(A2k), (I, J) 7→ I ∩ J
is a well-defined morphism. Also, ja,b(U) is open in Hilb
a+b(A2k).
Proof. Let R = k[x1, y1, . . . , xa, ya, u1, v1, . . . , ub, vb] and consider SpecR = (A2k)a × (A2k)b. Let
I =
⋂
1≤i≤a
1≤j≤b
〈xi − uj , yi − vj〉.
The product of symmetric groups Sa × Sb acts on (A2k)a × (A2k)b by
(σ, τ)·(x1, y1, . . . , xa, ya, u1, v1, . . . , ub, vb) = (xσ(1), yσ(1), . . . , xσ(a), yσ(a), uτ(1), vτ(1), . . . , uτ(b), vτ(b)).
The quotient Y = Spec((R/I)Sa×Sb) is a closed subvariety of Sa(A2k) × Sb(A2k). Let Y ′ denote the
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preimage of Y (under the product of the appropriate Hilbert-Chow morphisms) in Hilba(A2k) ×
Hilbb(A2k). U is the complement of Y ′ and so is an open subscheme of Hilb
a(A2k)× Hilbb(A2k).
Next notice that, since I and J are coprime, I ∩J is an element of Hilba+b(A2k). Therefore ja,b is
well-defined as a map of sets. We now show that ja,b(U) is an open subscheme of Hilb
a+b(A2k). To
begin, let Y ⊆ Sa(A2k) × Sb(A2k) be as above. Because pi : Sa(A2k) × Sb(A2k) → Sa+b(A2k) is a finite
morphism, pi(Y ) is a closed subscheme of Sa+b(A2k). Its complement Sa+b(A2k) \ pi(Y ) is open and
thus the preimage of Sa+b(A2k) \ pi(Y ) (under the appropriate Hilbert-Chow morphism) is open in
Hilba+b(A2k). This preimage is ja,b(U) and so ja,b(U) is an open subscheme of Hilb
a+b(A2k).
Finally, we show that ja,b is a morphism by finding an open cover of U such that the restriction
of ja,b to each set in the open cover is a morphism.
Suppose that I ∈ Uλ ⊆ Hilba(A2k) and J ∈ Uλ′ ⊆ Hilbb(A2k). Then, I is generated by
{xrys −
∑
xhyl /∈λ
cr,sh,lx
hyl | xrys ∈ λ},
and J is generated by
{xrys −
∑
xhyl /∈λ′
dr,sh,lx
hyl | xrys ∈ λ′}.
Suppose that I ∩ J ∈ Uλ′′ ⊆ Hilba+b(A2k). Then I ∩ J is generated by
{xrys −
∑
xhyl /∈λ′′
er,sh,lx
hyl | xrys ∈ λ′′}.
Since I and J are coprime, I ∩J = IJ and we see that each er,sh,l is a rational function in the various
cr,sh,l and the various d
r,s
h,l. Suppose e
r0,s0
h0,l0
= f/g for some polynomials f and g in the various cr,sh,l and
dr,sh,l. Then,
gxr0ys0 − fxh0yl0 −
∑
xhyl /∈λ′′
(h,l) 6=(h0,l0)
ger,sh,lx
hyl
is an element of IJ . If g ever vanishes, then IJ /∈ Uλ′′ . Thus, f/g is a regular function and ja,b
restricted to the open set U ∩ (Uλ × Uλ′) ∩ j−1a,b (ja,b(U) ∩ Uλ′′) is a morphism. Sets of this form (i.e.
of the form U ∩ (Uλ×Uλ′)∩ j−1a,b (ja,b(U)∩Uλ′′)) cover U and so we see that ja,b is a morphism.
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Remarks. 1. Lemma 2.1.2 implies that the set-theoretically defined map ir,s,t,Z in Proposition
2.1.1 is a morphism of schemes.
2. Since each of the factors in the domain of ir,s,t,Z are irreducible, so is the closure of the image.
Lemma 2.1.3. Let U = {(I, J) ∈ Hilbn(A2k) × Hilb1(A2k) | I + J = k[x, y]} and suppose that p >
n + 1. Let jn,1 : U → Hilbn+1(A2k) be the morphism defined in Lemma 2.1.2. Because jn,1(U) is
an open subscheme of Hilbn+1(A2k), it has an induced splitting. With respect to this induced splitting,
jn,1 : U → jn,1(U) is a split morphism.
Proof. Let V ⊆ U be the open subscheme where none of the points collide. Then, jn,1(V ) is the open
subscheme in jn,1(U) where none of the points collide. Give each of V and jn,1(V ) the splittings
induced from U and jn,1(U) respectively. Let σ1 ∈ H0(V, ω−1V ) and σ2 ∈ H0(jn,1(V ), ω−1jn,1(V )) be
such that σp−11 and σ
p−1
2 determine these induced splittings.
To see that jn,1 : U → jn,1(U) is a split morphism, it suffices to show that jn,1|V is a split
morphism (see Lemma 1.2.22). To begin, note the following:
1. The morphism jn,1|V : V → jn,1(V ) is e´tale. (Indeed, jn,1|V is flat because it is a finite
surjective morphism between smooth varieties. That jn,1|V is unramified follows from the
assumption that p > n+ 1 = deg(jn,1|V ).)
2. There are no non-constant, non-vanishing functions on V . (Proof: There are no non-constant,
non-vanishing functions on Sn(A2k), Sn(A2k) is normal, and the complement of V in Sn(A2k) is
codimension-2.)
By 1. and Lemma 1.2.24, (jn,1|V )∗(σp−12 ) is a splitting section of V . Furthermore, if V is Frobenius
split by (jn,1|V )∗(σp−12 ) and jn,1(V ) is Frobenius split by σp−12 , then jn,1|V a split morphism. There-
fore, to obtain the desired result, it suffices to show that σp−11 = (jn,1|V )∗(σ2)p−1. This equality
holds because of 2. and the fact that σ1 and (jn,1|V )∗(σ2) vanish in the same location (see Lemma
1.2.15).
Lemma 2.1.4. If Y ⊆ Hilbn(A2k) is the closure of the image of ir,s,t,Z , for some r, s, t, Z, then Y is
compatibly split.
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Proof. If r = s = t = 0, then the result is automatic. So suppose otherwise and proceed by
induction on n. When n = 1 the result is clear.
Let φn and φ1 denote the splittings of Hilb
n(A2k) and Hilb
1(A2k) and suppose that Y1 ⊆ Hilbn(A2k)
and Y2 ⊆ Hilb1(A2k) are each irreducible compatibly split subschemes. Then, with respect to the
splitting φn ⊗ φ1, Y1 × Y2 ⊆ Hilbn(A2k) × Hilb1(A2k) is compatibly split (see the remark following
Example 1.2.25).
Now, suppose that dim(Y2) > 0 (i.e. Y2 ∼= x-axis, or Y2 ∼= y-axis, or Y2 ∼= A2). Let U and jn,1 be
as in Lemma 2.1.3. Note that (Y1 × Y2) ∩ U 6= ∅. Because jn,1 is a split morphism, the closure of
jn,1((Y1 × Y2) ∩U) in jn,1(U) is compatibly split in jn,1(U). Because jn,1(U) is open in Hilbn+1(A2k)
and has the induced splitting, the closure of jn,1((Y1 × Y2) ∩ U) in Hilbn+1(A2k) (with the reduced
induced scheme structure) is compatibly split.
By induction, we may assume that Y1 is the closure of the image of some ir′,s′,t′,Z . Then, the
closure of jn,1((Y1 × Y2) ∩ U) in Hilbn+1(A2k) agrees with the closure of the image of ir,s,t,Z , where
either (i) r = r′ + 1, s = s′, t = t′, or (ii) r = r′, s = s′ + 1, t = t′, or (iii) r = r′, s = s′, t = t′ + 1.
It follows that the closure of the image of ir,s,t,Z is compatibly split in Hilb
n+1(A2k).
We now complete the proof of Proposition 2.1.1. It remains to show that if Y ⊆ Hilbn(A2k) is
compatibly split then Y must be the closure of the image of a map ir,s,t,Z for some r, s, t, Z.
Proof of Proposition 2.1.1. Let pi : (A2k)n → Sn(A2k) denote the quotient map. Let p be larger than
deg(pi) = n!.
By the compatibility of the splittings of Hilbn(A2k) and Sn(A2k), the image of any compatibly split
subvariety of Hilbn(A2k) is compatibly split in Sn(A2k). By the compatibility of the splittings of (A2k)n
and Sn(A2k), and by Speyer’s theorem regarding finite morphisms (see Proposition 1.2.30; this is
where we use p > n!), Y ∈ Sn(A2k) is compatibly split if and only if pi−1(Y ) is compatibly split in
(A2k)n.
Recall that the set of compatibly split subvarieties of (A2k)n with the standard splitting is the set
of all coordinate subspaces of (A2k)n. Thus, the set of compatibly split subvarieties of Sn(A2k) is{
pi(V )
∣∣∣∣ V = ⋃
σ∈Sn
σ(S), S a coordinate subspace of (A2k)n
}
49
and so any compatibly split subvariety Y ⊆ Hilbn(A2k) must map by the Hilbert-Chow morphism to
some pi(V ). Notice that each pi(V ) is the closure of the image, in Sn(A2k), of a product of the form
Sr(punctured x-axis)× Ss(punctured y-axis)× St(A2k \ {xy = 0})× Z ′
where Z ′ is the cycle (n− r − s− t)[(0, 0)].
Now suppose that Y ⊆ Hilbn(A2k) is a compatibly split subvariety. Since Y maps by the Hilbert-
Chow morphism to some pi(V ), it follows that Y is the closure of the image of the map
i : Hilbr(punctured x-axis)× Hilbs(punctured y-axis)× Hilbt(A2k \ {xy = 0})× Z → Hilbn(A2k)
(I1, I2, I3, I4) 7→ I1 ∩ I2 ∩ I3 ∩ I4
for some r, s, t ≥ 0 with r + s+ t ≤ n and for some subvariety Z ⊆ Hilbn−r−s−t0 (A2k).
To show that Z must be a compatibly split subvariety of Hilbn−r−s−t(A2k), we proceed by induc-
tion on n. When n = 1, the result is automatic.
Now suppose that Y is compatibly split in Hilbn+1(A2k). If Y is contained in Hilb
n+1
0 (A2k) then
we are done. So suppose otherwise. Consider the inclusion j : Hilbn+1(A2k) ↪→ Hilbn+1(P2k) where
j is the map induced by the inclusion A2k ↪→ P2k, (x, y) 7→ (x : y : 1). Let Y denote the closure of
j(Y ).
Consider the splitting of Hilbn+1(P2k) induced by the standard splitting of P2k (i.e. the split-
ting with compatibly split anticanonical divisor {xyz = 0}). Let D = D1 ∪ D2 ∪ D3 denote the
compatibly split anticanonical divisor in Hilbn+1(P2k) and let D3 denote the component which has
empty intersection with Hilbn+1(A2k) (i.e. a stratum representative of D3 has one point supported
on the line {z = 0}). Then Hilbn+1(A2k) is an open set in Hilbn+1(P2k) (via the inclusion j) and
has the induced splitting. By [BK05, Lemma 1.1.7] (see Proposition 1.2.6), Y is compatibly split in
Hilbn+1(P2k). Thus, D3 ∩ Y is compatibly split. Because Y * Hilbn+10 (A2k) by assumption, D3 ∩ Y is
non-empty.
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Let U ⊆ Hilbn(P2k)× Hilb1(P2k) be defined by
U := {(I, J) ∈ Hilbn(P2k)× Hilb1(P2k) | the schemes associated to I + J and I + 〈z〉 are empty}
and consider the map
j˜n,1 : U → Hilbn+1(P2k), (I, J) 7→ I ∩ J.
By a similar argument to the one in Lemma 2.1.2, U is open in Hilbn(P2k) × Hilb1(P2k) and j˜n,1(U)
is open in Hilbn+1(P2k). Thus, U and j˜n,1(U) have induced splittings. By a similar argument to the
one in Lemma 2.1.3, j˜n,1 : U → j˜n,1(U) is a split morphism.
Notice that (the reduction of) j˜−1n,1(j˜n,1(U)∩ (D3 ∩Y )) is isomorphic to S×Hilb1({z = 0} ⊆ P2k)
for some subvariety S ⊆ Hilbn(A2k). Furthermore, because the morphism j˜n,1 is finite and split,
we may apply Speyer’s theorem to see that S × Hilb1({z = 0}) is compatibly split in Hilbn(A2k) ×
Hilb1({z = 0}). Finally, because the projection map pi1 : Hilbn(A2k) × Hilb1(D3) → Hilbn(A2k) is a
split map (see Example 1.2.25), S ⊆ Hilbn(A2k) is compatibly split and we are done by induction.
2.1.2 Stratum representatives
We will often describe a compatibly split subvariety Y by a “stratum representative” that it contains.
Definition 2.1.5. Let Y be a compatibly split subvariety. We say that an element I ∈ Y is a stratum
representative of Y if I is not in any compatibly split subvariety that is properly contained in Y .
By Proposition 2.1.1, if Y ⊆ Hilbn(A2k) is compatibly split, we may always choose a stratum
representative I ∈ Y such that Spec(k[x, y]/I) has the following form:
Note that the circled points correspond to a stratum representative of Z ⊆ Hilbn−r−s−t0 (A2k). (Z is
as in Proposition 2.1.1.)
51
2.2 Compatibly split subvarieties of Hilbn(A2k) for n ≤ 5
Throughout this section, let k be an algebraically closed field of (any) characteristic p > n!.
2.2.1 Running the Knutson-Lam-Speyer algorithm in the n = 2 case
The compatibly split subvarieties of Hilbn(A2k) for n = 2, 3, 4 can be found using Algorithm 1.2.5. In
this subsection, we run the algorithm when n = 2 and prove that the algorithm finds all compatibly
split subvarieties in this case. We use the stratum representative pictures described above to denote
the compatibly split subvarieties that arise. In addition we carry through the explicit computations
on the open patch U〈x,y2〉.
Let σp−1 ∈ H0(Hilb2(A2k), F∗(ω1−pHilb2(A2k))) determine the torus invariant splitting of Hilb
2(A2k)
and let D = V (σ).
In Subsection 2.3.2, we show that the induced splitting of U〈x,y2〉 ∼= Spec k[a1, b1, a2, b2] is given
by Tr(fp−12 ·) where f2 = (a1b1a2 − a21 + a22b2)(b2). (So, the intersections of U〈x,y2〉 with each of two
components of D appearing below are given by {a1b1a2−a21 +a22b2 = 0} and {b2 = 0} respectively.)
To help understand the geometry, let (x1, y1) and (x2, y2) denote the two (unordered) locations
of the points. On the open set where none of the points collide, a1 =
x1y1−x2y1
y1−y2 , a2 =
x1−x2
y1−y2 ,
b1 = y1 + y2, and b2 = y1y2.
Figure 2.1: (Hilb2(A2k), D = D1 ∪D2) is the input of the algorithm.
Hilb2(A2k) is smooth, so we can skip step 2 of the algorithm. Apply step 3 by intersecting the
two components of D. Notice that this intersection decomposes into two components. On U〈x,y2〉,
the two components of the intersection are given by 〈a1, b2〉 and 〈a2b1 − a1, b2〉 respectively.
By symmetry, we need only continue with the first of the two pairs, which we denote by
(D1, D1 ∩ D2). Notice that D1 is not normal. The singular locus of D1 is the subvariety with a
stratum representative where two points are on the y-axis. We can check this explicitly on U〈x,y2〉;
the singular locus of {a1b1a2 − a21 + a22b2 = 0} is {a1 = a2 = 0}.
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Figure 2.2: Apply step 3 of the algorithm to obtain (D1, D1 ∩D2) and (D2, D2 ∩D1).
Let D˜1 denote the normalization of D1. A stratum representative for D˜1 consists of one labelled
point on the y-axis and one point in A2k \ {xy = 0}. Indeed, the corresponding closed subvariety of
the isospectral Hilbert scheme (the scheme of labelled points in the plane) is normal, maps finitely
to D1, and maps isomorphically away from the preimage of the singular locus of D1. [We can see
this explicitly as follows: As seen in [Hai01, Proposition 3.4.2], the isospectral Hilbert scheme X2
of 2 labelled points in the plane is given by Proj(k[x1, x2, y1, y2](tI2)) where I2 = 〈x1 − x2, y1 − y2〉
and (x1, y1) and (x2, y2) are the (now ordered) locations of the two points. The subvariety {x1 = 0}
has homogeneous coordinate ring k[x1, x2, y1, y2, w0, w1]/〈(y1 − y2)w0 + x2w1〉 where x1, x2, y1, y2
have degree 0 and w0, w1 have degree 1. This ring is integrally closed. So the subvariety {x1 = 0}
is projectively normal. Futhermore, because X2/S2 = Hilb
2(A2k) (see [Hai04]), {x1 = 0} maps
finitely (via the quotient map) onto D1. This map is an isomorphism away from the preimage of
the (irreducible and codimension-1) singular locus of D1. Thus, {x1 = 0} is isomorphic to D˜1, the
normalization of D1.]
Working in the open patch U〈x,y2〉, we see that the integral closure of k[a1, b1, a2, b2]/〈a1b1a2 −
a21 + a
2
2b2〉 is k[w, a1, b1, a2, b2]/I where I = 〈wa2 − a1, w2 − wb1 − b2〉. Computing the relevant
preimages (proper transforms), we see that the subvarieties appearing below are determined by
the ideals 〈a1, a2, w2 − wb1 − b2〉, 〈b2, a1, w〉, and 〈b2, a2b1 − a1, w − b1〉 respectively.
Figure 2.3: Apply step 4 of the algorithm to (D1, D1 ∩D2) appearing in Figure 2.2.
Intersect each component of the divisor in Figure 2.3 with each of the other two components to
obtain the pairs in Figure 2.4. The remaining computations in the open patch U〈x,y2〉 are straight-
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forward so we omit them.
Figure 2.4: Apply step 3 once more. Note that the picture where two points are at the origin
denotes a stratum representative of Hilb20((A)2k) ∼= P1k.
Iterating the steps of the algorithm once more obtains the preimage of the T 2-fixed points in the
isospectral Hilbert scheme. Mapping all subvarieties forward to Hilb2(A2k) yields the stratification
shown in Figure 2.5. (Note that all defining ideals of the compatibly split subvarieties of U〈x,y2〉 can
be found in Figure 2.16.)
Figure 2.5: The compatibly split subvarieties of Hilb2(A2k)
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Proposition 2.2.1. The Knutson-Lam-Speyer algorithm finds all compatibly split subvarieties of the
Hilbert scheme of 2 points in the plane.
Proof. By Proposition 2.1.1 it suffices to check that the algorithm finds all compatibly split subvari-
eties contained inside of Hilb20(A2k). To do so, notice that all T 2-invariant subvarieties of Hilb
2
0(A2k)
(i.e. Hilb20(A2k), {〈x, y2〉} and {〈x2, y〉}) are the “bones” (see Definition 1.3.7) of exterior faces of
the moment polyhedron of Hilb2(A2k). Thus, by Proposition 1.3.9, the set of torus invariant sub-
varieties contained in Hilb20(A2k) is equal to the set of compatibly split subvarieties contained in
Hilb20(A2k).
Remark. Some compatibly split subvarieties of Hilb2(A2k) have splittings which are not (p − 1)st
powers. For example, let D1 be as above (i.e. a stratum representative of D1 has one point on the
y-axis). Recall that D1 is not normal. Let ν : D˜1 → D1 denote the normalization, and let Y denote
the preimage, under ν, of the (codimension-1 part of the) singular locus of D1. Notice that ν|Y is
generically 2:1 but is ramified along the locus where the two points collide. Letting s = y1 + y2
and m = y1y2 be the two coordinates on ν(Y ) ∼= A2k/S2, we can check that the splitting of ν(Y ) is
given by the section (s2 − 4m)(p−1)/2mp−1. This is not a (p − 1)st power. Notice that {m = 0} is
compatibly split. We would like to say that {s2 = 4m} (which agrees with the ramification locus of
ν|Y ) is “half split”, but we don’t have a general definition to give.
2.2.2 Compatibly split subvarieties of Hilbn(A2k) for n ≤ 5
In this subsection, we describe all compatibly split subvarieties of Hilbn(A2k) for n ≤ 4, as well
as provide a conjectural list of all compatibly split subvarieties of Hilb5(A2k). We prove that this
conjectural list is correct up to the possible inclusion of one particular one-dimensional subvariety
of Hilb5(A2k), and we show that this particular one-dimensional subvariety is not compatibly split
for at least those primes p satisfying 2 < p ≤ 23.
By Proposition 2.1.1, we need only describe those compatibly split subvarieties which are
contained inside the punctual Hilbert scheme, Hilbn0 (A2k). We have already covered the cases of
n = 1, 2, so we begin with n = 3.
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Proposition 2.2.2. Let , , and denote the moment polytopes of the T 2-fixed points 〈x, y3〉,
〈x2, xy, y2〉, and 〈x3, y〉. The compatibly split subvarieties of Hilb3(A2k) which are contained inside the
punctual Hilbert scheme Hilb30(A2k) are precisely those Y appearing in the following list.
1. Y is the bone (see Definition 1.3.7) of the edge in the moment polyhedron of Hilb3(A2k) connecting
and . That is, Y = {〈y3, xy, x2, ay2 + bx〉 | [a, b] ∈ P1k}.
2. Y is the bone of the edge in the moment polyhedron of Hilb3(A2k) connecting and . That
is, Y = {〈y2, xy, x3, ax2 + by〉 | [a, b] ∈ P1k}.
3. Y is one of the T 2-fixed points (i.e. Y = 〈x, y3〉, Y = 〈x2, xy, y2〉, or Y = 〈x3, y〉).
Figure 2.6: The two diagonal edges are the moment polytopes mentioned in items 1. and 2. of
Proposition 2.2.2. The three vertices are the moment polytopes of the three T 2-fixed points of
Hilb3(A2k).
Before proving this proposition, we consider a few helpful lemmas.
Lemma 2.2.3. Suppose S is a T 2-invariant closed subvariety of Hilbn0 (A2k). Let {λ1, . . . , λr} be the
(non-empty) set of fixed points that S contains. Then S ∩ Uλi , 1 ≤ i ≤ r, is non-empty and S =
(S ∩ Uλ1) ∪ · · · ∪ (S ∩ Uλk), an open affine cover.
Proof. Suppose that {λ1, . . . , λr} is the set of fixed points of S. Since λi ∈ Uλi , we see that S∩Uλi 6=
∅.
Next suppose that S ) (S ∩ Uλ1) ∪ · · · ∪ (S ∩ Uλk). Then S ∩ Uλ 6= ∅ for some λ /∈ {λ1, . . . , λr}.
Let I ∈ (S ∩ Uλ) \ [(S ∩ Uλ1) ∪ · · · ∪ (S ∩ Uλk)]. As Uλ is T 2-invariant, the entire T 2-orbit of I is
contained in Uλ. As each Uλi , 1 ≤ i ≤ r, is T 2-invariant, the orbit has trivial intersection with each
Uλi , 1 ≤ i ≤ r. Futhermore, since S is T 2-invariant and projective, the orbit closure of I contains a
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fixed point λi ∈ S. Thus, the orbit of I has non-trivial intersection with any open set containing λi;
in particular it has non-trivial intersection with Uλi , a contradiction.
Lemma 2.2.4. If Y is the bone of the edge in the moment polyhedron of Hilb3(A2k) connecting and
, then Y = {〈y3, xy, x2, ay2 + bx〉 | [a, b] ∈ P1k}. If Y is the bone of the edge in the moment
polyhedron of Hilb3(A2k) connecting and , then Y = {〈y2, xy, x3, ax2 + by〉 | [a, b] ∈ P1k}.
Proof. Let Y denote the bone of the edge connecting and . Since the vector from to is
(1,−2) (see Subsection 1.3.2), Y ⊆ Hilb30(A2k) is pointwise fixed by the subtorus T 1 = {(t2, t) | t ∈
Gm}. Next, by Lemma 2.2.3, Y = (Y ∩U〈x,y3〉)∪ (Y ∩U〈x2,xy,y2〉). All elements of Y ∩U〈x,y3〉 which
are pointwise fixed by T 1 have the form 〈y3, xy, x− λy2〉, λ ∈ k and all elements of Y ∩ U〈x2,xy,y2〉
which are pointwise fixed by T 1 have the form 〈x2, xy, y2 − µx〉, µ ∈ k. Gluing these two copies of
A1k yields P1k = {〈y3, xy, x2, ay2 + bx〉 | [a, b] ∈ P1k}. Similar reasoning shows that the bone of the
edge connecting and is as claimed.
We now state Lemma 2.3.9 which is proved in Section 2.3. It is useful for showing that there
cannot be any compatibly split subvarieties contained in Hilb30(A2k) which are not listed in Proposi-
tion 2.2.2.
Lemma 2.3.9. Let Y ⊆ Hilbn(A2k) be a compatibly split subvariety that has non-trivial intersection
with U〈x,yn〉. If Y is contained inside the punctual Hilbert scheme Hilb
n
0 (A2k), then Y is either the 0-
dimensional subvariety {〈x, yn〉} or the 1-dimensional subvariety that is pointwise fixed by the subtorus
T 1 = {(tn−1, t) | t ∈ Gm}.
We are now ready to prove Proposition 2.2.2.
Proof of Proposition 2.2.2. First notice that each of the subvarieties mentioned in the proposition is
the bone of some (exterior) face of the moment polyhedron of Hilb3(A2k) (see Figure 1.2). Thus,
all subvarieties listed in the statement of the proposition are compatibly split.
Next, note that the moment polytope of each compatibly split subvariety of Hilb3(A2k) which
is contained inside of Hilb30(A2k) must be a subpolytope of the moment polytope of Hilb
3
0(A2k). In
Figure 1.2 we see that the moment polytope of Hilb30(A2k) is the triangle with vertices , , and
. Thus, to show that there are no additional compatibly split subvarieties contained in Hilb30(A2k),
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it is enough to show that the bone of the edge connecting and is not compatibly split. Indeed,
if the bone of this edge is not compatibly split, then neither is Hilb30(A2k) since the bone of any
(exterior) face of the moment polytope of a compatibly split subvariety is compatibly split. The
bone of the edge connecting and is not compatibly split by Lemma 2.3.9.
Figure 2.7: The compatibly split subvarieties of Hilb3(A2k) using stratum representative pictures.
The lines drawn indicate containment.
The stratification of Hilb3(A2k) by all compatibly split subvarieties is drawn in Figure 2.7. Most of
the stratum representative pictures are of the form “stratum representative picture from the n = 2
case with a point added on one of the two axes or in A2k \ {xy = 0}”. So, it remains to explain the
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pictures representing those subvarieties Y ⊆ Hilb30(A2k). The stratum representative second from
the left (respectively second from the right) on the line containing dimension-1 compatibly split
subvarieties represents the bone of the edge connecting and (resp. and ). The vertical
line (resp. horizontal line) in the picture is to indicate that ∂f∂y (0, 0) = 0 (resp.
∂f
∂x (0, 0) = 0) for all f
in any colength-3 ideal I ∈ Y . For each of the 0-dimensional compatibly split subvarieties {〈x, y3〉},
{〈x2, xy, y2〉}, and {〈x3, y〉}, we draw the standard set associated to the relevant monomial ideal.
Proposition 2.2.5. Let , , , , and denote the moment polytopes of the T 2-fixed points
〈x, y4〉, 〈x2, xy, y3〉, 〈x2, y2〉, 〈x3, xy, y2〉, 〈x4, y〉. The compatibly split subvarieties of Hilb4(A2k) which
are contained inside the punctual Hilbert scheme Hilb40(A2k) are precisely those Y appearing in the
following list.
1. Y is the bone of the edge in the moment polyhedron of Hilb4(A2k) connecting and . That is,
Y = {〈y4, xy, x2, ay3 + bx〉 | [a, b] ∈ P1k}.
2. Y is the bone of the edge in the moment polyhedron of Hilb4(A2k) connecting and . That
is, Y = {〈y2, xy, x4, ay + bx3〉 | [a, b] ∈ P1k}.
3. Y is the bone of the edge in the moment polyhedron connecting the vertices , , and .
That is,
Y =
〈y3, xy2, x2y, x3, ax2 + bxy + cy2, dx2 + exy + fy2〉
∣∣∣∣ rank
a b c
d e f
 = 2
 .
In other words, Y ∼= Gr2(〈y2, xy, x2〉/〈y3, xy2, x2y, x3〉), the Grassmannian of 2-planes in the
vector space 〈y2, xy, x2〉/〈y3, xy2, x2y, x3〉.
4. Let the subvariety in 3. be given by Proj(k[w0, w1, w2]) where w0, w1, and w2 are the Plu¨cker
coordinates ae− bd, af − cd, and bf − ce. Then the subvarieties {w1 = 0} and {w21−w0w2 = 0}
are compatibly split subvarieties of Hilb4(A2k).
5. Y is one of the following four T 2-fixed points: 〈x, y4〉, 〈x2, xy, y3〉, 〈x3, xy, y2〉, or 〈x4, y〉. Note
that 〈x2, y2〉 is not compatibly split.
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Figure 2.8: The moment polytopes of the subvarieties in items 1. through 4. of Proposition 2.2.5
are labelled in the figure. Notice that the (green) interior vertex is the moment polytope of the
T 2-fixed point 〈x2, y2〉, which is not compatibly split. Note also that there should not be an interior
vertex drawn in the moment polytope of the subvarieties described in item 4.
Lemma 2.2.6. If Y is the bone of the edge in the moment polyhedron of Hilb4(A2k) connecting and
, then Y = {〈y4, xy, x2, ay3 + bx〉 | [a, b] ∈ P1k}. If Y is the bone of the edge in the moment
polyhedron of Hilb4(A2k) connecting and , then Y = {〈y2, xy, x4, ay+ bx3〉 | [a, b] ∈ P1k}. If Y
is the bone of the edge in the moment polyhedron connecting the vertices , , and , then
Y :=
〈y3, xy2, x2y, x3, ax2 + bxy + cy2, dx2 + exy + fy2〉
∣∣∣∣ rank
a b c
d e f
 = 2
 .
Proof. The argument to verify the first two claims is nearly identical to the one given in the 3-point
case. So, we just consider the case where Y is the bone of the edge in the moment polyhedron
connecting the vertices , , and . The coordinates of , , and are (1, 3), (2, 2),
and (3, 1) respectively. So, the subtorus T 1 = {(t, t) | t ∈ Gm} pointwise fixes Y . All elements
of Y ∩ U〈y3,xy,x2〉 which are pointwise fixed by T 1 have the form 〈y3, xy2, xy − λ1y2, x2 − λ2y2〉,
λ1, λ2 ∈ k, all elements of Y ∩U〈x2,y2〉 which are pointwise fixed by T 1 have the form 〈y2x, x2y, y2−
µ1xy, x
2 − µ2xy〉, µ ∈ k, and all elements of Y ∩ U〈x3,xy,y2〉 which are pointwise fixed by T 1 have
the form 〈x3, x2y, xy − ν1x2, y2 − ν2x2〉, ν1, ν2 ∈ k. These copies of A2k glue to give
Y :=
〈y3, xy2, x2y, x3, ax2 + bxy + cy2, dx2 + exy + fy2〉
∣∣∣∣ rank
a b c
d e f
 = 2
 .
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That is, Y = Proj(k[w0, w1, w2]) where w0, w1, and w2 are given by the Plu¨cker coordinates ae− bd,
af − cd, and bf − ce. Notice that Y ∩ U〈y3,xy,x2〉, Y ∩ U〈x2,y2〉, and Y ∩ U〈x2,xy,y3〉 are the open sets
{w0 6= 0}, {w1 6= 0}, and {w2 6= 0} respectively.
We now prove Proposition 2.2.5.
Proof of Proposition 2.2.5. Each of the subvarieties mentioned in items 1., 2., 3., and 5. of the
proposition is the bone of some exterior face of the moment polyhedron of Hilb4(A2k) (see Figure
1.3). Thus, they are all compatibly split. We now show that the subvarieties mentioned in item 4.
are compatibly split by realizing them as intersections of known compatibly split subvarieties.
Let Y1 = {w21 − w0w2 = 0} and Y2 = {w1 = 0} be the subvarieties of Proj(k[w0, w1, w2])
described in item 4. Notice that the 0-dimensional subvariety {〈x2, xy, y3〉} is given by {w1 = w2 =
0} ⊆ Proj(k[w0, w1, w2]) and so {〈x2, xy, y3〉} is a subvariety of both Y1 and Y2. Thus, Y1 and Y2 are
compatibly split if and only if Y1 ∩ U〈x2,xy,y3〉 and Y2 ∩ U〈x2,xy,y3〉 are compatibly split in U〈x2,xy,y3〉
with the induced splitting.
We can check that every element of U〈x2,xy,y3〉 is an ideal generated by polynomials of the form
y3 − b1y2 − b2y − b3x − c1
xy2 − a1y2 − c2y − c3x − c4
xy − a2y2 − c5y − b4x − c6
x2 − a3y2 − c7y − a4x − c8
where each ai and bi are elements of k and each ci is a polynomial (obtained via Buchberger’s S-pair
criterion) in a1, . . . , a4, b1 . . . , b4. (See the proof of Lemma 2.3.1 for further explanation regarding
computations of this sort.) Thus, U〈x2,xy,y3〉 ∼= k[a1, . . . , a4, b1, . . . , b4].
Let Z1 = {〈x2, xy, y2〉} ⊆ Hilb3(A2k) and let W1 be the closure of the image of
i0,0,1,Z1 : Hilb
1(A2k \ {xy = 0})× Z1 → Hilb4(A2k)
where i0,0,1,Z1 is as in Proposition 2.1.1. Then W1 is compatibly split. Now, let W
o
1 denote the
image of i0,0,1,Z1 . Notice that W
o
1 is an open set of W1 and that any I ∈ W o1 has the form I =
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〈x2, xy, y2〉 ∩ 〈x−α, y−β〉, α, β ∈ k∗. Thus, I = 〈y3−βy2, xy2−αy2, xy− αβ y2, x2− α
2
β2
y2〉, and we
see that W1 ∩U〈x2,xy,y3〉 is given by the ideal 〈a2b1− a1, a22− a3, a1a2− a3b1, a3b21− a21, b2, b3, b4, a4〉.
Let Z2 be the bone of the exterior edge in the moment polyhedron of Hilb
3(A2k) connecting
and . Let W2 be the closure of the image of
i1,0,0,Z2 : Hilb
1(punctured x-axis)× Z2 → Hilb4(A2k)
where i1,0,0,Z2 is as in Proposition 2.1.1. Then W2 is compatibly split. Let W
o
2 denote the image of
i1,0,0,Z2 . Let W3 denote the closure of the image of i1,0,0,Z1 where Z1 = {〈x2, xy, y2〉} ⊆ Hilb3(A2k)
as in the previous paragraph. Then W3 is a closed subvariety of W2. Let W ′2 = W o2 ∩ (W2 \W3).
Notice that W ′2 is an open set in W2 and that any I ∈W ′2 has the form I = 〈y3, x−αy2〉∩ 〈x−β, y〉,
α ∈ k, β ∈ k∗. Thus, I = 〈y3, xy2, xy, x2 − αβy2 − βx〉, and we see that W2 ∩ U〈x2,xy,y3〉 is given by
〈a1, a2, b1, b2, b3, b4〉.
Let Y = Proj(k[w0, w1, w2]) be as in item 3. of the statement of the proposition. Any I ∈
Y ∩ U〈x2,xy,y3〉 is given by an ideal of the form 〈y3, xy2, xy − αy2, x2 − βy2〉 for some α, β ∈ k. So,
Y ∩ U〈x2,xy,y3〉 is given by the ideal 〈a1, a4, b1, b2, b3, b4〉.
The intersections (W1∩U〈x2,xy,y3〉)∩ (Y ∩U〈x2,xy,y3〉) and (W2∩U〈x2,xy,y3〉)∩ (Y ∩U〈x2,xy,y3〉) are
compatibly split subvarieties of U〈x2,xy,y3〉 and are given by the ideals 〈a3 − a22, a1, a4, b1, b2, b3, b4〉
and 〈a1, a2, a4, b1, b2, b3, b4〉.
Now, U〈x2,xy,y3〉 ∩ Y is the open patch of Y given by {w0 = 1}. Notice that, on this patch,
w1 = −a2 and w2 = a3. Thus, W1 ∩ Y is the subvariety of Y = Proj(k[w0, w1, w2]) given by
{w0w2−w21} and W2 ∩ Y is given by {w1 = 0}. This completes the proof that all subvarieties listed
in the statement of the proposition are compatibly split.
As in the 3-point situation, we can use Figure 1.3 and Lemma 2.3.9 to conclude that any com-
patibly split subvariety of Hilb4(A2k) which is contained in Hilb
4
0(A2k) and which does not appear in
the list given in the statement of Proposition 2.2.5 must be a subvariety of Y = Proj(k[w0, w1, w2]).
Because {w1(w0w2 − w21) = 0} is an anticanonical divisor which determines a splitting of P2, we
may apply [KM09, Proposition 2.1] to see that all compatibly split subvarieties of P2k are contained
inside of {w1(w0w2−w21) = 0}. As all T 2-invariant subvarieties of {w1(w0w2−w21) = 0} are T 2-fixed
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points already appearing in the list given in the statement of the proposition, there do not exist any
compatibly split subvarieties of Hilb4(A2k) which are both contained in Hilb
4
0(A2k) and which do not
appear in the list given in the statement of Proposition 2.2.5.
The stratification of Hilb4(A2k) by all compatibly split subvarieties is drawn in Figure 2.9. (See
the last page of this subsection.) Most of the stratum representative pictures are of the form “stra-
tum representative picture from the n = 3 case with a point added on one of the two axes or in
A2k \ {xy = 0}”. So, it remains to explain the pictures representing those compatibly split sub-
varieties Y ⊆ Hilb40(A2k). The stratum representative second from the left (respectively second
from the right) in the line containing the dimension-1 compatibly split subvarieties represents the
bone of the edge connecting and (resp. and ). The vertical line (resp. horizon-
tal line) in the picture is to indicate that ∂f∂y (0, 0) = 0 and
∂2f
∂y2
(0, 0) = 0 (resp. ∂f∂x (0, 0) = 0
and ∂
2f
∂x2
(0, 0) = 0) for all f in any colength-4 ideal I ∈ Y . Next, let Y = Proj(k[w0, w1, w2])
be the subvariety from item 3. of Proposition 2.2.5. Each I ∈ Y ∩ U〈x2,xy,y3〉 has the form
〈y3, xy2, xy − λ1y2, x2 − λ2y2〉. Each such point is the limit, under dilation toward the origin,
of an element of the form 〈x, y〉 ∩ 〈x− a, y〉 ∩ 〈x, y − b〉 ∩ 〈x− c, y − d〉, a, b, c, d ∈ k∗. That is,
lim
t→0
(〈x, y〉 ∩ 〈x− at, y〉 ∩ 〈x, y − bt〉 ∩ 〈x− ct, y − dt〉) = 〈y3, xy2, xy + c
b− dy
2, x2 − c(a− c)
d(b− d)〉.
This explains the stratum representative picture appearing in the center of the line with the 2-
dimensional compatibly split subvarieties of Hilb4(A2k). Let Y1 = {w1 = 0} and Y2 = {w21 − w0w2}.
Elements of Y1 ∩ U〈x2,xy,y3〉 have the form 〈y3, xy, x2 − λy2〉 and elements of Y2 ∩ U〈x2,xy,y3〉 have
the form 〈y3, xy − λy2, x2 − λ2y2〉. Notice that
lim
t→0
(〈x− at, y〉 ∩ 〈x− bt, y〉 ∩ 〈x, y − ct〉 ∩ 〈x, y − dt〉) = 〈y3, xy, x2 + ab
cd
y2〉,
and
lim
t→0
(〈x, y〉 ∩ 〈x− dt, y − cdt〉 ∩ 〈x+ dt, y + cdt〉 ∩ 〈x− at, y − bt〉) = 〈y3, xy − 1
c
y2, x2 − 1
c2
y2〉.
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This justifies the stratum representative pictures for Y1 and Y2 (see the two pictures in the middle
of the line containing dimension-1 compatibly split subvarieties). Finally, for each 0-dimensional
compatibly split subvariety, we draw the standard set associated to the relevant monomial ideal.
We now turn our attention to the n = 5 case. We note that this case uses more of the ideas
discussed in Section 2.3. So, it may be preferable to read Section 2.3 before reading the material
that appears in the remainder of this subsection.
Conjecture 2.2.7. Let , , , , , , and denote the moment polytopes of the
T 2-fixed points 〈x, y5〉, 〈x2, xy, y4〉, 〈x2, xy2, y3〉, 〈x3, xy, y3〉, 〈x3, x2y, y2〉, 〈x4, xy, y2〉, and 〈x5, y〉
respectively. The compatibly split subvarieties of Hilb5(A2k) which are contained inside the punctual
Hilbert scheme, Hilb50(A2k), are precisely those Y appearing in the following list.
1. Y is the bone of the edge in the moment polyhedron of Hilb5(A2k) connecting and . That is,
Y = {〈y5, xy, x2, ay4 + bx〉 | [a, b] ∈ P1k}.
2. Y is the bone of the edge in the moment polyhedron of Hilb5(A2k) connecting and .
That is, Y = {〈y2, xy, x5, ax4 + by〉 | [a, b] ∈ P1k}.
3. Y = {〈y4, xy2, x2y, x3, ax2 + bxy + cy3, dx2 + exy + fy3〉 | rank
a b c
d e f
 = 2}. Note that
the moment polytope of Y is the triangle with vertices , , and .
4. Y is the bone of the edge (in the moment polytope of the subvariety described in item 3.) con-
necting and , or and , or and . In the first case, Y = {〈y4, xy2, x2, ay3 +
bxy〉 | [a, b] ∈ P1k}. In the second case, Y = {〈y3, xy2, x2y, x3, ax2 + bxy〉 | [a, b] ∈ P1k}. In the
third case, Y = {〈y4, xy, x3, ay3 + bx2〉 | [a, b] ∈ P1k}.
5. Y = {〈y3, xy2, x2y, x4, ay2 + bxy + cx3, dy2 + exy + fx3〉 | rank
a b c
d e f
 = 2}. Note that
the moment polytope of Y is the triangle with vertices , , and .
6. Y is the bone of the edge (in the moment polytope of subvariety described in item 5.) connecting
either and , or and , or and . In the first case, Y = {〈x3, y2x, x2y, y3, ay2+
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bxy〉 | [a, b] ∈ P1k} . In the second case, Y = {〈x4, x2y, y2, ax3 + bxy〉 | [a, b] ∈ P1k}. In the third
case, Y = {〈x4, xy, y3, ax3 + by2〉 | [a, b] ∈ P1k}.
7. Y is the bone of the edge in the moment polyhedron of Hilb5(A2k) connecting , , and .
That is, Y = {〈y3, xy2, x2y, x3, ay2 + bxy + cx2〉 | [a, b, c] ∈ P2k}.
8. Y is any T 2-fixed point.
Figure 2.10: The moment polyhedron of Hilb5(A2k), with only some interior edges, is drawn above.
The moment polytopes of the subvarieties in items 1. through 7. of Conjecture 2.2.7 are labelled.
Notice that all of the vertices, including the interior one, is the moment polytope of a compatibly
split T 2-fixed point. Note also that there does not exist a compatibly split subvariety of Hilb5(A2k)
having the dashed edge as its moment polytope (see Lemma 2.2.8).
We will give a nearly complete proof that the conjecture that Conjecture 2.2.7 is true, is true.
In particular, we will show that all subvarieties listed in Conjecture 2.2.7 are compatibly split, and
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that the only other potential compatibly split subvariety of Hilb5(A2k) is
Y = {〈y3, xy2, x2y, x3, ay2 + cx2〉 | [a, c] ∈ P1k}.
In addition, we’ll show that Y is not compatibly split for primes 2 < p ≤ 23.
Lemma 2.2.8. Let Y be the bone of the edge in the x-ray of Hilb5(A2k) connecting and . Then
Y is not compatibly split.
Proof. We show that Y ∩ U〈x2,xy,y4〉 is not compatibly split in U〈x2,xy,y4〉 with the induced splitting.
Using Macaulay 2, we can apply Buchberger’s S-pair criterion (or code by M. Lederer implementing
techniques in [Led11]) to see that all elements of U〈x2,xy,y4〉 are generated by polynomials of the
form
y4 − b1y3 − b2y2 − b3y − b4x − c1
xy3 − a1y3 − c2y2 − c3y − c4x − c5
xy2 − a2y3 − c6y2 − c7y − c8x − c9
xy − a3y3 − c10y2 − c11y − b5x − c12
x2 − a4y3 − c13y2 − c14y − a5x − c15
where
c1 = a1b4 − a2b1b4 + a2b4b5 − a3b1b4b5 − a3b2b4 + a3b4b25 − a5b4 − b1b35 − b2b25 − b3b5 + b45
c2 = −a2a3b4 + a2b2 − a23b4b5 + a3b3 − a3b35 + a4b4
c3 = 2a1a3b4− 2a2a3b1b4− 2a2a3b4b5 + a2b3− a2b35− a33b24 + a23b1b4b5− 2a23b2b4 + a23b4b25− a3a5b4−
a3b2b
2
5 − a3b3b5 + a3b45 + a4b4b5
c4 = a2b4 + a3b4b5 + b
3
5
c5 = a1a2b4− a1a3b4b5− a1b35− a22b1b4 + a22b4b5− 2a2a23b24− a2a3b2b4− a2a3b4b25− a2a5b4− a2b2b25−
a2b3b5 + a2b
4
5 + a
3
3b1b
2
4 + a
3
3b
2
4b5 + a
2
3b1b4b
2
5 + a
2
3b2b4b5 + a
2
3b4b
3
5 + a3a4b
2
4 + a3b2b
3
5 + a4b4b
2
5
c6 = a1 − a2b1 − a23b4 − a3b25
c7 = −2a2a3b4 − a2b25 + a23b1b4 + a3b1b25 + a3b3 + a4b4
c8 = a3b4 + b
2
5
c9 = a1a3b4 − a1b25 − a2a3b1b4 − a2a3b4b5 + a2b1b25 − a23b2b4 + 2a23b4b25 − a3a5b4 − a3b1b35−
a3b3b5 + a3b
4
5 + a4b4b5
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c10 = a2 − a3b1 − a3b5
c11 = a1 − a2b1 − a2b5 − a23b4 + a3b1b5 − a3b2
c12 = −a1b5 − 2a2a3b4 + a2b1b5 + a23b1b4 + a23b4b5 + a3b2b5 + a4b4
c13 = 2a1a3 + a
2
2 − 2a2a3b1 − 2a2a3b5 − a33b4 + a23b1b5 − a23b2 − a3a5 − a4b1 + a4b5
c14 = 2a1a2 − 2a1a3b1 − 2a22b1 − 3a2a23b4 + 2a2a3b21 + 2a2a3b1b5 − 2a2a3b25 − a2a5+
2a33b1b4 − a23b21b5 + a23b1b2 + a23b1b25 + a23b3 + a3a4b4 + a3a5b1 − a4b1b5 − a4b2 + a4b25
c15 = a
2
1−2a1a2b1−2a1a3b2−a1a5−2a22a3b4 +a22b21 +3a2a23b1b4−a2a23b4b5 +2a2a3b1b2 +2a2a3b1b25+
2a2a3b2b5 +2a2a3b3−2a2a3b35 +a2a4b4 +a2a5b1−a33b21b4 +a33b4b25−a23b21b25−a23b1b2b5−a23b1b3+
a23b
2
2 − a23b2b25 − a23b3b5 + a23b45 − a3a4b1b4 + a3a4b4b5 + a3a5b2 − a4b1b25 − a4b2b5 − a4b3 + a4b35
Now, consider
M1 =
−b4 −c1
−b5 −c12
 , and M2 =

−a1 −c2 −c3 −c5
−a2 −c6 −c7 −c9
−a3 −c10 −c11 −c12
−a4 −c13 −c14 −c15

.
Weight the variables a1, . . . , a5,b1, . . . , b5 by 0, 0, 0, β, β − δ, 0, 0, 0,−α,−α+ γ where α β  γ 
δ  0. Using Macaulay 2, we see that init(det(M1)) = a5b4b5 and init(det(M2)) = −a4f3 where
Tr(fp−13 ·) is the splitting of U〈x,y3〉 (see Subsection 2.3.2). By Proposition 2.3.4, there is a weighting
of the variables >, which refines the weighting given above, such that init>(−det(M1)det(M2)) =
a1 · · · a5b1 · · · b5. Furthermore, Tr((−det(M1)det(M2))p−1·) is the splitting of U〈x2,xy,y4〉 (see Subsec-
tion 2.3.2 for further explanation).
Now, let Y be the bone of the edge connecting and . Y ∩ U〈x2,xy,y4〉 is given by the
ideal I = 〈b1, . . . , b5, a1, a3, a4, a5〉. By Lemma 2.3.9, this is not a compatibly split ideal of U〈x,y3〉 ×
A4a4,a5,b4,b5 with the splitting given by Tr(f
p−1
3 (a4b4a5b5)
p−1·). By [Knu09b, Theorem 2] (see Theo-
rem 1.2.9), I is also not a compatibly split ideal of U〈x2,xy,y4〉.
Conjecture 2.2.9. Y = {〈y3, xy2, x2y, x3, ay2 + cx2〉 | [a, c] ∈ P1k} is not compatibly split.
Evidence (i.e. Proof when 2 < p ≤ 23). We now provide some evidence supporting Conjecture 2.2.9
by showing that the open patch Y ∩ U〈x2,xy2,y3〉 is not a compatibly split subvariety of U〈x2,xy2,y3〉
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for those primes p satisfying 2 < p ≤ 23.
First note that every ideal in U〈x2,xy2,y3〉 is generated by polynomials of the form
y3 − b1y2 − b2xy − c1y − b4x − c2
xy2 − a1y2 − b3xy − c3y − b5x − c4
x2y − a2y2 − a3xy − c5y − c6x − c7
x2 − a4y2 − a5xy − c8y − c9x − c10
where
c1 = a1b2 − a3b2 − a5b4 − b1b3 + b23 + b5
c2 = a1b4 − a3b4 − a5b2b5 + a5b3b4 − b1b5 + b3b5
c3 = −a1b3 + a2b2 + a4b4
c4 = −a1b5 + a2b4 + a4b2b5 − a4b3b4
c5 = a
2
1 − a1a3 − a2b1 + a2b3 + a4b5
c6 = a4b4 + a5b5
c7 = a1a4b4 − a1a5b5 + a2a5b4 − a3a4b4 − a4b1b5 + a4b3b5
c8 = −a1a5 + a2 − a4b1
c9 = a3 − a4b2 − a5b3
c10 = a
2
1 − a1a3 − a1a4b2 + a1a5b3 − a2a5b2 − a2b1 + a2b3 + a3a4b2 + a4b1b3 − a4b23.
Thus, U〈x2,xy2,y3〉 ∼= Spec(k[a1, . . . , a5, b1, . . . , b5]). Consider the matrices
M1 =
−b4 −c2
−b5 −c4
 and M2 =

−a1 −c3 −c4
−a2 −c5 −c7
−a4 −c8 −c10
 .
Let f1 = det(M1) and let f2 = det(M2). Weight a1, a2, a3, a4, a5, b1, b2, b3, b4, b5 by
1, 106, 106 − 102, 108, 108 − 103,−10,−107,−107 + 105,−109,−109 + 104.
Then, init(−f1f2) = a1 · · · a5b1 · · · b5 and the induced splitting of U〈x2,xy2,y3〉 is Tr((−f1f2)p−1·).
Next notice that Y ∩ U〈x2,xy2,y3〉 is given by the ideal I = 〈a1, a2, a3, a5, b1, b2, b3, b4, b5〉. We
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will show, for small primes p, that (−f1f2)p−1 has the term c(a1a2a3)p−1a3(p−1)/24 (b1b2b3b4b5)p−1 for
some non-zero constant c ∈ k∗. It will then follow that I is not compatibly split (for these p) since
a
(p+1)/2
4 a
p−1
5 ∈ I but Tr((−f1f2)p−1(a(p+1)/24 ap−15 )) /∈ I. That is, Tr((−f1f2)p−1(a(p+1)/24 ap−15 )) =
c′a4 +R for some c′ ∈ k∗ and some polynomial R containing no linear terms in a4.
We now show, for 2 < p ≤ 23, that (−f1f2)p−1 has the term c(a1a2a3)p−1a3(p−1)/24 (b1b2b3b4b5)p−1
for some c ∈ k∗. To begin, re-weight the variables a1, a2, a3, a4, a5, b1, b2, b3, b4, b5 by −102,−102, 0,
0,−105, 0, 0, 0, −105, −105 and note that if the desired term shows up in (init(−f1f2))p−1 then it
shows up in (−f1f2)p−1 with the same coefficient.
Using Macaulay 2, we can see that, with respect to the given weighting,
init(f1) = −a4b3b24 + a4b2b4b5 + a3b4b5 + b1b25 − b3b25,
and
init(f2) = (a21a3 + a1a2b1 + a
2
2b2 − 2a1a2b3)(a4)(a3b2 + b1b3 − b23)
Using Sage with the FLINT library, we can check that for 2 < p ≤ 23, the desired term appears in
(p− 1)st power of init(f1)init(f2) with coefficient 1 (mod p).
Lemma 2.2.10. The bones of the various subpolytopes mentioned Conjecture 2.2.7 are as stated in
Conjecture 2.2.7. In addition,
Y1 :=
〈y4, xy2, x2y, x3, ax2 + bxy + cy3, dx2 + exy + fy3〉
∣∣∣∣ rank
a b c
d e f
 = 2

is the unique T 2-invariant subvariety of Hilb50(A2k) whose moment polytope is the triangle with vertices
, , and . Similarly,
Y2 :=
〈y3, xy2, x2y, x4, ay2 + bxy + cx3, dy2 + exy + fx3〉
∣∣∣∣ rank
a b c
d e f
 = 2

is the unique T 2-invariant subvariety whose moment polytope is the triangle with vertices , ,
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and .
Proof. Most of the arguments are nearly identical to ones seen previously. So we just show that Y1
is the unique subvariety whose moment polytope is the triangle with vertices , , and . To
do so we apply a theorem of Białynicki-Birula (see [BB73, Section 4]).
First note that the bone of the edge connecting and is isomorphic to P1k. Indeed, on the
open patch U〈x2,xy,y4〉, the set of ideals pointwise fixed by the subtorus T 1 = {(t3, t2) | t ∈ Gm} is
{〈y4, xy, x2 − λy3〉 | λ ∈ k}. On the open set U〈x3,xy,y3〉, the set of ideals pointwise fixed by T 1 is
{〈y4, xy, y3 − µx2〉 | µ ∈ k}. Thus, {〈y4, xy, ax2 + by3〉 | [a, b] ∈ P1k} as desired.
Now, consider the point w = 〈y4, xy, x2 − y3〉. This is a general point of {〈y4, xy, ax2 +
by3〉 | [a, b] ∈ P1k} (i.e. it isn’t one of the T 2-fixed points). Recall that U〈x2,xy,y4〉 is isomorphic
to k[a1, . . . , a5, b1, . . . , b5] (as explained in the proof of the previous lemma). The Zariski cotan-
gent space mw/m2w of Hilb
5
0(A2k) at w is 4-dimensional with generators a2, a3, a4 − 1, b4 (mod m2w).
These generators are T 1-weight vectors with weights (−1, 1) · (3, 2) = −1, (−1, 2) · (3, 2) = 1, 0,
and (1,−4) · (3, 2) = −5. Thus, the dual vectors in Tw(Hilb50(A2k)) have weights 1,−1, 0, and 5.
As there is 1 negative weight, and 1 zero weight, the locally closed Białynicki-Birula (B-B) stra-
trum (in the B-B decomposition of Hilb50(A2k)) with B-B sink {〈y4, xy, ax2 + by3〉 | [a, b] ∈ P1k} is
(1 + 1)-dimensional.
Since Y1 is a 2-dimensional irreducible subvariety with fixed points whose moment polytopes
are the vertices , , and , Y1 must be the unique subvariety whose moment polytope is the
triangle with vertices , , and .
We now prove that Conjecture 2.2.7 is true under the assumption that the subvariety
Y = {〈y3, xy2, x2y, x3, ay2 + cx2〉 | [a, c] ∈ P1k}
discussed in Conjecture 2.2.9 is not compatibly split.
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Proof of Conjecture 2.2.7 assuming Conjecture 2.2.9. To begin, let
Y = {〈y4, xy2, x2y, x3, ax2 + bxy + cy3, dx2 + exy + fy3〉 | rank
a b c
d e f
 = 2}.
(Recall that the moment polytope of Y is the triangle with vertices , , and .) We will
show that Y is compatibly split by showing that it is a component of the intersection of two known
compatibly split subvarieties.
Let Z1 = {〈x, y3〉} ⊆ Hilb3(A2k) and let W1 be the closure of the image of
i1,0,1,Z1 : Hilb
1(punctured x-axis)× Hilb1(A2k \ {xy = 0})× Z1 → Hilb4(A2k)
where i1,0,1,Z1 is as in Proposition 2.1.1. Then W1 is compatibly split and W1 contains the point
I = 〈x, y3〉 ∩ 〈x − b2, y − b〉 ∩ 〈x − b, y〉, b ∈ k∗. With respect to the GRevLex term order, I has a
Gro¨bner basis {x2 + (−b+ 1)xy − bx, y3 − xy, xy2 − bxy}. Thus, W1 contains
I ′ = limb→0I = 〈x2 + xy, y3 − xy, xy2〉.
Notice that I ′ ∈ Y and that I ′ is not fixed by any subtorus of T 2. Because, W1 is closed and
T 2-invariant, W1 contains the T 2-orbit closure of I ′. Thus, W1 contains the toric variety Y .
Let Z2 = {〈y3, xy2, x2y, x3, ax2 + bxy+ cy2, dx2 + exy+ fy2〉 | rank
a b c
d e f
 = 2} and let W2
be the closure of the image of
i0,1,0,Z2 : Hilb
1(punctured y-axis)× Z2 → Hilb5(A2k)
where i0,1,0,Z2 is as in Proposition 2.1.1. Then W2 is compatibly split and W2 contains the point
I = 〈y3, xy2, x2−by2, xy−by2〉∩〈x, y−b〉. With respect to the GRevLex term order, I has a Gro¨bner
basis {x2 − xy, y3 + xy − by2, xy2〉}. Thus,
I ′ = limb→0I = 〈x2 − xy, y3 + xy, xy2〉.
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By the same reasoning as above, Y is a subvariety of W2. It follows that Y is a component of
the intersection W1 ∩W2 and thus Y is compatibly split. Similarly, the unique subvariety whose
moment polytope is the triangle with vertices , , and is compatibly split.
Each remaining subvariety listed in the statement of the conjecture is the bone of an exterior
face of the moment polytope of a compatibly split subvariety. (See Figure 2.10.) Thus, each
remaining subvariety listed in the statement of the conjecture is compatibly split.
By Lemma 2.3.9, Lemma 2.2.8, and an argument (using the moment polyhedron of Hilb5(A2k))
which is similar to the argument given in each of the n = 3 and n = 4 cases, any additional
compatibly split subvarieties of Hilb50(A2k) must be contained inside of
{〈y3, xy2, x2y, x3, ay2 + bxy + cx2〉 | [a, b, c] ∈ P2k}
(which is the bone of the edge connecting , , and ).
We already know that {a = 0} and {c = 0} are compatibly split subvarieties of this P2k. Thus,
any additional 1-dimensional compatibly split subvariety must be a T 2-invariant degree-1 curve.
The only one left is {b = 0} and this is not compatibly split if we assume that the conjecture that
Conjecture 2.2.9 is true, is correct.
Remark. Notice that when n = 4, only the attractive (in the sense of Białynicki-Birula) fixed points
are compatibly split. However when n = 5, all fixed points (including the non-attractive one,
〈x3, xy, y3〉) are compatibly split.
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2.3 The affine patch U〈x,yn〉
In this section we consider the open affine patch U〈x,yn〉 ⊆ Hilbn(A2k) with the induced Frobenius
splitting. In particular, we describe all compatibly split subvarieties of U〈x,yn〉 and their scheme-
theoretic defining ideals. We find degenerations of these subvarieties to Stanley-Reisner schemes,
explicitly describe the associated simplicial complexes, and use these complexes to prove that cer-
tain compatibly split subvarieties of U〈x,yn〉 are Cohen-Macaulay.
2.3.1 A choice of coordinates
In this subsection we describe our preferred coordinates on U〈x,yn〉 ⊆ Hilbn(A2k) and show that
these coordinates are a natural choice with respect to the T 2-action.
Lemma 2.3.1. Every colength-n ideal in U〈x,yn〉 is generated by a set of polynomials of the form
f1 := y
n − b1yn−1 − b2yn−2 − · · · − bn−1y − bn
f2 := xy
n−1 − a1yn−1 − c12yn−2 − · · · − c1(n−1)y − c1n
f3 := xy
n−2 − a2yn−1 − c22yn−2 − · · · − c2(n−1)y − c2n
...
fn := xy − an−1yn−1 − c(n−1)2yn−2 − · · · − c(n−1)(n−1)y − c(n−1)n
fn+1 := x − anyn−1 − cn2yn−2 − · · · − cn(n−1)y − cnn
where each cij is the following polynomial in a1, . . . , an, b1, . . . , bn:
1. If i < j then cij =
∑n−j+1
k=1 ak+ibk+j−1.
2. If i ≥ j then cij = ai−j+1 −
∑j−1
k=1 ak+i−j+1bk.
Thus, U〈x,yn〉 ∼= Spec k[a1, . . . , an, b1, . . . , bn].
Proof. To prove the lemma, we show that the set G = {f1, . . . , fn+1} is a Gro¨bner basis under the
Lex term order with x y. Indeed, if G is a Gro¨bner basis then
init〈G〉 = 〈init G〉 = 〈x, yn〉
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and so 〈G〉 ∈ U〈x,yn〉. Thus,
Spec k[a1, . . . , an, b1, . . . , bn] ∼= {〈G〉 | (a1, . . . , an, b1, . . . , bn) ∈ A2nk } ⊆ U〈x,yn〉.
As U〈x,yn〉 is a 2n-dimensional irreducible affine variety, it follows that
Spec k[a1 . . . , an, b1, . . . , bn] ∼= U〈x,yn〉.
It remains to show that G = {f1, . . . , fn+1} is a Gro¨bner basis. To begin, notice that each
S-polynomial, S(fi, fj) for fi, fj ∈ G, can be written as follows:
• If 1 < i < j ≤ n+ 1 then
S(fi, fj) = y
j−ifj − fi = −
j−i∑
k=1
aj−kyj−i−kf1
• If i = 1 and 1 < j ≤ n+ 1 then
S(f1, fj) = y
j−1fj − xf1 =
j−1∑
k=1
bj−kfj+1−k −
j−1∑
k=1
aj−kyj−1−kf1
Therefore, each S-polynomial can be written as a sum of the form
∑
kmkgk where each mk
is a monomial, each gk ∈ G, and the initial terms of the summands are strictly decreasing (i.e.
init(migi) > init(mjgj) when i < j). Thus, each S-polynomial reduces to 0 upon division by G and
so G is a Gro¨bner basis.
Remark. Recall that m〈x,yn〉/m2〈x,yn〉, the Zariski cotangent space of U〈x,yn〉 at the T
2-fixed point
〈x, yn〉, is generated by a1, . . . , an, b1, . . . , bn where each ai (mod m2〈x,yn〉) is a T 2-weight vector with
weight (−1, i−1) and each bi (mod m2〈x,yn〉) is a T 2-weight vector with weight (0,−i) (see [Hai98]).
Thus, the coordinates a1, . . . , an, b1, . . . , bn on U〈x,yn〉 yield generators of the T 2-weight spaces of
the tangent space of Hilbn(A2k) at 〈x, yn〉. In this way, we see that our preferred coordinates are
natural from the perspective of the torus action. See Figure 2.11 for a pictorial representation of
a1, . . . , an, b1, . . . , bn using Haiman’s arrows (see [Hai98]).
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Figure 2.11: Associating a1, a2, . . . , an, b1, b2, . . . , bn to Haiman’s arrows (see [Hai98]). Note
that the vertical strip consists of n boxes and is the standard set of the monomial ideal
〈x, yn〉. The T 2-weights of a1, a2, . . . , an, b1, b2, . . . , bn are (−1, 0), (−1,−1), . . . , (−1,−n + 1),
(0,−1), (0,−2), . . . , (0,−n) as indicated by the arrows.
Definition 2.3.2. LetMn denote the (n×n)-matrix of coefficients (−cij)1≤i,j≤n appearing in Lemma
2.3.1. Set ci1 := ai.
Example 2.3.3.
M2 =
−a1 −a2b2
−a2 −(a1 − b1a2)
 , M3 =

−a1 −(a2b2 + a3b3) −a2b3
−a2 −(a1 − b1a2) −a3b3
−a3 −(a2 − b1a3) −(a1 − b1a2 − b2a3)

M4 =

−a1 −(a2b2 + a3b3 + a4b4) −(a2b3 + a3b4) −a2b4
−a2 −(a1 − b1a2) −(a3b3 + a4b4) −a3b4
−a3 −(a2 − b1a3) −(a1 − b1a2 − b2a3) −a4b4
−a4 −(a3 − b1a4) −(a2 − b1a3 − b2a4) −(a1 − b1a2 − b2a3 − b3a4)

Notice that when b3 = 0, M2 is the upper left 2× 2 submatrix of M3. Similarly, when b4 = 0, M3 is
the upper left 3 × 3 submatrix of M4. By Lemma 2.3.1, this nesting of matrices occurs in general.
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We make use of it in the next subsection.
2.3.2 The induced splitting
Because U〈x,yn〉 ∼= A2n and our splitting of Hilbn(A2k) is a (p − 1)st power, the induced splitting of
U〈x,yn〉 has the form Tr(f
p−1
n ·), for some polynomial fn ∈ k[a1, b1, . . . , an, bn]. In this subsection, we
compute fn and show that, under an appropriate weighting, the initial term of fn is the product of
the variables a1b1 · · · anbn.
To begin, consider U〈x,y2〉 ∼= Spec k[a1, b1, a2, b2]. Each closed point of U〈x,yn〉 is an ideal I
generated by polynomials of the form
y2 − b1y − b2
xy − a1y − a2b2
x − a2y − (a1 − b1a2)
If Spec(k[a1, b1, a2, b2]/I) has non-trivial intersection with the x-axis, then I + 〈y〉 6= 〈1〉. Thus,
−b2 = 0. Similarly, if Spec(k[a1, b1, a2, b2]/I) has non-trivial intersection with the y-axis, then
I + 〈x〉 6= 〈1〉. Thus,
∣∣∣∣∣∣∣
−a1 −a2b2
−a2 −(a1 − b1a2)
∣∣∣∣∣∣∣ = −a1b1a2 + a21 − a22b2 = 0
Let f2 := a1b1a2b2 − a21b2 + a22b22. Because there is a weighting such that the init(f2) = a1b1a2b2,
Tr(fp−12 ·) is a splitting of k[a1, b1, a2, b2] (see Theorem 1.2.8, i.e. [LMP98, Proposition 1.8], or
Theorem 1.2.9, i.e. [Knu09b, Theorem 2]).
Now, let s2 denote the anticanonical section that determines the T 2-invariant splitting of Hilb
2(A2k)
and let D2 := {s2 = 0}. The vanishing set of f2 is D2 ∩ U〈x,y2〉. As there are no non-constant, non-
vanishing functions on U〈x,y2〉, it follows that Tr(f
p−1
2 ·) must be the induced splitting of U〈x,y2〉.
More generally, we have the following situation.
Proposition 2.3.4. Let Mn be as in Definition 2.3.2. Let fn := −bndet(Mn).
1. The induced splitting of U〈x,yn〉 ⊆ Hilbn(A2k) is given by Tr(fp−1n ·).
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2. For any n ≥ 1, fn is a degree 2n polynomial such that LexanRevlexbn(fn) = bnanfn−1. Thus,
under the weighting
Revlexbn , Lexan , . . . , Revlexb1 , Lexa1
init(fn) = bnan · · · b1a1. In other words, {fn = 0} is a residual normal crossings divisor as
defined in [LMP98].
Remark. By the weighting Revlexbn , Lexan , . . . , Revlexb1 , Lexa1 we mean the following: Let m,n ∈
k[a1, b1, . . . , an, bn] be monomials. We first compare m and n using Revlexbn . If they are indistin-
guishable then we compare m and n using Lexan . If m and n are still indistinguishable, we compare
them using Revlexbn−1 , and so on.
Put differently, Revlexbn , Lexan , . . . , Revlexb1 , Lexa1 is equivalent to a weighting of the vari-
ables where variables a1, . . . , an are weighted by A1, . . . , An, variables b1, . . . , bn are weighted by
B1, . . . , Bn and
−Bn  An  −Bn−1  An−1  · · ·  −B1  A1  0.
Proof of Proposition 2.3.4. The proof is nearly identical to the n = 2 case explained above.
Let I ∈ U〈x,yn〉. If Spec(k[x, y]/I) has non-trivial intersection with the x-axis then I + 〈y〉 6= 〈1〉
and so −bn = 0. If Spec(k[x, y]/I) has non-trivial intersection with the y-axis then I + 〈x〉 6= 〈1〉
and so the polynomials
− a1yn−1 − c12yn−2 − · · · − c1(n−1)y − c1n
− a2yn−1 − c22yn−2 − · · · − c2(n−1)y − c2n
...
− an−1yn−1 − c(n−1)2yn−2 − · · · − c(n−1)(n−1)y − c(n−1)n
− anyn−1 − cn2yn−2 − · · · − cn(n−1)y − cnn
must have a common solution. Thus, det(Mn) = 0.
Let fn := −bndet(Mn). We now show that there is a weighting such that the initial term of fn
is the product of the variables a1b1 · · · anbn. This will prove that Tr(fp−1n ·) is a splitting of U〈x,yn〉.
By Lemma 2.3.1, if we compute det(Mn) using cofactors along the last column and group
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together terms involving bn, we have
det(Mn) = cnndet(Mn−1) + bnR
where R is a polynomial in a1, . . . , an, b1, . . . , bn. Notice that bn does not appear anywhere in the
polynomial cnndet(Mn−1) and that an does not appear anywhere in det(Mn−1). Thus,
LexanRevlexbn(det(Mn)) = Lexan(cnndet(Mn−1)) = anbn−1det(Mn−1) = −anfn−1
and so LexanRevlexbn(fn) = bnanfn−1. Therefore init(fn) = bnan · · · b1a1, with respect to the
weighting
Revlexbn , Lexan , . . . , Revlexb1 , Lexa1 .
Let sn denote the anticanonical section that determines the T 2-invariant splitting of Hilb
n(A2k)
and let Dn := {sn = 0}. By construction, fn vanishes along Dn ∩ U〈x,yn〉. As there are no non-
constant, non-vanishing functions on U〈x,yn〉, Tr(f
p−1
n ·) must be the induced splitting of U〈x,yn〉.
Finally, notice that deg(det(Mn)) ≤ 2n−1 (since the first column of Mn consists of linear entries
and the rest of Mn has quadratic entries). Therefore, deg(fn) ≤ 2n. Because a1b1 · · · anbn is a term
of fn, deg(fn) = 2n.
Remark. In the proof, we use that init(fn) = a1b1 . . . anbn in order to prove that Tr(f
p−1
n ·) is the
induced splitting of U〈x,yn〉. Though this isn’t necessary, it is a convenient replacement for showing
both (i) that fn does not vanish anywhere other than {sn = 0}, and (ii) that Tr(fp−1n 1) = 1, rather
than some other constant c ∈ k.
2.3.3 The compatibly split subvarieties of U〈x,yn〉
In this subsection, we describe all compatibly split subvarieties of U〈x,yn〉. By [BK05, Lemma 1.1.7],
it suffices to find all compatibly split subvarieties of Hilbn(A2k) that have non-trivial intersection
with U〈x,yn〉.
To begin, we introduce some notation which will be used to label the compatibly split subvari-
eties of Hilbn(A2k) that have non-trivial intersection with U〈x,yn〉.
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Figure 2.12: Intersecting the compatibly split subvarieties of Hilb2(A2k) with U〈x,y2〉. The subvari-
eties with stratum representatives appearing to the left of the curve have non-trivial intersection
with U〈x,yn〉.
Definition 2.3.5. Consider the following two types of 4-tuples: (s, u, t,+0) and (s, u, t,+1), s, u, t ∈
Z≥0. Label Y ⊆ Hilbn(A2k) by (s, u, t,+0) or by (s, u, t,+1) if Y is the closure, in Hilbn(A2k), of the
image of the map
is,t,W : Hilb
s(y-axis \ {(0, 0)})× Hilbt(A2k \ {xy = 0})×W → Hilbn(A2k)
(I1, I2, I3) 7→ I1 ∩ I2 ∩ I3
for some W ⊆ Hilbu(A2k) of the following form:
1. Suppose the last index of the 4-tuple is +0.
(a) If u = 0 then W is empty.
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(b) If u ≥ 1 thenW is the 0-dimensional subscheme consisting of the T 2-fixed point 〈x, yu〉 ∈
Hilbu(A2k).
2. Suppose the last index of the 4-tuple is +1.
(a) If u = 0 then W = Hilb1(x-axis \ {(0, 0)}).
(b) If u ≥ 2 then W is the subvariety of Hilbu0(A2k) that is pointwise fixed by the subtorus
T 1 = {(tu−1, t) | t ∈ Gm}. That is, W is the bone (see Definition 1.3.7) of the exterior
edge of the moment polyhedron of Hilbu(A2k) connecting the moment polytope of 〈x, yu〉
to the moment polytope of 〈x2, xy, yu−1〉. Working on the two open patches U〈x,yu〉 and
U〈x2,xy,yu−1〉, we see that W ∼= P1k.
We do not associate any subvariety to the 4-tuple (s, 1, t,+1).
Remarks. 1. The last entry of the 4-tuple is +0 when dim(W ) = 0 and is +1 when dim(W ) = 1.
See Figure 2.13 for a picture of a stratum representative of each subvariety Y ⊆ Hilbn(A2k)
labelled by (s, u, t,+0) or by (s, u, t,+1).
2. All subvarieties of Hilbn(A2k) which are labelled by (s, u, t,+0) or by (s, u, t,+1) are irre-
ducible. (Proof as before.)
3. All subvarieties of Hilbn(A2k) which are labelled by (s, u, t,+0) or by (s, u, t,+1) are compati-
bly split. (Proof: Apply Proposition 2.1.1.)
4. All subvarieties Hilbn(A2k) which are labelled by (s, u, t,+0) or by (s, u, t,+1) have non-trivial
intersection with U〈x,yn〉. Indeed, they all contain the point 〈x, yn〉.
Thus, if Y ⊆ Hilbn(A2k) is of type (s, u, t,+0) or (s, u, t,+1), then Y ∩ U〈x,yn〉 is a (non-empty)
compatibly split subvariety of U〈x,yn〉. In fact, as the next proposition indicates, these are the only
compatibly split subvarieties of U〈x,yn〉.
Proposition 2.3.6. A subvariety Z ⊆ U〈x,yn〉 is compatibly split if and only if Z = Y ∩ U〈x,yn〉 where
Y ⊆ Hilbn(A2k) is labelled by some (s, u, t,+0) or some (s, u, t,+1) as in Definition 2.3.5.
Before proving the proposition, we consider a few lemmas.
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Figure 2.13: Stratum representative pictures for subvarieties of Hilbn(A2k) labelled by (s, u, t,+0)
or by (s, u, t,+1).
Lemma 2.3.7. A closed, T 2-invariant closed subvariety Y ⊆ Hilbn(A2k) has non-trivial intersection
with U〈x,yn〉 if and only if 〈x, yn〉 ∈ Y .
Proof. The backwards direction is clear. For the forward direction, let I ∈ Y ∩U〈x,yn〉. Consider the
subtorus S := {(αN , α) | N > n,α ∈ Gm} ⊆ T 2. Then, 〈x, yn〉 lies in the S-orbit closure of I. As Y
is both closed and T 2-invariant, 〈x, yn〉 ∈ Y .
Lemma 2.3.8. Let 1 ≤ i ≤ n − 2 and let Yi ⊆ U〈x,yn〉 be the subvariety defined by the ideal con-
taining all of the variables except for ai+1. That is, J(Yi) = 〈a1, . . . , ai, ai+2, . . . , an, b1, . . . , bn〉 ⊆
k[a1, . . . , an, b1, . . . , bn]. Then Yi is not compatibly split.
Proof. Let X be the subvariety of Hilbn(A2k) labelled by (0, n − 1, 1,+0). Let Xo denote the image
of
Hilb1(A2k \ {xy = 0})× {〈x, yn−1〉} → Hilbn+1(A2k).
Then Xo is open in X and any I ∈ Xo has the form I = 〈x, yn−1〉 ∩ 〈x− a, y− b〉, a, b ∈ k∗. That is,
I is generated by the following polynomials:
yn − byn−1, xyn−1 − ayn−1, xyn−2 − a
b
yn−1, . . . , xyn−1−i − a
bi
yn−1, . . . , x− a
bn−1
yn−1.
Thus the ideal defining X, J(X) ⊆ k[a1, . . . , an, b1, . . . , bn], is given by
J(X) = 〈b2, . . . , bn, b1a2 − a1, b1a3 − a2, . . . , b1an − an−1〉.
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Using Macaulay 2, we can compute that J(X) has Gro¨bner basis
{b2, . . . , bn}∪{b1aj−aj−1 | 2 ≤ j ≤ n}∪{ajak−aj+1ak−1 | 1 ≤ j ≤ n−2, 3 ≤ k ≤ n, j+1 ≤ k−1}
with respect to the weighting Revlexbn , Lexan , · · · ,Revlexb1 , Lexa1 . Therefore,
init(J(X)) = 〈b2, . . . , bn, b1a2, . . . , b1an, {ajak | 1 ≤ j ≤ n− 2, 3 ≤ k ≤ n, j < k}〉.
Now let Yi, 1 ≤ i ≤ n−2, be as in the statement of the proposition. Then Yi * X. (In particular,
b1ai+2 − ai+1 ∈ J(X) is not an element of J(Yi).) However, init(Yi) ⊆ init(X). By a theorem of
Knutson (see Theorem 1.2.10), Yi is not compatibly split.
Lemma 2.3.9. Let Y ⊆ Hilbn(A2k) be a compatibly split subvariety that has non-trivial intersection
with U〈x,yn〉. If Y is contained inside the punctual Hilbert scheme Hilb
n
0 (A2k), then Y is either the 0-
dimensional subvariety {〈x, yn〉} or the 1-dimensional subvariety that is pointwise fixed by the subtorus
T 1 = {(tn−1, t) | t ∈ Gm}. In other words, Y can be labelled by (0, n, 0,+0) or (0, n, 0,+1).
Proof. When n ≤ 2, the result holds trivially. So, assume that n ≥ 3.
Y is projective because Y is a closed subvariety of the punctual Hilbert scheme Hilbn0 (A2k). Thus,
Y ’s moment polyhedron is a (compact) polytope, P . By Lemma 2.3.7, P contains a vertex v which
is the moment polytope of the T 2-fixed point 〈x, yn〉. Since v is external in the moment polyhedron
of Hilbn(A2k), v is an external vertex of P .
Recall that an edge in the x-ray of the punctual Hilbert scheme Hilbn0 (A2k) which is connected to
v must be in one of the following directions:
(1,−1), (1,−2), . . . , (1,−(n− 1))
(since these are the weights of the T 2-action on the tangent space T〈x,yn〉Hilb
n
0 (A2k)). Thus, any
exterior edge of P which is connected to v must also be in one of these directions. Suppose that
Yi ⊆ Hilbn(A2k) is the preimage of the edge in the direction (1,−i), 1 ≤ i ≤ n − 2. Then, Yi is
pointwise fixed by the subtorus T 1 = {(αi, α) | α ∈ Gm}. By Lemma 2.3.1, Yi ∩ U〈x,yn〉 is defined
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by the ideal Ji := 〈b1, . . . , bn, a1, . . . , ai, ai+2, . . . , an〉. By Lemma 2.3.8, Ji, 1 ≤ i ≤ n − 2 is not
compatibly split. Therefore, Yi, 1 ≤ i ≤ n− 2, is not compatibly split.
Next, recall that a subvariety which is the bone of any exterior face of P is compatibly split (by
Proposition 1.3.9). Therefore, by the above argument, the edges connected to v in the directions of
(1,−1), (1,−2), . . . , (1,−(n− 2)) cannot be exterior faces of P . By compactness of P and Lemma
2.3.7, P is either (i) the point v or (ii) the edge attached to v in the direction (1,−(n− 1)).
We are now ready to prove Proposition 2.3.6.
Proof of Proposition 2.3.6. As discussed above, if Y ⊆ Hilbn(A2k) is labelled by (s, u, t,+0) or by
(s, u, t,+1), then Y ∩U〈x,yn〉 is compatibly split. It remains to prove the converse of the proposition.
Suppose that Y ⊆ Hilbn(A2k) is compatibly split and that Y ∩ U〈x,yn〉 6= ∅. We show that Y can
be labelled by (s, u, t,+0) or by (s, u, t,+1).
By Proposition 2.1.1, Y must be the closure of the image of the map
ir,s,t,Z : Hilb
r(x-axis \ {(0, 0)})× Hilbs(y-axis \ {(0, 0)})× Hilbt(A2k \ {xy = 0})× Z → Hilbn(A2k)
(I1, I2, I3, I4) 7→ I1 ∩ I2 ∩ I3 ∩ I4
for some integers r, s, t ≥ 0 with r + s + t ≤ n and some compatibly split subvariety Z ⊆
Hilbn−r−s−t(A2k) that is contained inside of Hilb
n−r−s−t
0 (A2k). Note the following:
1. Y ∩ U〈x,yn〉 6= ∅ by assumption. Therefore, if Z 6= ∅, then r = 0. If Z = ∅, then r ≤ 1.
2. If Z 6= ∅, then Z ∩ U〈x,yn−r−s−t〉 6= ∅.
By Lemma 2.3.9, the only compatibly split subvarieties of Hilbn−r−s−t(A2k) which are contained
in Hilbn−r−s−t0 (A2k) and have non-empty intersection with U〈x,yn−r−s−t〉 are those be labelled by
(0, n− r− s− t, 0,+0) or (0, n− r− s− t, 0,+1). This, along with 1. and 2., above gives the desired
result.
Corollary 2.3.10. The stratification of U〈x,yn〉 by all of its compatibly split subvarieties has the shape
of a square. That is, there are d + 1 strata of dimension d when d ≤ n and (2n − d) + 1 strata of
dimension d when d > n.
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Proof. The dimension of the subvariety labelled by (s, u, t,+0) (where s+u+t = n) is s+2t and the
dimension of a subvariety labelled by (s, u, t,+1) (where s+u+ t = n if u ≥ 2 and s+u+ t+ 1 = n
if u = 0) is s+ 2t+ 1. So, when d ≤ n, there is exactly one compatibly split subvariety of dimension
d for each value of s, 0 ≤ s ≤ d. This yields d + 1 compatibly split subvarieties of dimension d.
When d > n, there is exactly one compatibly split subvariety for each value of s, 0 ≤ s ≤ 2n − d.
This yields (2n− d) + 1 compatibly split subvarieties of dimension d.
2.3.4 A Gro¨bner degeneration of the compatibly split strata
We begin with the n = 2 case. Recall that the induced splitting of U〈x,y2〉 is Tr(f
p−1
2 ·) where f2 =
a1b1a2b2−a21b2 +a22b22 and that, under an appropriate weighting, init(f2) = a1b1a2b2. It follows by a
theorem of Knutson (see Theorem 1.2.9 or the original source [Knu09b]) that every compatibly split
ideal of k[a1, b1, a2, b2] Gro¨bner degenerates to a squarefree monomial ideal. This is shown explicitly
in Figure 2.14. The leading terms with respect to the weighting Revlexb2 , Lexa2 ,Revlexb1 , Lexa1 are
underlined.
Figure 2.14: Compatibly split ideals of k[a1, b1, a2, b2] with leading terms underlined.
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Let fn be as in Proposition 2.3.4 and fix the weighting
Revlexbn , Lexan , . . . ,Revlexb1 , Lexa1 .
By Proposition 2.3.4, Tr(fp−1n ·) is the induced splitting of U〈x,yn〉 = Spec(k[a1, b1, . . . , an, bn]). Fur-
thermore, fn is a polynomial of degree 2n with the property that init(fn) = a1b1 · · · anbn. It follows
by Knutson’s theorem that each compatibly split subvariety of U〈x,yn〉 Gro¨bner degenerates to a
Stanley-Reisner scheme. In this subsection, we explicitly describe these degenerations. In addition,
we find the defining ideal JY ⊆ k[a1, b1, . . . , an, bn] of each compatibly split Y ⊆ U〈x,yn〉.
Remark. Let Y ′ ⊆ Hilbn(A2k) be compatibly split and labelled by (s, u, t,+i), for i = 0 or 1. In the
remainder of this subsection, we abuse notation: If Y = Y ′ ∩ U〈x,yn〉 then write Y = (s, u, t,+0).
Proposition 2.3.11. Let Y ⊆ U〈x,yn〉 be compatibly split. The scheme-theoretic defining ideal JY is
given by the following information.
1. If Y = (0, 0, n− 1,+1), then JY = 〈bn〉.
2. If Y = (s, 0, n− s,+0), then JY = 〈((n− s+ 1)× (n− s+ 1))-minors of Mn〉.
3. If s ≥ 1 and Y = (s, 0, n− s− 1,+1), then JY = 〈bn, ((n− s)× (n− s))-minors of Mn−1〉.
4. If u ≥ 1 and Y = (s, u, n − s − u,+0), then JY = 〈bn, . . . , bn−u+1, (Mn)n,n, . . . , (Mn)n,n−u+1,
((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn〉.
5. If u ≥ 2 and Y = (s, u, n − s − u,+1), then JY = 〈bn, . . . , bn−u+1, (Mn)n,n, . . . , (Mn)n,n−u+2,
((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn−1〉.
Consider U〈x,yn−1〉 × A1bn × A1an with the splitting Tr(f
p−1
n−1b
p−1
n a
p−1
n ·). Then, LexanRevlexbn(Y ) is a
compatibly split subvariety of U〈x,yn−1〉×A1bn×A1an . Furthermore, the initial schemes LexanRevlexbn(Y )
are described with the following information:
1. If Y ⊆ {bn = 0} then Revlexbn(Y ) = Y × 0bn . (Note: Y ⊆ {bn = 0} if Y = (s, u, n− s− u,+0),
u ≥ 1, or Y = (s, u, n− s− u,+1), u ≥ 2 or if Y = (s, 0, n− s− 1,+1).)
2. Revlexbn(0, 0, n,+0) = (0, 0, n− 1,+1)× A1bn .
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3. Revlexbn(s, 0, n− s,+0) = [(s, 0, n− s− 1,+1) ∪ (s− 1, 1, n− s,+0)]× A1bn , for 1 ≤ s < n.
4. Revlexbn(n, 0, 0,+0) = (n− 1, 1, 0,+0)× A1bn .
5. Lexan(s, 0, n− s− 1,+1) = (s, 0, n− s− 1,+0)× 0bn × A1an .
6. Lexan(s, 1, n−s−1,+0) = ((s, 0, n−s−1,+0)×0bn×0an)∪ ((s, 0, n−s−2,+1)×0bn×A1an),
for s < n− 1.
7. Lexan(s, u, n− s− u,+0) = ((s, u− 1, n− s− u,+0)× 0bn × 0an)∪ ((s, u, n− s− u− 1,+1)×
0bn × A1an), for 2 ≤ u < n and s < n− u.
8. Lexan(n− u, u, 0,+0) = (n− u, u− 1, 0,+0)× 0bn × 0an , u ≥ 1.
9. Lexan(s, u, n− s− u,+1) = (s, u− 1, n− s− u,+0)× 0bn × A1an , for u ≥ 2.
Note that the 4-tuples appearing on the right hand side of the last five equations label subvarieties of
U〈x,yn−1〉, not U〈x,yn〉.
Remark. To gain some intuition into the degenerations appearing in the proposition, recall the
following (discussed in Subsection 1.4.2):
Revlexbn(Y ) =
 Y × 0bn , if Y ⊆ {bn = 0}(Y ∩ {bn = 0})× A1bn , if Y * {bn = 0}
Because both Y ⊆ U〈x,yn〉 and {bn = 0} are compatibly split, so is Y ∩ {bn = 0}. Therefore, we
can easily check that each Revlexbn(Y ) is as claimed in the proposition as we have already found
all compatibly split subvarieties of U〈x,yn〉 (see Proposition 2.3.6).
To describe LexanRevlexbn(Y ) for each compatibly split Y ∈ U〈x,yn〉, it remains to describe
Lexan(Y
′) for each compatibly split subvariety Y ′ ⊆ (U〈x,yn〉 ∩ {bn = 0}). See Figure 2.15 to
visualize the Lexan degenerations.
The proof of the proposition makes use of the following lemma.
Lemma 2.3.12. Let Y ⊆ {bn = 0} be a compatibly split subvariety of U〈x,yn〉. Let J(Y ) denote the
ideal associated to Y . Then, with respect to the weighting given in Proposition 2.3.4, the reduced
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Figure 2.15: The degenerations Lexan(Y
′) described in Proposition 2.3.11.
Gro¨bner basis of J(Y ) consists of T 2-homogeneous polynomials of the form
G = {bn, g1, . . . , gr, angr+1 + h1, . . . , angr+l + hl}
where none of g1, . . . , gr+l, h1, . . . , hl have any nonzero terms which are divisible by an or bn and none
of g1, . . . , gr have any constant terms. Furthermore, if an /∈ J(Y ), then none of gr+1, . . . , gr+l have
any constant terms.
Proof. Let G = {q1, . . . , qr} be the reduced Gro¨bner basis for J(Y ). Because Y is T 2-invariant, we
may assume that each qi is T 2-homogeneous. Because Y ⊆ {bn = 0}, we may assume that q1 = bn
and that each qi, for i > 1, has no terms involving bn.
By the nature of the weighting in Proposition 2.3.4, init(qi) must be one of the terms of
Lexan(qi). Suppose that init(qi) = a
s
nm for some monomial m. By Theorem 1.2.9 (i.e. [Knu09b,
Theorem 2]), s = 0 or 1 (since init(I) is a squarefree monomial ideal and G is a reduced Gro¨bner
basis). Thus,
G = {bn, g1, . . . , gr, angr+1 + h1, . . . , angr+l + hl}
where none of g1, . . . , gr+l, h1, . . . , hl have any nonzero terms which are divisible by an or bn.
Next, consider the subtorus T 1 = {(t, t) | t ∈ Gm} for  > 0 very small. Then, (t, t) · ai =
t−1+(i−1)ai, and (t, t) · bi = t−ibi. Since each qi is T 1-homogenous, every monomial in qi has a
strictly negative weight. Thus, no term of qi is constant.
Now suppose that an /∈ J(Y ). We show that none of gr+1, . . . , gr+l have any constant terms. So,
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suppose otherwise and assume that gr+1 contains a constant term. Then every term of angr+1 + h1
must have T 2-weight (−1, n − 1) (the T 2-weight of an). As no positive linear combination of the
T 2-weights of a1, . . . , an−1, b1, . . . , bn is (−1, n−1), it follows that angr+1 +h1 = an, a contradiction
since an /∈ J(Y ).
We now prove the proposition.
Proof of Proposition 2.3.11. We proceed by induction on n. The n = 1 case is trivial. The n = 2
case has been covered earlier. The outline of the proof is as follows:
1. Let J(Y ) ⊆ k[a1, b1, . . . , an, bn] denote the ideal defining Y ⊆ U〈x,yn〉, and let JY denote the
ideal of Y as claimed in the proposition. We show that JY ⊆ J(Y ) for each compatibly split
Y ⊆ U〈x,yn〉.
2. Let Y ⊆ {bn = 0} be a compatibly split subvariety of U〈x,yn〉 and let Y ′′ denote the initial
scheme Lexan(Y ) as claimed in the proposition. Because Y ′′ ⊆ U〈x,yn−1〉×A1an ×A1bn , we know
J(Y ′′) by induction. We show that J(Y ′′) = Lexan(JY ) = Lexan(J(Y )). Because JY ⊆ J(Y )
(by 1.), it follows that JY = J(Y ) (see Lemma 1.4.9).
3. Let Y * {bn = 0} be a compatibly split subvariety of U〈x,yn〉 and let Y ′′ denote Revlexbn(Y )
as claimed in the proposition. By 2., we know J(Y ′′). We show that J(Y ′′) = RevlexbnJY =
RevlexbnJ(Y ). Because JY ⊆ J(Y ) (by 1.), it follows that JY = J(Y ).
We begin by showing that JY ⊆ J(Y ) for each compatibly split Y ⊆ U〈x,yn〉. Recall that each
I ∈ U〈x,yn〉 is an ideal generated by polynomials
yn − b1yn−1 − b2yn−2 − · · · − bn−1y − bn
xyn−1 − a1yn−1 − c12yn−2 − · · · − c1(n−1)y − c1n
xyn−2 − a2yn−1 − c22yn−2 − · · · − c2(n−1)y − c2n
...
xy − an−1yn−1 − c(n−1)2yn−2 − · · · − c(n−1)(n−1)y − c(n−1)n
x − anyn−1 − cn2yn−2 − · · · − cn(n−1)y − cnn
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where each cij is a polynomial in a1, . . . , an, b1, . . . , bn (described in Lemma 2.3.1). Let Mn be the
n× n matrix where (Mn)i,j = −cij , i 6= 1, and (Mn)i,1 = −ai.
Suppose Y = (0,0,n− 1,+1): For each I ∈ Y , Spec k[x, y]/I has non-trivial intersection with the
x-axis. Thus, I + 〈y〉 6= 〈1〉 and so bn = 0. Thus, JY := 〈bn〉 ⊆ J(Y ).
Suppose Y = (s,0,n− s,+0), s ≥ 1: Let U〈x,yn〉 \∆ denote the open set where all of the n points
are in distinct locations. For each I ∈ Y ∩ (U〈x,yn〉 \ ∆), Spec k[x, y]/I intersects the y-axis in
s distinct locations. Let p1, . . . , ps denote the y-coordinates of these locations. Then, the set of
equations
− a1yn−1 − c12yn−2 − · · · − c1(n−1)y − c1n = 0
− a2yn−1 − c22yn−2 − · · · − c2(n−1)y − c2n = 0
...
− an−1yn−1 − c(n−1)2yn−2 − · · · − c(n−1)(n−1)y − c(n−1)n = 0
− anyn−1 − cn2yn−2 − · · · − cn(n−1)y − cnn = 0
has (at least) s solutions, (pn−11 , p
n−2
1 , . . . , p1, 1), . . . , (p
n−1
s , p
n−2
s , . . . , ps, 1). Therefore, rank(Mn) ≤
n− s and so the ((n− s+ 1)× (n− s+ 1))-minors of Mn vanish. Thus, JY := 〈((n− s+ 1)× (n−
s+ 1))-minors of Mn〉 ⊆ J(Y ).
Suppose Y = (s,0,n− s− 1,+1): Then Y ⊆ (0, 0, n − 1,+1) and Y ⊆ (s, 0, n − s,+0). Thus,
〈bn, ((n− s+ 1)× (n− s+ 1))-minors of Mn〉 ⊆ J(Y ).
Since bn = 0 on Y , cin = 0 for 1 ≤ i ≤ n − 1 and −cij = (Mn−1)ij for 1 ≤ i, j ≤ n − 1
(see Lemma 2.3.1). Consider the non-empty open set {I ∈ Y | I + 〈x, y〉 = 〈1〉}. Because each
cin vanishes, cnn cannot vanish. Furthermore, since the ((n − s + 1) × (n − s + 1))-minors of Mn
vanish and cnn does not, the ((n − s) × (n − s))-minors of Mn−1 must all vanish. So, JY :=
〈bn, ((n− s)× (n− s))-minors of Mn−1〉 ⊆ J(Y ).
Suppose Y = (s,u,n− s− u,+0),u ≥ 1: Then Y ⊆ (s + u, 0, n − s − u,+0) and so the ((n −
s − u + 1) × (n − s − u + 1))-minors of Mn are in J(Y ). Now let I ∈ Y . By construction,
I ⊆ 〈x, yu〉. Thus, for all f ∈ I, we have ∂if
∂yi
((0, 0)) = 0 for 0 ≤ i ≤ u − 1. It follows that
bn, . . . , bn−u+1, (Mn)n,n, . . . , (Mn)n,n−u+1 must all be 0. Thus, JY := 〈bn, . . . , bn−u+1, (Mn)n,n, . . . ,
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(Mn)n,n−u+1, ((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn〉 ⊆ J(Y ).
Suppose Y = (s,u,n− s− u,+1),u ≥ 2: Then Y ⊆ (s + u − 1, 0, n − s − u + 1,+1) and Y ⊆
(s, u−1, n− s−u+ 1,+0). So, 〈bn, . . . bn−u+2, (Mn)n,n, . . . , (Mn)n,n−u+2, ((n− s−u+ 1)× (n− s−
u+ 1))-minors of Mn−1〉 ⊆ J(Y ). Furthermore, because each I ⊆ Y is the ideal of a configuration
of points where at least u are supported at the origin, bn, . . . , bn−u+1 must all be 0. Thus, JY :=
〈bn, . . . , bn−u+1, (Mn)n,n, . . . , (Mn)n,n−u+2, (n−s−u+1)×(n−s−u+1)−minors of Mn−1〉 ⊆ J(Y ).
Therefore, JY ⊆ J(Y ) for each compatibly split Y ⊆ U〈x,yn〉. This completes step 1. in the outline
of the proof.
Next, suppose that Y ⊆ {bn = 0}. Let Y ′′ denote Lexan(Y ) as claimed in the statement of the
proposition. By induction, we know J(Y ′′). We now show that J(Y ′′) = LexanJY = LexanJ(Y ).
Suppose Y = (0,0,n− 1,+1): Then JY = 〈bn〉 and Y ′′ = (0, 0, n − 1,+0) × 0bn × A1an . So,
J(Y ′′) = 〈bn〉 = LexanJY ⊆ LexanJ(Y ) and thus, Lexan(Y ) ⊆ Y ′′. Since (i) Lexan(Y ) is non-
empty, (ii) dim(Y ) = dim(Y ′′), and (iii) Y ′′ is irreducible, it follows that Lexan(Y ) = Y ′′. Thus,
J(Y ′′) = LexanJY = LexanJ(Y ).
Suppose Y = (s,0,n− s− 1,+1), s ≥ 1: Then, JY = 〈bn, ((n− s)× (n− s))-minors of Mn−1〉 and
Y ′′ = (s, 0, n−s−1,+0)×0bn×A1an . By induction, J(Y ′′) = 〈bn, ((n−s)×(n−s))-minors of Mn−1〉.
So, since no an appears in the generating set of JY , we have J(Y ′′) = LexanJY ⊆ LexanJ(Y ). As in
the previous case, there is equality J(Y ′′) = LexanJY = LexanJ(Y ) by the irreducibility of Y ′′.
Suppose Y = (s,1,n− s− 1,+0), s < n− 1: Then JY is the ideal 〈bn, (Mn)n,n, ((n − s) × (n −
s))-minors of Mn〉 and
Y ′′ = ((s, 0, n− s− 1,+0)× 0bn × 0an) ∪ ((s, 0, n− s− 2,+1)× 0bn × A1an).
When s = 0, JY = 〈bn, (Mn)n,n,det(Mn)〉 = 〈bn, (Mn)n,n〉, where the second equality can be seen
by computing det(Mn) using cofactors along the last column. Thus,
J(Y ′′) = 〈an, bn〉 ∩ 〈bn, bn−1〉 ⊆ LexanJY ⊆ LexanJ(Y ).
91
Now suppose that s ≥ 1.
LexanJY ⊇ 〈bn, anbn−1, {Lexanm | m ∈ {((n− s)× (n− s))-minors of Mn}}〉.
Now, the set S := {((n − s) × (n − s))-minors of Mn} contains the set of all ((n − s) × (n −
s))-minors of Mn−1. In addition, if A denotes the southwest ((n − 1) × (n − 1))-submatrix of Mn,
then S contains the set of ((n − s) × (n − s))-minors of A. To better understand some of the
((n− s)× (n− s))-minors of A, we consider another matrix A˜.
Let Ai denote the ith column of A. Define A˜ to be the ((n − 1) × (n − 1))-matrix whose first
column is A1 and whose ith column is Ai + bi−1A1 for 2 ≤ i ≤ n− 1. Then, any ((n− s)× (n− s))-
minor of A which involves the column A1 agrees with the corresponding minor of A˜. Furthermore,
if m is an ((n− s)× (n− s))-minor of A˜ involving both the first column and the last row, then we
may use Lemma 2.3.1 to see that m has the form
m = anm
′ + anbnr1 + r2
where m′ is an (n− 1− s)× (n− 1− s)-minor of Mn−2, r1, r2 ∈ k[a1, . . . , an, b1, . . . , bn], and r2 has
no terms involving an. Using this, we have the following:
LexanJY ⊇ 〈bn, anbn−1, ((n− s)× (n− s))-minors of Mn−1,
{anm′ | m′ ∈ {((n− 1− s)× (n− 1− s))-minors of Mn−2}}〉
= 〈bn, an, ((n− s)× (n− s))-minors of Mn−1〉 ∩
〈bn, bn−1, ((n− 1− s)× (n− 1− s))-minors of Mn−2,
((n− s)× (n− s))-minors of Mn−1〉
Let J2 denote the second ideal in the intersection above. Since both bn−1 ∈ J2 and the ((n − 1 −
s)× (n− 1− s))-minors of Mn−2 are in J2, we see that (again by Lemma 2.3.1) we needn’t include
the ((n− s)× (n− s))-minors of Mn−1 as part of the generating set of J2. Thus,
LexanJY ⊇ 〈bn, an, ((n− s)× (n− s))-minors of Mn−1〉 ∩
〈bn, bn−1, ((n− 1− s)× (n− 1− s))-minors of Mn−2〉
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and so J(Y ′′) ⊆ LexanJY ⊆ LexanJ(Y ). Thus, Lexan(Y ) ⊆ Y ′′.
For any s ≥ 0, let C1 = (s, 0, n− s− 1,+0)× 0bn × 0an and C2 = (s, 0, n− s− 2,+1)× 0bn ×A1an
denote the two components of Y ′′. We now show that both C1 ⊆ LexanY and C2 ⊆ LexanY , and
thus that Y ′′ = LexanY . Because C1 and C2 and both irreducible and of the same dimension as Y ,
it suffices to find points q ∈ C1 \ C2 and q′ ∈ C2 \ C1 which are also in LexanY .
Let q be given by the coordinates a1 = · · · = an = 0, b1 = b2 = · · · = bn−2 = 0, bn−1 = 1,
bn = 0. By induction, we know the defining ideals of C1 and C2. Using these ideals, we can check
that q ∈ C1 \ C2. The point q corresponds to the colength-n ideal 〈x, yn − y〉. Thus, q ∈ Y . To see
that q ∈ Lexan(Y ), we construct a curve γ(t), 0 ≤ t ≤ 1, in the total family of the degeneration such
that γ(1) = (a1(1), . . . , an(1), b1(1), . . . , bn(1)) = q ∈ Y and γ(0) ∈ LexanY . Define γ(t) as follows:
γ(t) = (a1(1), . . . , an−1(1), tan(1), b1(1), . . . , bn(1)).
Then γ(0) = q and q ∈ LexanY as desired. Thus, C1 ⊆ LexanY .
Let q′ be given by the coordinates a1 = · · · = an−1 = 0, an = 1, and b1 = · · · = bn = 0.
Then q′ ∈ C2 \ C1. The point q′ corresponds to the colength-n ideal 〈x − yn−1, yn〉. Thus, q′ ∈ Y .
Notice that this means that an /∈ J(Y ). Therefore, by Lemma 2.3.12, J(Y ) has a Gro¨bner basis
of T 2-homogeneous polynomials of the form {g1, . . . , gr, angr+1 + h1, . . . , angr+l + hl} such that an
does not appear in any of g1, . . . , gr+l, h1, . . . , hl, and gr+1, . . . , gr+l have no constant terms. Thus,
LexanJ(Y ) = 〈g1, . . . , gr, angr+1, . . . , angr+l〉 and we see that q′ ∈ LexanY . Therefore C2 ⊆ LexanY .
Suppose Y = (s,u,n− s− u,+0), 2 ≤ u < n, s < n− u: Then JY is the ideal 〈bn, . . . , bn−u+1,
(Mn)n,n, . . . , (Mn)n,n−u+1, ((n−s−u+1)× (n−s−u+1))-minors of Mn〉 and Y ′′ = ((s, u−1, n−
s− u,+0)× 0bn × 0an) ∪ ((s, u, n− s− u− 1,+1)× 0bn × A1an .
Because bn, . . . , bn−u+1 ∈ JY , we may refer to Lemma 2.3.1 to see that the generating set of JY
may be altered by replacing (Mn)n,n, . . . , (Mn)n,n−u+2 with (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1.
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Note that an does not appear in any of (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1. Thus,
LexanJY ⊇ 〈bn, . . . , bn−u+1, (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1, Lexan(Mn)n,n−u+1,
{Lexanm | m ∈ ((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn}〉
= 〈bn, . . . , bn−u+1, (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1, anbn−u,
{Lexanm | m ∈ ((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn}〉
We follow the previous case and replace the ((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn by a
specific subset of them (utilizing the matrix A˜) to get
LexanJY ⊇ 〈bn, . . . , bn−u+1, (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1, anbn−u,
((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn−1,
{anm′ | m′ ∈ ((n− u− s)× (n− u− s))-minors of Mn−2}〉
= 〈bn, . . . , bn−u+1, (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1, an,
((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn−1〉 ∩
〈bn, . . . , bn−u, (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1,
((n− u− s)× (n− u− s))-minors of Mn−2〉
Note that the final equality holds for the same reason as in the previous case: Let J2 denote
the second ideal in the intersection above. Since both bn−1 ∈ J2 and the ((n − u − s) × (n − u −
s))-minors of Mn−2 are in J2, we may use Lemma 2.3.1 to see that the ((n− u− s+ 1)× (n− u−
s+ 1))-minors of Mn−1 are also in J2.
Thus, J(Y ′′) ⊆ LexanJY ⊆ LexanJ(Y ).
To show that Y ′′ ⊆ LexanY , we copy the argument from the previous case. Let C1 = (s, u −
1, n − s − u,+0) × 0bn × 0an and C2 = (s, u, n − s − u − 1,+1) × 0bn × A1an . Let q be given by the
coordinates a1 = · · · = an = 0, b1 = · · · = bn−u−1 = 0, bn−u = 1, and bn−u+1 = · · · = bn = 0. Then
q ∈ C1 \ C2 and, by the same argument as in the previous case, q ∈ LexanY . Let q′ be given by the
coordinates a1 = · · · = an−1 = 0, an = 1, and b1 = · · · bn = 0. Then q′ ∈ C2 \ C1 and, by the same
argument as in the previous case, q′ ∈ LexanY .
Thus, J(Y ′′) = LexanJY = LexanJ(Y ).
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Suppose Y = (n− u,u,0,+0),u ≥ 1: Then, JY = 〈bn, . . . , bn−u+1, a1, . . . , an〉 and Y ′′ = (n −
u, u− 1, 0,+0)× 0bn × 0an . Notice that J(Y ′′) = JY = LexanJY ⊆ LexanJ(Y ). By the irreducibility
of Y ′′, J(Y ′′) = LexanJY = LexanJ(Y ).
Suppose Y = (s,u,n− s− u,+1),u ≥ 2: Then, JY = 〈bn, . . . , bn−u+1, (Mn)n,n, . . . , (Mn)n,n−u+2,
((n− s− u+ 1)× (n− s− u+ 1))-minors of Mn−1〉 and Y ′′ = (s, u− 1, n− s− u,+0)× 0bn ×A1an .
Because bn, . . . , bn−u+1 ∈ JY , we may refer to Lemma 2.3.1 to see that the generating set of JY may
be altered by replacing (Mn)n,n, . . . , (Mn)n,n−u+2 with (Mn−1)n−1,n−1, . . . , (Mn−1)n−1,n−u+1. As an
now appears nowhere in the generating set of JY , we see that J(Y ′′) = JY = LexanJY ⊆ J(Y ).
Thus, LexanY ⊆ Y ′′. Again, since (i) Lexan(Y ) 6= ∅, (ii) dim(Y ) = dim(Y ′′), and (iii) Y ′′ is
irreducible, we get the equality LexanY = Y
′′. Thus, J(Y ′′) = LexanJY = LexanJ(Y ).
So, J(Y ′′) = LexanJY = LexanJ(Y ) for all compatibly split Y ⊆ {bn = 0}. Furthermore, since
JY ⊆ J(Y ), it follows that JY = J(Y ).
Finally, let Y be a compatibly split subvariety of U〈x,yn〉 and let Y ′′ denote RevlexbnY as claimed
in the statement of the proposition. By step 2. (completed above), we know J(Y ′′). We now show
that J(Y ′′) = RevlexbnJY = RevlexbnJ(Y ). As explained in the remark prior to this proof, we need
only treat the cases where Y * {bn = 0}. That is, if Y ⊆ {bn} then RevlexbnY = Y and we have
already shown that JY = J(Y ).
So, suppose that Y * {bn = 0}. Then RevlexbnY = (Y ∩ {bn = 0})×A1bn . Because Y ∩ {bn = 0}
is compatibly split, we can use Proposition 2.3.6 to very that
• Revlexbn(0, 0, n,+0) = (0, 0, n− 1,+1)× A1bn ,
• Revlexbn(s, 0, n− s,+0) = [(s, 0, n− s− 1,+1) ∪ (s− 1, 1, n− s,+0)]× A1bn , for s ≥ 1, and
• Revlexbn(n, 0, 0,+0) = (n− 1, 1, 0,+0)× Spec(k[bn]).
Therefore, to see that JY = J(Y ) for each Y * {bn = 0}, it remains to show that J(Y ′′) ⊆
Revlexbn(JY ) ⊆ Revlexbn(J(Y )).
Suppose Y = (0,0,n,+0): Then Y = U〈x,yn〉. Thus, J(Y ) = JY = 〈0〉 and the result is clear.
Suppose Y = (s,0,n− s,+0), s ≥ 1: Then JY = 〈((n − s + 1) × (n − s + 1))-minors of Mn〉 and
Y ′′ = [(s, 0, n− s− 1,+1) ∪ (s− 1, 1, n− s,+0)]× A1bn .
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Let C1 = (s, 0, n − s − 1,+1), C2 = (s − 1, 1, n − s,+0), and let A denote the (n × (n − 1))-
matrix with top ((n−1)×(n−1))-submatrix equal to Mn−1 and bottom row equal to the southwest
(1× (n− 1))-submatrix of Mn. By Lemma 2.3.1, it follows that
J(C1) = 〈bn, ((n− s)× (n− s))-minors of Mn−1〉
J(C2) = 〈bn, (Mn)n,n, ((n− s+ 1)× (n− s+ 1))-minors of A〉
Notice that bn appears nowhere in the ((n − s) × (n − s))-minors of Mn−1, (Mn)n,n, or ((n − s +
1)× (n− s+ 1))-minors of A.
Furthermore,
RevlexbnJY ⊇ 〈{(Mn)n,nm | m ∈ ((n− s)× (n− s))-minor of Mn−1},
((n− s+ 1)× (n− s+ 1))-minors of A〉
= 〈((n− s)× (n− s))-minors of Mn−1〉 ∩
〈(Mn)n,n, ((n− s+ 1)× (n− s+ 1))-minors of A〉
= J(Y ′′)
Suppose Y = (n,0,0,+0): Then JY = 〈a1, . . . , an〉 and Y ′′ = (n − 1, 1, 0,+0) × A1bn . Notice that
J(Y ′′) = JY = RevlexbnJY ⊆ RevlexbnJ(Y ).
In each of the above cases, RevlexbnJY = RevlexbnJ(Y ) and so JY = J(Y ). This completes the
proof.
2.3.5 Some combinatorics and the geometric consequences
Let Y ⊆ U〈x,yn〉 be a compatibly split subvariety. Recall that, with respect to the weighting given
in Proposition 2.3.4, init(Y ) is a Stanley-Reisner scheme. Let ∆Y denote the associated simplicial
complex. In this subsection, we provide an explicit description of each ∆Y . We then use this
description to show that for certain compatibly split Y ⊆ U〈x,yn〉, ∆Y is a vertex-decomposable ball.
Therefore init(Y ) is Cohen-Macaulay, and by semicontinuity, so is Y .
We begin with the n = 2 case. In Figure 2.16 we associate the compatibly split subvarieties of
U〈x,y2〉 to unions of faces of the 3-simplex by first degenerating (with respect to the Revlexb2 , Lexa2 ,
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Revlexb1 , Lexa1 weighting) and then applying the Stanley-Reisner recipe. Note that the simplex in
the figure has been “unfolded” to make it easier to label the faces.
Figure 2.16: Associating compatibly split subvarieties to simplicial complexes
We now proceed to the case when n is arbitrary.
Definition 2.3.13. Fix some positive integer n.
Consider the following letters: a, aˆ, ↑. Consider the following segments of letters:
a ↑, aˆ ↑, aa ↑, aa, aˆ
Define a full word to be a word in segments a↑, aˆ↑, aa↑, aa, aˆ of the form
(word in a ↑, aˆ ↑, aa ↑) | (word in aa, aˆ) | (0 or 1 lone copy of a)
such that #a+ #aˆ = n.
Let Y be a subvariety of U〈x,yn〉 of type (s, u, t,+0) or (s, u, t,+1). Define a full word associated
to Y to be a word in segments a↑, aˆ↑, aa↑, aa, aˆ of the form
(word in a ↑, aˆ ↑, aa ↑) | (word in aa, aˆ) | (a iff Y is of type (s, u, t,+1))
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such that
• #a ↑ +#aa ↑ +#aa = t, #aˆ ↑ +#aa ↑= s, #aa+ #aˆ = u, if Y = (s, u, t,+0).
• #a ↑ +#aa ↑ +#aa = t, #aˆ ↑ +#aa ↑= s, #aa + #aˆ = u − 1, if Y = (s, u, t,+1) and
u ≥ 2.
• #a ↑ +#aa ↑ +#aa = t, #aˆ ↑ +#aa ↑= s, #aa+ #aˆ = 0, if Y = (s, 0, t,+1).
Remark. The condition #aˆ + #a = n ensures that every full word is really a full word associated
to Y for some compatibly split Y ⊆ U〈x,yn〉. (Proof: Suppose that w is a full word without a lone
copy of a at the end. Let #a ↑ +#aa ↑ +#aa = t, #aˆ ↑ +#aa ↑= s, #aa + #aˆ = u. Then,
n = #aˆ+#a = #a ↑ +#aˆ ↑ +2 ·#aa ↑ +2 ·#aa+#aˆ = s+u+ t. Thus, w is a full word associated
to Y = (s, u, t,+0). A similar argument works when there is a lone copy of a at the end of a full
word.)
Proposition 2.3.14. Let Y be a compatibly split subvariety of U〈x,yn〉. The collection of full words
associated to Y are in one-to-one correspondence with the components of init(Y ). Thus, the full words
associated to Y are in one-to-one correspondence with the facets of ∆Y .
More precisely, let FWY denote the set of full words associated to Y and let INY denote the set of
components of init(Y ). Then, there is a well-defined, bijective map
mY : {wY | wY ∈ FWY } → {S ⊆ k[a1, . . . , an, b1, . . . , bn] | Spec(k[S]) ∈ INY }
defined in the following way:
1. Let wY denote a full word associated to Y . By construction, #a + #aˆ = n. From left to right,
number the letters a and aˆ in wY from 1 to n. (Eg. aa ↑ aˆ ↑ becomes a1a2 ↑ aˆ3 ↑.)
2. Replace each ↑ by bi such that ai or aˆi (same i as in bi) now appears immediately to the left of
bi. (Eg. a1a2 ↑ aˆ3 ↑ becomes a1a2b2aˆ3b3.)
3. Delete all aˆi appearing in the new word. The set of letters in the resulting word is a subset
S ⊆ {a1, . . . , an, b1, . . . , bn}. (Eg. a1a2b2aˆ3b3 becomes a1a2b2b3.) Define mY (wY ) := S.
98
Example 2.3.15. Let n = 3 and let Y = (1, 1, 1,+0). The full words associated to Y are: aa↑aˆ, aˆ↑aa,
aˆ↑a↑aˆ, a↑aˆ↑aˆ. The facets of ∆Y are given by {a1, a2, b2}, {b1, a2, a3}, {b1, a2, b2}, and {a1, b1, b2}.
Notice that these subsets are the images of the full words associated to Y under the map mY .
We now prove Proposition 2.3.14.
Proof of Proposition 2.3.14. It suffices to show that mY is well-defined and bijective for each com-
patibly split subvariety Y ⊆ U〈x,yn〉. We proceed by induction on n.
Suppose n = 1. Then Y is one of (1, 0, 0,+0), (0, 1, 0,+0), (0, 0, 1,+0), or (0, 0, 0,+1). In each
case, there is exactly one full word associated to Y and exactly one component of init(Y ) = Y .
Now let n be arbitrary and suppose that Y is a compatibly split subvariety of U〈x,yn〉.
Suppose that Y = (s,u, t,+1), u ≥ 2 : By Proposition 2.3.11,
LexanRevlexbnY = (s, u− 1, t,+0)× 0bn × A1an .
Let Y ′ = (s, u−1, t,+0). Let S′ ⊆ {a1, . . . , an−1, b1, . . . , bn−1} be such that Spec k[S′] is a component
of init(Y ′). Then, Spec k[S], S ⊆ {a1, . . . , an, b1, . . . , bn}, is a component of init(Y ) if and only if
S = S′ ∪ {an} for some S′. Also, by the definition of full words, wY is a full word associated to Y
if an only if wY = wY ′a for some wY ′ , a full word associated to Y ′. Thus, we have
{wY | wY a full word associated to Y } {wY ′a | wY ′ a full word associated to Y ′}
{S | Spec(S) a component of init(Y )} {S′ ∪ an | Spec(S′) a component of init(Y ′)}
//'
 
oo '
where mY ′ determines the vertical map on the right. The diagram commutes if mY is the vertical
map on the left. Because mY ′ is well defined and bijective (by induction), so is mY .
Suppose that Y = (s,0, t,+1) : By Proposition 2.3.11,
LexanRevlexbnY = (s, 0, t,+0)× 0bn × A1an .
By an identical argument as above, mY is well defined and bijective.
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Suppose that Y = (s,u, t,+0), t,u ≥ 1 : Then,
LexanRevlexbnY = ((s, u− 1, t,+0)× 0bn × 0an) ∪ (s, u, t− 1,+1)× 0bn × A1an .
Let Y1 = (s, u − 1, t,+0) and Y2 = (s, u, t − 1,+1). Then, Spec k[S], S ⊆ {a1, . . . , an, b1, . . . , bn}, is
a component of init(Y ) if and only if either (i) S = S1 for some S1 ⊆ {a1, . . . , an−1, b1, . . . , bn−1}
where Spec k[S1] is a component of init(Y1), or (ii) S = S2 ∪ {an} for some S2 ⊆ {a1, . . . , an−1,
b1, . . . , bn−1} where Spec k[S2] is a component of init(Y2).
Now, a full word associated to Y , wY , either ends with aˆ or aa. By the definition of full words,
wY is a full word ending in aˆ if an only if wY = wY1 aˆ for some wY1 , a full word associated to
Y1. Similarly, wY is a full word ending in aa if and only if wY = wY2a for some wY2 , a full word
associated to Y2. Letting FWY , FWY1 , and FWY2 denote the set of full words associated to Y , Y1,
and Y2, and letting INY , INY1 , and INY2 denote the set of components of init(Y ), init(Y1), and
init(Y2), we get a diagram
{wY | wY ∈ FWY } {wY1 aˆ | wY1 ∈ FWY1} ∪ {wY2a | wY2 ∈ FWY2}
{S | Spec(S) ∈ INY } {S1 | Spec(S1) ∈ INY1} ∪ {S2 ∪ {an} | Spec(S2) ∈ INY2}
//
 
oo
where the top and bottom maps are bijections and the right vertical map is given by mY1 on the first
set and mY2 on the second set. If the left vertical map is given by mY2 , then the diagram commutes.
By induction, both mY1 and mY2 are well defined and bijective. Thus, so is mY .
Suppose that Y = (s,1, t,+0), s < n− 1, Y = (n− u,u,0,+0), or Y = (0,n,0,+0) : Then mY
is well defined and bijective by a nearly identical argument to the one above.
Suppose Y = (s,0, t,+0), s, t > 0 : Then,
RevlexbnY = (s, 0, t− 1,+1)× A1bn ∪ (s− 1, 1, t,+0)× A1bn .
Let Y1 = (s, 0, t− 1,+1) and let Y2 = (s− 1, 1, t,+0). Then, Spec k[S], S ⊆ {a1, . . . , an, b1, . . . , bn},
is a component of init(Y ) if and only if either (i) S = S1 ∪ {bn} for some S1 ⊆ {a1, . . . , an−1,
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b1, . . . , bn−1} where Spec k[S1] is a component of init(Y1), or (ii) S = S2 ∪ {bn} for some S2 ⊆
{a1, . . . , an−1, b1, . . . , bn−1} where Spec k[S2] is a component of init(Y2).
Now, a full word wY either ends with a ↑, aˆ ↑, or aa ↑. Notice that wY is a full word ending in
a ↑ if an only if wY = wY1 ↑ for some wY1 , a full word associated to Y1. Similarly, (i) wY is a full
word ending in aˆ ↑ if and only if wY = wY2 ↑ for some wY2 , a full word associated to Y2 ending
in aˆ and (ii) wY is a full word ending in aa ↑ if and only if wY = wY2 ↑ for some wY2 , a full word
associated to Y2 ending in aa. As every full word of Y2 ends in either aˆ or aa, there is a one-to-one
correspondence between full words of Y ending in one of aˆ ↑ or aa ↑ and full words of Y2.
Letting FWY , FWY1 , and FWY2 denote the set of full words associated to Y , Y1, and Y2, and
letting INY , INY1 , and INY2 denote the set of components of init(Y ), init(Y1), and init(Y2), we get
a diagram
{wY | wY ∈ FWY } {wY1 ↑ | wY1 ∈ FWY1} ∪ {wY2 ↑ | wY2 ∈ FWY2}
{S | Spec(S) ∈ INY } {S1 ∪ {bn} | Spec(S1) ∈ INY1} ∪ {S2 ∪ {bn} | Spec(S2) ∈ INY2}
//
 
oo
where the top and bottom maps are bijections and the right vertical map is given by mY1 on the first
set and mY2 on the second set. If the left vertical map is given by mY2 , then the diagram commutes.
By the relevant previous cases, both mY1 and mY2 are well defined and bijective. Thus, so is mY .
Suppose Y is one of (n,0,0,+0) or (0,0,n,+0) : mY is well defined and bijective by a similar
argument to the previous case.
Remarks. 1. Let AW denote the set of all strings in the letters aˆ, a, ↑ such that (i) #aˆ+ #a = n
and (ii) the first letter in the string is not ↑, and (iii) given two consecutive letters, they are
not both ↑. Then, we may apply steps 1, 2, and 3 in the definition of mY to assign a unique
subset S ⊆ {a1, . . . , an, b1, . . . , bn} to any w ∈ AW . Let m denote this assignment,
m : AW → {S | S ⊆ {a1, . . . , an, b1, . . . , bn}}.
Then m is a bijection. Indeed, there is a unique way to undo steps 3, 2, and 1 appearing in
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the definition of mY .
2. Let w ∈ AW . Using the map from [Knu09b, Theorem 2]), m(w) maps to a unique minimal
compatibly split Y ⊆ U〈x,yn〉. If m(w) maps to Y and w is not a full word associated to Y , we
say that w is a partial word associated to Y .
3. In light of Proposition 2.3.14, full words may be thought of as an analogy of the reduced pipe
dreams that appear in the matrix Schubert variety setting (see [MS05, Chapter 15]). Partial
words may be thought of as an analogy of non-reduced pipe dreams.
Using Definition 2.3.13, we can determine which compatibly split Y ⊆ U〈x,yn〉 is associated to a
given full word. However, it may not be obvious which Y is associated to a given partial word. The
next proposition shows us how to do this.
Proposition 2.3.16. Let w ∈ AW . Then, either w does not contain any copies of ↑, or w can be
written in the form w = w1 ↑ w2 where w1 is a string in a, aˆ, and ↑, and w2 is a string in a and aˆ. In
addition, w ∈ AW is a partial word if and only if at least one of the following holds:
1. w1 contains at least one of the following subwords: aaa, aˆa, aaˆ, or aˆaˆ.
2. w2 contains a subword of the form a · · · aaˆ where the number of copies of a appearing before the
aˆ is odd.
We may fill up a partial word associated to Y (in a non-unique way) to obtain a full word associated
to Y . This can be done using the following procedure:
1. Write w = w1 ↑ w2 if w contains some ↑ and proceed to step 2. If w does not contain any ↑, set
w = w2 and proceed to step 3.
2. Consider the subword (w1 ↑). Within this subword, move from left to right inserting a copy of ↑
in the first spot from the left where w fails to be a full word. Denote the resulting word by (w˜1 ↑).
Eg. Suppose (w1 ↑) = aaˆaaaaˆ ↑. Move left to right inserting copies of ↑ in the following way:
aaˆaaaaˆ ↑ 7→ a ↑ aˆaaaaˆ ↑ 7→ a ↑ aˆ ↑ aaaaˆ ↑ 7→ a ↑ aˆ ↑ aa ↑ aaˆ ↑ 7→ a ↑ aˆ ↑ aa ↑ a ↑ aˆ ↑
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3. Consider the subword w2. Within this subword, move from left to right changing aˆ to a in the
first spot from the left where w fails to be a full word. Denote the resulting word by w˜2. Eg.
Suppose w2 = aaˆaaaˆaaˆaˆ. Move left to right changing aˆ to a as follows:
aaˆaaaˆaaˆaˆ 7→ aaaaaˆaaˆaˆ 7→ aaaaaˆaaaˆ
4. Replace w by w˜ = w˜1 ↑ w˜2 if w contains some ↑. Replace w by w˜2 if w does not contain any ↑.
Proof. The first part of the proposition is clear by the definition of full and partial words. We now
show that the stated procedure for filling up a partial word associated to Y produces a full word
associated to Y .
Let w be a partial word associated to Y . By construction, w˜ is a full word, and thus it is
necessarily associated to some compatibly split Y ′ ⊆ U〈x,yn〉 (by Remark 2.3.5). We show that
Y ′ = Y .
By construction, m(w) ⊆ m(w˜) where m is the map described in the remarks prior to the
proposition. So, to show that w˜ is a full word associated to Y , we show that there is no S such that
m(w) ( S ( m(w˜) and m−1(S) is a full word. Suppose that S has the property that m(w) ( S (
m(w˜). Then, m−1(S) must be equal to w˜ transformed by either (i) removing at least one ↑ in w˜1
that had been added to w1, or (ii) taking at least one a in w˜2 that came from the letter aˆ in w2 and
changing it back to the letter aˆ. But then, m−1(S) is not a full word.
Remark. Let w denote a partial word associated to a compatibly split Y ⊆ U〈x,yn〉. Then m(w) is a
face of ∆Y , the simplicial complex associated to init(Y ). Suppose that m(w) is contained in k facets
of ∆Y , then there are k different full words associated to Y , w1, . . . , wk, such that m(w) ⊆ m(wi),
1 ≤ i ≤ k.
We now use the full words to study the simplicial complex ∆Y associated to the Stanley-Reisner
scheme init(Y ). In particular, we show that if a stratum representative of Y can be chosen to either
(i) have no points in A2k \ {(0, 0)} or (ii) have at most one point on the punctured y-axis, then ∆Y
is a vertex-decomposable ball.
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Proposition 2.3.17. Let Y be a compatibly split subvariety of U〈x,yn〉. Let ∆Y denote the simplicial
complex associated to the Stanley-Reisner scheme init(Y ).
1. If Y = (s, u, 0,+0), u ≥ 0, or Y = (s, u, 0,+1), u ≥ 2, or Y = (n − 1, 0, 0,+1), then ∆Y is a
simplex.
2. If Y = (0, 0, n,+0) or Y = (0, 0, n− 1,+1), then ∆Y is a simplex.
3. If Y = (0, u, n−u,+0), u ≥ 1, or Y = (0, u, n−u,+1), u ≥ 2, then ∆Y is a vertex-decomposable
ball. Furthermore, ∂Y , the union of codimension-1 compatibly split subvarieties of Y , degener-
ates to the Stanley-Reisner scheme of ∂∆Y , the boundary sphere of ∆Y .
4. If Y = (1, u, n− u− 1,+0), u ≥ 0, or Y = (1, u, n− u− 1,+1), u ≥ 2, or Y = (1, 0, n− 2,+1),
then ∆Y is a vertex-decomposable ball.
Proof. Let J(Y ) ⊆ k[a1, . . . , an, b1, . . . , bn] denote the ideal of Y ⊆ U〈x,yn〉.
By Proposition 2.3.11, if Y = (s, u, 0,+0), u ≥ 0, then J(Y ) = 〈bn, . . . , bn−u+1, a1, . . . , an〉. If
Y = (s, u, 0,+1), u ≥ 2, then J(Y ) = 〈bn, . . . , bn−u+1, a1, . . . , an−1〉. If Y = (n − 1, 0, 0,+1), then
J(Y ) = 〈bn, a1, . . . , an−1〉. Thus, in each of these cases, init(Y ) = Y and ∆Y is a simplex.
Similarly, when Y = (0, 0, n,+0) or Y = (0, 0, n − 1,+1), we get that init(Y ) = Y and ∆Y is a
simplex.
We now consider the case Y = (0, u, n − u,+0), u ≥ 1 or Y = (0, u, n − u,+1), u ≥ 2. We
proceed by induction on n to see that ∆Y is a vertex-decomposable ball. When n = 1, 2, the result
holds (see Figure 2.16). So, let n be arbitrary.
Suppose that Y = (0,u,n− u,+0) and u = 1 : By Proposition 2.3.11,
Lexan(0, 1, n− 1,+0) = [(0, 0, n− 1,+0)× 0bn × 0an ] ∪ [(0, 0, n− 2,+1)× 0bn × A1an ].
Let Y1 = (0, 0, n − 1,+0) and let Y2 = (0, 0, n − 2,+1). The only full word associated to Y1 is
a ↑ · · · a ↑ where the segment (a ↑) repeats n − 1 times, and the only full word associated to Y2
is a ↑ · · · a ↑ a where the segment (a ↑) repeats n − 2 times. Using the association of words to
simplices given in Proposition 2.3.14, we can directly see that ∆Y is a vertex-decomposable ball.
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Suppose that Y = (0,u,n− u,+0) and u ≥ 2 : By Proposition 2.3.11,
Lexan(0, u, n− u,+0) = [(0, u− 1, n− u,+0)× 0bn × 0an)] ∪ [(0, u, n− u− 1,+1)× 0bn × A1an ].
Let Y1 = (0, u − 1, n − u,+0) and let Y2 = (0, u, n − u − 1,+1). Now vertex decompose ∆Y with
respect to an. From above, we see that del(an) = ∆Y1 and link(an) = ∆Y2 .
By induction, each of ∆Y1 and ∆Y2 are vertex-decomposable balls. So, to get that ∆Y is a vertex-
decomposable ball, it suffices to show that link(an) is contained inside of the boundary sphere of
del(an). To do this, we show that each facet of link(an) is contained in exactly one facet of del(an).
• If wlk is a full word associated to a facet of link(an), then wlk can be written as wlk = (w′lk)a,
where the number of segments of letters of type (a ↑), (aˆ ↑), (aa ↑), (aa), and (aˆ) in w′l satisfies
the conditions #(aˆ ↑) = #(aa ↑) = 0, #(a ↑) + #(aa) = n−u− 1, and #(aa) + #(aˆ) = u− 1.
• If wd is a full word associated to a facet of del(an), then the number of segments of letters of
type (a ↑), (aˆ ↑), (aa ↑), (aa), and (aˆ) in wd satisfies the conditions #(aˆ ↑) = #(aa ↑) = 0,
#(a ↑) + #(aa) = n− u, and #(aa) + #(aˆ) = u− 1.
Therefore, either (i) wlk has one fewer (a ↑) and the same number of (aa) and (aˆ) as wd or (ii)
wlk has one fewer (aa), one extra (aˆ), and the same number of (a ↑) as wd.
Now, let m denote the map that assigns simplices to full words and let wlk be given. Write wlk
as wlk = wlk,1 ↑ wlk,2. Suppose first that there are no aˆ in wlk,2. Then, the only way to obtain a full
word wd associated to a facet in del(an) such that m(wlk) ⊆ m(wd) is to insert a copy of ↑ after the
first occurance of the letter a in wlk,2.
Now suppose that wlk,2 contains at least one aˆ. Changing the last occurance of aˆ to a yields
a word wd associated to a facet of del(an) such that m(wlk) ⊆ m(wd). Furthermore, noting (i)
and (ii) above, we can check that no other change to wlk will yield a full word associated to a
facet of del(an) such that m(wlk) ⊆ m(wd). Indeed, changing any other appearance of aˆ to a will
necessarily yield a partial word since there will be a string a · · · aaˆ with an odd number of the letter
a appearing before aˆ. In addition, it is not permissible to add a copy of ↑ to wlk as this will again
cause there to be an odd number of the letter a in a string of the form a · · · aaˆ.
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Thus, link(an) is contained in the boundary of del(an) and it follows that ∆Y is a vertex-
decomposable ball.
Suppose that Y = (0,u,n− u,+1), u ≥ 2 : Then Lexan = (0, u− 1, n− u,+0)× 0bn ×A1an and so
∆Y is a cone on ∆(0,u−1,n−u,+0). As ∆(0,u−1,n−u,+0) is a vertex-decomposable ball, so is ∆Y .
Suppose that Y = (1,0,n− 1,+0) : Then,
∆Y = {S ∪ {bn} | S ⊆ {a1, b1, . . . , an−1, bn−1, an}, |S| = 2n− 2}.
To see that ∆Y is a vertex-decomposable ball, we show that
X = {S ∪ {xm} | S ⊆ {x1, . . . , xm−1}, |S| = m− 2}
is a vertex-decomposable ball. To do so, we proceed by induction on m. When m = 1, the result
is trivial. Now let m be arbitrary and vertex decompose with respect to xm−1. Then del(xn) is a
single simplex {x1, . . . , xm−2, xm} and so is a vertex-decomposable ball. Also,
link(xm−1) = {S ∪ {xm} | S ⊆ {x1, . . . , xm−2}, |S| = m− 3}
and so is a vertex-decomposable ball by induction. It’s clear that link(xm−1) is contained in the
boundary sphere of del(xn). Thus, X is a vertex-decomposable ball and so ∆Y is too.
Next, consider the case Y = (1, u, n− u− 1,+0), u ≥ 1, or Y = (1, u, n− u− 1,+1), u ≥ 2, or
Y = (1, 0, n−2,+1). Proceed by induction on n. When n = 1 or n = 2, ∆Y is a vertex-decomposable
ball (see Figure 2.16).
Suppose that Y = (1,1,n− 2,+0), n ≥ 3 : By Proposition 2.3.11,
Lexan(Y ) = [(1, 0, n− 2,+0)× 0bn × 0an ] ∪ [(1, 0, n− 3,+1)× 0bn × A1an ].
Let Y1 = (1, 0, n− 2,+0) and let Y2 = (1, 0, n− 3,+1). Now vertex decompose ∆Y with respect to
an. From above, we see that del(an) = ∆Y1 and link(an) = ∆Y2 . By the previous case, each of ∆Y1
and ∆Y2 are vertex-decomposable balls. As each facet of F ∈ link(an) is contained in exactly one
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facet of del(an) (i.e. F ∪ {bn−1}), we see that link(an) is contained in the boundary of del(an) and
so ∆Y is a vertex-decomposable ball.
Suppose that Y = (1,u,n− u− 1,+0), u ≥ 2 : By Proposition 2.3.11,
Lexan(Y ) = [(1, u− 1, n− u− 1,+0)× 0bn × 0an ] ∪ [(1, u, n− u− 2,+1)× 0bn × A1an ].
Let Y1 = (1, u − 1, n − u − 1,+0) and let Y2 = (1, u, n − u − 2,+1). By induction, each of ∆Y1
and ∆Y2 are vertex-decomposable balls. So, to get that ∆Y is a vertex-decomposable ball, it again
suffices to show that link(an) is contained inside of the boundary sphere of del(an). This argument
is nearly identical to the one given when Y = (0, u, n− u,+0), u ≥ 2, so we do not repeat it.
Suppose that Y = (1,u,n− u− 1,+1), u ≥ 2, or Y = (1,0,n− 2,+1) : As before, ∆Y is the
cone on some ∆Y ′ which is already known to be a vertex-decomposable ball. Thus, ∆Y is a vertex-
decomposable ball.
To complete the proof, it remains to show that ∂Y degenerates to the Stanley-Reisner scheme
of the boundary sphere of ∆Y when Y = (0, u, n − u,+0), u ≥ 1, or Y = (0, u, n − u,+1), u ≥ 2.
Proceed by induction on n. When n = 1, 2, the result is either trivial or seen to be true in Figure
2.16.
Now let Y = (0, u, n− u,+0), u ≥ 2. First note that
∂Y = (1, u, n− u− 1,+0) ∪ (0, u+ 1, n− u− 1,+1).
Let C = (1, u, n− u− 1,+0) and let D = (0, u+ 1, n− u− 1,+1). Then,
1. Lexan(Y ) = [(0, u− 1, n− u,+0)× 0bn × 0an ] ∪ [(0, u, n− u− 1,+1)× 0bn ×A1an ]. Let Y1 and
Y2 denote the two components of Lexan(Y ).
2. Lexan(C) = [(1, u− 1, n− u− 1,+0)× 0bn × 0an ] ∪ [(1, u, n− u− 2,+1)× 0bn × A1an ]. Let C1
and C2 denote the two components of the union.
3. Lexan(D) = (0, u, n− u− 1,+0)× 0bn × A1an .
4. By 1., 2., and 3., (∂Y1) \ (Y1 ∩ Y2) = C1 and (∂Y2) \ (Y1 ∩ Y2) = C2 ∪ LexanD.
107
By induction, (∂Y1) \ (Y1 ∩ Y2) and (∂Y2) \ (Y1 ∩ Y2) degenerate to Stanley-Reisner schemes of
subsets of the boundary spheres of ∆Y1 and ∆Y2 . By item 4., LexanC ∪ LexanD degenerates to the
Stanley-Reisner scheme of the boundary sphere of ∆Y .
The remaining (very similar) cases are left to the reader.
Example 2.3.18. As an example of the remaining case, consider Y = (2, 0, 1,+0) ⊆ U〈x,y3〉. The
simplicial complex associated to init(Y ) has the following facets: {a2, a3, b1, b3}, {a3, b1, b2, b3},
{a1, b1, b2, b3}, {a1, a2, b2, b3}, {a2, b1, b2, b3}. Therefore ∆Y is not homeomorphic to a ball (see
Figure 2.17).
Figure 2.17: The simplicial complex associated to init(2, 0, 1,+0). Note that the red edge is the
simplicial complex associated to (3, 0, 0,+0), the non-R1 locus of (2, 0, 1,+0).
We obtain the following consequence of Proposition 2.3.17.
Corollary 2.3.19. The compatibly split subvarieties of U〈x,yn〉 listed in Proposition 2.3.17 are Cohen-
Macaulay.
Proof. Each Y described in Proposition 2.3.17 degenerates onto the Stanley-Reisner scheme of a
shellable ball. Thus, init(Y ) is Cohen-Macaulay. By semicontinuity (of local cohomology), so is
Y .
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