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I. INTRODUCTION
Future wireless systems are envisaged to ensure low latency and high reliability anywhere and anytime [1] - [3] . Even when a mobile device loses connectivity, the device needs to make decisions via a high-quality machine learning model. Training such an on-device learning model commonly requires a much larger number of data samples compared to the samples available at each device, and necessitates data sample exchanges with other devices [4] , [5] . In this letter, we consider the problem of training each device's local model by exchanging the local data samples without any central coordination.
One key challenge is that local data samples are owned by each device. Thus, the exchanges should keep the raw data samples private from other devices, e.g., for patient data. To this end, as proposed in Google's federated learning (FL) [4] , [5] , hereafter referred to as a vanilla FL, each device can exchange its local model update, i.e., learning model's weight and gradient parameters, which is more privacy-preserving compared to sharing the raw data samples. As illustrated in Fig. 1 -a, the vanilla FL's exchange is enabled by the aid of a central server that aggregates all the local model updates and takes an ensemble average, yielding a global model update. Then, each device downloads the global model update, and computes its next local update until the global model training is completed, for instance via a distributed stochastic gradient descent (SGD) approach [5] , [6] . Unfortunately, such a centralized operation is vulnerable to the server's malfunction. The resultant inaccurate global model updates distort all local model updates, and the overall training may thereby collapse, calling for a distributed FL architecture.
Another important challenge brought by the aforementioned local data ownership is the reward system for the local devices. In fact, a device having a larger number of data samples contributes more to the global model training, while consuming more computation power and/or time. On the one hand, without providing proper compensation proportional to the number of samples, such a device is less willing to federate with the other devices possessing few data samples. On the other hand, as a side effect of the compensation, some untruthful devices may pretend to have a larger number of data samples than their actual sample sizes, yielding inaccurate global model updates in FL.
In order to resolve the issues of private exchange and reward mechanism, by leveraging blockchain [7] , [8] instead of a central entity, we propose a block-chained FL (BlockFL) architecture, where the blockchain network enables exchanging the devices' local model updates while verifying and providing their corresponding rewards. As shown in Fig. 1-b , the logical structure of BlockFL consists of mobile devices and miners. The miners can physically be either randomly selected devices or separate nodes like a conventional blockchain network [7] . The operation of BlockFL is summarized as follows.
(1) Each device in BlockFL computes and uploads the local model update to its associated miner in the blockchain network, while in return receiving the data reward proportional to the number of its data samples from the miner. where the verified local model updates are recorded, and receives the mining reward from the blockchain network. (4) Finally, the generated block storing the aggregate local model updates is added to a blockchain, also known as distributed ledger, and is downloaded by the devices. Each device computes the global model update from the freshest block, which is an input of the next local model update. It is worth noting that the global model update of BlockFL is computed locally at each device. Therefore, a miner's and/or a device's malfunction during the global model update process does not affect other devices' local global model updates, ensuring the robustness of the overall training.
For the sake of these benefits, in contrast to the vanilla FL, BlockFL needs to pay for the extra delay incurred by the blockchain network. To address this, the end-to-end latency model of BlockFL is formulated by taking into account communication, computation, and the PoW delays during the FL and blockchain operations. The resulting latency is minimized by adjusting the block generation rate, i.e., the PoW difficulty.
II. ARCHITECTURE AND OPERATION
This section describes the individual operation of FL and blockchain in BlockFL, followed by their joint operation in detail. We use the subscripts i and j that identify different devices and miners, respectively. The subscript k describes different data samples. The superscript distinguishes the global model update iterations, referred to as epochs.
A. FL operation in BlockFL
The FL under study is operated by a set of devices D = {1, 2, · · · , N D } with |D| = N D . The i-th device D i owns a set of data samples S i with |S i | = N i , and trains its local model. The local model updates of the device D i is uploaded to its associated miner M i that is uniformly randomly selected out of a set of miners identical to the devices, otherwise we have M = S. Next, the total number N D of the local model updates are verified and exchanged through the miners, and finally the aggregate local model updates are downloaded from each miner to its associated device.
For the sake of convenience, our distributed model training focuses on solving a linear regression problem in a parallel manner. The regression considers a set of the entire devices'
The k-th data sample s k ∈ S is given as s k = {x k , y k } for a d-dimensional column vector x k ∈ R d and a scalar value y k ∈ R. The regression objective is minimizing a loss function f (w) with respect to a d-dimensional column vector w ∈ R d , denoted as a global weight. For simplicity, the loss function f (w) is chosen as the mean squared error (MSE):
where f k (w) = (x k w − y k ) 2 /2 and the notation (·) indicates the vector transpose operation. Different loss functions under more complicated neural network models can readily be incorporated with minor modifications, as done in [9] , [10] .
In order to solve the aforementioned regression problem, following the vanilla FL settings in [4] , the learning model of the device D i is locally trained with the set S i of its data samples via a stochastic variance reduced gradient (SVRG) algorithm [11] , and all devices' local model updates are aggregated using a distributed approximate Newton (DANE) method [12] , yielding the global model update.
To elaborate, the global model is updated up to L epochs. For each epoch, the device D i 's local model is updated with the number N i of iterations. At the t-th local iteration of the -th epoch, the local weight w (t, )
where β > 0 is a step size, w ( ) indicates the global weight at the -th epoch, and ∇f (w
is obtained from (1). Let w ( ) i denote the local weight after the last local iteration of the -th epoch, i.e., w ( )
. Then, the global weight w ( ) is updated as:
These local and global weight updates continue until the global weight w (L) satisfies |w (L) − w (L−1) | ≤ ε for a constant ε > 0.
In the vanilla FL structure in [4] , [5] , at the -th epoch, the device D i uploads its local model update
to the central server, with the model update size δm that is identically given for all devices. The global model update (w ( ) , ∇f (w ( ) )) with the same size δm is computed by the server, which is downloaded to all devices. In BlockFL, the server entity is substituted with a blockchain network as detailed in the following subsection.
B. Blockchain operation in BlockFL
In the blockchain network of BlockFL, the blocks and their verification by the miners in M are designed so as to exchange the local model updates truthfully through a distributed ledger. Each block in a ledger is divided into its body and header parts. In the conventional blockchain structure [7] , the body contains a list of verified transactions. In BlockFL, the body stores the local model updates of the devices in D, i.e., 
r S 4 l d Q l B a / h l a l N S C + N 4 t J N P f o y 6 V F 1 / H m t W 6 e w R t A 8 5 i n L 7 3 p 0 y F w a H A T a H 4 2 0 i 2 g e b D T b e C 2 w R 2 g e e + g u 8 B d g 3 v A P Y P 7 w H 2 D L / 3 o o I d A 8 2 O F H g G P D B 4 D j w 2 e A E 8 M n g J P D Y 6 A 5 m c F H Q P H B s + A Z w b P g e c G X 3 p l p h P g x O A l 8 N L g F f D K 4 D X w 2 q A D V G 9
A 0 1 c r / f b f j 5 9 v X H z 1 r t 9 7 1 z / 9 e u W b r / X f l r / o / L r z 2 8 5 q p 9 / 5 U + e b z k 7 n p H P e o Z 1 Z 5 6 + d v 3 X + v v y P 5 X 8 t / 3 v 5 P 2 X q 5 5 / p P r / q N D 7 L / / 0 f 5 z D t 9 Q = = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 
A 0 1 c r / f b f j 5 9 v X H z 1 r t 9 7 1 z / 9 e u W b r / X f l r / o / L r z 2 8 5 q p 9 / 5 U + e b z k 7 n p H P e o Z 1 Z 5 6 + d v 3 X + v v y P 5 X 8 t / 3 v 5 P 2 X q 5 5 / p P r / q N D 7 L / / 0 f 5 z D t 9 Q = = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 header contains the information of a pointer to the previous block, block generation rate λ, and the output value of the PoW, referred to as nonce. In order to store all devices' local model updates, the size of each block is set as h+δmND, where h and δm are the header and model update sizes, respectively. Each miner has a candidate block that is filled with the local model updates from its associated devices and/or other miners, in the order of arrival. The filling procedure may continue until it reaches the block size or a maximum waiting time T wait measured from the beginning of each epoch. For simplicity, we assume T wait is sufficiently long such that each block is always filled with all devices' local model updates.

s T t Y s M N A 5 G s d Z P U V j 3 S m K 1 1 i 6 V m j Z H F P G a q E Q t B 7 H y / t d h N E B L n Q 5 q o a V F P N G P S K Y Z v G g v U e m L S T q U h z 5 e p 0 A u o n z p M z h l x W G s i P P W F F 4 c P T b W 9 W S L i V H V e s g L 2 I O Y s j B m X + j u T Z 3 q j E
V V 9 g / D B Z 8 6 M F T u + 0 Y F b u d 6 K L L 1 p 9 P N n Y e y p A 1 r v Y a y 5 i 0 c v b K Q V 7 U Y K V R V V y x j k z W
l i t S v a y O 1 M t 4 6 w e H r T D A 1 J P c F j R v / 8 / + j t s 0 A 7 X + 6 v C D K T 1 4 D l M e L 4 6 R l Z Z q U V M l A d G V G 3 f C V N 1 f z H j D L M 7 i 6 k r S u / q e T T S o d S N D W + N U Q Z 2 y 2 3 k 5 6 p v H U V 1 q H u S 0 t d m 3 v a L K X Y 9 h b m u L F x t Z O 3 q F 3 l 1 3 / R v Z d m 3 V v E r / W K E R r L t p + x Z d o E 6 / T t f P R e o i Q u z N i + Q 9 p 1 e l B d g z W E q E F A N E x m m c j g t O Y 0 M 2 g b t u c H I Y E Q N O g a d o M J R K k d T i U E r d s A O 5 j Z O V a U / z x 4 7 4 F r 2 J J W T u / Z 8 J 4 5 B z E K k U r w w r n D A t X F T 2 R 7 U k e 0 R 7 0 u x X X l f O w m a z D n Y 0 f 1 2 z M G 3 t W x s m F u E q 2 m 8 V Z F b n k 4 1 k m u m q m 9 1 8 i w 2 F A p t a q t C q i 5 M f R L M c P E n s 4 v r r a L M 3 q h i 8 p 2 u H z 6 o F y 7 1 A q s n 9 6 T + l + / / V M 2 V S D M P k h + c N 9 1 q D c Z t l B W F U q g D d a C M g V n t a n R l f e U V z 6 A z 6 B w 6 h 3 p Q D / o B + g G 6 g C 6 g P t S H c i i H B t D 6 B Q Y N o R E U F W h / h H 6 E x t A Y m k A T q I D i U r Z T a A q 9 h 9 5 D H 6 A P 0 E f o I / Q J + g T 9 B P 0 E 7 U F 7 x e 1 N l x 0 l k S e I 3 / W Z U D 8 2 E p 2 9 j u x 1 j L E B 3 Y A O o A P o E D q E b k I 3 o V v Q L e g 2 d B u 6 A 9 2 B 7 k J 3 o X v Q P e g + d B 9 6 A D 2 A H k I P o S P o C H o E P Y I e Q 4 + h J 9 A T 6 B i K x 7 l 9 C j 2 F n k H P o O f Q c + g F 9 A I 6 g U 6 g l 9 B L 6 B X 0 C n o N v d Y 1 V T T t / 1 N a 3 J S W X S s t v g F F a f E B F K X F h 1 C U F t + E o r T 4 F h S l x b e h K C 2 +
A 0 V p 8 V 0 o S o v v Q V F a f B + K 0 u I H U J Q W P 4 S i t P g I i t L i R 1 C U F j + G o r T 4 C R S l x c d Q l B Y / h a K 0 + B k U p c X P o S g t f g F F a f E J F K X F L 6 E o L X 4 F R W n x a 2 h V W g P i e 7 O Y R H O P v l x a d B 1 v X u v m G b w B N I 9 5 + t K b P h 0 C h
s T t Y s M N A 5 G s d Z P U V j 3 S m K 1 1 i 6 V m j Z H F P G a q E Q t B 7 H y / t d h N E B L n Q 5 q o a V F P N G P S K Y Z v G g v U e m L S T q U h z 5 e p 0 A u o n z p M z h l x W G s i P P W F F 4 c P T b W 9 W S L i V H V e s g L 2 I O Y s j B m X + j u T Z 3 q j E
l i t S v a y O 1 M t 4 6 w e H r T D A 1 J P c F j R v / 8 / + j t s 0 A 7 X + 6 v C D K T 1 4 D l M e L 4 6 R l Z Z q U V M l A d G V G 3 f C V N 1 f z H j D L M 7 i 6 k r S u / q e T T S o d S N D W + N U Q Z 2 y 2 3 k 5 6 p v H U V 1 q H u S 0 t d m 3 v a L K X Y 9 h b m u L F x t Z O 3 q F 3 l 1 3 / R v Z d m 3 V v E r / W K E R r L t p + x Z d o E 6 / T t f P R e o i Q u z N i + Q 9 p 1 e l B d g z W E q E F A N E x m m c j g t O Y 0 M 2 g b t u c H I Y E Q N O g a d o M J R K k d T i U E r d s A O 5 j Z O V a U / z x 4 7 4 F r 2 J J W T u / Z 8 J 4 5 B z E K k U r w w r n D A t X F T 2 R 7 U k e 0 R 7 0 u x X X l f O w m a z D n Y 0 f 1 2 z M G 3 t W x s m F u E q 2 m 8 V Z F b n k 4 1 k m u m q m 9 1 8 i w 2 F A p t a q t C q i 5 M f R L M c P E n s 4 v r r a L M 3 q h i 8 p 2 u H z 6 o F y 7 1 A q s n 9 6 T + l + / / V M 2 V S D M P k h + c N 9 1 q D c Z t l B W F U q g D d a C M g V n t a n R l f e U V z 6 A z 6 B w 6 h 3 p Q D / o B + g G 6 g C 6 g P t S H c i i H B t D 6 B Q Y N o R E U F W h / h H 6 E x t A Y m k A T q I D i U r Z T a A q 9 h 9 5 D H 6 A P 0 E f o I / Q J + g T 9 B P 0 E 7 U F 7 x e 1 N l x 0 l k S e I 3 / W Z U D 8 2 E p 2 9 j u x 1 j L E B 3 Y A O o A P o E D q E b k I 3 o V v Q L e g 2 d B u 6 A 9 2 B 7 k J 3 o X v Q P e g + d B 9 6 A D 2 A H k I P o S P o C H o E P Y I e Q 4 + h J 9 A T 6 B i K x 7 l 9 C j 2 F n k H P o O f Q c + g F 9 A I 6 g U 6 g l 9 B L 6 B X 0 C n o N v d Y 1 V T T t / 1 N a 3 J S W X S s t v g F F a f E B F K X F h 1 C U F t + E o r T 4 F h S l x b e h K C 2 +
s T t Y s M N A 5 G s d Z P U V j 3 S m K 1 1 i 6 V m j Z H F P G a q E Q t B 7 H y / t d h N E B L n Q 5 q o a V F P N G P S K Y Z v G g v U e m L S T q U h z 5 e p 0 A u o n z p M z h l x W G s i P P W F F 4 c P T b W 9 W S L i V H V e s g L 2 I O Y s j B m X + j u T Z 3 q j E
l i t S v a y O 1 M t 4 6 w e H r T D A 1 J P c F j R v / 8 / + j t s 0
A 7 X + 6 v C D K T 1 4 D l M e L 4 6 R l Z Z q U V M l A d G V G 3 f C V N 1 f z H j D L M 7 i 6 k r S u / q e T T S o d S N D W + N U Q Z 2 y 2 3 k 5 6 p v H U V 1 q H u S 0 t d m 3 v a L K X Y 9 h b m u L F x t Z O 3 q F 3 l 1 3 / R v Z d m 3 V v E r / W K E R r L t p + x Z d o E 6 / T t f P R e o i Q u z N i + Q 9 p 1 e l B d g z W E q E F A N E x m m c j g t O Y 0 M 2 g b t u c H I Y E Q N O g a d o M J R K k d T i U E r d s A O 5 j Z O V a U /X 0 C n o N v d Y 1 V T T t / 1 N a 3 J S W X S s t v g F F a f E B F K X F h 1 C U F t + E o r T 4 F h S l x b e h K C 2 + A 0 V p 8 V 0 o S o v v Q V F a f B + K 0 u I H U J Q W P 4 S i t P g I i t L i R 1 C U F j + G o r T 4 C R S l x c d Q l B Y / h a K 0 + B k U p c X P o S g t f g F F a f E J F K X F L 6 E o L X 4 F R W n x a 2 h V W g P i e 7 O Y R H O P v l x a d B 1 v X u v m G b w B N I 9 5 + t K b P h 0 C hp v H U V 1 q H u S 0 t d m 3 v a L K X Y 9 h b m u L F x t Z O 3 q F 3 l 1 3 / R v Z d m 3 V v E r / W K E R r L t p + x Z d o E 6 / T t f P R e o i Q u z N i + Q 9 p 1 e l B d g z W E q E F A N E x m m c j g t O Y 0 M 2 g b t u c H I Y E Q N O g a d o M J R K k d T i U E r d s A O 5 j Z O V a U /X 0 C n o N v d Y 1 V T T t / 1 N a 3 J S W X S s t v g F F a f E B F K X F h 1 C U F t + E o r T 4 F h S l x b e h K C 2 + A 0 V p 8 V 0 o S o v v Q V F a f B + K 0 u I H U J Q W P 4 S i t P g I i t L i R 1 C U F j + G o r T 4 C R S l x c d Q l B Y / h a K 0 + B k U p c X P o S g t f g F F a f E J F K X F L 6 E o L X 4 F R W n x a 2 h V W g P i e 7 O Y R H O P v l x a d B 1 v X u v m G b w B N I 9 5 + t K b P h 0 C hx i F i K V 4 o V x h Q O u j Z v K 9 q C O b I 9 4 X 4 r t y v v a S d B k z s G O 7 r d j D r 6 t Z W P D 3 C J c T a O t i t z y d K q R X D N V f a u T Z 7 G h U G h T W x V S d W H q k 2 C G i z + Z X V x v F W X 2 R h W TK i w + g K C 0 + h K K 0 + C Y U p c W 3 o C g t v g 1 F a f E d K E q L 7 0 J R W n w P i t L i + 1 C U F j + A o r T 4 I R S l x Y + g K C 1 + D E V p 8 R M o S o u f Q l F a f A R F a f E x F K X F z 6 A o L X 4 O R W n x C y h K i 0 + g K C 1 + C U V p 8 S s o S o t f Q 6 v S G h D fx i F i K V 4 o V x h Q O u j Z v K 9 q C O b I 9 4 X 4 r t y v v a S d B k z s G O 7 r d j D r 6 t Z W P D 3 C J c T a O t i t z y d K q R X D N V f a u T Z 7 G h U G h T W x V S d W H q k 2 C G i z + Z X V x v F W X 2 R h W TK i w + g K C 0 + h K K 0 + C Y U p c W 3 o C g t v g 1 F a f E d K E q L 7 0 J R W n w P i t L i + 1 C U F j + A o r T 4 I R S l x Y + g K C 1 + D E V p 8 R M o S o u f Q l F a f A R F a f E x F K X F z 6 A o L X 4 O R W n x C y h K i 0 + g K C 1 + C U V p 8 S s o S o t f Q 6 v S G h D fx i F i K V 4 o V x h Q O u j Z v K 9 q C O b I 9 4 X 4 r t y v v a S d B k z s G O 7 r d j D r 6 t Z W P D 3 C J c T a O t i t z y d K q R X D N V f a u T Z 7 G h U G h T W x V S d W H q k 2 C G i z + Z X V x v F W X 2 R h W TK i w + g K C 0 + h K K 0 + C Y U p c W 3 o C g t v g 1 F a f E d K E q L 7 0 J R W n w P i t L i + 1 C U F j + A o r T 4 I R S l x Y + g K C 1 + D E V p 8 R M o S o u f Q l F a f A R F a f E x F K X F z 6 A o L X 4 O R W n x C y h K i 0 + g K C 1 + C U V p 8 S s o S o t f Q 6 v S G h D fx i F i K V 4 o V x h Q O u j Z v K 9 q C O b I 9 4 X 4 r t y v v a S d B k z s G O 7 r d j D r 6 t Z W P D 3 C J c T a O t i t z y d K q R X D N V f a u T Z 7 G h U G h T W x V S d W H q k 2 C G i z + Z X V x v F W X 2 R h W TK i w + g K C 0 + h K K 0 + C Y U p c W 3 o C g t v g 1 F a f E d K E q L 7 0 J R W n w P i t L i + 1 C U F j + A o r T 4 I R S l x Y + g K C 1 + D E V p 8 R M o S o u f Q l F a f A R F a f E x F K X F z 6 A o L X 4 O R W n x C y h K i 0 + g K C 1 + C U V p 8 S s o S o t f Q 6 v S G h D f
l t Q l B b f h q K 0 + A 4 U p c V 3 o S g t v g d F a f F 9 K E q L H 0 B R W v w Q i t L i R 1 C U F j + G o r T 4 E I r S 4 i d Q l B Y / h a K 0 + B k U p c X P o S g t P o K i t P g F F K X F L 6 E o L X 4 F r U q r T 3 x v E p N o 6 t G X S 4 u u 4 s 1 r 1 T y D 1 4 D m M U 9 f e t O n A + D A 4 D r Q / G y k G 0 D z Y K e b w E 2 D W 0 D z 3 k G 3 g d s G d 4 A 7 B n e B u w Z f + t F B 9 4 H m x w o 9 A B 4 Y P A Q e G j w C H h k 8 B h 4 b H A L N z w p 6 A j w x e A o 8 N X g G P D P 4 0 i s z H Q F H B i + A F w Y v g Z c G r 4 B X
Afterwards, following the PoW [7] , the miner keeps generating a random number until the number, i.e., nonce, becomes smaller than a target value. Once the miner M 1 succeeds in finding the nonce, its candidate block is allowed to be generated as a new block as shown in Fig 2. Here, the block generation rate λ can be controlled by adjusting the PoW difficulty, e.g., the lower PoW target value, the smaller λ.
Next, the generated block is propagated to all other miners, in order to synchronize all their distributed ledgers. To this end, as done in [7] , all the miners receiving the generated block are forced to stop their PoW operations and to add the generated block to their local ledgers. As illustrated in Fig 2, if another miner M 2 succeeds in its block generation within the propagation delay of the firstly generated block, then some miners may mistakenly add this secondly generated block to their local ledgers, known as forking. In BlockFL, forking makes some devices apply an incorrect global model update to their next local model updates. Forking frequency increases with λ and the block propagation delay, and its mitigation incurs an extra delay, to be elaborated in Section III.
In addition to the aforementioned operation for local model update exchanges, as described in Figs. 1 and 2 , the blockchain network provides rewards for data samples to the devices and for the verification process to the miners, referred to as data reward and mining reward, respectively. The data reward of the device D i is received from its associated miner, and the amount is proportional to the data sample size N i . When the miner M j generates a block, its mining reward is earned by the blockchain network, as done in the conventional blockchain structure [7] . The amount of mining reward is proportional to the aggregate data sample size of its all associating devices, namely,
denotes the number of devices associated with the miner M j . This motivates miners to collect more local model updates, while compensating their expenditure for the data reward.
As a side effect of the reward system, some untruthful devices may deceive the miners by inflating their actual sample sizes used for the local model dates or by generating arbitrary local model updates without conducting local learning computation. Miners verify truthful local updates before storing the local model updates in their candidate blocks. The verification is performed by comparing the sample size N i with its corresponding computation time T ( ) local,i that is assumed to be truthful, following the proof of elapsed time [13] under e.g., Intel's SGX technology [14] .
C. One-epoch BlockFL operation
As depicted in Fig. 2 , the BlockFL operation of the device D i at the -th epoch is described by the following seven steps. 0. Initialization (for = 1): Initial parameters are uniformly randomly chosen from predefined ranges: the local and global weights w (0) i , w (0) ∈ (0, wmax] for a constant wmax, and the the global gradient ∇f (w (0) ) ∈ (0, 1]. 1. Local model update: The device D i computes (2) Recall that the centralized FL structure [4] , [5] is vulnerable to the server's malfunction that distorts all devices' global model updates. Compared to this, each device in BlockFL locally computes its global model update, which is thus more robust to the malfunction of the miners that replace the server entity.
III. END-TO-END LATENCY ANALYSIS In this section, we consider a reference device D o ∈ D that is randomly selected. Our objective is to derive the optimal block generation rate λ * minimizing learning completion latency To, defined as the total elapsed time during L epochs at the device represents the block propagation delay from the mining winner Mô to M j ∈ M\Mô, and γô j is the miner M j 's received SNR from the miner Mô.
Lastly, in Step 4, block generation delay T ( ) bg,j of the miner M j ∈ M follows an exponential distribution with mean 1/λ, as modelled in [8] . The delay of interest is the mining winner Mô's block generation delay T ( ) bg,ô . Finally, the -th epoch latency T ( ) o is described as:
where N ( ) fork denotes the number of forking occurrences in the -th epoch, which follows a geometric distribution with mean 1/(1−p ( ) fork ), with the forking probability p ( ) fork at the -th epoch. Following
Step 5, the forking probability is represented as:
where the term t ( )
bg,j is the cumulated delay until the miner M j generates a block.
B. Latency optimal block generation rate
Using the one-epoch latency expression in (4), we aim at deriving the optimal block generation rate λ * that minimizes the device D o 's -th epoch latency averaged over the PoW process. Here, the PoW process affects the block generation delay T ( ) bg,ô , block propagation delay T ( ) bp,ô , and the number N ( ) fork of forking occurrences, which are inter-dependent due to the mining winner Mô. Solving this requires to compare the cumulated delays for all miners and their associated devices under their asynchronous operations that complicate the optimization.
In order to avoid the said difficulty, we consider the case where all miners synchronously start their PoW processes by adjusting Twait such that T ( )
In this case, even the miners completing the cross-verification earlier wait until T wait , thus providing the performance lower bound, i.e., latency upper bound. With this synchronous approximation to the exact operations, we derive the optimal block generation rate λ * in a closed form, as provided next. Proof: Applying the synchronous PoW approximation and the mean 1/(1 − p ( ) fork ) of the geometrically distributed N ( ) fork to (4),
The terms T wait , T ( ) dn,o , T ( ) global,o are constant delays given in Sect. II-A. The remainder is derived as follows.
For the probability p ( ) fork , using (5) with t ( )
under the synchronous approximation, we obtain p ( ) fork as:
where T ( ) bp,j is a constant delay given in Sect. II-A. Next, for the delay E[T ( ) bg,ô ], using the definition of T ( ) bg,ô and the complementary cumulative distribution function (CCDF) of the exponentially distributed T ( ) bg,j , we derive T ( ) bg,ô 's CCDF as:
Applying the total probability theorem yields E[T ( ) bg,ô ] = 1/(λN M ). Finally, combining all these terms, (6) is recast as:
which is convex with respect to λ. The optimum λ * is thus derived from the first order necessary condition. The accuracy of the above result with the synchronous approximation is validated by comparing the simulated λ * without the approximation in the following section.
IV. NUMERICAL RESULTS AND DISCUSSION In this section, we numerically evaluate the proposed blockFL's average learning completion latency
By default, we consider ND = NM = 10, and Ni ∼ Uni(10, 50) ∀Di ∈ D. Following the 3GPP LTE Cat. M1 specification [15] , we use Wup = Wdn = Wm = 300 KHz and γup,o = γdn,o = γoj = 10 dB. Other simulation parameters are given as: δd = 100 Kbit, δm = 5 Kbit, h = 200 Kbit, fc = 1 GHz, and Twait = 50 ms. Fig. 3 shows the impact of block generation rate λ on the BlockFL's average learning completion latency. In Fig. 3 -a, we observe that the latency is convex-shaped over λ and is decreasing with the SNRs. In Fig. 3-b , for the optimal block generation rate λ * , the minimized average learning completion latency time obtained from Proposition 1 is always longer by up to 1.5% than the simulated minimum latency without the approximation, as predicted in Sect. III-B.
Next, Fig. 4 illustrates the BlockFL's scalability in terms of the numbers NM and ND of miners and devices, respectively. In Fig. 4 -a, the average learning completion latency is computed for NM = 1 and NM = 10 with or without the miners' malfunction. The malfunction is captured by adding Gaussian noise N (−0.1, 0.01) to each miner's aggregate local model updates with probability 0.5. Without any malfunction, a larger NM increases the latency due to the increase in their cross-verification and block propagation delays. This does not always holds under the miners' malfunction. In BlockFL, each miner's malfunction only distorts its associated device's global model update. Such distortion can be restored by federating with other devices that associate with the miners operating normally. For this reason, a larger NM may achieve a shorter latency, as observed for NM = 10 with the malfunction. Lastly, Figs. 4-a and b describe that there exists a latencyoptimal number ND of devices. In fact, a larger ND may decrease the learning completion latency thanks to utilizing a larger amount of data samples. Meanwhile, on the contrary, it increases each block size, i.e., communication payload, and thus leads to higher block exchange delays, consequently resulting in the convex-shaped latency with respect to ND. In this respect, a proper device selection has a potential to reduce the latency, as investigated in [5] , [10] . Finally, Fig. 4-b shows that the latency increases with each device's local model size δm. Thus, it calls for a model compression technique, which could be an interesting topic for future research.
