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Purpose: The purpose of the present paper is to study the product (N, pn) (C, 1) summability of a sequence of
Fourier coefficients which extends a theorem of Prasad.
Methods: We use Np. C
1 summability methods with dropping monotonicity on the generating sequence {pn − k}
(that is, by weakening the conditions on the filter, we improve the quality of digital filter).
Results: Let Bn(x) denote the nth term of conjugate series of a Fourier series. Mohanty and Nanda were the first to
establish a result for C1 summability of the sequence {n Bn(x)}. Varshney improved the result for H1. C1 summability
which was generalized by various investigators using different summability methods with different sets of
conditions. In this paper, we extend a result of Prasad by dropping the monotonicity on the sequence {pn − k}.
Conclusions: Various results pertaining to the C1 and H1. C1 summabilities of the sequence {n Bn(x)} have been
reviewed and the condition of monotonicity on the means generating the sequence {pn − k} has been relaxed.
Moreover, a proper set of conditions have been discussed to rectify the errors pointed out in Remark 3.2 (1) and (2).
Keywords: Conjugate Fourier series, (C, 1) summability, (N, pn) summability and product, (N, pn) (C, 1) summabilityIntroduction
Let
X1
n¼0un be a given infinite series with sequence of
its nth partial sums {sn}. If the {pn} be a nonnegative and
nondecreasing, which generates sequences of constants,




Pk ≠ 0 ∀n ≥ 0; P1 ¼ 0 ¼ P1 and
Pn→1 as n→1:
The condition for regularity of Nörlund summability







k¼0 pkj j ¼ O Pnð Þ; as n→1: ð2:Þ* Correspondence: vishnu_narayanmishra@yahoo.co.in
1Department of Applied Mathematics and Humanities, Sardar Vallabhbhai
National Institute of Technology, Ichchhanath Mahadev Road, Surat, Gujarat
395 007, India
Full list of author information is available at the end of the article
© 2012 Mishra et al.; licensee BioMed Central L
Commons Attribution License (http://creativeco





k¼0 pnk sk : ð1:1Þ
defines the sequence {tn
N} of Nörlund means of the se-




∞ un is said to be summable (N, pn)
to the sum s if limn→1 t Nn exists and equal to s.
In the special case in which
pn ¼ nþ α 1α 1
 
¼ Г nþ αð Þ
Г nþ 1ð ÞГ αð Þ ; α > 1ð Þ
the Nörlund summability (N, pn) reduces to the familiar
(C, α) summability.
The product of Npsummability with a C
1summability
defines Np.C
1 summability. Thus the Np.C
1 mean is
given by tN Cn xð Þ ¼ P1n
Xn
k¼1pnk Ck xð Þ:
If tn




is said to be the summable Np.C
1 to the sum s if
limn→1 tn N C exists and is equal to s.td. This is an Open Access article distributed under the terms of the Creative
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grable. The Fourier series of f (x) at any point x is given by




k¼1 ak cosk xþ bk sink xð Þ≡
X1
k¼0 Ak xð Þ:
ð1:2Þ
With nth partial sum, sn(f; x) is called trigonometric
polynomial of degree (order) n of the first (n + 1) terms
of the Fourier series of f.
The conjugate series of Fourier series (1.2) is given by
X1
k¼1 bk cosk x ak sink xð Þ≡
X1
k¼1Bk xð Þ ð1:3Þ
The regularity conditions of Np . C
1 are as follows:
nB n→ s⇒C




n kBk (x)→ s, as n→∞,









k rBr(x))→ s, as n→∞, Np method is also regular,
and ⇒ C1.Np method is regular. We note that tn
N and tn
NC






k¼mUk vk  vkþ1ð Þ  Um1 vm þ Un vn;
ð1:4Þ
where 0 ≤m ≤ n,Uk = u0 + u1 + u2+.... + uk, if k ≥ 0,U− 1 = 0,
which can be verified, is known as Abel’s transformation
and will be used extensively in the succeeding discussion.
If vm,vm+1, . . .,vn are nonnegative and nonincreasing, the
left hand side of (1.4) does not exceed 2vm maxm1≤k≤n Ukj j
in the absolute value. In fact,
j
Xn
k¼muk vk j≤max Ukj j
X n1
k¼m vk  vkþ1ð Þ þ vm þ vn
n o
¼ 2vm max Ukj j:
Throughout in this paper, we use the following notations
ψ tð Þ ¼ ψx tð Þ ¼ f xþ tð Þ  f x tð Þ  l;
Ψ tð Þ ¼
Z t
0
ψ uð Þj jdu;











Δk pnk ¼ pnk  pnk1; 0≤k≤n;
and τ = [1/t] is the largest integer contained in 1/t, where l
is a constant.
The (C, 1) and (H, 1) denotes the Cesàro and har-
monic summabilities respectively of order one. Theproduct summability (N, pn) (C, 1) is obtained by super-
imposing (N, pn) summability on (C, 1) summability, and
the product summability (N, pn) (C, 1) plays an import-
ant role in signal theory as a double digital filter in finite
impulse response in particular [1].
Methods
Known theorems
The theory of summability is a very extensive field.
Mohanty and Nanda [2] proved the following theorem
on C1 summability of the sequence {n Bn(x)}.
Theorem 2.1 [2] If
Ψ tð Þ ¼ ο t=log 1=tð Þð Þ; as t→þ 0 ð2:1Þ
and
an ¼ Ο nδ
 
; bn ¼ Ο nδ
 
; as t→þ 0; ð2:2Þ
then the sequence {n Bn(x)} is the summable C1 to the
value of l/π.
Varshney [3] improved Theorem 2.1 by extending it to
product H1.C1 summability. He has proved that
Theorem 2.2 [3] if
Ψ tð Þ ¼ ο t=log 1=tð Þð Þ; as t→þ 0; ð2:3Þ
then the sequence {n Bn(x)} is the summable H1.C1 to
the value of l/π.
Various investigators such as Sharma [4], Rhoades [5]
(cor. 19, p. 533), Pandey [6], Rai [7], Dwivedi [8], Mittal
and Prasad [9], Prasad [10], Mittal [11], Chandra [12],
Mittal et al. [13,14], and Mittal and Singh [1] used differ-
ent summability methods with different sets of condi-
tions. In particular, Prasad [10] has proved the following:
Theorem 2.3 [6] Let p(u) be monotonically decreasing
and strictly positive value with u ≥ 0. Let pn = p(n) and
P uð Þ ¼
Z u
0
p xð Þdx→1; as u→1: ð2:4Þ
Let α(t) be a positive and nondecreasing function of t. If
Ψ tð Þ ¼ ο t=α 1=tð Þð Þ; as t→þ 0; ð2:5Þ
then a sufficient condition that the sequence {n Bn(x)} be a




xα xð Þ dx ¼ Ο P nð Þð Þ; as n→1: ð2:6Þ
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Main theorem
In the present paper, we extend Theorem 2.3 by dropping
the monotonicity on the generating sequence {Pn − k} (that
is, by weakening the conditions on the filter, we improve
the quality of the digital filter). More precisely, we prove in
Theorem 3.1:
Theorem 3.1 Let {pk} be a nonnegative value such that
ði:Þ
Xn
k¼r Δk pnkj j ¼ Ο pnrð Þ; ðii:Þ n pn ¼ Ο pnð Þ:
ð3:1Þ
Let α(t) be a positive and increasing function of t such
that
ΨðtÞ ¼ o t=α ð1=tÞð Þ; as t→ þ 0 ð3:2Þ
and
αðnÞ→1; as n→1 ð3:3Þ
then a sufficient condition for the sequence {nBn(x)} to be
as the summable (N, pn) (C, 1) to the value of l/π isZ n
1=δ
P xð Þ
xα xð Þ dx ¼ Ο P nð Þð Þ; as n→1: ð3:4Þ
Remark 3.2 (1) If pn − k ≤ pn − k − 1, ∀ 0 ≤ k < n, as used in
Theorem 2.3, then both the conditions (3.1) holds. Thus
Theorem 3.1 extends Theorem 2.3. (2) In the proof of
Theorem 2.3, author in [10] has used the condition (3.3)
but did not mention in his statement.
Lemmas. For the proof of our Theorem 3.1, we require
the following lemmas.
Lemma 4.1 [10] If 0 ≤ t ≤ 1/n, then
Q n; tð Þj j ¼ 0 nð Þ
Lemma 4.2 [15] For all values of n and t
Xn
k¼0
sin k þ 1ð Þt
k þ 1

 ≤ 1þ π2 : ð4:2Þ
Lemma 4.3 Under the regularity conditions of matrix
(N, pn) in satisfying (3.1), we get Q(n, t) =Ο(t
− 1 P(τ)/Pn)
+Ο(t− 2 p1/Pn), for
1=n ≤ t ≤ δ: ð4:3Þ




sin n kð Þt
n kð Þt2
 cos n kð Þt
t

¼ Q1 n; tð Þ þ Q2 n; tð Þ, as we say.By using Abel’s transformation, Lemma 4.2, and condi-
tion (3.1), we haveQ1 n; tð Þj j ¼
Xn1
k¼0pnk=πPn


















































































¼ Ο t1ð Þ P τð Þ þ τ þ 1ð Þpnτð Þ=Pnð Þ þΟ t2 p1=Pnð Þ
¼ Ο t1P τð Þ=Pnð Þ þΟ t2 p1=Pnð Þ:
Again by using Abel’s transformation and condition
(3.1), we have
Q2 n; tð Þ ¼
Xn1
k¼0pnk=πPn
cos n kð Þt
t
¼ Ο t1ð Þ
	




r¼0 cos n rð Þ t
pnτ
Xτ1




þΟ t1ð ÞP1n p1
Xn
r¼0 cos n rð Þ t
Q2 n; tð Þj j ¼ Ο t1ð Þ
	







¼ Ο t1P τð Þ=Pnð Þ þΟ t2 p1=Pnð Þ:
By collecting Q1(n, t), Q2(n, t) and Q(n, t), we get
Q n; tð Þ ¼ Ο t1P τð Þ=Pn
 þΟ t2 p1=Pn :
This completes the proof of Lemma 4.3.
Proof of Theorem 3.1 The C1 transform of the se-
quence {n Bn(x)} denoted by Cn(x) is defined by
Mishra et al. Mathematical Sciences 2012, 6:38 Page 4 of 5
http://www.iaumath.com/content/6/1/38Cn xð Þ ¼ 1n
Xn
k¼1k Bk xð Þ:
The Np.C1 transform of the sequence {n Bn(x)}, which
is denoted by tN Cn (x), is given by
tN Cn xð Þ ¼ P1n
Xn










Therefore, following Mohanty and Nanda [2], we obtain















































ψ tð ÞQ n; tð Þdt þ ο 1ð Þ; where 0 < δ < π1¼
π





ψ tð ÞQ n; tð Þdt ¼ Ο nð Þ
Z 1=n
0
ψ tð Þj jdt
¼ Ο nð ÞΨ 1=nð Þ ¼ Ο nð Þο 1=nα nð Þð Þ
¼ ο 1=α nð Þð Þ ¼ ο 1ð Þ; as n→1; ð5:2Þ
in view of Lemma 4.1, conditions (3.2), and (3.3).








ψ tð Þj jP1n Ο t2p1
 þΟ t1 P τð Þ  dt
¼ I2;1 þ I2;2 as we say: ð5:3Þ
Now, using conditions (3.1-ii), (3.2), (3.3), and second
mean value theorem for integrals, we haveI2;1 ¼ Ο 1ð Þ
Z δ
1=n
t2 P1n p1 ψ tð Þj jdt ¼ Ο P1n p1
 Z δ
1=n











































δ  1=nð Þ
¼ ο 1ð Þ; as n→1: ð5:4Þ
Using conditions (3.1-ii), (3.2), (3.3), and (3.4), we have
I2;2 ¼ Ο 1ð Þ
Z δ
1=n
ψ tð Þj j
t
















d P1n P τð Þ
 





þ ο 1ð Þ
Z δ
1=n
P1n P τð Þ




Ψ tð Þ d P 1=tð Þα 1=tð Þ
tα 1=tð Þ
 





þ ο 1ð Þ
Z δ
1=n
P1n P τð Þ





















t α 1=tð Þ d α 1=tð Þð Þ
¼ ο 1ð Þ þ ο 1
α nð Þ
 
þ ο 1ð Þ
Z δ
1=n
P1n P τð Þ








þ o 1ð Þ
Z δ
1=n
d α 1=tð Þð Þ
α 1=tð Þf g2
¼ ο 1ð Þ þ ο 1
α nð Þ
 
þ ο 1ð Þ
Z δ
1=n
P1n P τð Þ
tα 1=tð Þ dt
þ o P1n









t α 1=tð Þ dt
( )





¼ ο 1ð Þ þ ο 1
α nð Þ
 
þ ο 1ð Þ
Z δ
1=n
P1n P τð Þ
tα 1=tð Þ dt
¼ ο 1ð Þ þ ο 1ð Þ
Z n
1=δ
P1n P xð Þ
xα xð Þ dx
¼ ο 1ð Þ þ ο 1ð ÞΟ P1n P nð Þ
  ¼ ο 1ð Þ; as n→1: ð5:5Þ
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I2 ¼ ο 1ð Þ; as n→1 ð5:6Þ




ψ tð ÞQ n; tð Þdt ¼ ο 1ð Þ; as n→1 ð5:7Þ
By collecting (5.2), (5.6), and (5.7), we get
tN Cn xð Þ  l=π ¼ ο 1ð Þ; as n→1:
This completes the proof of Theorem 3.1.
Conclusions
Various results pertaining to the C1 and H1 C1 summabi-
lities of the sequence {n Bn(x)} have been reviewed, and
the condition of monotonicity on the means of generat-
ing the sequence {pn−k} has been relaxed. Moreover, a
proper set of conditions have been discussed to rectify
the errors pointed out in Remark 3.2 (1) and (2).
Competing interest
The authors declare that they have no competing interests.
Authors’ contributions
VNM, KK, and LNM contributed equally to this work. All the authors read and
approved the final manuscript.
Acknowledgement
This article is dedicated in memory of Prof. Brian Kuttner, 1908–1992.
The authors are highly thankful to the anonymous referees for the careful
reading, their critical remarks, valuable comments and several useful
suggestions which helped greatly for the overall improvements and the
better presentation of this paper. The authors are also grateful to all the
members of editorial board of Mathematical Sciences - a SpringerOpen
access journal. KK is thankful to the Ministry of Human Resource and
Development, India for the financial support to carry out the above work.
Author details
1Department of Applied Mathematics and Humanities, Sardar Vallabhbhai
National Institute of Technology, Ichchhanath Mahadev Road, Surat, Gujarat
395 007, India. 2Dr. Ram Manohar Lohia Avadh University, Hawai Patti
Allahabad Road, Faizabad, (Uttar Pradesh) 224 001, India.
Received: 2 July 2012 Accepted: 19 August 2012
Published: 19 September 2012
References
1. Mittal, ML, Singh, U: T·C1 summability of a sequence of Fourier coefficients.
Appl. Math. Comp. 204, 702–706 (2008)
2. Mohanty, R, Nanda, M: On the behavior of Fourier coefficients. Proc Am
Math Soc 5, 79–84 (1954)
3. Varshney, OP: On a sequence of Fourier coefficients. Proc. Amer. Math. Soc.
10, 790–795 (1959)
4. Sharma, RM: On (N, pn).C1 summability of the sequence{nBn(x)}. Rend. Circ.
Mat. Palermo 2(19), 217–224 (1970)
5. Rhoades, BE: Corrigendum to: generalized harmonic summability of a
sequence of Fourier coefficients. Analysis 10, 97–98 (1990)
6. Pandey, GS: On a sequence of Fourier coefficients. Math. Student 45, 80–83
(1977)
7. Rai, OP: Harmonic summability of a sequence of Fourier coefficients. Proc.
Japan Acad. 41, 123–127 (1965)
8. Dwivedi, GK: On a sequence of Fourier coefficients. Annal. Soc. Math. Polon
Series-I, Commen. Math 15, 61–66 (1971)9. Mittal, ML, Prasad, G: On a sequence of Fourier coefficients. Indian J. Pure
Appl. Math. 25(3), 235–241 (1992)
10. Prasad, K: On the (N, pn). C1 summability of a sequence of Fourier
coefficients. Indian J. Pure Appl. Math. 12(7), 874–881 (1981)
11. Mittal, ML: On the ‖T‖.C1 summability of a sequence of Fourier coefficients.
Bull. Cal. Math. Soc 81, 25–31 (1989)
12. Chandra, P: Trigonometric approximation of functions in Lp-norm. J Math
Anal Appl 275(1), 13–26 (2002)
13. Mittal, ML, Rhoades, B.E., Mishra, V.N., Singh, U.: Using infinite matrices to
approximate functions of class using trigonometric polynomials. J Math
Anal Appl 326, 667–676 (2007)
14. Mittal, ML, Singh, U., Mishra, V.N., Priti, S., Mittal, S.S.: Approximation of
functions (signals) belonging to Lip(ξ(t), p)-class by means of conjugate
Fourier series using linear operators. Indian J. Math. 47, 217–229 (2005)
15. Gronwall, TH: Über die Gibbssche Erscheinung und die trigonometrische
summen sin x + (1/2)sin 2x + (1/3)sin 3x + _ _ _ + (1/n)sin nx. Math Ann
72, 228–243 (1912)
doi:10.1186/2251-7456-6-38
Cite this article as: Mishra et al.: Product (N, pn) (C, 1) summability of a
sequence of Fourier coefficients. Mathematical Sciences 2012 6:38.Submit your manuscript to a 
journal and beneﬁ t from:
7 Convenient online submission
7 Rigorous peer review
7 Immediate publication on acceptance
7 Open access: articles freely available online
7 High visibility within the ﬁ eld
7 Retaining the copyright to your article
    Submit your next manuscript at 7 springeropen.com
