An optimal control problem for a double inte rator with matin the constraints we reduce the prohem to a convex finite aimensional optimization problem.
Introduction
We study the minimum norm problem for the double integrator with bilateral state constraints as follows:
Minimize 11 U 11
(1) subject to
.(t) = U ( t ) ,

g ( t ) 5 z ( t ) 5 f ( t ) for all t E [a, b], U E ~' [ a , b],
where arb,yaryb,sa,sb are given numbers and 11 . 11 denotes the L2 norm in the interval [a, b] . We assume that f and g are given functions that are continuous in the interval [a,b] and such that g ( t ) < f ( t ) for all t E [a,b] and g(a) < Ya < f(a), g ( b ) < ~p < f(b).. These .asumptions guarantee that there exists a unique solution of problem (1). In this paper, we use a nonstandard reduction of problem (1) to finite dimensions based on approximation of the constraints by functions that are piecewise extrema1 arcs. We approximate problem (1) in the following way: Let a = t o < t l < . . . < t , = b be a partition of the interval [a, b] and let e and d be two piecewise linear and continuous approximations of g and f respectively across the grid {ti} such that e ( t ) < d ( t ) for all t E [a, b] . Let e be a fixed positive number such that c < 1/4mintc [,,b1(e(t) 
-d(t)).
Consider the approximating problem:
subject to 
Let O(s, y) = min I(u) be the value (marginal function) of problem 3). The solution of (2) can be then obtained 
subject to
In Section 2 we show that problem (4) well-suited for numerical computations. A straightforward application of our results is for computer aided eometric design [l, 21. Our results could also be usefuf in trajectory generation for robots in the environment with obstacles.
Main Results
We first study the properties of the solution to problem (3). This problem can be viewed as a constrained best interpolation problem with mixed inter olation conditions. In a previous paper 1 a Lagrange iuality result sion of this result the following theorem can be proved. Theorem 2.1. The unique optimal control U* of problem (3) is a piecewise linear function which may be discontinuous at the fixed knots ti, i = 1, . . . , n -1, only.
In every interval (ti,ti+l) there are at most two contact points where the optimal output I * reaches or leaves the constraints. The optimal control U* is linear (and z* is a cubic olynomial) in every interval which does not contain a fixe{ knot ti or a contact point. It turns out that when we minimize with respect to y and s in problem (2), the optimal control becomes more regular. Corollary 2.1. The unique optimal control U* of problem (2) satisfies all regularity conditions in Theorem 2.1; moreover, U* is a continuous funct,ion in the whole interval for a related problem is esta L1 lished. Based on an exten-[a, b] and the optimal output z+ is a C2 piecewise cubic polynomial.
Let ( z o , u o ) be the (unique) solution of (2) (5) has the following regularity properties:
Corollary 2.2:
The optimal control u0 of problem (5) is a piecewise linear function in [ . , a] .
In every interval ( t i , ti+l), U' is continuous and the optimal output zo has no more than two contact points where xo reaches or leaves the constraints. We note that the optimal output zo can have a contact point at ti, where zo reaches or leaves the constraints. Note that Corollary 2.2 also describes the properties of the solution to problem (1 for the case when the constraints f and g are piecewise /inear and continuous. Our next result concerns the convergence of the optimal controls of a sequence of approximating problems (5) to the optimal control of problem (1). Theorem 2.3.
Let e, and d, be two sequences of piecewise linear and continuous functions such that e, + g and d, -+ f uniformly in the interval [a,b]. Let uo be the optimal control for problem (1) and let U , be the optimal controls for the approximating problems (5) It turns out that each of problems (6) can be explicitly solved.
3. Numerical Examples We consider two numerical examples. The optimal output for the first example is shown by the solid line in Fig. 1 , where the dashed lines indicate the constraints.
It turns out that the theory developed in this paper can be extended to the case when the constraints are piecewise continuous. Fig. 2 shows the optimal output for an example where the constraints are not continuous. 
