did not consider operating experience throughout the industry. Although required to do so, licensees were not monitoring at the system or trainlevel the performance or condition for some systems used in standby service but not significant to risk. Most licensees had not established adequate monitoring of structures underthe rule. Licensees established reasonable plans for doing periodic evaluations, balancing unavailability and reliability, and assessing the effect of taking equipment out of service for maintenance. However, these plans were not evaluated because they had not been fully implemented at the time of the site visits. 
EXECUTIVE SUMMARY
The staff learned several lessons while visiting the nine pilot sites to review early implementation of the maintenance rule (the rule). These sites were visited to verify usability and adequacy of the draft NRC Maintenance Rule Inspection Procedure and determine the strengths and weaknesses with the implementation of the rule at each site. This report presents the results of these site visits to other licensees for their consideration during their implementation of the rule. The major findings for each subject area are summarized below.
Use of Industry Guideline
Licensees implemented the rule using the guidance in NUMARC 93-01, "Industry Guideline for Monitoring the Effectiveness of Maintenance at Nuclear Plants," May 1993, which the NRC endorsed in Regulatory Guide 1.160, "Monitoring the Effectiveness of Maintenance at Nuclear Power Plants, " Revision 1, January 1995.
Scoping
Most licensees were thorough in determining which structures, systems, and components (SSCs) are within the scope of the rule at their sites. The licensees correctly classified most safety-related SSCs and those non-safetyrelated SSCs whose failure could prevent safety-related SSCs from fulfilling their safetyrelated function. Certain licensees incorrectly missed classifying a few non-safety-related SSCs as being within the rule. These systems are relied upon to mitigate accidents or transients or are used in emergency operating procedures, or their failure could cause a reactor scram or actuation of a safety-related system. These systems included control room annunciators, circulating water, reactor coolant pump vibration monitoring, extraction VIi steam, condenser air removal, screenwash water, generator gas, and turbine lube oil.
Risk Determination
The team found that each licensee had used a well qualified expert panel to determine which SSCswere risk significant. The use of an expert panel that considers probabilistic risk assessment (PRA) insights is an appropriate and practical method of determining risk significance. The expert panels at most sites considered PRA insights usingrisk reduction worth, risk achievement worth, core damage frequency contribution, and Fussell-Vesely (FN) importance measures. However, the expert panels at two sites did not receive the results of all importance measures to consider when determining risk significance.
Categorizing Structures, Systems, and Components in Paragraph (a)(I) or (a)(2)
The process and procedures used by most licensees for categorizing SSCs under paragraph (a)(l) or (a)(2) of the rule was reasonable. However, some licensees were reluctant to place SSCs in the paragraph (a)(I) category because having SSCs in that category would imply their preventive maintenance programs were ineffective.
Corrective Actions
Licensees established effective corrective action processes or programs. To implement the maintenance rule, most licensees had assigned primary responsibility for establishing corrective actionto the system engineers; a few licensees had assigned that responsibility to an expert panel. Both approaches produced acceptable results.
NUREG-1526 Safety Consideration in Goal Setting
Licensees established satisfactory programs for taking safety into consideration when setting goals.
Industry Operating Experience
Many licensees' procedures did not have adequate guidance for ensuring that operating experience was considered, where practical, when establishing goals. In addition, licensees had not established a systematic and consistent method of collecting and using SSC reliability and availability data from other licensees when setting goals.
Monitoring and Trending of Systems and Components
The SSC performance or condition trending. that was being performed by most licensees was not well coordinated and integrated with the goals and performance criteria established under the rule.
Monitoring and Trending of Structures
Most licensees assigned low priority to the monitoring of structures under the rule. Several incorrectly assumed that many of their structures are inherently reliable. The performance criteria for monitoring some structures were not predictive and did not give early warning of degradation.
Periodic Evaluations
Two licensees had performed a periodic evaluation before the site visit. The team reviewed the results of these evaluations and found that they generally met the requirements of the rule. At the seven other sites, the team reviewed the licensees' preliminary plans and procedures for performing the periodic evaluation and found them to be reasonable.
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Balancing Unavailability and Reliability
The preliminary plans established by all nine licensees for balancing unavailability and reliability were reasonable. However, the team was unable to fully evaluate these activities because these plans had not been implemented at the time of the site visits.
Plant Safety Assessments Before Taking Equipment Out of Service
Many licensees developed matrices to define which system combinations could be allowed out of service at the same time. Several licensees are planning to use real time (or near-real-time) risk monitors to calculate the risk changes associated with the planned maintenance activities. Both the matrix approach and the risk monitor approach are reasonable ways of assessing the effect on plant safety when taking equipment out of service for monitoring or preventive maintenance. However, the team did not evaluate the effectiveness of either method because neither had been fully implemented.
Conclusion
Upon considering the observations made during these pilot site visits, the team concluded that the requirements of 10 CPR 50.65, "Requirements for Monitoring the Effectiveness ofMaintenance at Nuclear Power Plants," can be met by using NUMARC 93-01, "Industry Guidance for Monitoring the Effectiveness of Maintenance at Nuclear Power Plants," if the recommendations in this report are taken into consideration. The team also concluded that the performance-based approach to implementing the rule is practical, the draft inspection procedure can be used to monitor the implementation of the rule, and the existing PRA tools and models, used in conjunction with an expert panel, are adequate for purposes of taking risk into consideration when implementing the rule.
INTRODUCTION 1.Objective
Thisreport summarizes the lessons learned during the pilot site visits that a team from the U. S. Nuclear Regulatory Commission (NRC) made from September 1994 to March 1995 to review early implementation of the maintenance rule. The maintenance rule (the rule), which was published on July 10, 1991, as 10 CFR 50.65, "Requirements for Monitoring the Effectiveness of Maintenance at Nuclear Power Plants, It will take effect on July 10, 1996. These reviews were performed at nine nuclear power plant sites that had volunteered for early review of their programs for implementing the rule. The purpose of these site visits was to verify usability and adequacy of the draft NRC Maintenance Rule Inspection Procedure and to determine the strengths and weaknesses of the implementation of the rule at each site. Other licensees should consider this information whendeveloping programs for implementing the rule. NRC inspectors may also use it while evaluating licensees' implementation of the rule.
Need for the Maintenance Rule
In the statements of consideration for the rule, the Commission stated that such a rule is needed because proper maintenance is essential to plant safety and because effective maintenance is clearly linked to safety. Good maintenance helps limit the number of transients and challenges to safety systems by ensuring operability, availability, and reliability of safety equipment. The Commission also recognizes its need to broaden its capability to take timely enforcement action where maintenance activities fail to give reasonable assurance that safety-significant SSCs are capable of performing their intended function. Additionally, the Commission concluded that it is necessary for NRC to include requirements for corrective action to address instances of ineffective maintenance, and for licensees to use the results of monitoring and assessment to improve maintenance programs.
The Commission also had several other reasons for finding the need for a rule requiring that the effectiveness of maintenance be monitored. One of these reasons is that the Commission's current regulations, regulatory guidance, and licensing practice do not clearly define the Commission's expectations for ensuring the continued effectiveness of maintenance programs at nuclear power plants. Another is that industry has no guidance regarding the monitoring of maintenance effectiveness.
Requirements and guidance for monitoring maintenance effectiveness and for taking corrective action when maintenance is ineffective should enhance the Commission's capability to take timely and effective action against licensees with inadequate or poorly conducted maintenance to ensure prompt resumption of effective maintenance activities.
On July 10, 1991, the Commission published the final rule, 10 CFR 50.65, in the Federal Register. When the rule takes effect on July 10, 1996, it will require all nuclear power plant licensees to monitor the effectiveness of main-
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2 tenance activities. The rule provides for continued emphasis ofthe defense-in-depth principle by including select balance-of-plant (BOP) SSCs, integrates risk consideration into the maintenance process, establishes an enhanced regulatory basis for inspection and enforcement of BOP maintenance-related issues, and gives a strengthened regulatory basis for ensuring that the progress achieved is sustained in the future. A results-oriented (or results-based or performance-based) rule describes, in general terms, the results expected while leaving the details of achieving those results up to the licensee. Such a rule has the advantage of allowing the licensee to devise the most effective and efficient means of achieving the results described in the rule. It also allows licensee to consider safety or risk significance when developing its programs. The disadvantage of a results-oriented rule is that it may be difficult to enforce because the requirements for compliance may be less clearly defined than the requirements of a process-oriented rule. The maintenance rule, 10 CFR 50.65, is a results-oriented rule? Although licensees clearly prefer resultsoriented regulations over process-oriented regulations, such regulations lack of detail as became apparent during the development of regulatory guidance for the rule. The Nuclear Management and Resources Council, Inc, (NUMARC) now the NuclearEnergy Institute (NEI), representing the industry, asked that the inspection procedure (which is normally developed after the regulatory guidance has been issued) be prepared early and giventhem to use while preparing the industry guidance document. They wanted to use the inspection procedure to address details, not in the rule itself. Results-oriented rules place a greater 2 Although the maintenance rule has been described as a results-oriented rule, it prescribes certain specific programmatic actions. For example, paragraph (a)(3) requires that a periodic evaluation beperformed and that the effect ontotal plant risk beconsidered before removing equipment from service for maintenance. Therefore, while the maintenance rule is much more results-oriented and less programmatic than most other existing rules, it has certain process-oriented elements.
Process-Oriented and ResultsOriented Rulemaking
3 burdenon licensees to develop the supporting details needed to implement the rule.
Description of the Maintenance Rule
Section (a) of the rule contains most of its detailed technical requirements; paragraph (b) defines the scope of structures, systems, and components within the rule; and paragraph (c) states that the licensees shall implement the rule no later than July 10, 1996. Section (a) consists of paragraphs (1), (2), and (3).
Goals and Monitoring
Paragraph (a)(I) of the rule requires the operator of each power reactor to set goals and to monitor the performance or condition of SSCs in a manner sufficient to give reasonable assurance that those SSCs are capable of performing their intended functions. The rule states the goals must be commensurate with safety and where practical take into account industry-wide operating experience. The rule also requires operators to take appropriate corrective action when the performance or condition of an SSC does not meet established goals. In keeping with the non-prescriptive intent of the rule, the licensee establishes the goals, not the NRC.
Effective Preventive Maintenance
Paragraph (a)(2) ofthe rule establishes an alternative approach to the monitoring regime required by paragraph (a)(I) of the rule. The NRC recognizes in this approach that, in certain cases, the performance or condition of SSCs could be effectively controlled by doing adequate preventive maintenance rather than by monitoring against goals. At each site, the team reviewed the process and procedures used by the licensee to determine which SSCs were to be included from the scope of the rule and which were excluded.
Findings
Most licensees followed the scoping process described in NUMARC 93-01 and included the 7 majority of SSCs the team believed should be within scope. However, the following are examples of excluded SSCs from various sites that the team believed should be within the scope of the rule at that particular facility:
1. Control room annunciators. The justification for excluding control room annunciators, which constitute a nonsafety-related system used in EOPs, from the scope of the rule did not follow the guidance in paragraph 8.2.1.3 of NUMARC 93-01, which allows SSCs covered by paragraph 50.65(b)(2)(i) to be excluded if they do not add "significant value to the mitigation function." The licensee based its decision on the fact that the annunciators are redundant to other safety-related instruments such as gauges and chart recorders, which are considered the primary instruments used in EOPs. However, the annunciators add significant value to the mitigation function because they will often give the first warning of an out-of-tolerance condition or developing accident. The team discussed this concern with several of the licensee's control room operators, who confirmed that control room annunciators often gave them the first warning of a problem. The team concluded that those annunciators which , are used in the EOPs, do add significant value to the mitigation function and therefore are within the scope of the rule.
2. Site grounding system. The licensee's documentation states that the site grounding system is a "non-safety-related SSC whose failure causes trip/power reduction." Therefore, the site grounding system should be included within the scope of paragraph 50.65(b)(2)(iii) of the rule. The licensee excluded this system from the scope of the rule because "the plant has not experienced significant problems with system in the past." The team believes that the licensee has misinterpreted paragraph (b)(2)(iii) of the rule, which states that non-safety-related SSCs "whose failure could cause a reactor scram or actuation of a safety-related system" [emphasis added] shall be included within the scope of the rule. The licensee has interpreted this requirement to meanhas caused rather than could cause. The team believes that this interpretation is incorrect.
3. Circulating water system. Paragraph (b)(2)(iii) of the rule requires that all non-safety-related SSCs whose failure could cause a reactor scram or the actuation of a safety-related system be included within the scope of the rule. The team believes that the circulating water system falls under this provision since its failure could cause a turbine trip and subsequent reactor scram. The licensee's representative stated that they had considered including the circulating water system under the scope but had decided against it for several reasons. The team members discussed each of these reasons with the licensee's representatives and stated the team's views on each of these reasons. A summary of the issues follows.
High reliability. The licensee stated that the design of the circulating water system makes it very reliable. The cooling pond is man-made and is therefore not subject to the causes of fouling (debris, plant, or animal life) that plague natural sourcesof cooling water at other reactor sites. They stated that reliability this is evidenced by the fact that the site has neverexperienced a loss of circulating water that resulted in a reactor scram or safety system actuation. Therefore, they concluded that the NUREG-1526 8 circulating water system did not meet the criteria of paragraph (b)(2)(iii) of the rule.
The team disagreed with this position. Paragraph (b)(2)(iii) of the rule states that non-safety-related SSCswhose failure could cause a reactor scram or safety system actuation should be included within the scope of the rule. Nothing in the rule itself, the statements of consideration, Regulatory Guide 1.160, or NUMARC 93-01, indicates that the reliability should be considered when determining whether a system is under the scope of the rule. The phrase beginnning withwhose failure means that the system is assumed to fail. The only question is whether or not the assumed failure could cause a subsequent reactor scram or safety system actuation.
3
Redundant trains The licensee also made the argument that since the circulating water system has four trains (each consisting of screens, pumps, and piping) it would be unreasonable to assume that the whole system could fail. If only one train failed, the plant could continue operation, or take action to reduce power and avoid a reactor scram or safety system actuation.
The team disagreed with this position. A failure of the system must be assumed since it would be the worst case scenario.
The licensee's approach of assuming a train failure is not conservative and does not meet the intent of paragraph (b)(2)(iii).
Operator action The licensee made the argument that in the unlikely event that the entire circulating water system failed, the reactor operators would be able to . recognize the event in sufficient time to take mitigating actions that would prevent a reactor scram or safety system actuation.
The team disagreed with this position. Operator action, or the lack of it, is not a criterion to be considered when making a scoping determination under 10 CFR 50.65(b). Operator actions are not discussed as a criterion in either the rule, the statements of consideration, Regulatory Guide 1.160, or NUMARC 93-01.
Directly cause. Paragraph (b)(2)(iii) of the rule requires that the scope of the rule include all non-safety-related SSCs whose failure could cause a reactor scram or the actuation of a safety-related system. The licensee interpreted this criterion to mean that only those SSCs that directly cause a reactor scram should be considered. Therefore, a loss of circulating water that caused a turbine trip and subsequently resulted in a reactor scram should not come under the scope of the rule because it would not be a direct trip.
The team disagreed that could cause should be interpreted to mean directly cause. Nothing in the rule itself, the statements of consideration, Regulatory Guide 1.160, or NUMARC 93-01,
indicates that only those non-safety-related SSCs that directly cause a reactor scram or safety system actuation should be included within the scope of the rule. The licensee's use of directly cause is not a conservative interpretation of the rule.
9
Hypothetical failures. The licensee stated that a failure of the circulating water system was a hypothetical failure because it had not happened at their site and was not described in the safety analysis report or any other analysis. Therefore, they believed that they were not required to consider such a failure under the guidance in paragraph 8.2.1.5 ofNUMARC 93-01. station startup transformers, plant computer, heat tracing and freeze protection, reactor coolant pump vibration monitoring, lightning protection, cathodic protection systems, extraction steam, condenser air removal, screen wash water, gland steam, gland sealwater, generator gas, turbine lube oil, and turbine generator seal oil.
One licensee used a different interpretation of the guidance contained in NUMARC 93-01 for determining which non-safety-related SSCs are relied upon to mitigate accidents or transients or are used in plant EOPs under paragraph (b)(2)(i) of the rule. NUMARC 93-01, paragraph 8.2.1.3, states that onlythose SSCsthat "add significant value to the mitigation function of an EOP by providing the total or a significant fraction of the total functional ability required to mitigate core damage or radioactive release" should be included within the scope of the rule. In attempting to evaluate which nonsafety systems should be included under this provision of the rule, the licensee found "significant fraction" a difficult criterion to use NUREG-1526 10 in practice. Instead of using this criterion, the licensee included in the scope those non-safety-related systems considered to be "significant contributors to the mitigation strategy of the procedures." The licensee defined significant contributors as those "systems whose failure would affect the outcome of successful completion of the procedure or cause the user to transition to another procedure." The team concluded that the licensee's alternative criterion for identifying SSCs in EOPs is reasonable and meets the intent of the rule. 
2.
3.
4.
5.
6.
7.
8. The data on this table is basedon a review of the licensee's documentation for rule implementation at the time of each NRC sib:: visit and is subject to change.
Three licensees were still evaluating structures under scope at the time ofthe NRC site visits (i.e., These include the licensees for utility data in columns one, eight a,nd nine); therefore, the number of structures and the total number of SSCs under scope may change. All other licensees included structures under scope.
The licensee found 126 SSCs. The NRC recommended that control room annunciators beadded.
The licensee found 111 SSCs, The NRC recommended that the site grounding system, the plant computer, heat tracing and freeze protection and the reactor coolant pump vibration monitor be added to the scope.
The licensee found 102 SSCs. The NRC recommended that the circulating water system be added to the scope.
The licensee found 82 out of 151 plant systems and 17 out of 43 plant structures within scope. The NRC recommended that the extraction steam system beadded to the scope.
The licensee found 73 SSCs. The NRC recommended that the lighting protection, site grounding and cathodic protection be added to the scope.
The licensee found 109 SSCs under the scope of the rule; however, the NRC recommended that one additional structure, the shield wall around the startup transformers, beadded to the scope.
The licensee found 7S SSCs. The NRC recommended that the circulating water, extraction steam, condenser air removal, screen wash water, gland steam, gland seal water, generator gas, turbine lube oil, and turbine generator seal oil systems beadded to the scope. The licensee identified the reactor containment as the only structure that is under scope and being monitored. The licensee considers the remaining structures to beinherently reliable. The NRC recommended that 6 additional structures (i.e., the auxiliary building, control complex, emergency diesel generator building, intermediate building, NSSW intake structure, and the emergency feedwater tank enclosure) be added to the scope.
10. Utility continuing evaluation at the time of site visit.
Conclusion
The scoping at each site was thorough. • The SSC is very reliable, inherently reliable, or has never failed at this site.
• Redundant trains will prevent the system from every completely failing.
• Operator actions will prevent the failure of the system from causing a scram.
• The failure of the system will not directly cause a scram.
2. Review scoping determinations to ensure that no SSCs were excluded from the scope of the rule without adequate justification. Six ofthe nine licensees plan to update their PRA using plant-specific reliability and availability data to maintain a living PRA. The intervals for these updates are tentative and vary from one year to three years, or are undetermined. The remaining three licensees do not plan to update their PRAs routinely to incorporate plant-specific reliability and availability data. They did, however, state that they would evaluate the effect of any major plant modifications on PRA models, results, and conclusions and update them if necessary.
The staff at the last few sites visited were more aware of the value of time-structured PRAdetermined core damage frequency profiles. These licensees had very strong PRA expertise and benefitted from the,lessons learned from the site visits. The team believes that all licensees should share information and ideas among themselves. 1. The data in this table is based on a review of the licensee's docwnentation for rule implementation at the time of each NRC site visit and is subject to change.
2. Acronyms for risk determination and evaluation: 1M (importance measure), ORAM (outage risk assessment and management), CAFTA (computer-aided fault tree analysis); PSAM (probabilistic safety assessment monitor), PRT (probabilistic risk tree), RMQS (risk management query system), EOOS (equipment out of service), OOS (out of service), OSPRE (operational safety predictor), FN (Fussell-Vesely importance), RAW (risk achievement worth), RRW (risk reduction worth), CDF (core damage frequency; in accord with NUMARC 93-01, the utility defined cut sets that account for 90 percent of the overall CDF contribution), and EP (expert panel). 3. Consider using other calculational methods such as Fussell-Vesely, Birnbaum, and others in addition to CDF, RHR, and RAW.
4. Establish the expert panel as a permanent part of the licensee's organization.
5. Consider using the expert panel to assist in making decisions on other aspects of implementing the rule such as scoping, the establishment of performance criteria and goals, the determination of when SSCs should be moved from paragraph (a)(I) to (a)(2) and from paragraph (a)(2) to (a)(I), the review of corrective actions, and the 15 performance of the periodic evaluation required by paragraph (a)(3) of the rule. 
Findings
The team reviewed a sample of systems at each site that were categorized under paragraph (a)(2) of the rule to determine if they should have been categorized under paragraph (a)(I), where they would have been subject to goal setting and monitoring. At eight of the nine sites, the team did not find any SSCs that should have been categorized under paragraph (a)(1) of the rule. At one site where the licensee had not categorized the salt service water system (SSW), the team recommended that it be categorized as a paragraph (a)(1) system.
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) Very few SSCs were categorized under paragraph (a)(1) at any of the sites. 1. The data on this table is based on a review of licensee's documentation for rule implementation at the time of each site visit and is subject to change.
2. At the time of the NRC site visit, the licensee was considering adding the salt service water (SSW) system to paragraph (a)(l).
3. The only SSC categorized under paragraph (a)(1) was the post-accident sampling system; however, the utility was still evaluating the performance of SSCs to determine if other SSCs should beplaced under the paragraph (a)( 1) category.
4. The SSCs categorized under paragraph (a)(1) include the residual heat removal system, the service water system, containment integrity and the E~F switch gear room coolers.
5. The SSCs categorized under paragraph (a)(l) include the turbine-driven auxiliary feedwater pump, the LK-16 circuit breaker, the BIF butterfly valves, the "B" emergency diesel generator, the reactor cavity seals, and the "A" heater drain pump motor.
6. The SSCs categorized under paragraph (a)(1) include the auxiliary feedwater system, the emergency diesel generators, and the solid state protection system (i.e., 7300 process support system).
7. The reactor coolant system was the only system categorized under paragraph (a)( 1) of the rule.
8. The SSCs categorized under paragraph (a)(l) include the control rod drive system circuit cards, 4 kv circuit breakers, 125 vdc circuit breakers, steam generator power-operated relief valves (PORVs) and pressurizer PORVs.
9. The SSCs categorized under paragraph (a)(1) include the containment control air system, the condensate system, the heater drain system, the service water system, and the circulating water system.
10. The SSCs categorized under paragraph (a)(l) include the emergency diesel generators, the instrument air system and the demineralized water system.
The methods described in NUMARC 93-01 assume that the performance or condition of most SSCs at most sites is adequately controlled through preventive maintenance and therefore should, at least initially, be placed in category (a)(2), where they are monitored against performance criteria. Only those SSCs that exceed their performance criteria, or experienced repetitive maintenance preventible functional failures are placed in the paragraph (a)(I) category, where they are monitored against goals. Therefore, using the NUMARC 93-01 guidance, category (a)(I) could be used as a tool to focus attention on those SSCs that need to be monitored more closely and does not indicate maintenance program effectiveness. While using paragraph (a)(l) in this way is an acceptable approach for implementing the rule, the team believes that an approach that places most SSCs in the paragraph (a)(I) category and places in category (a)(2) only a few SSCs whose performance or condition is being effectively controlled through the performance of effective preventive maintenance, would also meet the intent of the rule.
The team assured the licensees' representatives that the NRC staff would not consider the placement ofSSCs in the paragraph (a)(I) category as an indicator of a poor maintenance program nor would it be used in determining the grade in the maintenance area of the Systematic Assessment ofLicensee Performance. The team also cautioned licensee managers that they should not view the number ofSSCs in the paragraph (a)(I) category as an indicator of performance, since it might inhibit their staff members from placing an SSC under paragraph (a)(l) when a performance criterion was exceeded or a repetitive maintenance preventible functional failure had occurred. If a licensee is not certain whether or not an SSC should be categorized in paragraph (a)(I) or (a)(2), the conservative approach is to place the SSC in the paragraph NUREG-1526 'I 18 (a)(l). Failure to place the SSC under paragraph (a)(I) when preventive maintenance has been shown to be ineffective would be a violation of the rule.
Several licensees' procedures did not clearly explain the intended use of paragraph (a)(l) of the rule. The team recommended to these licensees that they review, and if necessary revise, their proceduresto clarify the intent of paragraph (a)(l) of the rule and to ensure that SSCs are placed in that category whenever adequate preventive maintenance can no longer be demonstrated.
Conclusion
The process and procedures for categorizing SSCs in paragraph (a)(l) or (a)(2) of the rule were reasonable. However, some licensees were reluctant to place SSCs in the (a)(1) category.
Recommendations
1. Review, and if necessary, revise procedures to clarify the criteria for determining when goal setting under paragraph (a)(1) is required and to emphasize that the conservative approach to implementing the rule would be to categorize an SSC under paragraph (a)(1) whenever there was any doubt if the performance criteria had been met or a repetitive maintenance preventible functional failure had occurred.
2. The number of SSCs in the paragraph (a)(l) category should not be used as an indicator of a poor maintenance program.
Corrective Actions
Paragraph (a)(I) of the rule states that appropriate corrective action shall be taken when the performance or condition of an SSC does not meet established goals.
Findings
Many licensees have assigned the task of determining the root cause and developing corrective action to the responsible system engineer at each site. At some sites, the licensee's expert panel participates in this process.
At one site, the team reviewed corrective . actions for six paragraph (a)(1) systems and found certain corrective actions were ineffective. For example, the turbine-driven auxiliary feedwater pump experienced an overspeed trip that was attributed to a faulty logic card, which was replaced. Three months later, two more over-speed trips occurred: the first was again attributed to a faulty logic card, which was also replaced, and the second was attributed to a faulty seal on the servo unit. Two months later, a fourth over speed trip occurred, which was again attributed to a faulty logic card. The team concluded that a more thorough evaluation of the first failure might have enabled the licensee to find the root cause of the logic card failure and avoid the subsequent failures. To enhance its corrective action process, the licensee began requiring that all proposed corrective actions be reviewed and approved by the expert panel.
The corrective actions will also include a review of the corrective, predictive, and preventive maintenance activities. The licensee's improved process for establishing corrective actions is very rigorous and methodical.
The team reviewed the actions taken by one licensee to resolve problems with its postaccident sampling system (PASS). This system had been very unreliable in the past and was found to be inoperable when needed during the two most recent emergency drills. The team reviewed the corrective actions taken for PASS since the licensee began implementing the rule and noted that the 19 system engineer had thoroughly reviewed past performance and industry operating experience to determine appropriate corrective actions. These corrective actions included unclogging lines, replacing leaking valves, revising procedures, and training PASS system operators. Long-term actions include the establishment of goals and a monitoring program. The team also interviewed the system engineer and found her to be very knowledgeable of the PASS system and the rule. The team believes that actions to implement the rule caused licensees to focus more attention to establishing appropriate corrective actions for PASS and other non-safety-related systems.
The team reviewed the corrective actions taken by another licensee to repair a faulty pressurizer pressure transmitter. The system engineer had performed extensive reviews, considered industry-wide operating experience, and trended the performance of similar transmitters to determine the cause of the faulty transmitter. The corrective actions established in this process corrected the problem.
The licensees for most of the other sites visited by the team had established effective corrective action programs. At these sites, the system engineer was generally assigned responsibility for determining corrective actions.
Conclusions
Licensees established effective corrective action programs. Someof those programs improved significantly after the licensees acted to the implement the rule, while others appear to have been effective beforethe rule. Although most licensees assigned the system engineers primary responsibility for establishing corrective action, a few assigned that responsibility to an expert panel. Both approaches produced acceptable results.
None.
Safety Consideration in Goal Setting
Paragraph (a)(I) of the rule requires that safety (risk) be considered whenestablishing goals and monitoring.
Findings
Each licensee performed risk determinations for all SSCs within the scope of the rule at its site. These risk determinations formed the basis for considering safety when setting goals under paragraph (a)(I) and performance criteria under (a)(2) of the rule. Alllicensees used the results of these initial risk determinations to decide if goals and performance criteria would be set at the system level or the plant level. System or train level goals or performance criteria were set for risk-significant SSCs and for non-risksignificant SSCs that were used in standby service. Plant level goals were set for the remaining non-risk-significant SSCs. Therefore, all licensees had taken safety into consideration through the process of determining whether to set system-or plantlevel. goals.
Some of the licensees had taken safety into consideration in other ways in addition to the steps described above. For example, the expert panel at one site received the information from the risk determination process to use in establishing goals for those SSCs assigned to categories under paragraph (a)(1) ofthe rule and in establishing performance criteria under paragraph (a} (2) standby systems within the scope of the rule. Since precise system unavailability data was not readily retrievable from plant records, the expert panel relied on their collective judgment to estimate system unavailability data from the monthly operating reports. To validate this unavailability data, the licensee recalculated the PRA using the new unavailability values and confirmed that the results were consistent with the original PRA calculation. This is another example of how safety has been considered when setting goals and performance criteria.
At another site, the licensee selected goals and performance criteria based on unavailability or reliability data assumed in the licensee's PRA. The team reviewed the goals set for the emergency diesel generator, the demineralized water system, and the instrument air system, and verified that information from the PRA had been considered. The team concluded that this was an acceptable method of taking safety into consideration when setting goals under' paragraph (a}(I) of the rule. should be categorized as risk-significant or non-risk-significant.
2. Certain licensees considered safety by using the samevalues for system reliability and availability for goals as were assumed in the PRA. Other licensees used the PRA to checkthe validity of availability goals.
Recommendation
Ensure that procedures and processes adequately address safety when settinggoals.
Industry Operating Experience in Goal Setting
Paragraph (a)(I) of the rule requires that industry-wide operating experience (OE) be taken into account, where practical, when establishing goals.
Findings
The degree to which OE was considered when setting goals varied considerably among the sites. At one site, the team verified that OE information from the Institute for Nuclear Power Operations, and industry codes and standards had been considered when setting goals for some SSCs under paragraph (a)(l) of the rule but not for others. The team reviewed the licensee's procedures and noted that they only required that relevant industry NPRDS operating experience be reviewed and considered as part of the goal setting process. The licensee agreed to revise their procedure to clarify that their review should not be limited to NPRDS data.
At another site, the team reviewed the goals set for several systems and verified, through discussion with the licensee's system engineers, that OE had been considered when setting goals. However, the team reviewed the licensee's procedures and found no explicit requirement to consider OE as part of the goal setting process. The licensee's representative stated that consideration ofOE was part of the root cause analysis process that would be required whenever goals were established. However, the representative agreed to add the requirement to consider all relevant information from their OE program as part of their goal setting procedure.
Several licensees had considered OE when establishing goals for some of their paragraph (a)(l) systems but not for others. These licensees agreed to revise existing procedures or issue a new procedure to clarify that OE 21 must be taken into account whenever goals are established. At several other sites, the licensees had considered OE when establishing goals for all their paragraph (a)(l) systems and their procedures were adequate.
At some sites, the OE database was available to each engineer on his or her computer terminal, which could be used at any time to research for information on system or component problems. The team believes that such an online capability would facilitate the process of considering industry operating experience when setting goals. At other sites, the process for obtaining information from the OE database required individual engineers to complete request forms, which were sent to the OE database manager who did the actual search. This process is more cumbersome than having an online capability and could inhibit the use of OE for goal setting.
During the site visits, the team did not mention its concern that licensees had not established a systematic and consistent method of collecting and using SSC reliability and availability data. from other licensees when setting goals. The team came to this conclusion during internal NRC meetings to discuss the results of the nine site visits. 3. Those responsible for establishing goals at some sites had easy access to the DE database; at other sites the access was limited or cumbersome and could inhibit the use of the database.
4. Licensees had not established a systematic and consistent method of collecting and using SSC reliability and availability data from other licensees when setting goals.
Recommendations
1. Review procedures to ensure that the guidance is adequate for considering OE when establishing goals.
2. Ensure that OE data is readily accessible for plant staffto use when setting goals.
3. Consider expanding programs for collecting OE information to ensure that industry-wide SSC reliability and availability data is collected and considered systematically and consistently when setting goals
Monitoring and Trending of Systems and Components
In the statements of consideration for the rule, the Commission states that where failures are
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likely to cause loss of an intended function, monitoring under paragraph (a)(I) should be predictive, giving early warning of degradation. NUMARC 93-01 gives guidance for using predictive maintenance, inspection, testing, and performance trending for monitoring performance or condition under paragraph (a)(2) of the rule.
Findings
The team reviewed the monitoring and trending for selected systems and components at each site and found the following issues.
Coordination of trending and goals. The team found great variance among the licensees in the quality and quantity of trending that was being performed. One licensee was doing very little trending of SSCs performance or condition. Two other licensees had established trending programs that were well integrated into their rule programs. The remaining licensees had trending programs that were not well integrated into their rule programs. Many of these trending programs generated equipment performance data that would be very useful when establishing goals and performance criteria under the rule; however, in many cases, licensees did not consider this data when selecting goals and performance criteria and establishing a monitoring program under the rule. The team believes that goal setting and trending activities should be coordinated and integrated as much as possible so that the improvements in performance can be monitored against established goals. Goals should use existing trending activities where appropriate, and licensees should consider establishing new monitoring and trending activities that directly address the problem whenever new goals are established.
Trending for all goals not required. Although trending ofall goals should always be considered, it may not be practical. For example, one licensee had established a predictive maintenance program that included periodic monitoring, diagnosis, and trending of system performance and condition so that needed maintenance could be performed before failure. Predictive maintenance actions included the use of diagnostic test equipment to perform vibration analysis, thermography, flow measurements, and ultrasonic measurement of pipe wall thickness. The team reviewed the documentation for five paragraph (a)(l) systems at that site and noted that comprehensive trending was being performed for at least two of these systems. The team concluded that trending was not necessarily required for the other three systems. The team believes that trending should be used where practical and appropriate, but not necessarily for all SSCs under the scope of the rule. Therefore, the level of trending being performed was reasonable.
Monitoring of redundant trains. The NRC staff endorsed the position in NUMARC 93-01 that systems with redundant trains must be monitored at the train level to ensure that the good performance of one train does not mask the poor performance of the redundant train in a system. This train-level monitoring would be required for all those SSCs that were determined to be risk-significant and all non-risk-significant SSCs that were used in standby service. Monitoring at the train level would not be required for normally operating non-risk-significant SSCs, which can be monitored using plant level goals.
The team noted several instances where redundant trains were not being monitored at the train level.
I. The fuel oil system for the emergency diesel generators at one site consisted of two redundant fuel oil pump trains, either of which can be used to transfer fuel oil from the large storage tanks to the diesel day tanks. The licensee had not 23 established individual performance criteria and monitoring for each fuel oil pump train under the rule. The team was concerned that the redundant pump could degrade significantly without being detected because one pump could supply the necessary volume of fuel during routine surveillance tests. The high reliability of one pump could mask the unreliability of the redundant pump.
2. One licensee used multiple redundant air compressors to supply site compressed air and to act as an alternate supply for the instrument air system. The licensee's representatives stated that one of the reasons for the many compressors was that some of them were very unreliable. However, the licensee was monitoring this system using plant-level performance criteria instead of train-level performance criteria. The licensee's representative stated that they considered the extra compressors to be installed spares rather than redundant loops and therefore did not require train level goals for each compressor. The team disagreed with this position, noting that the intent of the rule as explained in NUMARC 93-01 is to monitor any system with redundant trains at the train level. The intent of the rule is also to monitor all standby systems at the system level rather than at the plant level. In this case, the air compressors constitute a system with multiple redundant compressor trains, some of which are used in standby service. Therefore, this system should not be monitored at the plant level both because it contains redundant trains and because some of those trains are used in standby service. Rather, each train, including the motor, compressor, and valves, should be monitored individually.
At another site, the containment spray system, which contains redundant trains, was being monitored at the system level rather than the train level, which could allow unreliable components to go undetected.
Trending of zero failures. At many of the sites visited, licensees had established zero :MPFFs or 1DO-percent reliability as a goal or performance criterion for many of the SSCs under the scope of the rule. The rule intends that licensees be afforded maximum flexibility in establishing goals and performance criteria. However, the rule also intends that where failures are likely to cause loss of an intended function, monitoring should be predictive, giving early warning of degradation. The team was concerned that it would be difficult to use trending to help predict or anticipate failures when failure data is the onlyinformation being monitored.
Conclusions
Coordination of trending and goals. Most licensees had established trending programs. Trending was not required for all SSCs under the rule although it should be considered. The trending being performed by most licensees was not well coordinated and integrated with the goals and performance criteria established under the rule.
Monitoring of standby systems or systems with redundant trains. Certain non-risksignificant systems used in standby service were being monitored at the plant level rather than at the system or train level as required.
Trending of zero failures. Reliance on the use of zero :MPFFs or 1DO-percent reliability as a goal or performance criterion may preclude predictive trending.
Recommendations
Coordination of trending and goals. Coordinate and integrate goals and NUREG-I526 24 performance criteria with equipment trending wherever possible.
Monitoring of standby systems or systems with redundant trains. Ensure that one train does not mask the poor performance of a redundant or standby train. Accomplish this task by monitoring at the following levels.
1. Monitor single train risk-significant systems at the system level.
2. Monitor multiple train risk-significant systems at the train level.
3. Monitor single train non-risk-significant systems used in standby at the system level.
4. Monitor multiple train non-risk-significant systems that are used in standby service at the train level.
5. Monitor normally operating, non-risksignificant systems at the plant level.
Trending of zero failures. Where reliance on the use of zero MPFFs or 1DO-percent reliability as a goal or performance criterion may preclude predictive trending, consider establishing additional goals and performance criteriathat can be trended.
Monitoring and Trending of Structures
The rule requires that the performance or condition of structures be monitored in a manner sufficient to give reasonable assurance that those structures are capable of fulfilling their intended function. Many licensees considered most structuresto be inherently reliable. Some licensees believed that as long as a structure such as a building did not fall down and damage the equipment inside, the structure itselfneed not be monitored. At some sites, the onsite personnel were not aware of existing preventive maintenance and monitoring activities that were being performed on these structures by offsite structural or civil engineering groups.
One licensee took the position that their structures had performed acceptably for the past 20 years, not causing a loss of function of the systems contained in or supported by the these structures, and were not expected to begin a more rapid degradation from aging in the future. Therefore, believing these structures "very reliable," they found it unnecessary to establish goals or performance criteria to monitor them. However, they also stated that inspection and maintenance is necessary to ensure degradation of these structures does not cause a loss of function. The structures are monitored during the normal operator rounds, management walkaround inspections, and inspection by other plant departments in the course of normal work activities. Deficiency cards and maintenance work orders are generated when conditions adverse to quality are found. The team believes that the existence of these longstanding monitoring activities contradicts the licensee's position that no monitoring is 25 needed. The team believes that the licensee should establish performance criteria and goals under the rule which take credit for the existing monitoring activities and build upon them.
One licensee had established performance criteria for most structures under the scope of the rule. However, the performance criteria for many of these structureswas that the structure would not degrade to the point where it caused a loss of function of systems contained in the structure or supported by it. For example, the roof of a building that was leaking would meet the performance criteria until the water leaking into the building caused the system inside the building to fail. However, such performance criteria are not acceptable because they are not predictive and do not give early warning of degradation. The team believes that a more appropriate performance criterion would have been "no water leaks. "
Anotherlicensee had determined that all structureswithin scope of the rule, except the primary containment, were inherently reliable and therefore did not require goal setting under paragraph (a)(l) of the rule or monitoring against performance criteriaunder paragraph (a)(2) of the rule. The licensee's representative stated that these structures are routinely examined by plant personnel during their walkdown inspections of the plant. They believe that this monitoring activity is sufficient to verify that preventive maintenance is adequate. The team believes that although condition-monitoring is an appropriate method of monitoring structures, the lack of specific criteriato monitor against would make it difficult to detect degradation of these structures.
Conclusions
Most licensees considered the monitoring of structures under the rule to be a low priority. Some licensees incorrectly assumed that many At each site, the team reviewed the licensee's plans and procedures for performing the evaluations.
Findings
One licensee planned to do the periodic evaluation each year to coincide with other existing maintenance evaluation activities. Since the licensee's refueling cycle is longer than one year, performing the periodic evaluation annually would result in it being evaluated more frequently than required by the rule. At the remaining sites, the licensees planned to perform the evaluation once each refueling cycle.
At one of the two unit sites where a periodic evaluation is planned once each refueling cycle, the licensee plans to evaluate both units at the site at the same time. The licensee will periodically evaluate each unit at a different time during each unit's refueling cycle because the refueling outages for each unit at that site are not scheduled at the same time.
Another licensee plans to perform most of the required evaluations on a continuing schedule throughout the refueling cycle. System engineers would continuously assess the appropriateness of the performance criteria for their assigned systems and update performance 27 data each month. In addition, a bimonthly system status report would be issued which would include an assessment of actual performance against the performance criteria for all systems within the scope of the rule, an evaluation of maintenance effectiveness, an evaluation of the balance of unavailability and reliability, and an evaluation of the continued applicability of the established performance criteria. These continuing activities would be followed by a high-level periodic evaluation to verify all rule requirements have been met. The evaluation would include a sampling of actual implementation. These high-level periodic evaluations would be performed each refueling cycle, not to exceed24 months between evaluations.
Two licensees had already done periodic evaluations eventhough the first evaluation would not be due until after the rule takes effect on July 10, 1996. The licensees performed these evaluations to gain experience and to evaluate their progress in implementing the other requirements of the rule. The team reviewed these preliminary evaluations and found that both generally met the requirements of the rule.
Conclusions
1. Performing the periodic evaluation each year meets the intent of the rule if the refueling cycle is longer than one year.
2. The periodic evaluation does not haveto be performed at any particular time during the refueling cycle as long it is performed at least one time during the cycle, and the interval between evaluations does not exceed 24 months. This requirement would permit the licensee for a multiple unit site to perform the periodic evaluations of all units at the sametime even though the refueling cycles for the units are staggered.
3. The requirement for performing the periodic evaluation can be satisfied by using continuing evaluations, with a higher level summary evaluation performed at least once each refueling cycle.
4. The early periodic evaluations performed by two of the licensees were generally satisfactory.
5. The other seven licensees had reasonable preliminary plans and procedures for performing the periodic evaluation, although their implementation could not be reviewed at the time of the site visit.
Recommendations
Balancing Unavailability and Reliability
Paragraph (a)(3) of the rule states that adjustments shall be made where necessary to ensure that the objective of preventing failures of structures, systems, and components through maintenance is appropriately balanced against the objective of minimizing the effect of monitoring or preventive maintenance on the availability of structures, systems, and components.
At each of the sites, the team reviewed the plans, processes, and procedures established for doing this activity.
Findings
The team found that although all licensees had established preliminary plans for accomplishing this activity, none of them had fully developed and implemented these plans. However, five of the licensees had procedures for accomplishing this activity, which were reviewed by the team.
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Two licensees plan to continually balance unavailability and reliability as an integral part of monitoring against performance criteria under the rule. Performance history, preventive maintenance activities, and out-of-service time are considered when developing the performance criteria. The licensees believe that meeting these performance criteria will ensure that a satisfactory balance of reliability and unavailability has been achieved. The team found that guidance, acceptance criteria, or both needed to be added to the licensees' procedures.
At one site, unavailability and reliability were initially balanced by the licensee's expert panel. The licensee will maintain this balance by trending and evaluating SSCs rendered unavailable because of preventive maintenance and by making adjustments where necessary to achieve the appropriate balance. The licensee's Performance Monitoring Group will perform this activity as part of their semi-annual evaluation of maintenance program activities.
One licensee plans to accomplish this balancing by calculating the risk contribution associated with unavailability of the system caused by preventive maintenance activities and the risk contribution causing the reliability of the sse.
The licensee would then attempt to balance the contribution to risk from each source to ensure consistency with PRA or IPE evaluations.
Anotherlicensee's PRA was used to determine values for unavailability and reliability which, if met, would ensure that certainthreshold eDP values would not be exceeded. The performance criteria were established in accordance with these unavailability and reliability values. The licensee believes that meeting these performance criteria will ensure a reasonable balance ofunavailability and reliability is attained.
Conclusions
Each of the nine licensees established reasonable preliminary plans for balancing unavailability and reliability, and the procedures developed by five of those licensees were reasonable. However, the team was unable to evaluate these activities because these plans had not been implemented at the time of the site visits.
Recommendation
Focus attention on establishing and implementing processes and procedures for balancing unavailability and reliability as required by paragraph (a)(3) of the rule.
Plant Safety Assessments for Taking Equipment out of Service
Paragraph (a)(3) of the rule states that, when performing monitoring and preventive maintenance activities, an assessment of the total plant equipment that is out of service should be considered to determine the overall effect on performance of safety functions.
NRC issued Temporary Instruction (TI) 2515/126, "Evaluation of On-Line Maintenance," to aid inspectors in evaluating the effect on safety of licensee procedures and practices for removing equipment from service for online maintenance. This instruction details the NRC's expectations regarding safety assessments to be performed before taking equipment out of service. The instruction recommends inspectors consider three factors when evaluating the overall risk of taking equipment out of service for online maintenance: (1) the probability of an initiating event such asa loss-of-coolant accident , turbine trip, or loss of offsite power; (2) the probability of being able to mitigate the event using core damage prevention; and (3) the 29 probability of being able to mitigate the consequences by preserving containment integrity.
Findings
One licensee elected to use a matrix approach, which involved listing preanalyzed configurations to supplement their existing procedural guidance for voluntary online maintenance. This list of preanalyzed configurations was developed using risk achievement worth (RAW) to rank configurations according to risk. The licensee's existing work planning processes established a preventive maintenance (PM) schedule, which allows work on only one division (train) of certain systems to help limit the risk of placing multiple trains of the same system out of service at one time.
One licensee makes use of a 12-week rolling window cycle to schedule preventive maintenance activities. At the time of the site visit, the licensee was developing a procedure to establish PRA-based priorities for taking certain combinations of systems out of service for maintenance at the same time.
One licensee's plant operations staff maintained an equipment out-of-service (EOOS) status board to assess the total plant equipment that is out of service. To control risk in the schedule for the upcoming maintenance activities, the licensee will use the plant IPE to evaluate the increases in core damage frequency (CDF) resulting from multiple equipment outages. The licensee will adjust the schedule to minimize significant spikes in the CDF envelope of the schedule. The licensee has also established administrative controls that forbid certain equipment out-of-service configurations under specified conditions. In addition, the licensee is considering the purchase of a real-time safety (risk) monitor.
One licensee plans to incorporate a matrix of risk-significant combinations of equipment into their 12-week work planning schedule. This matrix, which was developed from the licensee's PRA, lists combinations of equipment that would increase risk unacceptably if taken out of service at the same time. Procedures to implement this process had not been developed at the time of the site visit.
One licensee is planning to design a rolling windows (12-week) maintenance schedule with the matrix formulation of the Operational Safety Predictor (OSPRE) methodology to controlthe risk resulting multiple equipment outages. The licensee will adjust this schedule with the OSPRE matrix to minimize risk. In addition, the licensee drafted a policy statement that requires the establishment of an effective risk management program to determine the relative amount of risk involved in making systems or components unavailable and to evaluate the effect of multiple concurrent outages of systems important to safety. This policy statement addresses the need to (1) assess the confidence in the redundant equipment beforetaking equipment out of service for maintenance, (2) minimize challenges to that redundant equipment, and (3) establish contingency plans in case the redundant train is also rendered inoperable.
One licensee's online maintenance work philosophy is based on "ensuring plant safety, maximizing availability, and maintaining adequate reliability." The plant operations staff maintains a "plan of the day" that describes all work authorized to be performed on or around operating plant equipment during the 24-hour period. Specific procedures for establishing a preventive maintenance equipment out-of-service matrix were still being developed at the time ofthe site visit.
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One licensee plans to evaluate the total effect on plant safety by using an IPE tool and hand calculations. This IPE tool will be used for evaluating the risk significance of online maintenance strategies as an interim approach until more sophisticated calculational aids are developed. The IPE tool gives risk evaluations for the 500 highest contributing core damage . sequences, which account for about 93 percent of the total CDF. The licensee is considering a more accurate tool for the longer term, such as a risk monitor (near real-time), which would be used for preventive maintenance planning and other applications. The licensee is preparing the procedures to implement this requirement. In addition, this licensee plans to design a rolling windows preventive maintenance schedule with a matrix formulation methodology to control the risk resulting multiple equipment outages in the various schedular weeks. The licensee will adjust this schedule with the matrix to minimize risk.
One licensee implemented a program that generates risk profiles for planned maintenance activities each week. These profiles are discussed at a weekly scheduling meeting. Changes are made to the schedule to improve safety when undesirable equipment outage configuration changes are anticipated. The licensee also plans to establish a rolling window (12-week) maintenance schedule that will use PRA methodology to control the risk resulting from multiple equipment outages. They also planto use the outage risk assessment and management (ORAM) tool to control shutdown risk associated with maintenance activities during outages.
One licensee is using probabilistic safety assessment monitor (PSAM) software to improve the reliability and safety ofthe plant by enhanced online risk monitoring of risksignificant systems included in the plant PRA.
A weekly draft online maintenance schedule is produced on Thursday of each week and is analyzed using the risk monitor software before noon on Friday of the same week. On Monday of the following week, before equipment is taken out of service for maintenance, a final risk analysis is performed and any necessary schedular adjustments are made. The licensee also reduces the occurrence of initiating events by paying heightened attention to main feedwater system operability before performing maintenance on emergency feedwater pumps and by ensuring that no switchyard work is performed when an emergency diesel generator is out of service. The licensee analyzes plant conditions each day, including reviewing operational logs to ensure that redundant train equipment or support equipment is not degraded during the online maintenance; The licensee uses a software program called CAFTA(Computer Aided Fault Tree Analysis) to aid in controlling shutdown risk.
Conclusions
Certain licensees were using a variety of approaches for assessing the overall effect on the performance of safety functions of taking plant equipment out of service for monitoring or preventive maintenance, while others were planning to do so. .
Some licensees plans and procedures for performing safety assessments appear to be well thought out and comprehensive although they had not been fully implemented. The plans at other sites were preliminary, and the procedures had not yet been developed or implemented.
Many licensees approached the problem by developing a matrix that defines which system combinations could be allowed out of service at the same time. Both the matrix and the risk monitor were reasonable ways of assessing the effect on plant safety when taking equipment out of service for monitoring or preventive maintenance. However, the team could not evaluate the effectiveness of either of these methods because they had not been fully implemented at the time of the site visits.
Many of the licensees had not established programs and procedures that prescribed giving consideration to initiating events, mitigating capability, and containment integrity before taking equipment out of service for monitoring or preventive maintenance. Recommendations 1. Develop and implement processes and procedures for considering plant safety before taking equipment out of service for maintenance.
2. Include a program requirement to consider initiating events, mitigating capability, and containment integrity before taking equipment out of service for monitoring or preventive maintenance.
3. Pay increased attention to reducing initiating event frequencies, with particular emphasis on enhanced safety oversight of switchyard activities.
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CONCLUSION
The team considered the observations made during these pilot site visits and concluded that the requirements of 10 CFR 50.65 can be met by using NUMARC 93-01 if the recommendations in this report are taken into consideration.
33
The team also concluded that the performancebased approach to implementing the rule is practical; the draft inspection procedure can be used to monitor the implementation of the rule; and the existing PRA tools and models, used in conjunction with an expert panel, are adequate for taking risk into consideration when implementing the rule.
