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Introduction
Interregional wage differentials exist in large and small countries. The price of labor cannot be the same throughout a country because the national labor market and the territory of the country are not homogenous. Regional labor markets demand workers with certain skills and evaluate similar workers differently. Moreover, market economies tend to generate compensating wage differentials in the labor market, and there is compensation in terms of wages for higher living costs and worse living conditions. The theory of compensating differences is able to explain most of territory wage differentials in the USA 4 . Empirical evidence suggests that compensating interregional wage differentials also exist in the EU 5 .
However, there have been almost no studies into whether or not regional wage differences are compensative in transition economies.
Russia presents an excellent case for conducting an analysis of interregional wage differentials. Firstly, Russia is a very large country, where environmental conditions and living costs vary significantly across regions. A system of wage supplements targeted to attract people to regions with worse living conditions existed even under a planned economy, and thus the compensating principle is not entirely new for Russia. Secondly, two explicit trends in internal migration have been observed during transition: migration from the eastern to the western part of the country, the so called "western drift", and migration out of the Russian North. The main reasons for these migration flows were price liberalization and the drastic weakening of regional employment and equalizing policies. As a result, the population faced rising real living costs that were not compensated by income growth, in addition to a worsening of living conditions. 6 At the same time, the internal migration in Russia, in spite of being low by international standards, can be explained by "classical" factors (e.g., differences in opportunities on regional labor markets, living costs, regional amenities and disamenities). 7 Finally, unconditional interregional wage differentials are huge and persistent in the country.
They contribute significantly to the total wage inequality and generate interregional income variation, but an explanation for this phenomenon is still lacking.
The goal of this paper is to contribute to the understanding of interregional wage differentiation. We apply the theory of compensating differences to wage differentials across Russian regions. Using a methodology based on the econometric estimation of a Mincer-type wage equation augmented with regional characteristics, we control for differences in worker and job characteristics and analyze the wage differentials between similar workers. The first step is to examine the influence of regional characteristics on individual wages. The second step is to estimate the extent to which the observed wage differentiation across regions compensates for various regional factors.
The literature concerning interregional wage differentials in Russia is rather limited; we found only two papers that considered compensative interregional wage differentials in the country (Вerger et al.(2003) , Bignebat (2005) ). Our work has several important advantages.
Firstly, we used the NOBUS database instead of the RLMS database (see the Data section); this allowed us to control for differences in regional employment composition much better (to achieve true "similarity" of workers). Moreover, our research does not suffer from the sample-size problem, when samples for local labor markets are comprised of only a few dozen observations. Secondly, most international studies, not only studies on Russia that aim to explain territorial wage differentials, do not go beyond establishing the statistically significant influence of regional amenities on individual wages. This is a fundamental step towards the explanation of interregional wage differentials through the compensative theory, but it does not suffice for making the conclusion that the theory is able to explain the differentials. In our study, in addition to examining wage compensations for regional amenities and disamenities, we also analyze differentials in regional wages adjusted for significant regional factors and make an attempt to estimate the explanative power of the theory of compensative differences. Thirdly, in our theoretical and empirical analysis we explicitly consider migration costs. The failure to take positive migration costs into account leads to biased estimates for compensations and relative regional wages. Fourthly, existing studies on Russia and most international studies neglect the problem of endogenous regional characteristics. We avoid this problem using unique Russian circumstances (see the Methodology section), and the results indicate that ignoring this problem may lead to spurious findings of statistical significance of some regional characteristics. Fifthly, we take into account the problem of the instability of estimates of regional level variables when interpreting results (see the Methodology section). Finally, we apply the theory of compensative differences to a later period of transition, when the Russian economy and labor market have had more time to adjust to market forces.
The paper is organized as follows. The second section considers the dynamics of interregional wage differentials in Russia and their magnitude in comparison with other countries. The third section is theoretical; it discusses the principal assumptions, predictions and problems of applying the theory of compensative differences. A brief overview of the empirical literature will be presented in the fourth section. The methodology and data used in our study are described in the fifth section. Empirical findings are discussed in the sixth section. The conclusion and directions for future research will be given in the last section.
The magnitude of interregional wage differentials in Russia
The dynamics of wage differentials between Russian regions is presented in Diagram A.1 (see the Appendix). Macroeconomic shocks during the transformation period (price and trade liberalization, weakening of regional employment and equalizing policies, etc.) influenced regions differently. As a result, regional disparities in wages sharply increased in the beginning of the 1990s. They peaked in 1995 and remained persistently high afterwards.
At the same time, they visibly exceed interregional wage differentials in other countries. Table A .1 (see the Appendix) shows that even in such large countries as the USA and Canada, the magnitude of territorial wage differences is much lower than in Russia. 8 Another way to evaluate the magnitude of interregional wage differentials is to estimate their contribution to the total wage inequality. Following the methodology suggested by the OECD and using the NOBUS dataset (a description of this dataset is given in the Data section) we estimated and compared the contributions of four factors (gender, education, industry and region) to the variance of average hourly earnings. The decomposition was based on the econometric estimation of an equation in which the dependent variable was the hourly average wage in a group of employees. These groups are formed as the intersections of the four characteristics given above. The results of our estimations for Russia as well as the results of estimations for some OECD countries provided by OECD are presented in Table 1 (see below). Comments: 1) а) Age dummies were included; b) one observation corresponds to the average wage in a group of workers that have the same four characteristics; c) our estimations. For Russia, workers were divided into 126 groups using 7 Federal districts, 2 gender groups, 3 educational attainment levels (primary vocational, uncompleted higher education and completed higher education) and 3 sectors of the economy (primary, secondary and tertiary); 2) The share of variance associated with each group of dummy variables corresponds to the reduction in the residual term of the regression due to adding the variable after all other variables have been taken into account. In this procedure, the results are not sensitive to the order in which the variables are added, but the shares of variance do not necessarily sum up to the value of R 2 .
The regional factor has the largest impact on the variation of hourly wages in Russia. In contrast to Russia, this factor is far from being the most important in OECD countries. In countries such as France, Japan and Great Britain, where the impact of the regional factor is the largest according to OECD, the impact of this factor is about 3 times lower than in Russia. 10 At the same time, the impacts of the other factors in Russia are comparable to that in other countries.
In conclusion, we note that interregional wage differentiation in Russia stands out in comparison with the differentiation that exists in other countries. High interregional wage differentials may cause regional well-being disparities and social tensions, and may be an indication of the inefficient use of human capital. Moreover, these differentials may have a significant impact on the overall wage inequality. Some studies on the wage inequality in Russia show that the effect of the regional factor into the wage inequality is the largest in comparison with other factors such as differences across workers in human capital characteristics (education, tenure, age) and occupations. 11 Therefore, the phenomenon of interregional wage differentials in Russia requires an explanation.
Compensative wage differences between regional labor markets: theoretical background
The textbook neoclassical model assumes that, under conditions of absolute interregional mobility of goods, some interregional equilibrium can be achieved, in which prices for the same goods are equal across a country. 12 Producers tend to sell their goods at the regional markets where the prices are higher. This decreases the prices at those markets and leads to the equalization of prices across regional markets in the long run. If one considers labor as a commodity and wage as the price for this commodity, then it is expected that the rule "the same wage for the same labor" will hold in equilibrium.
While interregional wage differentials could be regarded as price differentials (see, for example, Jonson (1974)), it is not correct to regard labor as a commodity. Unlike goods, whose "migration decision" is made by sellers, workers consider other things besides relative regional wages when making their migration decisions. The reasonable assumption originating from the famous work of Harris and Todaro (1970) is that employees compare expected, rather than relative, wages. The regional unemployment rate presents a natural measure for the probability of not having a job in a region. In interregional equilibrium, when workers do not have any reason to migrate, expected wages should be equal across regions.
This theory suggests a positive relation between regional wages and unemployment that was confirmed by empirical studies (Hall et al., (1972) , Ali (1978) , Topel (1986) ).
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A further elaboration of the basic model is associated with the fact that (rational) workers compare not the expected (nominal) wages, but rather the amounts of goods and services that can be purchased for these wages. It is more correct therefore to consider not wage differences per se, but rather differences in the purchasing power of wages, especially when inflation is not uniform across regions. More recent theoretical work and empirical research clearly conclude that not only pecuniary regional characteristics (i.e., living costs), but non-pecuniary ones as well are of importance in making migration decisions (see Knapp and Graves (1989) , Greenwood et al., (1991b) ), and also Greenwood et al., (1991a) ). Workers may prefer moving from a region with higher (expected) wages to a region with lower wages, 11 See Lukyanova (2007) 12 The notion of absolute mobility includes zero transportation costs. We will return to this strong assumption later in the paper. 13 The wage curve assumes the opposite relation between individual wages and unemployment, see Oswald (1994, 2005) if they are subjected to worse living conditions in the former region, where there was, for example, a worse (colder) climate or a higher level of (water and/or air) pollution. Roback (1982) in her seminal paper formulated the general prediction of the neoclassical theory with respect to interregional wage differentials as follows: workers with similar characteristics should attain the same level of utility across regions. Utility functions of employees include not only wages, but also living costs and various regional amenities and disamenities. Workers will prefer staying in a region with worse living conditions, if the corresponding loss in the level of utility is compensated by higher wages. In this case the interregional wage differentials between similar workers are considered to be compensative, and this gives an example of more general compensative mechanisms taking place in the labor market (Rosen (1986) ).
After reviewing how the theory of compensative differences explains interregional wage differentials, three important accompanying questions should be mentioned.
Firstly, compensation for worse living conditions may take place not only in terms of wages, but also in terms of land (housing) prices. It should be expected, ceteris paribus, that housing prices will be higher in regions with a more attractive environment and lower in regions with a less attractive environment. This implies that lower housing prices compensate for poorer living conditions. According to Graves (1983) , housing (land) price is the best candidate to reflect the attractiveness of a region for living, because it already captures the effects of various regional characteristics.
Secondly, considering wage differentials to be compensative makes it possible to evaluate different non-pecuniary regional characteristics in monetary terms and construct the so-called quality of life indexes (QLI). The principle of constructing "prices" for different regional characteristics is the same as the principle of constructing prices not for goods themselves, but for their different characteristics (Rosen (1974) ). These "prices" are not Thirdly, the compensative nature of interregional wage differentials should be viewed not only from the labor supply perspective, but also from that of labor demand. Firms should be able to pay compensations for worse living conditions. While in the public sector the remuneration of workers may automatically include regional supplements, in the private sector higher wages mean higher costs and under the conditions of perfect competition directly lead to exclusion from the market. This implies that either the assumption of perfect competition does not hold, or certain regions have characteristics that allow firms to lower production costs. The effects of these so-called productive amenities were modeled by Roback (1982) and more explicitly presented in the paper by Beeson and Eberts (1989) .
14 Summarizing the discussion presented above, we may conclude that interregional wage differentials between similar workers are compensative under the assumptions of perfect competition and absolute labor mobility. However, the theory of compensative differences may face a number of difficulties in its empirical implementation.
Lack of micro data and failure to take into account significant characteristics of workers. Aggregate regional data cannot be used to verify the predictions of the neoclassical theory of compensating differences. An aggregate regional wage is an average across various types of labor (with different levels of accumulated human capital, various occupations and industries). A wage gap between two regions may be caused by differences in the regional composition of employment. At the same time, differences in wages of workers with the same characteristics may be hidden behind the equality of average regional wage levels (Duranton and Monastiriotis (2002) ). Therefore, in order to be able to compare wages of "similar" workers, one needs micro-data that would be representative at the regional level to control for the different composition of employment across regions.
It should be mentioned that micro-data as such is not a panacea for the problem of comparing "non-similar" workers. By definition, there is no survey that would identify all the worker and job characteristics that are important for determining wages. Consequently, the difficulty of considering "really equal" labor is a difficulty in the empirical implementation of the theory of compensating differences. This problem lead to wrong conclusions in a number of papers, for example, Gallaway (1963) , Sahling и Smith (1983) and Krumm (1984) .
Regional characteristics. The necessity of accounting for regional living costs and amenities raises several questions in testing the predictions of the neoclassical theory:
1) Some workers may have stronger preferences than others for certain regional characteristics. Let us assume, for example, that the number of sunny days per year is an important regional amenity for one group of workers, but not so important for another group.
Then the first group of workers, ceteris paribus, will accept lower wages for living in a sunny area than the second group. However, we are able to observe and estimate only the average level of compensation for both groups, hence interregional wage differentials for the workers from the first group will be underestimated, and for the workers from the second group these differentials will be overestimated (Roback (1982 (Roback ( , 1988 ).
2) There is no theory that would predict which regional characteristics are included in the utility functions of workers, i.e., which regional amenities and disamenities must be compensated (Roback (1982) ). Moreover, even if it is known that certain regional characteristics are important for workers, it may be difficult to specify them. Failure to account for such regional characteristics leads to the overstatement of interregional wage differentials.
3) Most regional characteristics, both pecuniary and non-pecuniary, may be correlated with each other, creating econometric problems in regression analysis (Roback (1982 (Roback ( , 1989 , Dumond et al., (1999) ).
4)
Laysperes price indexes for a common set of goods and services are usually used in order to control for interregional differences in living costs. However, the optimal consumption structure may differ across regions, and so differences in regional price levels may either overestimate or underestimate the differences in the levels of utility that were brought about by these price differentials.
The influence of shocks and positive migration costs. At any given moment, the interregional wage structure may reflect not only regional endowments in amenities and disamenities, but also the influence of regional shocks. Shocks may arise on the side of labor demand, e.g., by a rise in the price for goods of regional specialization. Such a positive shock would lead to a growth in labor demand and push up the regional equilibrium wage. Shocks may arise on the side of labor supply, such as the demographic shock that arises when a relatively large demographic cohort enters the regional labor market. Such negative shocks lead to a growth in the regional labor supply and a reduction in wages.
The effects of shocks complicate the testing of the theory of compensating differences.
If the adjustment to shocks is prolonged and regional wages are subjected to shocks, then monetary evaluations of regional disamenities (compensations in terms of wages) are biased.
For example, if an observed wage level in regions with more favorable living conditions is lower (higher) than the equilibrium wage level, then the monetary prices for non-pecuniary amenities will be overestimated (underestimated) in those regions (Greenwood et al., (1991a) ). It is noteworthy that a negative correlation between the level of regional attractiveness for residency and the regional wage level may not even exist, if the "splashes" of regional wages are not controlled for. This may be the case when, for instance, a positive shock occurs in a region with relatively favorable living conditions.
The analysis becomes more complicated because of the fact that different shocks exert a prolonged influence on the size and structure of interregional disparities. According to the estimations by Blanchard and Katz (1992) , the effect of a shock on wage structure across 15 If so, then more mobile workers, ceteris paribus, will receive larger wage compensations because they can choose a better combination of pecuniary and non-pecuniary regional characteristics (a bundle of goods comprising wages and amenities) than workers, who are less mobile. In addition, the wages of those workers who face higher migration costs are more affected by regional shocks (Topel (1986)).
Thirdly, the level of migration costs differs across regions. The costs of both migration in a region and migration out of a region increase because of the underdevelopment of the regional housing market, the remoteness of the region or the presence of administrative barriers. A high level of migration costs in a region implies a weak adjustment of wages in this region to shocks originating both from this region and from other regions. Therefore, a wage level in regions with high migration costs will not be similar to the wage levels in regions with similar living conditions but low migration costs.
Summary. The theoretical discussion presented above suggests some recommendations for testing the ability of the theory of compensative differences to explain interregional wage differentials. Firstly, it is necessary to control for differences in employment composition across regional labor markets. Secondly, one should consider as large a set of regional characteristics as possible. Thirdly, one should control for the impacts of shocks on the interregional wage structure. Fourthly, one should take into account positive migration costs, which differ across regions. Failure to take significant regional amenities, the effects of shocks and the presence of migration costs into account may lead to biases in the estimates for wage compensations, and may even be the cause for detecting a positive relationship between regional "favorableness" for residency and regional wages (which would contradict the theory). Fifthly, as a consequence of the heterogeneity of workers, both in migration costs and preferences, one should examine regional wage differentials among groups of workers that are as homogeneous as possible.
Overview of the empirical literature. Roback (1982 Roback ( , 1988 shows that in the USA the non-pecuniary characteristics of cities have a significant influence on the wages of workers.
Workers receive compensation in terms of wage for such disamenites as a high crime rate, a high level of dustiness, a large number of cloudy days per year and a high precipitation rate.
Including city characteristics in the wage equation substantially decreases the significance of the coefficients of dummies for North-American macro-regions, and most of these coefficients become insignificant. It suggests that a relatively high average wage in the northern part of the USA contains a substantial compensative component. Moreover, the explanatory power of the theory of compensating differences rises if interstate wage differentials within more homogenous groups of workers are considered. Using a similar methodology, but a different dataset Dumond et al. (1999) show that wage differentials across American macro-regions fall significantly after controlling for differences in living costs and some non-pecuniary factors (crime rate, air humidity, precipitation rate, and quality indices for health and education systems). Beeson and Eberts (1989) argue that it is important to consider not only consumption amenities, but also productive regional and city amenities.
According to their estimations, productive amenities are able to explain even a higher share of the variation in regional wage premiums than consumption amenities. Beeson (1991) shows that even territory differentials in returns to education can be explained through the compensating approach (but not through the differences in the structure of regional labor demand), if the intensity of worker preferences with respect to regional characteristics is associated with their education level. Furdato (1996) verifies the predictions of the theory of compensating differences for four European countries, Great Britain, Germany, Italy and Spain. In spite of the fact that interregional differentials in real wages in all four countries are higher than in nominal wages 16 , the author finds that regional characteristics have a statistically significant impact on individual wages, though the signs of the coefficients for some climate characteristics may differ across countries.
, 17 18 For Russia, by using the RLMS data and estimating the augmented wage equation, Вerger et al., (2003) show that regional 19 and city 20 characteristics have a significant impact on individual wages as predicted by the compensating theory. Bignebat (2005) also used the RLMS data and arrived at similar results. 21 Both studies conclude that interregional wage differentials in Russia have a substantial compensative component.
In conclusion, we note that the theory of compensative differences is generally confirmed in practice. From the methodological point of view, all studies tested a wide set of regional characteristics and used micro-data to control for interregional differences in employment composition. At the same time, these studies contain several methodological drawbacks. Usually, they ignore the "welfare effect" (the endogeneity of some of the regional characteristics used) and the existence of positive migration costs. Another shortcoming is in neglecting the problem of instability of the coefficients for regional characteristics. The authors usually stop searching for an appropriate specification and start to interpret their findings when a joint significance of the regional coefficients is found. However, exclusion of a single regional variable from the specification may considerably alter the estimates and thus change the interpretation of the results. In addition, the heterogeneity of workers was taken into account only in two studies and only one study included variables to control for regionspecific shocks. In our study, we attempt to overcome all these methodological difficulties. 16 Housing prices were used here as a proxy for living costs, and in order to account for differences in living costs a method of full correction was used (see the "Regional living costs" section). 17 The author suggests the following explanation: The type of climate in Italy and Spain differs from the type of climate in Great Britain, and therefore the temperature and the number of sunny hours per day in the former countries are more likely disamenities, while they are amenities in Great Britain 18 The results received for Germany suggest that there is compensation for such regional characteristics as the proximity to natural parks, the number of sunny hours per day and the level of pollution. 19 The number of days when the air temperature is below zero, the precipitation rate, the sickness rate, the conflict index. 20 The air and water pollution level, the number of telephones per person, the number of doctors per person, commitment time, the crime rate, a dummy for regional capital. 21 In this study, panel data were used that allowed to control for non-observable individual characteristics.
Methodology and data
The methodology is based on the estimation of the wage equation augmented with regional characteristics:
Ln(W i,j ) = A + B*X i,j + C*RC j + D*S j + E*MC j + e i,j (1) where W i,j is the wage of worker i from region j; Х is the set of worker and job characteristics that reflect the regional employment composition; RC is the set of regional characteristics (amenities, disamenities and living costs), for which workers demand compensation in terms of wages; S is the set of variables that controls for the influence of shocks on the interregional wage structure; MC are the variables that control for the presence of positive migration costs;
А is the global constant; B, C, D and E are the matrices of coefficients that are to be estimated; е is an error term, reflecting the influence of unobservable factors on individual wages.
It is expected that the set of coefficients (C) will be significant. In other words, it is expected that regional characteristics (RC) will influence individual wages, if one considers similar workers (X), controls for the influence of regionally specific shocks (S) and accounts for positive migration costs (MC). The theory of compensating differences predicts that the coefficients for regional amenities will be negative, while the coefficients for disamenities and productive amenities will be positive. 22 In estimating equation (1), one should take into account regional clusterisation. The wages of workers from one region may be correlated, and the estimates for dispersion of regional coefficients may vary considerably. Moulton (1990) shows that the existing correlation of errors within regions leads to the underestimation of the standard errors of the coefficients for regional characteristics and may produce spurious findings of statistical significance. This implies using a robust estimation technique. However, in order to adjust interregional wage differentials for different factors (see below), the sample should be representative for regional distribution of respondents. Since this is not the case, we apply survey regression techniques. Estimates obtained by using this technique are analogous to those that can be obtained by using robust estimation, if the latter account for the regional clusterisation of errors and additionally use population weights.
Adjustment of interregional wage differentials.
In order to see how the adjustment for regional employment composition and regional characteristics influence the scale of interregional wage differentials we follow the methodology introduced by Dumond et al., 22 Productive regional amenities are amenities that allow firms to decrease costs, see Roback (1982) , Beeson and Eberts (1989) (1994). We estimate separately three equations: the first one contains only with (X), the second one contains (X) and (RC), and the third one is the full specification (1), including controls for shocks (S) and migration costs (MC). After the estimation of each of these specifications we calculate two measures of interregional wage differentials: the weighted standard deviation (WSD) and the weighted mean standard deviation (WMAD). 23 The calculation of these measures is based on residuals: for every specification for each region we calculate the mean residual, which reflects the deviation of the mean regional wage from the national average. It is expected that adjusting the interregional wage differentials for different regional employment compositions and different endowments in amenities and disamenities will considerably decrease the scale of interregional wage differentials. In addition to micro data we use aggregated regional characteristics, which are published by Goskomstat (now Rosstat). We match these characteristics with the NOBUS database. As there is no theory that predicts which regional characteristics are compensative in terms of wages, the choice of regional characteristics is determined by the previous papers on Russia and other countries, and also, of course, by the availability of regional data. The list of selected characteristics contains living costs (regional price index and average prices for 1 square meter of living space), the expected lifetime, the average temperature in January, the crime rate, the air pollution level, medical staff per 10 000, the number of buses, the density of asphalt roads, the number of telephones per person, the regional unemployment level. The descriptive statistics for all regional characteristics used in the study are presented in Table   A .4 in the Appendix.
Two variables of the set (S) were constructed using official Rosstat data on GDP and In implementing our methodology, we have to take into account several difficulties.
Instability of the estimates of the C-coefficients. The asymptotic properties of the Ccoefficients are determined not by the number of individual observations, but by the number of observations on the regional level, which is equal to 79 in our sample. Under such circumstances, the problem of the multicollinearity of regional characteristics becomes more acute. It implies that the significance of the C-coefficients is very sensitive to the specification of equation (1), and this may significantly affect the interpretation of the estimated coefficients. In this study we take this problem into account and interpret only those dependencies that are robust in all specifications.
Endogeneity of regional characteristics. Not only Russian studies on interregional wage differentials, but international studies as well suffer from the problem of endogeneity. One 26 Only three regions, the Republics of Dagestan and Ingushetiya and the Stavropol Region, border Chechnya.
can expect that in rich and developed regions the wage level is higher and the regional infrastructure is better than in poorer regions. This may lead to biases in estimation. It is difficult to avoid this problem, because, on the one hand, the characteristics of the infrastructure must be included in the equation, but, on the other hand, it is hard to find any auxiliary (instrumental) variables that reflect interregional differences in infrastructure and, at the same time, are not correlated with the level of regional development. However, unique
Russian conditions allow us to solve this problem: under a planned economy the level of development of the regional infrastructure in Russia was determined centrally and exogenously with respect to regional economic development. Taking Regional living costs. The theory predicts that higher regional living costs have to be compensated through a mechanism that is similar to that of worse living conditions. However, it is not clear how one should take regional living costs into account when estimating the wage equation.
Firstly, regional differences in living conditions may account for a significant part of the interregional variation in living costs, including housing (or land) prices. Many papers show that including living costs into the wage equation together with non-pecuniary regional characteristics increases the interregional variation in wages 28 . This can be viewed as an argument to not include living costs in the wage equation. In this paper we take into account this possible "cumulative" effect. We include two measures of regional living costs: the regional price index and the average price for 1 square meter of housing. (1999) show that the inclusion of the regional price levels 27 The same method was used in the paper by Muravyev (2006) 28 Furdato (1996) , Robak (1988) , Dumond et al., (1999) 29 In most papers, in order to account for the differences in living costs between territories, either housing prices were used, or they were included in the price index and determined most of its interregional variation. The price index in Russia does not include housing prices, and this is why we include housing prices along with the price index in the equation. The price index is calculated by Rosstat and recommended for interregional comparisons. It presents a price for a fixed set (same for all regions) of goods and services and contains such goods as gasoline, clothing and food.
in the left-hand side of the wage equation is a preferable way of considering regional living costs, and we follow their recommendations.
Migration costs. As mentioned above, there is a long list of factors that may hamper interregional labor mobility. Unfortunately, many of these factors are difficult to formalize in order to use them in an empirical analysis. Moreover, the size of migration costs depends on the characteristics of both origin and destination regions, but micro-data for this does not exist in Russia. In addition, currently there are no studies that offer estimates for the costs of migration between Russian regions.
In this study we use the geographical distance from the capitals of the regions to
Moscow as a proxy-variable for the level of positive migration costs. Here we implicitly assume that for migrants from every region, Moscow is the region of destination. Such an assumption is not far from reality, because Moscow (along with the Moscow region) is the principal region that attracts migrants in Russia. 30 It is also assumed that differences in geographical distance reflect differences in transportation costs, thereby accounting for migration costs induced by such factors as the need to pay to move. It should be clear that accounting for migration costs in this way fails to take into consideration the costs of migration induced by many other factors. Nevertheless, it allows us to obtain results, which conform to the theory of compensative differences (see the section Results and Discussion).
Heterogeneity of workers.
The method used in this study assumes that including the set of worker and job characteristics (X) in the wage equation allows us to consider interregional wage differentials across similar workers. However, the heterogeneity of workers can influence estimates not only through different worker (and job) characteristics. Firstly, different types of workers may have different preferences with respect to regional characteristics. Secondly, workers may have different propensities to migrate. In both cases the level of compensation for the same regional characteristics will not be equal across workers.
Therefore, we estimate equation (1) both for the total sample of workers and also for several sub-samples. We distinguish two groups of workers by age (15-29 and 30-72), and two groups by whether or not there are children in a household. These groups differ significantly in their levels of mobility. According to Rosstat, both men and woman at the age of 15-29 are much more mobile than others. 31 For the purposes of our analysis it is not 30 important what the second group of less mobile workers is, so we compare results for young workers with the results for all other samples without distinguishing more detailed age groups. The presence of children in the household, in its turn, sharply reduces mobility. We use also the intersections of these groups, assuming that young people with children will be the less mobile group, and young people without children will be the most mobile one. It might be expected that more mobile groups of workers will receive on average a higher level of wage compensation, because they are able to choose from a wider set of "wage -amenity"
pairs. However, it should be noted that the preferences of workers might differ.
Results and discussion
The estimation results of the wage equation generally support the findings of other papers on Russia. 32 Firstly, wages grow with the level of education. Individuals with higher education receive about 30% more than individuals with primary education. Secondly, there is a positive diminishing return to age. Thirdly, there are significant wage premiums in the extracting industry, energy, transport and communications. Employees in the public sector Specification 4 could be chosen as the basis for interpreting the coefficients. The regional clusterisation, "welfare effect" and positive migration costs were considered in this specification. Moreover, all regional characteristics are jointly significant at the 1% level of significance. However, the problem of the instability of the regional coefficients has still not been considered. This problem, as discussed above in the methodology section, is caused by both technical and theoretical reasons. On one hand, some regional characteristics are correlated (see Table A6 in the Appendix). On the other hand, regional characteristics considered by workers in their utility functions may substitute each other. For instance, a worker may prefer to live in a region with a higher crime level, but with a lower level of air pollution. These factors, given the small number of degrees of freedom (equal to the number of regions), result in a high sensitivity of the estimates of the regional coefficients to the specification form. Further analysis confirms that the exclusion of some regional variables alters not only the magnitude, but also the significance of the estimates for the remaining variables.
The process of selecting a stable specification is presented in Table A7 ( received an estimate close to one (0.972). 36 Such discrepancies in the estimates may be explained by whether or not housing prices are included in the regional price index. In our study and in the study of J. Roback, unlike the study of J. Dumond et al., the price index does not contain housing prices.
Russian workers also receive compensation in terms of wages for living in regions with a relatively low expected lifetime. They receive 2,75% wage compensation for living in a region where the expected lifetime is 1% lower than on average in the country (1% of the average expected lifetime of 64 years amounts to about 7.5 months). 37 Such regional characteristics as the average temperature in January, the level of air pollution, the number of medical stuff per person, and the number of telephones per person also have an influence on individual wages that is predicted by the theory of compensative differences. The last characteristic may be viewed as a productive regional amenity. Its positive influence may be explained by noting that the number of telephones decreases the costs of regional enterprises.
The only variable with a sign that is counter to theoretical expectations, is the crime level. The coefficient of this variable remains negative and statistically significant in all specifications. The negative relation holds even if we replace this variable by one that reflects a similar regional characteristic, e.g. the share of crimes in a region that was committed by juveniles. Perhaps the crime level should also be placed among productive regional amenities.
The results of our estimations generally agree with the results of previous studies on Russia. Вerger et al. (2003) found that characteristics of cities such as the number of telephones per person, medical staff per person, the crime level, and the number of days per year when the temperature is below zero have a significant influence on individual wages. At the same time, the effect of air pollution was insignificant and the influence of the crime level was negative in this study. Bignebat (2005) found that the regional price level, the air pollution level and regional number of hospital beds (as an analog of our variable, medical staff per person) have the influence on individual wages that is predicted by the theory of compensative differences. However, the average temperature in January was insignificant. It should be emphasized that it is hard to draw any robust conclusions from the comparisons of results of our study and previous studies. Unlike our study, they used RLMS micro-data and their methodology was quite different from ours. Nevertheless, it should be mentioned that 36 Dumond et al. Op. cit. 1999; Roback Op. cit. 1988 37 We note that high life expectancy in Russia's southern regions might be a consequence of a high proportion of people with specific religious, cultural and ethnic traditions. Therefore, it could be difficult to receive this amenity by moving to these regions. However, firstly, living in a neighborhood where people live longer might be a self-dependent amenity for migrants (for instance, from the point of view of gaining experience). Secondly, a high life expectancy is not possible without favorable natural and environmental conditions. our analysis has a number of advantages, because it is based on NOBUS micro-data that is more suitable for considering regional labor markets, and also uses a more correct methodology.
What regional characteristic has a stronger influence on individual wages? In other
words, for what regional characteristic do workers receive a higher compensation in terms of wages? In order to answer this question it is necessary to take into account not only the magnitude of the obtained coefficients, but also the variations of the corresponding regional characteristics. Thus, according to our calculations, the regional price index has the largest effect on individual wages: workers receive about 25% wage compensation for one standard deviation in this characteristic. The next characteristics are medical staff (per 10 000 citizens) and life expectancy: both about 14% of wage, followed by the number of telephones (per 1000 citizens) (about 12% wage compensation), the average temperature in January and the crime level (about 8% wage compensation), and the level of air pollution (about 1% wage compensation for one standard deviation).
One more interesting empirical result should be noted. Accounting for positive migration costs increases the constant term of the equation in all estimated specification; in other words, the average wage level of the reference group of workers increases. This suggests that the reduction of migration costs may lead to a more effective distribution of labor force across the regions, and therefore increase the wage level in the country as a whole.
Compensations and different types of workers
The estimation results for our final specification (Specification 11) for different groups of workers are presented in Table A8 (see the Appendix). The magnitude of wage compensation for the regional price level is a little lower for younger workers than for older ones. A similar result was presented in the studies of Dumond et al. (1999) for the USA and Lukyanova (2007) for Russia, but it was not discussed in those papers. In our work we suggest the following interpretation. If the level of worker mobility grows, then workers would migrate to Moscow (or the Moscow region). This would lower wages in Moscow and push up the wages in the regions of out-migration, and therefore lower the wage compensation for regional prices, because price levels in regions of out-migration are less than in Moscow. Such a finding is completely consistent with our previous results of including a proxy variable for migration costs in the regression: controlling for migration costs leads to a decrease in the size of the coefficient for the regional price index. At the same time, as Table A8 shows, compensation for living in regions with a low life expectancy is higher for younger workers than for older ones. This finding is also consistent with our previous results and has the same interpretation: out-migration from regions with a low life expectancy will raise the wage compensation for this characteristic.
Then, we use another criteria for propensity to migrate (the dummy for the presence of children in the household) and this again confirms our findings. More mobile workers who do not have children receive a higher wage compensation for living in regions with a relatively low life expectancy than less mobile workers with children. The difference is much larger if we compare the most mobile (young workers without children) and the least mobile (young workers with children). Therefore, we conclude that the results we obtained for different groups of workers agree with the results obtained for the whole sample of workers.
Adjustment of interregional wage differentials
The results of adjusting the interregional wage differentials for differences in the regional employment composition and significant regional characteristics are shown in Table   A .9 (see the Appendix). They are presented in deviations of average regional wages from the national average, which are evaluated in log-points. We refer to them below as to regional wage premiums. The adjustment was curried out on the basis of Specification 11. The regions where the NOBUS sample is representative are shaded gray. Two measures of regional wage dispersion, WASD and WMAD, for each specification are presented at the bottom of Table   A .9.
We emphasize three general findings. The first one is that a broadening of the set of factors smoothes interregional differentials, and as a result both WASD and WMAD decline by about 70%. Therefore, our analysis offers two explanations for the interregional variation in wages. The first one refers to cross-regional differences in composition of the employment.
The second relies on the theory of compensating differences. Unfortunately, it is hard to compare the effects of each of these explanations into interregional wage differentiation.
Their relative impacts depend on sequence in which the corresponding factors are introduced in the regression.
The second general finding is that the geography of regional wage premiums totally changes after adjusting for different employment compositions and significant regional characteristics. Adjusting for employment structure considerably decreases the high wage premiums in the largest Russian cities, Moscow and Saint Petersburg, where both highly paid jobs and workers with a high level of human capital are concentrated. In contrast, wage premiums in traditionally low-paid regions of the Russian South (for example, the Republics of Dagestan and Adygeya) increase. Further adjustment for significant regional characteristics (from Specification 11) improves the situation in the southern regions of Russia. A relatively high life expectancy, low prices, and low levels of air pollution characterize these regions.
The relative favorableness of these regions compensates for the lower (nominal) wages. Quite to the contrary, adjusting for regional characteristics lowers the wage premiums in the northern regions (for example, in the Murmansk and Sakhalin Regions, and in the Republic of Sakha (Yakutiya), where the price level is high and the life expectancy is low.
Adjusting for living costs and regional disamenities leads to a negative (!) wage premium in Moscow. The high level of prices and air pollution contribute to this result, but it goes contrary to the fact that Moscow is a center of attraction for migrants. It may be the case that some regional characteristics were neglected in our analysis. Moscow is the capital of the country, where the headquarters of leading Russian enterprises, the central offices of many foreign companies, and the federal bodies of executive power and legislature are located.
Another possible factor is the agglomeration effects of a large city (higher productivity, lower transaction costs, economy of scale, etc.), which allow firms to pay higher wages.
The third finding is that regional wage premiums are closely associated with migration costs. On one hand, after taking these costs into account, regional premiums rise in most of It may be expected that the adjustment presented above does not take into account many regional characteristics that are valuable for workers. Some limitations are also imposed by the fact that the NOBUS sample is not representative for about 30 Russian regions; this also adversely affects the calculation of adjusted wage premiums for regions where the NOBUS sample is representative. Therefore, it is clearly not correct to interpret the obtained estimates as recommendations for choosing a region, where people live relatively "well". Nevertheless, we argue that it is not correct to draw conclusions on the well-being of people living in different regions by comparing nominal or even real regional wages. Many other regional characteristics need to be taken into account.
Regional wage premiums and net migration
It is natural to test the credibility of our results by establishing the correspondence between them and interregional migration flows. 38 The correlation between the coefficients of net in-migration and unconditional (observed) wage premiums turned out to be negative (see Table A .10 in the Appendix), i.e., the lower the wage premium in a region, the higher the migration rate to this region. The correlation remains negative, and its significance even rises, after adjusting for regional differences in employment composition. However, further adjustment of regional wage premiums for valuable regional characteristics makes the correlation positive. In other words, the sign of the correlation changes from the counterintuitive to what is theoretically predicted after adjustments. This suggests that migrants making decisions on where to move consider not only (nominal) regional wages, but also other regional characteristics. This completely satisfies the predictions of the theory of compensating differences.
Conclusion
Large interregional wage differentials have emerged in the Russian Federation since the beginning of the 1990s. However, no explanation for this phenomenon has been suggested. Our results argue that the concept of compensative differences is appropriate for explaining interregional wage differences in Russia. According to our estimates, half of the interregional wage variation between workers with similar productive characteristics should 38 Data on migration is taken from the statistical yearbooks "Regioni Rossii" published by Rosstat be considered as compensative. Such conclusions are relatively new for transition economies.
While the theory of compensative differences works well for mature market economies, there is almost no such evidence for transition countries. In our view, Russian specifics are associated with the historical fact that the same regions are characterized by unfavorable living conditions and a high concentration of enterprises with a high level of profitability (above all, enterprises belonging to the exporting industries). Consequently, on one hand, there is a need for compensation, and on the other hand, there are the resources to pay it.
Therefore, interregional wage differentials in Russia have a compensative character in spite of high migration costs.
Our analysis suggests some policy implications. Firstly, we confirm a well-known view that the diversification of regional economies would lead to an increase in regional wages.
Secondly, policies aimed at reducing interregional migration costs would contribute to the growth in the level of wage compensations for workers living in regions with relatively unfavorable living conditions. Welfare growth could be achieved in this case even in spite of a possible rise in the interregional differentials in nominal wages. Thirdly, our results argue that it is not correct to make conclusions about the well-being of regional populations by comparing regional (nominal) wages. A relatively low (high) level of wages in a region may be compensated by a higher (lower) price level or by better (worse) non-pecuniary living conditions. Generally, our results support the view that the best policy reaction to the observed high level of interregional wage differentials should be the removal of migration barriers and a reduction in migration costs.
At the same time, our results indicate that the search for other explanations for the phenomenon of interregional wage differentials in Russia should be continued. In the framework of the theory of compensative differences, a broader set of regional characteristics, which are potentially important for workers and influence migration decisions, should be considered. One should also pay more attention to productive regional amenities that allow firms to pay wage compensations, i.e., pay higher wages. Furthermore, a series of studies on Russia indicate that theories other than the neoclassical theory of compensative differences may contribute to the understanding of the phenomenon of interregional wage differentiation.
Wage formation mechanisms may substantially differ across regional markets. 39 This does not contradict the compensative character of regional wage differentials, but suggests considering other explanatory factors. 
Max/Min CV
The left axis gives the ratio of maximum average wage across regions to the minimum average wage; the right axis gives the coefficient of variation of average regional wages. 
