In this paper, we propose a useful algorithm that can be applied to reduce the response time of speech recognizers based on HMM's. In our algorithm, to reduce the response time, promising HMM states are selected by single Gaussians. In speech recognition, HMM state likelihoods are evaluated by the corresponding single Gaussians first, and then likelihoods by original full Gaussians are computed and replaced only for the HMM states having relatively large likelihoods. By doing so, we can reduce the pattern-matching time for speech recognition significantly without any noticeable loss of the recognition rate. In addition, we cluster the single Gaussians into groups by measuring the distance between Gaussians. Therefore, we can reduce the extra memory much more. In our 10,000 word Korean POI (point-of-interest) recognition task, our proposed algorithm shows 35.57% reduction of the response time in comparison with that of the baseline system at the cost of 10% degradation of the WER.
Introduction
Recently, most speech recognition systems are based on HMM's. The number of HMM's should be increased to obtain high recognition accuracies. However, the improvement in the recognition results inevitably causes a lengthening of the response time. For that reason, we should well optimize this trade-off relationship when we develop speech recognizers especially for mobile devices such as PDAs (personal digital assistants), cell phones, etc., which are usually poor in their computation power.
The response time can be defined as the time taken from the end of speech detection to the end of decoding feature parameters to find recognition candidates. For most HMM-based speech recognizers, above 80% of the response time is consumed in evaluating the likelihoods of HMM states using speech feature parameters. When the vocabulary size of a speech recognizer is increased, the number of HMM states to be evaluated in a given time instant is also increased. This leads to a direct increase of the response time.
Many techniques have been proposed to reduce the time consumed by the evaluation of HMM states. In [1] , [2] , a probable Gaussian list is selected by the use of the predefined partitioned information of the feature space and the given feature vector. However, the number of elements of each list should be increased not to miss the required Gaussians. Accordingly, the large additional memory is needed, which is burdensome for mobile devices particularly. Therefore, selecting HMM states is preferred to selecting Gaussians recently. In [3] , a state selection method based on additional CI (context-independent) HMM's is proposed. The algorithm in [3] uses likelihoods of monophone HMM states having low acoustic precision to select their corresponding triphone HMM states, so we cannot expect high accuracy. Although our algorithm is basically a kind of state selection method, it uses approximated PDF's of the states of triphone HMM's which are actually used for speech recognizers to find candidate words. In the proposed algorithm, to use for the state selection, the approximated single Gaussian PDF's are generated directly from triphone HMM states whose PDF's are composed of mixture Gaussians. By doing so, the acoustic precision of additional PDF's to select the states can be higher in our method than that in [3] . Consequently, we can anticipate that the state selection accuracy which is directly related to the performance become higher.
Response Time Analysis
The structure of most HMM-based speech recognizers can be summarized as Fig. 1 . For each input speech frame, feature extraction is performed to obtain MFCC's (Melfrequency cepstral coefficients) usually. Then, the path update based on token-passing is performed in the vocabulary search network which is already constructed by the lexicons of the words to be recognized. At each node of the search network occupied by tokens, likelihoods of its corresponding HMM states should be computed to perform the path update in the search network for the next feature frame. The path-pruning by referring the accumulated likelihoods of the active tokens is also accompanied to make the search algorithm more effective. Finally, the recognition candidates are searched at the terminal nodes of the search network when no feature frame is remained to be processed. Since we mainly focus on LV-IWR (large vocabulary isolated word recognition) systems which can recognize 10,000 words or higher, we selected the multi-pass speech recognizer proposed in [4] as our baseline system to analyze the response time. The system proposed in [4] is composed of the coarse search and the detail search. In the coarse search, the acoustic matching between feature parameters and given HMMs is performed approximately to get multiple recognition candidates with rather low accuracies. To improve the recognition rate, the detail search without any matching approximation is performed for the given candidates. The processing time per unit feature frame was measured and summarized in Table 1 . We did not include the feature extraction time in the table for convenience. Other details to operate the recognizer are mentioned in Sect. 4. As shown in Table 1 , we can see that most of the processing time is consumed for the HMM state evaluation. So, the response time can be reduced significantly by evaluating the promising HMM states selectively.
HMM State Selection Using Single Gaussians
Our algorithm utilizes single Gaussians which approximate the PDF's of given HMM states to reduce the number of the likelihood computations. The single Gaussians are used to evaluate the likelihoods of the active states which result from the path update in the vocabulary search from the path update in the vocabulary search network. Then, for the active states having relatively high likelihoods, their original PDF's are employed to renew the likelihoods. The frameby-frame likelihood threshold to select the states is determined by subtracting a prefix margin from the highest likelihood. If the margin is small, the number of states to renew the likelihoods is decreased. This leads to the reduction of the response time. However, the recognition rate is also decreased. So, the margin should be found by simultaneously optimizing the response time reduction and the recognition accuracy decrease. Figure 2 summarizes the likelihood accumulation procedure of the proposed algorithm.
Single Gaussian Approximation of HMM State's PDF
To make speech recognizers to cover the variations of speakers, noise conditions, etc., the PDF of an HMM state is modeled by 8∼12 mixture Gaussians generally. We can estimate the approximated single Gaussians by using the training database. But, it is somewhat time-consuming and cumbersome for the engineers. So, we generate each of them by simply merging the mixture Gaussians in the PDF of the corresponding HMM state. If we define P θ as the PDF of the HMM state θ, it can be expressed as
whrere w m is the weight of the mth Gaussian and N( µ m , C m ) is the Gaussian function with the mean vector µ m and the covariance matrix C m .The single Gaussian N( µ s , C s ) is the approximation of P θ . If we assume that total L feature vectors are used to estimate the PDF in Eq. (1), L m , the number of feature vectors used to estimate the mth Gaussian, is w m L.Therefore, the mean vector of the approximated single Gaussian can be calculated as
where, x m,n is assumed to be the nth feature vector used to estimate the mth Gaussian. The covariance matrix can be estimated by using Eq. (3).
Most speech recognizers use only diagonal components of the covariance matrices of the PDF's of HMM states (2) and (3)) to simplify the matrix inversion in evaluating likelihoods. The same simplification is also applied throughout our study including Eq. (3). If we estimate the parameters of the single Gaussian by using feature vectors and the ML (maximum likelihood) estimation, the result may be different but Eq. (2) and (3) must be a good approximation of a PDF having mixture Gaussians. Figure 3 shows examples of the single Gaussian approximation of a mixuture Gaussian PDF.
Sharing Approximated Single Gaussians
The number of the single Gaussians is directly related to the required memory size. So, sharing an approximated Gaussian among multiple HMM states is effective to reduce the memory. But, the number of active HMM states needed for the likelihood renewal can be increased because this sharing method must decrease the likelihood differences. So, we should experimentally optimize the number of the shared single Gaussians by carefully investigating the function between the response time reduction and the recognition rate decrease. A top-down clustering method is used to share the Gaussians in our study. The MKM (modified K-means) clustering shows a good performance [5] . In many distance measures between two Gaussians, the Bhattacharyya distance has been showing reliable results in many speechrelated researches [6] and we also adopted it. The distance between N( µ 1 , C 1 ) and N( µ 2 , C 2 ) is given in Eq. (4) .
The centric Gaussian is estimated for the corresponding cluster by the procedure given in Eq. (1) and (2) because the cluster can be thought as a PDF consisting of mixture Gaussians with even weights.
Experiments and Results
The baseline speech recognizer is the same that we mentioned in Sect. 2. The recognition task of our study is Korean POI's and the vocabulary size of the recognizer is 10,000 words. The HMMs are constructed by 1,000 tied states. To train them, common 39th-order cepstral coefficients are extracted for every 10 msec with 30 msec analysis frame size. The HMM's have 1 ∼ 3 states and each state of them has 8 mixture Gaussians. The sampling rate of all speech material is 8 kHz. We used 166557 and 2000 sentences for training and test, respectively.
The recognition rate of the baseline system was 91.67% with no endpoint detection error. The response time was measured on a Pentium-IV computer equipped with a 2.4 GHz CPU. The performance analysis is given by evaluating the response time and the recognition rate pair-wisely. When we evaluate the BBI (bucket box intersection) algorithm in [1] , 64 clusters of Gaussians are generated. For the fixed number of clusters, the number of the elements that can be shared is varied to evaluate the performance. Although we increased the number of clusters to be 128 or 256, the performances were somewhat worse than that of 64 clusters but the difference was not that significant. 8∼48 CI HMM states having largest likelihoods are used to select CD (context-dependent) HMM states in evaluating [3] . The proposed algorithm is evaluated by changing the number of the single Gaussian clusters. For 64, 88, and 128 clusters, the margin mentioned in Sect. 3 is varied to get the performance curves. The results for three different algorithms are shown in Fig. 4 .
As shown in Fig. 4 , the proposed algorithm using 88 single Gaussians shows the best performance. Table 2 summarizes the additional required memory and the average number of Gaussian calculations per frame at 10% degradation of the baseline WER for each method. Miscellaneous memory to run each algorithm is excluded for convenience. In applying the CI HMM-based state selection, we used 119 monophone HMM states. Four bytes were assigned to each parameter consisting of the mixture Gaussian PDF's in the CI HMM method and the proposed method. For the BBI method in Table 2 , the average number of Gaussian ID's per cluster is 6354 and two bytes were assigned to each ID. The calculations at the pre-selection steps of the proposed and the CI HMM methods were not considered in evaluating the number of Gaussian calculations.
Because an HMM state covers much wider areas in the acoustic space than a Gaussian, the proposed algorithm has lower possibility to miss exact Gaussians than the BBI method. In the CI HMM method, the performance curve is not monotonic. This is because it misses exact Gaussians frequently if we select excessively fewer states to reduce the response time. Consequently, the difference in the accumulated scores of active tokens which is highly related to the beam-pruning frequency is decreased. So, the search range in the lexical tree is increased and the number of HMM states to be evaluated may be also increased. The similar phenomena were also observed in the proposed and the BBI method below 85% of recognition rates.
In the proposed method, if the number of single Gaussians is too small, a large number of HMM states correspond to each single Gaussian. Therefore, the performance is decreased because the score difference after the evaluation of the single Gaussians becomes smaller and more HMM states are selected consequently. If the number of single Gaussians is excessively large, the performance is also decreased because the computation cost to evaluate single Gaussians to pre-select HMM states cannot be ignorable. Through our experiments, 88 single Gaussians were found to be optimal.
Conclusion
In this paper, we proposed a powerful state selection method for HMM-based speech recognizers. The proposed algorithm is effective in reducing the response time with the smallest degradation of the recognition accuracy among the compared three algorithms. Our algorithm requires only 26.8 kB of extra memory which is only 9.13% and 3.38% of those the CI HMM-based state selection and the BBI algorithm require. Therefore, our algorithm can be applied to various speech recognition systems to reduce the response time effectively and especially more suitable to mobile devices because their hardware and software resources are considerably limited.
