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Abstract. We study stochastic particle systems that conserve the particle density and exhibit a condensation transition due to parti-
cle interactions. We restrict our analysis to spatially homogeneous systems on fixed finite lattices with stationary product measures,
which includes previously studied zero-range or misanthrope processes. All known examples of such condensing processes are
non-monotone, i.e. the dynamics do not preserve a partial ordering of the state space and the canonical measures (with a fixed
number of particles) are not monotonically ordered. For our main result we prove that condensing homogeneous particle systems
with finite critical density are necessarily non-monotone. On fixed finite lattices condensation can occur even when the critical
density is infinite, in this case we give an example of a condensing process that numerical evidence suggests is monotone, and give
a partial proof of its monotonicity.
Résumé. Nous étudions un système de particules aléatoires qui conserve la densité et fait apparaître un phénomène de condensation
en raison des interactions entre particules. Nous restreignons notre analyse au cas des systèmes homogènes en espace sur un réseau
fini avec mesure stationnaire produit, ce qui inclut les cas étudiés précédemment du processus « zero-range » et du processus
misanthrope. Tous les exemples connus qui montrent un phénomène de condensation sont non-monotones, c’est-à-dire que la
dynamique ne préserve aucun ordre partiel sur l’espace d’états et les mesures canoniques (avec un nombre fixe de particules) ne
sont pas ordonnées. Notre résultat principal montre que tout système de particules homogène avec densité critique finie qui montre
un phénomène de condensation est nécessairement non monotone. Sur un réseau fini, la condensation peut apparaître même quand
la densité critique est finie, dans ce cas nous donnons un exemple d’un processus avec condensation dont une étude numérique
montre la monotonie, et nous donnons une preuve partielle de cette monotonie.
MSC: Primary 60K35; secondary 82C22; 82C26
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1. Introduction
We consider stochastic particle systems which are probabilistic models describing transport of a conserved quantity on
discrete geometries or lattices. Many well known examples are introduced in [46], including zero-range processes and
exclusion processes, which are both special cases of the more general family of misanthrope processes introduced in
[16]. We focus on spatially homogeneous models with stationary product measures and without exclusion restriction,
which can exhibit a condensation transition that has recently been studied intensively.
A condensation transition occurs when the particle density exceeds a critical value and the system phase separates
into a fluid phase and a condensate. The fluid phase is distributed according to the maximal invariant measure at
the critical density, and the excess mass concentrates on a single lattice site, called the condensate. Most results on
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condensation so far focus on zero-range or more general misanthrope processes in thermodynamic limits, where the
lattice size and the number of particles diverge simultaneously. Initial results are contained in [18,21,37], and for
summaries of recent progress in the probability and theoretical physics literature see e.g. [13,23,32]. Condensation
has also been shown to occur for processes on fixed finite lattices in the limit of infinite density, where the tails of the
single site marginals of the stationary product measures behave like a power law [25]. In general, condensation results
from a heavy tail of the maximal invariant measure [36], and so far most studies focus on power law and stretched
exponential tails [3,4]. As a first result, we generalize the work in [25] and provide a characterization of condensation
on fixed finite lattices in terms of the class of sub-exponential tails that has been well studied in the probabilistic
literature [15,33,44,48]. This characterization holds for a particular definition of condensation given in Section 2.1,
which was also used in [25]. Our main result is that all spatially homogeneous processes with stationary product
measures that exhibit condensation on fixed finite lattices with a finite critical density are necessarily non-monotone.
Monotone (attractive) particle systems preserve the partial order on the state space in time, which enables the use
of powerful coupling techniques to derive rigorous results on large scale dynamic properties such as hydrodynamic
limits (see [31] and references therein). These techniques have also been used to study the dynamics of condensation
in attractive zero-range processes with spatially inhomogeneous rates [2,9,26,39,40], and more recently [6,7]. As we
discuss in Appendix A, non-monotonicity in homogeneous systems with finite critical density can be related, on a
heuristic level, to convexity properties of the canonical entropy. For condensing systems with zero-range dynamics,
it has been shown that this is related to the presence of metastable states, resulting in the non-monotone behaviour
of the canonical stationary current/diffusivity [12]. This corresponds to a first order correction of a hydrodynamic
limit leading to an ill-posed equation with negative diffusivity in the case of reversible dynamics. Heuristically, this
is of course consistent with the concentration of mass in a small, vanishing volume fraction, but poses great technical
difficulties to any rigorous proof of hydrodynamic limits for such particle systems. First results in this direction only
hold for sub-critical systems under restrictive conditions [47], and due to a lack of monotonicity there are no results
for non-reversible dynamics.
Condensing monotone particle systems would, therefore, provide interesting examples of homogeneous systems
for which coupling techniques could be used to derive stronger results on hydrodynamic limits. However, our result
implies that this is not possible for condensing models with stationary product measures and a finite critical density on
fixed finite lattices. In the thermodynamic limit condensation has been defined through the equivalence of ensembles,
which can be established in generality for a class of long-tailed distributions with a finite critical density [13,36].
This class has also been studied before [44,48] and includes the class of sub-exponential distributions, for which our
results apply also in the thermodynamic limit. A detailed discussion of their connections and the resulting differences
between condensation on fixed finite lattices and in the thermodynamic limit is given in Sections 4.1 and 4.2. We
remark that for systems where the dynamics is directly defined on infinite lattices there are no rigorous results or
characterizations of condensation to our knowledge, and we do not discuss this case here.
For systems with infinite critical density condensation can still occur on fixed finite lattices and such processes
can also be monotone. When the tail of the stationary measure is a power law and decays faster than n−3/2 with the
occupation number n, we prove that the process is still non-monotone. In Section 5 we present preliminary results
for tails that decay slower than n−3/2, which strongly suggests that a monotone and condensing particle system exists
(see [24] for further discussion and an example).
The paper is organised as follows. In Section 2 we introduce the background used to study condensation and
monotonicity in particle systems, and state our main results. In Section 3 we prove our main theorem by induction
over the size of the lattice, showing that the family of canonical stationary measures is necessarily not monotonically
ordered in the number of particles. In Section 4 we discuss the differences between condensation on fixed finite
lattices and in the thermodynamic limit, and prove equivalence of condensation on fixed finite lattices with the tail
of the maximal invariant product measure being sub-exponential. In Section 5 we review examples of homogeneous
processes that have been shown to exhibit condensation, and present some explicit computations for misanthrope
processes and processes with power law tails.
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2. Notation and results
2.1. Condensing stochastic particle systems
We consider stochastic particle systems on fixed finite lattices  = {1, . . . ,L}, which are continuous-time Markov
chains on the countable state space L =N. For a given configuration η = (ηx : x ∈ ) ∈ L the local occupation,
ηx for x ∈ , is a priori unbounded. The jump rates from configuration η ∈ L to ξ ∈ L are denoted c(η, ξ) ≥ 0,
and the dynamics of the process is defined by the generator
Lf (η) =
∑
{ξ∈L:ξ =η}
c(η, ξ)
(
f (ξ)− f (η)), (2.1)
for all continuous functions f : L →R. We assume the process conserves the total number of particles
SL(η) :=
∑
x∈
ηx,
and conditioned on SL = N , the process is assumed to be irreducible, so that SL is the only conserved quantity. The
process is therefore ergodic on the finite state space L,N = {η ∈ L : SL(η) = N} for all fixed N ≥ 0. On L,N the
process has a unique stationary distribution πL,N , and the family {πL,N : N ≥ 0} is called the canonical ensemble.
We focus on systems for which the stationary distributions are spatially homogeneous, i.e. the marginal distribu-
tions πL,N [ηx ∈ ·] are identical for all x ∈ . This typically results from translation invariant dynamics on translation
invariant lattices with periodic boundary conditions, but the actual details of the dynamics are not needed for our
results. For these systems we define condensation in terms of the maximum occupation number
ML(η) := max
x∈ ηx. (2.2)
Definition 2.1. A stochastic particle system with canonical measures πL,N on L,N with L ≥ 2 exhibits condensation
if
lim
K→∞ limN→∞πL,N [ML ≥ N −K] = 1. (2.3)
This condition implies in particular the existence of all limits involved. The interpretation of (2.3) is that due
to the sub-exponential tails of the measure, in the limit N → ∞ all but finitely many particles concentrate in a
single lattice site and that the distribution of particles outside the maximum is non-degenerate. As we will see in
Proposition 2.3 below, the latter is in fact given by the maximal invariant measure when the system exhibits product
stationary measures.
There are of course other possible definitions of condensation which are less restrictive or more appropriate in
other situations. For inhomogeneous systems or thermodynamic limits (with N,L → ∞) the condensed phase can
be localized in particular sites or have a more complicated spatial structure (see e.g. [50] and for recent summaries
[13,23,32]). For our case of spatially homogeneous systems on fixed finite lattices,  with fixed L, the above is the
most convenient definition and has been used in previously studied examples [10,25]. A more detailed discussion is
provided in Section 4.
2.2. Monotonicity and product measures
We use the natural partial order on the state space L given by η ≤ ζ if and only if ηx ≤ ζx for all x ∈ . A function
f : L → R is said to be increasing if η ≤ ζ implies f (η) ≤ f (ζ ). Two measures μ,μ′ on L are stochastically
ordered with μ ≤ μ′, if for all increasing functions f : L → R we have μ(f ) ≤ μ′(f ), where μ(f ) denotes the
expectation of f with respect to μ.
A stochastic particle system on L with generator L and semi-group (S(t) = etL : t ≥ 0) is called monotone
(attractive) if it preserves stochastic order in time, i.e.
μ ≤ μ′ =⇒ μS(t) ≤ μ′S(t) for all t ≥ 0.
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Coupling techniques for monotone processes are an important tool to derive rigorous results on the large scale
dynamics of such systems such as hydrodynamic limits. There are sufficient conditions on the jump rates (2.1) to
ensure monotonicity for a large class of processes (see e.g. [31] for more details), however for our results we only
need a simple consequence for the stationary measures of the process.
Lemma 2.2. If the stochastic particle system as defined in Section 2.1 is monotone, then the canonical distributions
πL,N are ordered in N , i.e.
πL,N ≤ πL,N+1 for all N ≥ 0. (2.4)
The proof is completely standard but short, so we include it for completeness.
Proof. Fix a monotone process as defined in Section 2.1. Consider two initial distributions μ and μ′, concentrating
on L,N and L,N+1 respectively, given by
μ[η] = 1(η1 = N) and μ′[ξ ] = 1(ξ1 = N + 1),
for η ∈ L,N and ξ ∈ L,N+1. Clearly μ ≤ μ′, and so by monotonicity of the process this implies μS(t) ≤ μ′S(t) for
all t ≥ 0. Furthermore, by ergodicity we have
πL,N = lim
t→∞μS(t) ≤ limt→∞μ
′S(t) = πL,N+1. 
All rigorous results on condensing particle systems so far have been achieved for processes which exhibit stationary
product measures, for which the measures πL,N take a simple factorized form. These can then be expressed in terms
of un-normalized single-site weights w(n) > 0, n ∈ N. Due to conservation of SL such processes exhibit a whole
family of stationary homogeneous product measures
νLφ [η] =
∏
x∈
νφ[ηx] with marginals νφ[ηx] = w(ηx)
z(φ)
φηx . (2.5)
The measures are defined whenever the normalization
z(φ) :=
∞∑
n=0
φnw(n) (2.6)
is finite. This is the case for all fugacity parameters φ ∈ Dφ where Dφ = [0, φc) or [0, φc], and
φc :=
(
lim sup
n→∞
n
√
w(n)
)−1
(2.7)
is the radius of convergence of (2.6). The family {νφ : φ ∈ Dφ} is also called the grand-canonical ensemble and z(φ)
the (grand-canonical) partition function. Since the process is irreducible on L,N for all N ∈N we have w(n) > 0 for
all n ≥ 0. The canonical distribution can be written as
πL,N [η] = νLφ [η|SL = N ] for all φ ∈ Dφ, (2.8)
which is independent of the choice of φ. Equivalently
πL,N [η] = 1
ZL,N
∏
x∈
w(ηx) where ZL,N =
∑
η∈L,N
∏
x∈
w(ηx) (2.9)
is the (canonical) partition function. Note that throughout the paper we characterize all measures by their mass func-
tions since we work only on a countable state space L and the measures πL,N concentrate on finite state spaces
L,N , which is the framework we rely on in this paper.
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2.3. Results
Our results hold for systems with general stationary weights, w(n) > 0 for each n ∈ N, subject to the regularity
assumption that
lim
n→∞w(n− 1)/w(n) ∈ (0,∞] (2.10)
exists, which is then necessarily equal to φc by (2.7). If φc < ∞ then weights that satisfy (2.10) are sometimes called
long-tailed [27], which is discussed in more detail in Section 4.2.
For processes with such stationary product measures there is a simple equivalent characterization of condensation
which we prove in Section 4.3.
Proposition 2.3. Consider a stochastic particle system as defined in Section 2.1 with stationary product measures as
defined in Section 2.2 satisfying regularity assumption (2.10). Then the process exhibits condensation according to
Definition 2.1 if and only if φc < ∞, Dφ = [0, φc], and
lim
N→∞
ν2φc [η1 + η2 = N ]
νφc [η1 = N ]
= lim
N→∞
Z2,N
w(N)z(φc)
∈ (0,∞) exists. (2.11)
In this case, the distribution of particles outside of the maximum converges weakly (equivalently in total variation) to
the critical product measure νL−1φc , i.e. for fixed n1, . . . , nL−1 we have
πL,N [η1 = n1, . . . , ηL−1 = nL−1|ML = ηL] →
L−1∏
i=1
νφc [ηi = ni] as N → ∞. (2.12)
Note that for φc ∈ (0,∞) we may rescale the exponential part of the weights to get φc = 1 and we can further
multiply with a constant, so that in the following we can assume without loss of generality that
w(0) = 1 and φc = lim
n→∞w(n− 1)/w(n) = 1. (2.13)
The condition (2.11) can also be written as
lim
N→∞
Z2,N
w(N)
= lim
N→∞
(w ∗w)(N)
w(N)
∈ (0,∞) exists, (2.14)
where (w ∗ w)(N) =∑Nk=0 w(k)w(N − k) is the convolution product. This is a standard characterization to define
the class of sub-exponential distributions (see e.g. [8,38]). Sub-exponentiality implies that a large sum of two random
variables is typically realized by one of the variables taking a large value (see Section 4.1 for more details), which
is of course reminiscent for the concept of condensation. Implications and simpler necessary conditions on w(n)
which imply (2.14) have been studied in detail, and we provide a short discussion in Section 4. As a consequence of
Proposition 2.3 condensation in the sense of Definition 2.1 for a given system size L implies that the tail of the single
site weight w is sub-exponential as given in (2.11). This, in turn, implies that condensation then occurs on all finite
lattices of fixed size L ≥ 2.
Proposition 2.3 provides a generalization of previous results on condensation on fixed finite lattices [25] and is
used in the proof of our main result, which is the following.
Theorem 2.4. Consider a spatially homogeneous stochastic particle system as defined in Section 2.1 which exhibits
condensation in the sense of Definition 2.1, has stationary product measures that satisfy (2.10), and has finite critical
density
ρc := νφc (η1) =
1
z(φc)
∞∑
n=0
nw(n)φnc < ∞, (2.15)
then the process is necessarily not monotone.
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The same is true if (2.15) is replaced by the assumption that1 w(n) ∼ n−b with b ∈ (3/2,2].
2.4. Discussion
The class of distributions which fulfil (2.11) (called sub-exponential), and therefore exhibit condensation on fixed
finite lattices, is large (see e.g. [33, Table 3.7]), and includes in particular
• power law tails w(n) ∼ n−b where b > 1,
• log-normal distribution
w(n) = 1
n
exp
{−(log(n)−μ)2/(2σ 2)}, (2.16)
where μ ∈R and σ > 0, which always has finite mean,
• stretched exponential tails w(n) ∼ exp{−Cnγ } for 0 < γ < 1, C > 0,
• almost exponential tails w(n) ∼ exp{− nlog(n)β } for β > 0.
For the last two examples all polynomial moments are finite. As we will discuss in Section 4.2, all sub-exponential
distributions in the class (2.11) also exhibit condensation in the thermodynamic limit, whenever they have finite first
moment. All previously studied cases of condensation (on fixed lattices or in the thermodynamic limit) are included
in this class [3,21,25]. It can also be shown that the limit in (2.14) is necessarily equal to 2z(φc) and that in fact
ZL,N
w(N)
→ Lz(φc)L−1 for any fixed L ≥ 2 (see [15] and Proposition 3.2).
Since we consider a fixed lattice , ρc < ∞ is not a necessary condition for condensation as opposed to systems in
the thermodynamic limit. Even if the distribution of particles outside the maximum has infinite mean, condensation in
the sense of Definition 2.1 can occur. However, if z(φc) = ∞ (e.g. for power law tails with b ≤ 1), the distribution of
particles outside the maximum cannot be normalized, condition (2.11) fails, and there is no condensation in the sense
of our definition.
We will prove non-monotonicity in the next section by showing that expectations for a particular monotone de-
creasing observable f : L → R under πL,N are not decreasing in N . The chosen function is related to (but not
equal to) the number of particles outside the maximum (condensate), which has been shown previously to exhibit
non-monotone behaviour for a class of condensing zero-range processes in the thermodynamic limit [3,12]. When the
number of particles N > ρcL just exceeds the critical value, typical configurations still appear homogeneous with a
maximum occupation number of2 oN(N). Only when the number of particles is increased further the system switches
to a condensed state with a maximum that contains a non-zero fraction of all particles. We present numerical evidence
of this non-monotone switching behaviour for the background density
R
bg
L (N) :=
1
L− 1πL,N(N −ML) (2.17)
in Figure 1. This is a finite size effect which disappears in the limit L → ∞, and for specific models it has been shown
to be related to the existence of super-critical homogeneous metastable states [3,12,14]. For large L, the switching
to condensed states occurs abruptly over a relatively small range of values for N . Since the πL,N are conditional
product measures the correlations in the system are very weak, which causes metastable hysteresis effects and non-
monotonicity of the canonical ensemble around the critical point. Metastable hysteresis has been established in [3,12]
for zero-range processes. Our result implies that this behaviour is generic for all systems condensing in the sense of
Definition 2.1 with finite critical density. We also give a heuristic discussion of the connection to convexity properties
of the entropy of the system in Appendix A.
There are several examples of homogeneous, monotone particle systems with finite critical density that condense
in the thermodynamic limit and which have been studied on a heuristic level as summarized in Section 5. Their
1For functions g,h :N→R we use the notation g(n) ∼ h(n) if g(n)
h(n)
→ c ∈ (0,∞) as n → ∞.
2For functions f,g :N→R we use the notation g = on(f ) if g(n)f (n) → 0 as n → ∞.
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Fig. 1. Non-monotone behaviour of the expected background density Rbg
L
(N) (2.17) for lattice sizes L = 32 and L = 128; (A) (finite mean) power
law tails with b = 5, (B) log-normal tails with μ = 0 and σ = 1/√2, and (C) almost exponential tails with β = 1. The dotted black line shows the
limit as L,N → ∞ and N/L → ρ, which is monotone and non-decreasing.
stationary measures are not of product form and no explicit formulas are known, so these systems are therefore hard
to analyse rigorously. For systems with non-product stationary measures, upward fluctuations in the density which
are homogeneously distributed may be suppressed strongly enough, so that the metastable states do not exist. Such
models may then also be monotone, and examples are given in Section 5.3.
We excluded the case φc = 0 in the presentation in Section 2.3 for notational convenience, but it is easy to see that
our results also hold in this case. With the convention 00 = 1 we have z(0) = w(0) = 1 and ρc = 0, and then existence
of the limit Z2,N/w(N) is equivalent to
π2,N [M2 = N ] = 2w(N)w(0)
Z2,N
→ 2w(0)
2z(0)
= 1 as N → ∞,
i.e. condensation of all N particles on a single site. This can easily be extended to all L ≥ 2 with Proposition 3.2.
Considering only events with all N particles on one site, or N − 1 particles on one site and 1 particle elsewhere, we
have convergence from above
ZL,N
w(N)
−Lw(0)L−1 >L(L− 1)w(0)L−2w(1)w(N − 1)
w(N)
> 0.
This includes non-monotonicity of πL,N as we will see in Section 3. Examples of this kind have been studied in [37]
for zero-range dynamics with rates which asymptotically decay to 0 as the occupation number diverges. This leads
to super-exponential stationary weights w(n) with φc = 0. A further example is given by the condensing inclusion
process studied in [35] and [10].
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3. Proof of Theorem 2.4
We assume that the process exhibits condensation in the sense of Definition 2.1 and has stationary product measures,
so the canonical measures πL,N are of the form (2.9). Furthermore, we assume the weights satisfy the regularity
assumption (2.13). We show that the family of canonical measures is not stochastically ordered in N , which implies
non-monotonicity of the process by Lemma 2.2. To achieve this, we use the test function
f (η) := 1(η1 = η2 = · · · = ηL−1 = 0), (3.1)
which indicates the event where all particles concentrate in the maximum at site L.
Lemma 3.1. The function f : L →R defined in (3.1) is monotonically decreasing, which implies that
ZL,N
w(N)
≤ ZL,N+1
w(N + 1) for all N ≥ 0, (3.2)
whenever the family of canonical measures πL,N is stochastically ordered in N .
Proof. Fix configurations η, ζ ∈ L such that η ≤ ζ . If f (η) = 0 then η has at least one particle outside of site L,
therefore so does ζ which implies f (ζ ) = 0. If f (η) = 1 then necessarily f (η) ≥ f (ζ ) since f (ζ ) ∈ {0,1}. Therefore
f is a decreasing function. Using (2.9) and the convention (2.13), we find that the canonical expectation of the function
(3.1) is given by
πL,N(f ) = w(0)
L−1w(N)
ZL,N
= w(N)
ZL,N
.
So if the canonical measures are monotone in N , monotonicity of f implies (3.2). 
By Proposition 2.3 we know that for condensing systems the ratio Z2,N/w(N) converges and then by [15, The-
orem 1 and Lemma 5], which is summarised below in Proposition 3.2, the sequence ZL,N/w(N) in Lemma 3.1
converges for all L ≥ 2.
Proposition 3.2. Consider conditional product measures (2.9) with weights w(n) > 0 for all n ∈N, which satisfy
• the regularity assumption (2.13), i.e. in particular w(n−1)
w(n)
→ φc = 1 as n → ∞,
• z(φc) < ∞,
• Z2,N
w(N)
→ C as N → ∞.
Then C = 2z(φc) and furthermore,
ZL,N
w(N)
→ Lz(φc)L−1 as N → ∞ for all L ≥ 2. (3.3)
Note that the limit in (3.3) states that the probability of observing a large total number of particles under the critical
product measure is asymptotically equivalent to the probability of observing a large number of particles on any one of
the L sites, precisely
lim
N→∞
νLφc [SL(η) = N ]
Lνφc [η1 = N ]
= 1.
This is further equivalent to the canonical probability of the maximum containing the total mass converges to the
critical probability that L− 1 sites are empty, i.e. πL,N [ML = N ] → νL−1φc [η ≡ 0].
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Fig. 2. Non-monotone behaviour of HL(N) (3.4), which is the expected value of the observable (3.1) rescaled by its limit; (A) power law tails
w(n) ∼ n−b for L = 2 with b = 3, 1.75 and 1.35, where the latter is conjectured to be monotone (see Section 5); (B) log-normal tails (2.16) with
μ = 0 and σ = 1/√2 for L = 2, L = 32 and L = 128.
To complete the proof we show that a subsequence of ZL,N/w(N) converges from above, which contradicts the
assumption of monotonicity by Lemma 3.1. We present a numerical illustration for the monotonicity properties of the
function
HL(N) := 1
Lz(1)L−1
ZL,N
w(N)
(3.4)
in Figure 2, which is normalized such that HL(N) → 1 as N → ∞. The proof of the following lemma represents
the most significant part of the proof of Theorem 2.4 and is given in Section 3.1 for the case of finite mean and in
Section 3.2 for the power law case.
Lemma 3.3. Under the conditions of Theorem 2.4, and assuming without loss of generality φc = 1, for each L ≥ 2
there exists a constant CL > 0 and a sequence Nm ∈N with Nm → ∞ as m → ∞ such that
min
n≤Nm
(
ZL,n
w(Nm)
−Lz(1)L−1
)
≥ CL/Nm.
Therefore, we know that there exists some N∗ ∈ N such that ZL,N∗/w(N∗) > Lz(1)L−1. This contradicts the
monotonicity assumption (3.2), since ZL,N/w(N) converges to Lz(1)L−1 as N → ∞. By Lemma 3.1 this implies that
the canonical measures are not stochastically ordered in N , and thus the process cannot be monotone by Lemma 2.2.
This completes the proof of Theorem 2.4.
3.1. Proof of Lemma 3.3: The finite mean case
In order to prove Lemma 3.3 we first specify a non-decreasing subsequence {Nm : m ∈N} on which we can bound the
ratio w(Nm−n)
w(Nm)
below.
Claim 3.4. For weights {w(n) : n ∈N} with finite and non-zero first moment, i.e. 0 < ρc < ∞, there exists a sequence
Nm ∈N with Nm → ∞ as m → ∞ such that for all k ∈ {0, . . . ,Nm − 1}
w(Nm − k)
w(Nm)
≥ 1 + k
Nm
. (3.5)
Proof. For each m ∈N, define Nm as follows
Nm = max
{
n ≤ m : nw(n) = min
j≤mjw(j)
}
.
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By definition Nm is a non-decreasing sequence. Assume for contradiction that Nm is bounded above, then for all j ∈N
we would have jw(j) ≥ jw(j) > 0 for some j ∈ N, and therefore ∑n nw(n) → ∞ contradicting the assumption
of finite first moment. For k ∈ {0, . . .Nm − 1} we have
(Nm − k)w(Nm − k) ≥ Nmw(Nm)
and thus
w(Nm − k)
w(Nm)
≥ Nm
(Nm − k) ≥ 1 +
k
Nm
. 
Claim 3.5. For weights {w(n) : n ∈ N} with finite and non-zero first moment, there exists a constant C2 > 0 and a
subsequence {N :  ∈N} of the sequence defined in Claim 3.4 such that
min
n≤N
(
Z2,n
w(N)
− 2z(1)
)
≥ C2/N.
Proof. By neglecting at most a single term in the sum defining Z2,N , the ratio Z2,Nw(N) can be bounded below as follows,
Z2,N
w(N)
=
N∑
n=0
w(n)
w(N − n)
w(N)
≥ 2
N/2−1∑
n=0
w(n)
w(N − n)
w(N)
. (3.6)
We define
Km := max
{
k∗ ≤ Nm : Z2,k∗ = min
0≤k≤Nm
Z2,k
}
to be the largest index where the ratio Z2,k
w(Nm)
is minimized. In particular
Z2,n
w(Nm)
≥ Z2,Km
w(Nm)
for all m ≥ 0 and n ∈ {0, . . . ,Nm}. (3.7)
By definition Km ≤ Nm, and so r := lim supm→∞ Km/Nm ≤ 1. There exists a subsequence (m :  ≥ 0) such that
Km/Nm → r , with a slight abuse of notation we denote the subsequences Nm and Km simply by N and K.
Suppose r < 1, by Claim 3.4 we have
Z2,K
w(N)
≥ Z2,K
w(K)
(
2 − K
N
)
→ 2z(1)(2 − r) > 2z(1),
which together with (3.7) for n = 0 contradicts Proposition 3.2, therefore K/N → 1 and K/N ≤ 1 for all .
Applying Claim 3.4 we then have
Z2,K
w(N)
≥ 2
K/2−1∑
k=0
w(k)
w(K − k)
w(N)
≥ 2
N
K/2−1∑
k=0
kw(k)+ 2
(
2 − K
N
) K/2−1∑
k=0
w(k).
Subtracting 2z(1) we get
Z2,K
w(N)
− 2z(1)
≥ 2
N
K/2−1∑
k=0
kw(k)− 2
∞∑
k=K/2
w(k)+ 2
(
1 − K
N
) K/2−1∑
k=0
w(k). (3.8)
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Neglecting the final term in (3.8) we have
N
(
Z2,K
w(N)
− 2z(1)
)
> 2
K/2−1∑
k=0
kw(k)− 2N
∞∑
k=K/2
w(k)
> 2
K/2−1∑
k=0
kw(k)− 4N
K
∞∑
k=K/2
kw(k) → 2ρcz(1) > 0,
using that K/N → 1 as  → ∞, where ρc is the critical density defined in (2.15). Together with (3.7) this completes
the proof of Claim 3.5. 
To complete the proof of Lemma 3.3 we proceed by induction on the system size, L. We make the following
inductive hypothesis:
(H) There exists a constant CL > 0 and a sequence {Nm : m ∈ N} such that Nm → ∞ as m → ∞ and ( ZL,nw(Nm) −
Lz(1)L−1) ≥ CL/Nm for all n ∈ {0, . . . ,Nm}.
The case L = 2 is given by Claim 3.5. Analogously to the proof of Claim 3.5 we define
Km := max
{
k∗ ≤ Nm : ZL,k∗ = min
0≤k≤Nm
ZL,k
}
. (3.9)
By the same argument as in the proof of Claim 3.5 there exists a subsequence (m :  ≥ 0) such that Km/Nm → 1,
again we denote the respective subsequences by K and N. For  sufficiently large, we have
ZL+1,K
w(N)
=
K∑
k=0
w(k)
ZL,K−k
w(N)
≥
K/2∑
k=0
w(k)
ZL,K−k
w(N)
+
K/2−1∑
k=0
ZL,k
w(K − k)
w(N)
> Lz(1)L−1
K/2∑
k=0
w(k)+
K/2−1∑
k=0
ZL,k
(
1 + N −K + k
N
)
,
where the final inequality follows from the inductive hypothesis (H) and Claim 3.4. Subtracting (L+ 1)z(1)L we get
ZL+1,K
w(N)
− (L+ 1)z(1)L > −Lz(1)L−1
∞∑
k=K/2+1
w(k)
+ 1
N
K/2−1∑
k=0
kZL,k +
(
1 − K
N
) K/2−1∑
k=0
ZL,k
+
K/2−1∑
k=0
ZL,k − z(1)L. (3.10)
Now, following the proof of Claim 3.5, multiply (3.10) by N and neglect the second term on the second line. Then
the first term vanishes, since
0 ≤ N
∞∑
k=K/2+1
w(k) ≤ 2N
K
∞∑
k=K/2+1
kw(k) → 0 as  → ∞.
In terms of the normalized grand-canonical measure ZL,k = z(1)LνL1 [SL = k], so we have
∞∑
k=0
kZL,k = z(1)LνL1 (SL) = ρcLz(1)L ∈ (0,∞), (3.11)
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where ρc is the critical density as defined in (2.15). This implies that the first term in the second line of (3.10), after
multiplication with N, converges to a strictly positive constant. Finally, the third line in (3.10) converges to zero after
multiplying by N since we have
∑∞
n=0 ZL,n = z(1)L, which implies
0 ≥ N
(K/2−1∑
k=0
ZL,k − z(1)L
)
= −N
∞∑
k=K/2
ZL,k ≥ − NK/2
∞∑
k=K/2
kZL,k → 0
as  → ∞, by (3.11) and using that K/N converges to 1. Using the definition of K in (3.9), this implies that there
exists a constant CL+1 > 0 such that for all  large enough
min
n≤N
(
ZL+1,n
w(N)
− (L+ 1)z(1)L
)
≥ CL+1/N,
so (H) holds for L + 1, completing the induction. This concludes the proof of Lemma 3.3 for the case where the
critical measure has finite mean.
3.2. Proof of Lemma 3.3: The infinite mean power law case
We consider stationary weights of the form w(n) = n−bh(n) with w(0) = 1, h(n) → c ∈ (0,∞), and b ∈ (1,2). We
prove non-monotonicity of ZL,N/w(N) for b ∈ (3/2,2) and h(n) = 1 for all n ∈N via an exact computation. The case
b = 2 can be done completely analogously but involves different expressions with logarithms in the resulting limits,
and is presented in Appendix B. The proof remains valid for general converging h(n) with only minor differences,
which we explain in a remark at the end of this section. Convergence of Z2,N/w(N) → 2z(1) from above or below
for the exact power law depends on the parameter b ∈ (1,2), as summarized in the next result.
Lemma 3.6. For stationary weights of the form w(n) = n−b and w(0) = 1 with b ∈ (1,2)
Nb−1
(
Z2,N
w(N)
− 2z(1)
)
→ F2(b) as N → ∞, (3.12)
where
F2(b) = 2
∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 2
b−1−i
1 − b + i − 2
2b−1
b − 1
{
> 0 if b ∈ ( 32 ,2),
< 0 if b ∈ (1, 32 ).
For L> 2 we have
lim
N→∞N
b−1
(
ZL,N
w(N)
−Lz(1)L−1
)
= FL(b) := z(1)FL−1(b)+ (L− 1)z(1)L−2F2(b), (3.13)
which has the same sign as F2(b).
This result implies that whenever w(n) = n−b for n ≥ 1 and w(0) = 1 with b ∈ (3/2,2) Lemma 3.3 holds with
C = F2(b). This completes the proof of Lemma 3.3 in the case h(n) = 1.
Proof of Lemma 3.6. To prove this result we make use of the full Taylor series of (1 − x)−b at x = 0 and integral
approximations to compute the asymptotic behaviour of summations. To simplify notation we assume that N is even.
For odd N there is no term with multiplicity one and there exists an obvious modification. First note that w(n) fulfils
the regularity assumption (2.13) and ZL,N/w(N) → Lz(1)L−1 as N → ∞ for all L ≥ 2 [25], so by Proposition 2.3
a process with stationary measures πL,N will exhibit condensation. For L = 2 we subtract 2z(1) from Z2,N/w(N) to
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get
Z2,N
w(N)
− 2z(1) = 2
N/2∑
n=0
w(n)
w(N − n)
w(N)
− 2
∞∑
n=0
w(n)− w(N/2)w(N/2)
w(N)
= 2
N/2∑
n=1
n−b
(
1 − n
N
)−b
− 2
∞∑
n=1
n−b − 22bN−b. (3.14)
Substituting the Taylor expansion of (1 − x)−b we find
Z2,N
w(N)
− 2z(1) = 2
N/2∑
n=1
n−b
∞∑
i=0
1
i!
(
n
N
)i i−1∏
j=0
(j + b)− 2
∞∑
n=1
n−b − 22bN−b
= 2
∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 1
Ni
N/2∑
n=1
n−b+i − 2
∞∑
n=N/2+1
n−b − 22bN−b. (3.15)
In the last line the i = 0 term was combined with the second term, and we adopt the usual convention that empty prod-
ucts are equal to one. Both summations in n are over continuous and monotone functions g : R→ (0,∞), therefore
we can use the usual integral approximation for decreasing (increasing) functions
∫ d+1
c
g(x) dx ≤ (≥)
d∑
n=c
g(n) ≤ (≥)g(c)+
∫ d
c
g(x) dx (3.16)
for all c ∈N and d ∈N∪ {∞}. Multiplying by Nb−1 we find the limit as N → ∞ of (3.15) to be
F2(b) = 2
∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 2
b−1−i
1 − b + i − 2
2b−1
b − 1 . (3.17)
It is shown in Appendix C that this is positive (and finite) in the region b ∈ (3/2,2) and negative (and finite) in the
region b ∈ (1,3/2), completing the proof of Lemma 3.6 for L = 2. The result holds for general system size, L ≥ 2,
and is proved by induction. The inductive hypothesis states
lim
N→∞N
b−1
(
ZL,N
w(N)
−Lz(1)L−1
)
= FL(b) = z(1)FL−1(b)+ (L− 1)z(1)L−2F2(b). (3.18)
Similar to the case L = 2 we write
Nb−1
(
ZL+1,N
w(N)
− (L+ 1)z(1)L
)
= Nb−1
(
N/2∑
n=0
ZL,n
w(N − n)
w(N)
− z(1)L
)
︸ ︷︷ ︸
L,N
+Nb−1
(
N/2−1∑
n=0
w(n)
ZL,N−n
w(N)
−Lz(1)L
)
︸ ︷︷ ︸
L,N
. (3.19)
We first establish the limit of the function L,N in equation (3.19). The inductive hypothesis (3.18) can be written as
ZL,n
w(n)
= FL(b)+ on(1)
nb−1
+Lz(1)L−1, (3.20)
Monotonicity and condensation in homogeneous stochastic particle systems 803
which implies L,N can be written as
L,N = Nb−1
(
N/2−1∑
n=0
w(n)
w(N − n)
w(N)
ZL,N−n
w(N − n) −Lz(1)
L
)
= Nb−1
(
N/2−1∑
n=0
w(n)
w(N − n)
w(N)
[
FL(b)+ oN(1)
(N − n)b−1 +Lz(1)
L−1
]
−Lz(1)L
)
.
Rearranging terms and noting that w(N−n)
w(N)
Nb−1
(N−n)b−1 = (N−nN )1−2b we then have
L,N =
(
FL(b)+ oN(1)
)N/2−1∑
n=0
w(n)
(
N − n
N
)1−2b
+Lz(1)L−1Nb−1
(
N/2−1∑
n=0
w(n)
w(N − n)
w(N)
− z(1)
)
.
After Taylor expanding (1 − x)1−2b appearing in the first line above, and using (3.16) we see that the limit of the first
line is given by FL(b)z(1) as N → ∞. Using the L = 2 result to calculate the limit of the second line we find
L,N → FL(b)z(1)+ Lz(1)
L−1F2(b)
2
as N → ∞. (3.21)
To identify the limit of L,N in (3.19), we again make use of the Taylor expansion of (1 − x)−b , similarly to the case
L = 2, and we write
L,N = Nb−1
(
ZL,0 +
N/2∑
n=1
ZL,n
∞∑
i=0
1
i!
i−1∏
j=0
(j + b)
(
n
N
)i
− z(1)L
)
.
Changing the order of summations, separating the i = 0 term and using ∑∞n=0 ZL,n = z(1)L we have
L,N = Nb−1
( ∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 1
Ni
N/2∑
n=1
niZL,n −
∞∑
n=N/2+1
ZL,n
)
. (3.22)
For all i ≥ 1 and b ∈ (1,2) we have Nb−1−i → 0 as N → ∞, which implies that for any fixed N1 ∈ N we have
Nb−1−i
∑N1−1
n=1 niZL,n → 0. Therefore, the following limits are equal
lim
N→∞L,N = limN→∞N
b−1
( ∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 1
Ni
N/2∑
n=N1
niZL,n −
∞∑
n=N/2+1
ZL,n
)
.
Using the inductive hypothesis (3.20) we have limN→∞ L,N is given by
lim
N→∞N
b−1(FL(b)+ oN(1))
( ∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 1
Ni
N/2∑
n=N1
ni
w(n)
nb−1
−
∞∑
n=N/2+1
w(n)
nb−1
)
+ lim
N→∞N
b−1Lz(1)L−1
( ∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 1
Ni
N/2∑
n=N1
niw(n)−
∞∑
n=N/2+1
w(n)
)
. (3.23)
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Now applying the L = 2 result we proceed as above, by identifying (3.17) in the second line and proving that the first
line converges to 0. This gives
L,N → Lz(1)
L−1F2(b)
2
, (3.24)
where the limit of the first line of (3.23) was 0 because of the additional factor 1/nb−1 appearing in the summations.
Combining (3.21) and (3.24) we have
Nb−1
(
ZL+1,N
w(N)
− (L+ 1)z(1)L
)
→ z(1)FL(b)+Lz(1)L−1F2(b) as N → ∞,
concluding the induction so the result holds for all L ≥ 2. From the recursion (3.13) it is obvious that FL(b) will have
the same sign as F2(b), completing the proof of Lemma 3.6. 
A slightly modified version of Lemma 3.6 also holds if the stationary weights are of the form w(n) = n−bh(n)
where limn→∞ h(n) = c ∈ (0,∞). The limit in (3.12) only depends on the tail behaviour of the weights and is now
given by cF2(b). Briefly, this can be seen as follows, (3.14) becomes
2
N/2∑
n=0
n−bh(n)h(N − n)
h(N)
(
1 − n
N
)−b
− 2
∞∑
n=0
n−bh(n)+ 22bN−b h(N/2)h(N/2)
h(N)
.
Taylor expanding (1 − x)−b and rearranging to find terms of the form N1−b−i∑N/2n=1 h(n)n−b+i and using the same
argument to calculate the limit of L,N we have
lim
N→∞N
b−1−i
N/2∑
n=1
h(n)n−b+i = lim
N→∞N
b−1−i
N/2∑
n=N1
cn−b+i < ∞
for all i ≥ 1 and any N1 ∈ N, and the result follows. Similar modifications are required in the inductive step and the
new limit in (3.13) is given by cL−1FL(b) for all L ≥ 2. This does not change the sign of the limit in (3.13) and
therefore Lemma 3.3 still holds.
4. Characterization of condensation
In general, condensation arises in spatially homogeneous systems with stationary product measures due to the sub-
exponential tail of the stationary weights w, which has been studied extensively in previous work. In this section we
review relevant results on heavy-tailed distributions and discuss the links between condensation on fixed finite lattices
according to Definition 2.1 and in the thermodynamic limit before we give the proof of Proposition 2.3 in Section 4.3.
4.1. Sub-exponential distributions
Sub-exponential distributions are a special class of heavy-tailed distributions, the following characterization was in-
troduced in [11] with applications to branching random walks, and has been studied systematically in later work (see
e.g. [15,38,44,48]), for a review see for example [33] or [8].
A non-negative random variable X with distribution function F(x) = P[X ≤ x] is called heavy-tailed if F(0+) = 0,
F(x) < 1 for all x > 0, and
eλx
(
1 − F(x))→ ∞ as x → ∞ for all λ > 0. (4.1)
It is called sub-exponential if F(0+) = 0, F(x) < 1 for all x > 0, and
1 − F2(x)
1 − F(x) → 2 as x → ∞. (4.2)
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Here F2(x) = P[X1 +X2 ≤ x] denotes the convolution product, the distribution function of the sum of two indepen-
dent copies X1 and X2. It has been shown [11,19] that (4.2) is equivalent to either of the following conditions,
lim
x→∞
1 − FL(x)
1 − F(x) = L for all L ≥ 2, or (4.3)
lim
x→∞
P[∑Li=1 Xi > x]
P[max{Xi : i ∈ {1, . . . ,L}} > x] = 1 for all L ≥ 2. (4.4)
The second characterization shows that a large sum of independent sub-exponential random variables Xi is typically
realized by one of them taking a large value, which is of course reminiscent of the condensation phenomenon. It was
further shown in [11,33] that sub-exponential distributions also have the following properties,
lim
x→∞
1 − F(x − y)
1 − F(x) = 1 ∀y ∈R, (4.5)∫ ∞
0
ex dF (x) = ∞ ∀ > 0 (no exponential moments), (4.6)
F(x)ex → ∞ ∀ > 0 (slower than exponential decay). (4.7)
Most results in the literature are formulated in terms of distribution functions and tails and apply to discrete as well as
continuous random variables. [15] provides a valuable connection to discrete random variables in terms of their mass
functions w(n), n ∈N.
Assume the following properties for a sequence {w(n) > 0 : n ∈N},
(a) w(n−1)
w(n)
→ 1 as n → ∞,
(b) z(1) :=∑∞n=0 w(n) ∈ (0,∞) (normalizability),
(c) limN→∞ (w∗w)(N)w(N) = C ∈ (0,∞) exists.
Then [15, Theorem 1] asserts that C = 2z(1) and w(n)/z(1) is the mass function of a discrete, sub-exponential
distribution. It follows that
(wL)(N)
w(N)
→ Lz(1)L−1 as N → ∞ for L> 2
as is shown in [15, Lemma 5]. Sufficient (but not necessary) conditions for assumption (c) to hold are given in [15,
Remark 1].
Provided z(1) < ∞, then (c) holds if either of the following conditions are met:
(i) sup1≤k≤n/2 w(n−k)w(n) ≤ K
for some constant K > 0, or
(ii) w(n) = e−nψ(n)
where ψ(x) is a smooth function on R with ψ(x) ↘ 0 and x2|ψ ′(x)| ↗ ∞ as x → ∞, and ∫∞0 dxe− 12 x2|ψ ′(x)| < ∞.
Case (i) includes distributions with power law tails, w(n) ∼ n−b with b > 1. The stretched exponential with ψ(x) =
xγ−1, γ ∈ (0,1), and the almost exponential with ψ(x) = (log(x))−β , β > 0, are covered by case (ii). The class of
sub-exponential distributions includes many more known examples than the list given in Section 2.4 (see e.g. [33,
Table 3.7]). Analogous to the characterisation of sub-exponential distributions, given by (4.4), for discrete distributions
the existence of the limit (w ∗w)(N)/w(N) is equivalent to the following condition
P[X1 +X2 = N ]
P[max{X1,X2} = N ] → 1 as N → ∞. (4.8)
This holds, since we have the following equality of ratios
P[X1 +X2 = N ]
P[max{X1,X2} = N ] =
Z2,N
2w(N)
∑N
n=0 w(n)
= (w ∗w)(N)
2w(N)
∑N
n=0 w(n)
.
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Specific properties of power law tails w(n) are used in [25] to show condensation for finite systems in the sense of
Definition 2.1. In Proposition 2.3, proved in Section 4.3, we extend this result to stationary product measures with gen-
eral sub-exponential tails. In this context, condensation is basically characterized by the property (4.4) which assures
emergence of a large maximum when the sum of independent variables is conditioned on a large sum. As summa-
rized in the introduction, condensation in stochastic particle systems has mostly been studied in the thermodynamic
limit with particle density ρ ≥ 0, where L,N → ∞ such that N/L → ρ. In that case conditions on the sum of L
independent random variables become large deviation events, which have been studied in detail in [5,17].
4.2. Connection with the thermodynamic limit
In the thermodynamic limit, a definition of condensation is more delicate and the approach presented in [13,36]
follows the classical paradigm for phase transitions in statistical mechanics via the equivalence of ensembles (see e.g.
[28] for more details). A system with stationary product measures (2.5) exhibits condensation if the critical density
(2.15) is finite, i.e. ρc < ∞ and the canonical measures πL,N are equivalent to the critical product measure νφc in the
limit L,N → ∞ such that N/L → ρ for all super-critical densities ρ ≥ ρc. The interpretation is again that the bulk of
the system (any finite set of sites) is distributed as the critical product measure in the limit. It has been shown in [36]
(see also [13] for a more complete presentation) that the regularity condition (2.10) and ρc < ∞ imply the equivalence
of ensembles, which has therefore been used as a definition of condensation in [13, Definition 2.1]. Condensation on
fixed finite lattices in the sense of Definition 2.1 implies the regularity condition (2.10), and therefore, if in addition
ρc < ∞, this implies condensation in the thermodynamic limit. This includes all previously studied examples [3,21],
however there exist distributions that satisfy (2.10) with ρc < ∞ but do not satisfy the conditions of Proposition 2.3
and do not condense for fixed . This is illustrated by an example given below. It is also discussed in [13, Section 3.2]
that assumption (2.10) is not necessary to show equivalence, but weaker conditions are of a special, less general nature
and are not discussed here. Note also that equivalence of ensembles does not imply that the condensate concentrates on
a single lattice site, the latter has been shown so far only for stretched exponential and power-law tails with ρc < ∞ in
[3,4]. Both definitions involve only the sequence πL,N of canonical measures and not the dynamics of the underlying
process. Since the canonical measures (2.9) are fully characterised by the weights w(n) condensation can be viewed
as a feature of the tails of the weights w(n).
The condensation phenomenon can also be studied for continuous random variables on the local state space [0,∞),
see for example [5]. The following continuous example is taken from [44] where it is shown to satisfy (2.10) but to
be not sub-exponential. Below we show that the distribution has a finite mean and therefore it exhibits condensation
in the thermodynamic limit (as shown in [36]) but not on a fixed finite lattice in the sense of Definition 2.1. For a real-
valued random variable X with distribution function F(x) = P[X ≤ x], assume F ′(x) = g′(x)e−g(x). Let (xn)n∈N be
an increasing sequence with x0 = 0 and g(x) be a continuous and piecewise linear function such that g(0) = 0 and
g′(x) = 1/n for x ∈ (xn−1, xn). The sequence (xn)n∈N is defined iteratively as follows
xn − xn−1 = 2neg(xn−1),
g(xn)− g(xn−1) = 2eg(xn−1),
and g(x)− g(xn−1) = x−xn−1n for x ∈ [xn−1, xn). The mean is finite since∫ ∞
0
xF ′(x) dx =
∞∑
n=1
1
n
∫ xn
xn−1
xe−g(x) dx =
∞∑
n=0
e−g(xn) < ∞,
where the final step uses the relation g(xn)−g(xn−1) = 2eg(xn−1) ≥ 2(1+g(xn−1)), which implies g(xn) ≥ 2(2n −1),
to bound the series from above.
For all distributions satisfying (2.10) which are not sub-exponential ZL,N/w(N) does not have a limit in (0,∞)
as N → ∞ and with Proposition 2.3 there is no condensation on fixed finite lattices according to Definition 2.1. For a
discretized version of the example given above with weights w(k) = exp{−g(k)} we have Z2,N/w(N) → ∞ for N ∼
xn as n → ∞ [44]. For this example, following the proof of Proposition 2.3 this implies that π2,N [η1 ∧ η2 ≤ K] → 0
for N ∼ xn as N → ∞ and all K ≥ 0. Therefore, the L = 2 bulk occupation number η1 ∧ η2 diverges in distribution
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as N → ∞ by receiving a diverging excess mass from the condensate due to the light tail of w(n). It can be shown
that these weights satisfy (2.10) and therefore exhibit condensation in the thermodynamic limit where the excess mass
can be distributed on a diverging number of sites.
For a process that exhibits condensation in the thermodynamic limit with a sub-exponential critical product mea-
sure, Proposition 2.3 implies that condensation occurs also on fixed finite lattices with ρc < ∞. Theorem 2.4 then
implies that this process is necessarily non-monotone for all fixed system sizes L. However, monotonicity for con-
densing processes with long-tailed but not sub-exponential stationary measures remains open.
4.3. Proof of Proposition 2.3
Let us first assume that the process exhibits condensation according to Definition 2.1 and has canonical distributions
of the form (2.9) where the weights fulfil (2.10), i.e. w(n − 1)/w(n) → φc ∈ (0,∞] as n → ∞. In this part of the
proof we establish that;
(1) φc < ∞,
(2) ZL,N
w(N)
has a limit as N → ∞,
(3) z(φc) < ∞, which also implies ZL,Nw(N) → Lz(φc)L−1 as N → ∞, and
(1) convergence of ZL,N
w(N)
→ Lz(φc)L−1 for some L ≥ 2 implies convergence for L = 2 and therefore (2.11) holds.
Step (1), show φc < ∞. Assume first that w(n− 1)/w(n) → ∞ as n → ∞. For all K ∈N and N >K we have
πL,N [ML ≥ N −K] = L
ZL,N
K∑
n=0
ZL−1,nw(N − n)
≤ LK + 1
ZL,N
max
0≤n≤K
(ZL−1,n) max
0≤n≤K
(
w(N − n)).
Let n = argmax0≤n≤K(w(N −n)) ≤ K . The partition function ZL,N is trivially bounded below by the event that site
1 takes N − n − 1 particles and the second site takes the remaining n + 1 particles, i.e.
ZL,N ≥ w(0)L−2w
(
n + 1)w(N − n − 1).
Therefore
πL,N [ML ≥ N −K] ≤ L
w(0)L−2
K + 1
w(n + 1)
w(N − n)
w(N − n − 1) max0≤n≤K(ZL−1,n) → 0
as N → ∞, which implies condensation cannot occur in the sense of Definition 2.1 contradicting the initial assump-
tion, therefore φc < ∞.
Step (2), prove ZL,N/w(N) converges as N → ∞. By Definition 2.1 the limit
aK := lim
N→∞πL,N [ML ≥ N −K], (4.9)
exists and aK > 0 for K sufficiently large. For N >K we have
πL,N [ML ≥ N −K] = Lw(N)
ZL,N
K∑
n=0
ZL−1,n
w(N − n)
w(N)
. (4.10)
Since w(N − n)/w(N) → φnc , K is fixed, and aK > 0, (4.10) implies the convergence of ZL,N/w(N) as N → ∞.
Step (3), prove z(φc) < ∞. By (2.3) we have aK → 1 as K → ∞, taking the limit as N → ∞ of (4.10) this implies
lim
K→∞
K∑
n=0
ZL−1,nφnc =
∞∑
n=0
ZL−1,nφnc < ∞. (4.11)
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Since we also have
∑∞
n=0 ZL−1,nφnc = z(φc)L−1, this implies z(φc) < ∞. Using aK → 1, (4.10) then also implies
ZL,N/w(N) → Lz(φc)L−1 as N → ∞.
Step (4). We have seen above that condensation implies φc < ∞, z(φc) < ∞, and ZL,N/w(N) → Lz(φc)L−1 as
N → ∞, then [20, Theorem 2.10] implies
lim
N→∞
Z2,N
w(N)
= 2z(φc),
completing this part of the proof.
Now, let us consider a stochastic particle system with canonical distributions of the form (2.9) which fulfil (2.13)
and (2.14) with φc = 1 and z(1) < ∞. We keep the notation for φc = 1 general in the following to clarify the argument.
It is immediate from Proposition 3.2, and remembering that we set w(0) = 1, that
πL,N [ML = N ] = Lw(N)/ZL,N → z(φc)−(L−1) > 0.
Then we have for all fixed K and N >K
πL,N [ML ≥ N −K] = L
K∑
n=0
w(N − n)ZL−1,n
ZL,N
=
K∑
n=0
ZL−1,n
w(N − n)
w(N)
Lw(N)
ZL,N
→
K∑
n=0
ZL−1,nφnc
z(φc)L−1
= νφc (η1 + · · · + ηL−1 ≤ K)
as N → ∞. Since νφc is a non-degenerate probability distribution, this implies that νφc (η1 + · · · + ηL−1 ≤ K) → 1 as
K → ∞, which is (2.3).
To compute the distribution outside the maximum we get for fixed n1, . . . , nL−1 and large enough N we have by
(2.9)
πL,N [η1=n1, . . . , ηL−1=nL−1|ML=ηL]
= w(n1) · · ·w(nL−1)w(N − n1− . . .−nL−1)
πL,N [ML=ηL]ZL,N
= 1
LπL,N [ML = ηL]w(n1) · · ·w(nL−1)
w(N − n1 − · · · − nL−1)
w(N)
Lw(N)
ZL,N
→ w(n1) · · ·w(nL−1)φn1+···+nL−1c /z(φc)L−1, (4.12)
as N → ∞. Here we have used Proposition 3.2 and that spatial homogeneity of the measure and asymptotic unique-
ness of the maximum according to (2.3) imply πL,N [ML = ηL] → 1/L. This completes the proof of Proposition 2.3.
5. Examples of homogeneous condensing processes
In this section we review several stochastic particle systems that exhibit condensation. By Theorem 2.4, if these
processes are homogeneous and monotone with a finite critical density they do not have stationary product measures.
To prove monotonicity for the examples mentioned below it is sufficient to construct a basic coupling of the stochastic
process which preserves the partial order and particles jump together with maximal rate. For a definition of a coupling
see [41] and for the statement of Strassen’s theorem linking stochastic monotonicity and the coupling technique see
[34]. The steps to construct a basic coupling are outlined in [31].
5.1. Misanthrope processes and generalizations
Condensation in homogeneous particle systems has mostly been studied in the framework of misanthrope processes
[16,31]. At most one particle is allowed to jump at a time and the rate that this occurs depends on the number of
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particles in the exit and entry sites. The misanthrope process is a stochastic particle system on the state space L =N
defined by the generator
Lmisf (η) =
∑
x,y∈
r(ηx, ηy)p(x, y)
(
f
(
ηx,y
)− f (η)). (5.1)
Here ηx,y = η − δx + δy denotes the configuration after a single particle has jumped from site x to site y, which
occurs with rate r(ηx, ηy). The purely spatial part of the jump rates, p(x, y) ≥ 0, are translation invariant transition
probabilities on . Typical choices are symmetric, totally asymmetric or fully connected jump rates with p(x, y) =
1/2(δy,x+1 + δy,x−1), p(x, y) = δy,x+1, or p(x, y) = (1 − δy,x)/(L− 1), respectively.
Misanthrope processes include many well-known examples of interacting particle systems, such as zero-range
processes [46], the inclusion process [29,30], and the explosive condensation model [51]. It is known [16,24] that
misanthrope processes with translation invariant dynamics p(x, y) = q(x − y) exhibit stationary product measures if
and only if the rates fulfil
r(n,m)
r(m+ 1, n− 1) =
r(n,0)r(1,m)
r(m+ 1,0)r(1, n− 1) for all n ≥ 1,m ≥ 0, (5.2)
and, in addition, either{
q(z) = q(−z) for all z ∈  or,
r(n,m)− r(m,n) = r(n,0)− r(m,0) for all n,m ≥ 0. (5.3)
The corresponding stationary weights satisfy
w(k + 1)
w(k)
= w(1)
w(0)
r(1, k)
r(k + 1,0) and w(n) =
n∏
k=1
r(1, k − 1)
r(k,0)
. (5.4)
Misanthrope processes are monotone (attractive) [16] if and only if the jump rates satisfy
r(n,m) ≤ r(n+ 1,m) i.e. non-decreasing in n,
r(n,m) ≥ r(n,m+ 1) i.e. non-increasing in m. (5.5)
In Theorem 2.4 we have proved that processes that exhibit stationary product measures and condensation with
finite mean or power law tails, w(n) ∼ n−b, with b ∈ (3/2,2] are necessarily not monotone. For power law tails
with b ∈ (1,3/2] convergence of ZL,N/w(N) is from below and our method does not disprove monotonicity of the
measures πL,N or monotonicity of the underlying process. Using the specific form of the stationary measures (5.4),
it is clear that possible examples of monotone processes with stationary product measures of this form cannot be of
misanthrope type.
Lemma 5.1. A misanthrope process defined by the generator (5.1), that has stationary product measures and exhibits
condensation on fixed finite lattices according to Definition 2.1 is not monotone.
Proof. (5.5) gives necessary conditions for the monotonicity of the misanthrope process and implies with (5.4) that
w(n− 1)
w(n)
= r(n,0)
r(1, n− 1) (5.6)
is non-decreasing. This implies that the ratio converges to φc ∈ (0,∞], which is the regularity assumption (2.10).
Assuming the process condenses in the sense of Definition 2.1, then Proposition 2.3 implies φc < ∞. Now we have
w(n− 1)
w(n)
≤ φc =⇒ w(n) ≥ w(n− 1)φ−1c (5.7)
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for all n ∈N. Therefore, w(n) ≥ w(0)φ−nc which implies
N∑
n=0
w(n)φnc ≥ w(0)
N∑
n=0
φnc φ
−n
c → ∞ as N → ∞. (5.8)
We conclude that the critical partition function diverges and the critical measure νφc does not exist, which is a nec-
essary condition for condensation. Therefore condensation does not occur in misanthrope processes with stationary
product measures. 
In [31] generalised misanthrope processes have been introduced where more than one particle is allowed to jump
simultaneously. They are defined via transitions η → η + n(δy − δx) for n ∈ {0, . . . , ηx} at rate nηx,ηy (y − x) and
conditions on the jump rates for monotonicity are characterized. This class provides candidates for possible monotone,
condensing processes with product measures as we discuss in the next subsection.
5.2. Generalised zero-range processes
The generalised zero-range process (gZRP) [31] is a stochastic particle system on the state space L = N defined
by the generator
LgZRPf (η) =
∑
x,y∈
ηx∑
k=1
αk(ηx)p(x, y)
(
f
(
ηx→(k)y
)− f (η)). (5.9)
Here ηx→(k)y ∈ L is the configuration after k particles have jumped from x to y ∈ . The jump rates αk(n) satisfy
αk(n) = 0 if k > n, and we use the convention that empty summations are zero. We consider translation invariant
p(x, y) on a fixed finite lattice  = {1, . . . ,L} and note that the process preserves particle number ∑x ηx = N .
It is known [22,24] that these processes exhibit stationary product measures if and only if the jump rates have the
explicit form
αk(n) = g(k)h(n− k)
h(n)
, (5.10)
where g,h :N→ [0,∞) are arbitrary non-negative functions with h strictly positive. The stationary weights are then
given by w(n) = h(n). Monotonicity of the gZRP can be characterized in terms of
Rk(n) :=
n−k∑
m=0
(
αn−m(n)− αn+1−m(n+ 1)
)
. (5.11)
The gZRP is monotone if and only if
Rk(n) ≥ 0 for all n ≥ 1 and k ∈ {1, . . . , n},
αk(n+ 1) ≥ Rk(n) for all n ≥ 1 and k ∈ {1, . . . , n}.
(5.12)
We note these conditions arise from a special case of the results in [31, Theorem 2.11] on generalised misanthrope
models, since αk(n) depends only on the occupation of the exit site and not the entry site.
In this class, which is also discussed in detail in [24], there exist processes which condense on fixed finite lattices
according to Definition 2.1 which are monotone, homogeneous, and have stationary product measures with a power
tail w(n) ∼ n−b with b ∈ (1,3/2]. As an example, consider the gZRP with rates given by
αk(n) =
⎧⎪⎨
⎪⎩
0 if k = 0 or n = 0,
k−b(1 − k
n
)−b if k ∈ {1, . . . , n− 1},
1 otherwise.
(5.13)
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Since αk(n) is of the form (5.10) the process exhibits stationary product measures with weights of the form
w(n) =
{
1 if n = 0,
n−b otherwise.
For all b > 1 and L ≥ 2 the ratio ZL,N
w(N)
converges to Lz(1)L−1 as N → ∞ [25] so by Proposition 2.3 the process
exhibits condensation. To prove the process is monotone we must show the rates satisfy the conditions given in
equation (5.12). We first prove Rk(n) ≥ 0 for all k ∈ {1, . . . , n− 1} and n > 1. Since αn(n)− αn+1(n+ 1) = 0 for all
n ≥ 1 we can drop the m = 0 term from the definition of Rk(n). We have Rn(n) = 0 and
Rk(n) =
n−k∑
m=1
m−b
[(
1 − m
n
)−b
−
(
1 − m
n+ 1
)−b]
. (5.14)
Since (1 − x)−b is increasing for x ∈ (0,1) and b > 0 we have
Rk(n) > 0 for all k ∈ {1, . . . , n− 1} and n > 1.
We also need to show αk(n + 1) ≥ Rk(n) for all k ∈ {1, . . . , n} and n ≥ 1. Taking discrete derivatives in k and using
(5.14)
αk+1(n+ 1)−Rk+1(n)−
(
αk(n+ 1)−Rk(n)
)= αk(n)− αk(n+ 1)
= k−b
(
1 − k
n
)−b
− k−b
(
1 − k
n+ 1
)−b
> 0,
so αk(n+ 1)−Rk(n) is an increasing function in k. Therefore,
αk(n+ 1)−Rk(n) ≥ α1(n+ 1)−R1(n)
for all k ∈ {1, . . . , n− 1}, and it suffices to show
A(n) := α1(n+ 1)−R1(n) ≥ 0 for all n ≥ 1. (5.15)
We present numerical evidence in Figure 3 which corroborates our claim that the process with rates (5.13) is indeed
monotone for b ∈ (1,3/2] and is not for b > 3/2.
Fig. 3. Monotonicity condition (5.15) for b = 1.25, b = 1.5 and b = 1.65. For b = 1.65 the function A(n) falls below zero, implying the gZRP
with rates (5.13) is non-monotone. For b = 1.25 and b = 1.5 the function A(n) is positive indicating the process is monotone.
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5.3. Homogeneous monotone processes without product measures
The chipping model is a stochastic particle system on the state space L =N, introduced in [42,43]. The dynamics
are defined by the generator
Lchipf (η) =
∑
x,y∈L
w1(ηx > 0)p(x, y)
(
f
(
ηx,y
)− f (η))
+
∑
x,y∈L
1(ηx > 0)p(x, y)
(
f
(
η + ηx(δy − δx)
)− f (η)). (5.16)
Here η + ηx(δy − δx) denotes the configuration after all the particles at site x have jumped to site y, which occurs at
rate 1, and single particles jump at rate w > 0. The spatial part p(x, y) is again spatially homogeneous as described
in Section 5.1.
It is easy to see that a basic coupling will preserve the partial order on the state space L as defined in Section 2.2.
Therefore, by Strassen’s theorem [34], the chipping model is a monotone process and Lemma 2.2 implies that con-
ditional stationary measures of the process are ordered in N . The condensation transition in the chipping model was
established on a heuristic level in [42,43,45]. We have defined the critical density ρc only for systems with product
stationary measures (see (2.15)). In general, the critical density on a fixed system of size L ≥ 2, with unique invariant
measure μL,N , can be defined as the background density of bulk sites
ρc(L) := lim sup
N→∞
μL,N(N −ML)
L− 1 . (5.17)
Notice if μL,N are conditional product measures (see (2.9)) then ρc(L) is consistent with (2.15) and in particular
independent of L, which follows from Proposition 2.3 (more explicitly (2.12)). For the chipping model in the case
L = 2, the process reduces to a 1-dimensional process on {0, . . . ,N} and the measure μ2,N and ρc(2) can be computed
explicitly to find
ρc(2) = 12 (
√
2w + 1 − 1). (5.18)
In [42,43,45] the critical density in the thermodynamic limit is defined as
ρc := sup
{
ρ ≥ 0 : μL,N(η
2
x)
L
→ 0 as N,L → ∞ such that N
L
→ ρ
}
,
inspired by the fact that in case of condensation the second moment is either dominated by the condensate and scales
like the system size L, or it diverges since the maximal invariant measure does not have finite second moment. It is
shown by heuristic computations in a mean-field limit that
ρc =
√
w + 1 − 1.
This suggests that the critical density can depend on the system size L for distributions with non-product stationary
measures.
The
√
w scaling of the critical density can be intuitively understood in the two site chipping model with N particles.
This process can be interpreted as a symmetric random walk on the state space {0, . . . ,N} with jumps i → i ± 1 at
rate w and random jumps to either boundary (resetting, i → 0 or N ) at rate 1. After a reset the particle diffuses at rate
w and reaches a typical distance
√
w from the boundary until the next reset. So this model is a monotone and spatially
homogeneous process that heuristically exhibits a condensation transition with finite (size dependent) critical density,
but it does not exhibit stationary product measures. Condensation is also observed in models where chipping is absent
(w = 0) and the dynamics result in a single block of particles jumping on the lattice {1, . . . ,L} corresponding to the
critical density ρc = 0.
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Appendix A: Connection to statistical mechanics
Condensation and non-monotonicity are also related to convexity properties of the entropy, which we briefly describe
in the following in a non self-contained and non-rigorous discussion that is aimed at readers with a background in
statistical mechanics. In the thermodynamic limit the canonical entropy is defined as
s(ρ) := lim
L→∞
N/L→ρ
1
L
logZL,N . (A.1)
For the processes we consider, equivalence of canonical and grand-canonical ensembles has been established in [36]
for condensing or non-condensing systems, so s(ρ) is given by the (logarithmic) Legendre transform of the pressure
p(φ) := log z(φ). (A.2)
This takes a particularly simple form since the grand-canonical measures are factorisable, and is a strictly convex
function for φ < φc. General results then imply that s(ρ) also has to be strictly convex below the critical density
ρc (see e.g. [49]), which holds for non-condensing systems and condensing systems with ρc = ∞. For condensing
systems with finite critical density s(ρ) is linear for ρ > ρc, consistent with phase separation phenomena, where in
this case the condensed phase formally exhibits density ∞ (see e.g. [14] for a general discussion).
It is not possible to derive general results for finite L and N , but if we assume that the ratio of weights w(n −
1)/w(n) is monotone increasing in n, we can show that a monotone order of πL,N implies that N → 1L logZL,N is
necessarily convex. Note that with (2.10) our assumption implies that w(n) has exponential tails with φc ∈ (0,∞)
or decays super-exponentially with φc = ∞, and in both cases the system does not exhibit condensation. We can
define w(−1) = 0 so that w(ηx − 1)/w(ηx) is a monotone increasing test function on L. It is easy to see that for its
canonical expectation we have for all L ≥ 2 and N ≥ 2
πL,N
(
w(ηx − 1)
w(ηx)
)
= ZL,N−1
ZL,N
. (A.3)
Therefore, monotonicity of the canonical measures implies that the ratio of partition functions (A.3) is increasing and
the discrete derivative of logZL,N in N is decreasing. We expect that in the limit L → ∞ the monotonicity assumption
on w(n − 1)/w(n) is not necessary, and 1
L
logZL,N is convex in N for all non-condensing systems, consistent with
strict convexity of s(ρ).
For condensing systems the weights w decay sub-exponentially, and if w(n − 1)/w(n) is monotone then it has to
be decreasing in n. Therefore the choice w(−1) = 0 implies f (η) = w(ηx −1)/w(ηx) is not a monotone test function,
and the above general arguments cannot be used to relate non-convexity of 1
L
logZL,N to the absence of a monotone
order in πL,N . For particular condensing systems, however, it has been shown that 1L logZL,N is typically convex for
small N < ρcL and concave for larger N > ρcL [3,12]. These results focus on power law and stretched exponential
tails for w(n), and have been derived for zero-range processes where the ratio ZL,N−1/ZL,N is equal to the canonical
current. Non-monotone behaviour around the critical density therefore has implications for finite-size corrections and
derivations of hydrodynamic limits as mentioned in the introduction.
Appendix B: The infinite mean power law case with b= 2
Consider stationary weights of the form w(n) = n−2 with w(0) = 1, we prove the non-monotonicity of ZL,N/w(N)
in a similar fashion to the proof of Lemma 3.6 summarised in the following lemma.
Lemma B.1. For stationary weights of the form w(n) = n−2 with w(0) = 1 we have
N
log(N)
(
Z2,N
w(N)
− 2z(1)
)
→ Fˆ2 = 4 as N → ∞.
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For L> 2 we have
N
log(N)
(
ZL,N
w(N)
−Lz(1)L−1
)
→ FˆL := z(1)FˆL−1 + (L− 1)z(1)L−2Fˆ2 as N → ∞, (B.1)
which is positive for all L ≥ 2 since Fˆ2 > 0.
Proof. First consider the case L = 2. As in the proof of Lemma 3.6 we will utilise the full Taylor expansion of
(1 − x)−2, integral bounds on monotone series, and assume N is even, for N odd there exist obvious modifications to
the proof. We have from (3.14)
Z2,N
w(N)
− 2z(1) = 2
N/2∑
n=1
n−2
(
1 − n
N
)−2
− 2
∞∑
n=1
n−2 − 24N−2,
where the terms n = 0 in the above summations cancel. Substituting the Taylor expansion of (1 − x)−2 we find as in
(3.15)
Z2,N
w(N)
− 2z(1) = 2
∞∑
i=1
(i + 1)N−i
N/2∑
n=1
n−2+i − 2
∞∑
n=N/2+1
n−2 − 24N−2. (B.2)
Now we are in a position to apply the integral bounds (3.16), first noting that n−2+i is decreasing for i = 1, constant
and equal to 1 for i = 2, and increasing for i ≥ 3. Multiplying both sides of (B.2) and applying the integral bounds it
is easy to show
N
log(N)
(
Z2,N
w(N)
− 2z(1)
)
→ 4 as N → ∞. (B.3)
Now consider the case L > 2 and make the following inductive hypothesis
lim
N→∞
N
log(N)
(
ZL,N
w(N)
−Lz(1)L−1
)
= FˆL = z(1)FˆL−1 + (L− 1)z(1)L−2Fˆ2.
As in the proof of Lemma 3.6 write
N
log(N)
(
ZL+1,N
w(N)
− (L+ 1)z(1)L
)
= N
log(N)
(
N/2∑
n=0
ZL,n
w(N − n)
w(N)
− z(1)L
)
︸ ︷︷ ︸
ˆL,N
+ N
log(N)
(
N/2−1∑
n=0
w(n)
ZL,N−n
w(N)
−Lz(1)L
)
︸ ︷︷ ︸
ˆL,N
. (B.4)
We first establish the limit of ˆL,N in (B.4). The inductive hypothesis can be rewritten as
ZL,N
w(N)
= (FˆL + oN(1)) log(N)
N
+Lz(1)L−1. (B.5)
Similar to the proof of Lemma 3.6 ˆL,N can be written in the form
ˆL,N = Nlog(N)
(
FˆL + oN(1)
)(N/2−1∑
n=0
w(n)
w(N − n)
w(N)
log(N − n)
N − n
)
+Lz(1)L−1 N
log(N)
(
N/2−1∑
n=0
w(n)
w(N − n)
w(N)
− z(1)
)
. (B.6)
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Since log(N − n) is decreasing for n ∈ {0, . . .N/2 − 1} we can find upper and lower bounds of the first term, by
pulling out the logarithm, of the form
log(N/2 − 1)
log(N)
(
FˆL + oN(1)
)(N/2−1∑
n=0
w(n)
w(N − n)
w(N)
N
N − n
)
≤ N
log(N)
(
FˆL + oN(1)
)(N/2−1∑
n=0
w(n)
w(N − n)
w(N)
log(N − n)
N − n
)
≤ (FˆL + oN(1))
(
N/2−1∑
n=0
w(n)
w(N − n)
w(N)
N
N − n
)
.
Applying (3.16) to the upper and lower bounds above, and (B.3) to the second line in (B.6) we have
lim
N→∞ ˆL,N = z(1)FˆL +
1
2
Lz(1)L−1Fˆ2. (B.7)
To identify the limit of ˆL,N in (B.4) we again follow the steps given in the proof of Lemma 3.6, which implies
lim
N→∞ ˆL,N =
1
2
Lz(1)L−1Fˆ2. (B.8)
Combining this with (B.7) we have
N
log(N)
(
ZL+1,N
w(N)
− (L+ 1)z(1)L
)
→ FˆL+1 = z(1)FˆL +Lz(1)L−1Fˆ2 as N → ∞.
From the recursion (B.1) it is obvious that FˆL will have the same sign as Fˆ2, completing the proof of Lemma B.1. 
Appendix C: On the sign of F2(b)
In this section, we compute the sign of F2(b) for b ∈ (1,2), where
F2(b) = 2
∞∑
i=1
1
i!
i−1∏
j=0
(j + b) 2
b−1−i
1 − b + i − 2
2b−1
(b − 1) .
Recall the definition of the Pochhammer symbol
(q)n =
{
1 if n = 0,
(q)(q + 1) . . . (q + n− 2)(q + n− 1) for n ≥ 1,
and the hypergeometric function
2F1(c, d, e, z) =
∞∑
i=0
zi
i!
(c)i(d)i
(e)i
.
We now show using (3.15) that
F2(b) = − 2
b
b − 1 2F1
(
1 − b, b,2 − b, 1
2
)
, (C.1)
816 T. Rafferty, P. Chleboun and S. Grosskinsky
which in particular implies F2(3/2) = 0 by evaluating the hypergeometric formula. Factorising the term 2b/(b − 1)
from F2(b) and rearranging terms inside the summation we have
F2(b) = 2
b
b − 1
( ∞∑
i=1
1
i!
(
1
2
)i i−1∏
j=0
(j + b) b − 1
1 − b + i − 1
)
.
Now use the following identities to simplify the terms inside the summation
i−1∏
j=0
(j + b) = (b)i and (1 − b + i) = (1 − b)(2 − b)i
(1 − b)i ,
which gives the required result (C.1).
To complete the proof we use the following two relations for hypergeometric functions, Euler’s transform [1,
15.3.3]
2F1(c, d, e, z) = (1 − z)e−d−c2F1(e − c, e − d, e, z),
and Gauss’s second summation theorem [1, 15.1.24]
2F1
(
c, d,
1
2
(1 + c + d), 1
2
)
= (
1
2 )(
1
2 (1 + c + d))
( 12 (1 + c))( 12 (1 + d))
.
Therefore,
F2(b) = − 2
b
b − 1 2F1
(
1 − b, b,2 − b, 1
2
)
= −2
2b−1
b − 1 2F1
(
1,2 − 2b,2 − b, 1
2
)
= −
√
π22b−1(2 − b)
(b − 1)( 32 − b)
.
To calculate the sign of F2(b) we first note that the gamma function (x) is positive for all x > 0 and negative in
the region −1 < x < 0, which implies
F2(b)
{
< 0 for b ∈ (1,3/2),
> 0 for b ∈ (3/2,2).
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