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Andoˆ-Douglas type characterization of generalized
conditional expectations, optional projections and
predictable projections
Liang Hong
Abstract. Generalized conditional expectations, optional projections and
predictable projections of stochastic processes play important roles in the
general theory of stochastic processes, semimartingale theory and stochas-
tic calculus. They share some important properties with ordinary conditional
expectations. While the characterization of ordinary conditional expectations
has been studied by several authors, no similar work seems to have been done
for these three concepts. This paper aims at undertaking this task by giving
Andoˆ-Douglas type characterization theorem for each of them.
1. Introduction, notation, and setup
Properties of (ordinary) conditional expectation operators have been exten-
sively studied in the literature. In particular, various authors have characterized
conditional expectations. Earliest works along this line of research include [7], [21],
[25], and [26]. [13] first characterized conditional expectations as contractive pro-
jections on L1 spaces. [2] provided a simple proof of the main theorem in [13].
[6] extended the results of [13] to Lp spaces. [23] gave two characterizations of
conditional expectations using expectation invariance. [17] applied the theory of
Riesz spaces to characterize conditional expectations as order-continuous projec-
tions. [12] derived a general characterization theorem of conditional expectation
operators. The same result was derived in [18] and [19] independently. A refined
account is given in [1]. [8], [9] and [14] studied and characterized conditional ex-
pectations with respect to a σ-lattice. Recently, [28] generalized the Andoˆ-Douglas
theorem to the Riesz spaces.
To our best knowledge, no similar efforts have been made for the generalized
conditional expectation (cf. Section I.4 of [15]). This paper aims at filling this gap
by proving an Andoˆ-Douglas type characterization theorem for it. It seems that
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the concept of the generalized conditional expectation first appeared in [20]. Note
that the generalized conditional expectation considered in [16] is different from the
one we shall consider. Also, the generalized conditional expectation discussed in
[27] is slightly more general than the one considered in this paper.
Optional projections and predictable projections of stochastic processes are
two important concepts in the general theory of stochastic process; they are closely
related to ordinary conditional expectations and generalized conditional expecta-
tions. On the theoretical side, their important connections to the semimartingale
theory and stochastic calculus cannot be overemphasized (cf. [10], [15] and [24]).
On the applied side, [5] and [22] have successfully applied some related theoretical
results to actuarial science and mathematical finance. It is known that optional
and predictable projections share several properties with conditional expectations
(cf. [10], [11], [15] and [24]). Therefore, it is natural to ask whether it possible to
characterize optional and predictable projections in a similar manner as in [6] and
[13] . We give an affirmative answer by giving characterization theorems for both.
Below we provide readers with the basic concepts which are necessary for this
paper. For more details concerning general theory of stochastic processes, readers
are referred to [10], [15] and [24]; for further results concerning operator theory
on Riesz spaces, readers are referred to [1], [3], and [4].
Here and throughout, all probabilistic objects are referred with respect to a
fixed filtered probability space (Ω,F , (Ft)t>0, P ) unless otherwise stated. The fil-
tration (Ft)t>0 is assumed to satisfy the usual conditions. We put
Ft+ = ∩s>tFs, t > 0,
Ft− = ∪s<tFs = σ (∪s<tFs) , t > 0,
F0− = F0,
F∞ = ∨t>0Ft = σ (∪t>0Ft) ,
F∞− = F∞.
Without loss of generality, two P -a.s. equal random variables will be considered
equivalent. Let G be a sub-σ-field of F . Recall that a random variable ξ is said
to be σ-integrable with respect to G if there exists a sequence {Ωn} ⊂ G such that
Ωn ↑ Ω and ξ1Ωn is integrable for each n. If we put
(1.1) C = {A ∈ G | ξ1A is integrable},
then there exists a P -a.s. unique real-valued G-measurable random variable η such
that
(1.2) E[ξ1A] = E[η1A], ∀A ∈ C.
η is called the generalized conditional expectation of ξ with respect to G and is
denoted as E[ξ|G] (cf. Theorem 1.17 of [15]). For a given sub-σ-field G of F ,
Lσ(G) will denote the family of all σ-integrable random variables with respect to G;
L1(G) will denote the family of all G-measurable integrable random variables. Then
the linear operator E[· | G] : Lσ(G) → Lσ(G) is called the generalized expectation
operator induced by G.
3Let R+ = [0,∞) and R = R ∪ {+∞}. The Borel-σ-field on a set E will be
denoted by B(E). A stopping time T is an R-valued random variable on (Ω,F)
such that [T 6 t] ∈ Ft for all t > 0. The σ-field of events prior to T , denoted by
FT , is the set defined by
FT = {A ∈ F∞ | A ∩ [T 6 t] ∈ Ft for all t > 0}.
Likewise, the σ-field of events strictly prior to T , denoted by FT−, is the set defined
by
FT− = σ({A ∩ [t 6 T ] | A ∈ Ft− for all t > 0}).
We will use T to denote the collection of all stopping times, that is,
T = {T | T is a stopping time}.
A stochastic process (or simply process) (Xt)t>0 is a family of real-valued ran-
dom variables indexed by R+. It will often be denoted as X for simplicity. We
assume all processes are ca`dla`g, that is, their sample paths are right-continuous
and have left-hand limits. A subset set B of Ω × R+ is said to be P -evanescent
if the projection of B onto Ω is a P -null set. Two processes X and Y are said
to be P -indistinguishable if {(ω, t) | X(ω, t) 6= X(ω, t)} is a P -evanescent set. All
P -indistinguishable processes will be treated as equivalent. A process X is said
to be measurable if the mapping (ω, t) 7→ X(ω, t) is F × B(R+)-measurable. A
process X is said to be optional (respectively predictable) if it is O-measurable (re-
spectively P-measurable), where O and P are the optional σ-field and predictable
σ-field, respectively. A process X is said to be progressively measurable or pro-
gressive if for every t > 0 the mapping (ω, t) 7→ X(ω, t) restricted on Ω × [0, t] is
Ft × B([0, t])-measurable.
A partially ordered set X is called a lattice if the infimum and supremum of any
pair of elements in X exist. A real vector space X is called an ordered vector space
if its vector space structure is compatible with the order structure in a manner such
that
(a) if x 6 y, then x+ z 6 y + z for any z ∈ X ;
(b) if x 6 y, then αx 6 αy for all α > 0.
An ordered vector space is called a Riesz space (or a vector lattice) if it is also a
lattice at the same time. For any pair x, y in a Riesz space, x ∨ y denotes and
supremum of {x, y}, x∧ y denotes the infimum of {x, y}, and |x| denotes x∨ (−x).
A vector subspace of a Riesz space is said to be a Riesz subspace if it is closed
under the lattice operation ∨. A subset Y of a Riesz space X is said to be solid if
|x| 6 |y| and y ∈ Y imply that x ∈ Y . A solid vector subspace of a Riesz space is
called an ideal. A Riesz space X is said to be Dedekind complete if every nonempty
subset of X that is bounded from above has a supremum. A Riesz space is said to
be σ-Dedekind complete if every nonempty countable subset that is bounded from
above or bounded from below has a supremum or infimum, respectively. A Riesz
space is said to have the countable super property or order separable if for every
subset having a supremum contains an at most countable subset having the same
supremum. A Dedekind complete Riesz space with the countable super property
is said to be super Dedekind complete. A net (xα)α∈A is said to be decreasing if
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α > β implies xα 6 xβ . The notation xα ↓ x means (xα)α∈A is a decreasing net
and the infimum of the set {xα | α ∈ A} is x. A net (xα)α∈A in a Riesz space X is
said to be order-convergent to an element x ∈ X , often written as xα
o
−→ x, if there
exists another net (yα)α∈A in X such that |xα − x| 6 yα ↓ 0.
Let T be a linear operator on a vector space X . A vector subspace Y of X is
said to be T -invariant if T (Y ) ⊂ Y . In this case, we say T leaves Y invariant. A
linear operator T on a vector space X is said to be a projection if T 2 = T . A linear
operator T between two Riesz spaces X and Y is said to be positive if x ∈ X and
x > 0 implies T (x) > 0; T is said to be strictly positive if x ∈ X and x > 0 implies
T (x) > 0; T is said to be order-continuous if xα
o
−→ 0 in X implies T (xα)
o
−→ 0 in
Y . A positive projection that leaves the constant function 1 invariant is called a
Markov projection. A linear operator T on a vector space V is called an averaging
operator if T (yT (x)) = T (y)T (x) for any pair x, y ∈ V such that yT (x) ∈ V .
The remainder of this paper is organized as follows: Section 2 gives a charac-
terization theorem of generalized conditional expectations; Section 3 characterizes
optional projections; Section 4 proves a characterization theorem of predictable
projections.
2. Characterization of generalized conditional expectations
Theorem 2.1 gives some important properties of the generalized conditional
expectation in terms of operator theory. First, we need a lemma.
Lemma 2.1. The space Lσ(G) is super Dedekind complete.
Proof. Let L0(G) denote the space of all G-measurable random variables.
Since a probability measure is σ-finite, L0(G) is a super Dedekind complete Riesz
space. It is clear that Lσ(G) is a vector subspace of L0(G). Suppose ξ, η ∈ L0(G)
such that |η| 6 |ξ| and ξ ∈ Lσ(G). Then there exists a positive element ζ ∈ L0(G)
such that ξζ is integrable. It follows that ηζ is integrable too. Hence, η ∈ Lσ(G).
This shows that Lσ(G) is an ideal of L0(G). Therefore, Lσ(G) is super Dedekind
complete.

Theorem 2.1. Let (Ω,F , P ) be a probability space and G be a sub-σ-field of
F . Then the generalized conditional expectation operator E[· | G] : Lσ(G)→ Lσ(G)
is a strictly positive and order-continuous Markov projection. Moreover, E[· | G] is
an averaging operator and leaves the space Lpσ = {ξ | ξ
p is σ-integrable} invariant
for 1 6 p 6∞.
Proof. Equation (1.2) shows that E[· | G] is strictly positive. Since the dom-
inated convergence theorem holds for the generalized condition expectation, we
know that if ξn ↓ 0 in Lσ(G), then E[ξn | G] ↓ 0 in Lσ(G). According to Lemma
2.1, the Riesz space Lσ(G) is super Dedekind complete. It follows that the oper-
ator E[· | G] is order-continuous. For any ξ ∈ Lσ(G), the generalized conditional
expectation E(ξ | G) is G-measurable. Therefore, the smoothing property of the
generalized conditional expectation implies E[E[ξ | G] | G] = E[ξ | G]. This shows
5that E[· | G]2 = E[· | G], i.e., E[· | G] is a projection. It is clear that E[1Ω | G] = 1Ω.
Hence, E[· | G] is a Markov projection.
To see the second statement, take any pair ξ, η ∈ Lσ(G) with ηE[ξ | G] ∈
Lσ(G). Since E[ξ | G] is G-measurable, the smoothing property of the generalized
conditional expectation implies E[ηE[ξ | G] | G] = E[ξ | G]E[η | G]. It remains to
show E[· | G] leaves Lpσ invariant. The case where p = 1 or p =∞ is trivial. Assume
1 < p < ∞. Let ξ ∈ Lpσ. Then Jensen’s inequality for generalized conditional
expectations implies (E[|ξ| | G])p 6 E[|ξ|p | G]. Since ξp is σ-integrable, so is
E[|ξ|p | G]. It follows that E[|ξ| | G] ∈ Lpσ(G). 
Remark. The ordinary conditional expectation operator is evidently a contractive
projection on L1 spaces. However, this result cannot be extended to the generalized
conditional expectation operator because the generalized conditional expectation
is only σ-integrable and the L1 norm in general does not apply to the space Lσ(G).
The following Douglas’ theorem (Corollary 11 in [13]) is the classical charac-
terization theorem for ordinary conditional expectation operators.
Theorem 2.2. Let (Ω,F , P ) be a probability space and T : L1(F)→ L1(F) be
a linear operator. Then the following two statements are equivalent.
(i) T is a contractive Markov projection.
(ii) T is an ordinary conditional expectation operator, that is, there exists
a sub-σ-field G of F such that T is the ordinary conditional expectation
operator E[· | G].
Next, we prove a characterization theorem for the generalized conditional ex-
pectation operator. This theorem generalizes Dougals’ theorem to the case of gen-
eralized conditional expectation operators.
Theorem 2.3. Let (Ω,F , P ) be a probability space and G be a sub-σ-field of
F . Then the following two statements are equivalent.
(i) T is a Markov projection on Lσ(G) such that
(a) T (ξ) is G-measurable and T (ξ1A) = T (ξ)1A for ξ ∈ Lσ(G) and A ∈
G;
(b) the restriction of T on L1(G) is a contractive projection.
(ii) T is the generalized conditional expectation operator induced by G.
Proof. For a given sub-σ-field G of F , we will use Eg[· | G] to denote the
generalized conditional expectation operator and Eo[· | G] to denote the ordinary
conditional expectation operator.
(i) =⇒ (ii). Suppose statement (i) holds. Then property (b) and Theorem 2.2
imply that there exists a sub-σ-field H ⊂ G such that T = Eo[· | H] on L1(H).
Take any ξ ∈ Lσ(H) and a set A ∈ C, where the class C is defined in Equation
(1.1). Then ξ ∈ Lσ(G) and A ∈ G; hence we have T (ξ)1A = T (ξ1A) = Eo[ξ1A | H].
It follows that E[T (ξ)1A] = E[ξ1A]. Since T (ξ) is H-measurable by property (a),
the uniqueness of generalized conditional expectations implies T (ξ) = Eg[ξ | H],
P -a.s., i.e., T = Eg[· | H] on Lσ(H). Next, take any B ∈ G. Since T = Eo[· | H] on
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L1(H), T (1B) is H-measurable. Applying property (a) with ξ = 1, we see that 1B
is H-measurable, implying H = G. Therefore, we have T = Eg[· | G].
(ii) =⇒ (i). Assume statement (ii) holds. We need to show that T satisfies
properties (a) and (b). Property (a) follows from the smoothing property of gen-
eralized conditional expectations. Property (b) follows from Theorem 2.2. 
Remark. For a given sub-σ-field G, the domain of Eo[· | G] is always L1(F)
regardless of the choice of G. However, the domain of Eg[· | G] is Lσ(G) which
depends on the choice of G. This explains why the form of Theorem 2.3 is slightly
different from that of Theorem 2.2.
3. Characterization of optional projections
First, we recall a well-known result from the general theory of stochastic process
(cf. [15]). It is essentially an existence theorem of optional projections.
Theorem 3.1. Let X be a measurable process such that the random variable
XT 1[T<∞] is σ-integrable w.r.t. FT for every T ∈ T . Then there exists a unique
optional process oX such that for every T ∈ T ,
(3.1) E[XT 1[T<∞] | FT ] =
oXT 1[T<∞].
In this case, we say the optional projection oX of X exists and is finite.
To characterize the optional projection, we define
Lm = {X | X is a measurable process},
Lo = {X | X is an optional process},
Lop = {X | X ∈ Lm and XT 1[T<∞] is σ-integrable w.r.t FT for every T ∈ T }.
Since the optional σ-field is contained in the progressive σ-field and a progressive
process is measurable, we have Lo ⊂ Lm.
Lemma 3.1. Lop is a super Dedekind complete Riesz space.
Proof. Let µL denote the Lebesgue measure on R. The product measure
P ×µL on (Ω×R+,F×B(R+)) is evidently σ-finite. Thus, Lm is a super Dedekind
complete Riesz space.
For any two processesX and Y in Lop, X and Y are both measurable mappings
from (Ω × R+,F × B(R+)) to (R,B(R)). Therefore, X ∧ Y is also a measurable
mapping from (Ω × R+,F × B(R+)) to (R,B(R)), that is, X ∧ Y is a measurable
process. Moreover, XT 1[T<∞] and YT 1[T<∞] are both σ-integrable with respect to
FT for all T ∈ T . It follows from
(X ∧ Y )T 1[T<∞] 6 XT 1[T<∞] + YT 1[T<∞]
that (X ∧ Y )T 1[T<∞] is also σ-integrable with respect to FT . Thus, Lop is a Riesz
subspace of Lm.
Next, consider two processes X and Y in Lm such that |X | 6 |Y | and Y ∈ Lop.
Let T be a stopping time. Then YT 1[T<∞] is σ-integrable with respect to FT ; hence
X is σ-integrable with respect to FT too. This implies that Lop is an ideal of Lm.
Hence, Lop is super Dedekind complete. 
7For every process X in Lop, its optional projection
oX exists and is finite.
Thus, T : X 7→ oX is a linear operator from Lop to Lm. Indeed, T is a projection
on Lop as we shall see next.
Theorem 3.2. The linear operator T : X 7→ oX is an order-continuous strictly
positive Markov projection on Lop. Moreover, T is also an averaging operator.
Proof. Take a process X in Lop and a stopping time T in T . Then XT 1[T<∞]
is σ-integrable with respect to FT . Thus, there exists an increasing sequence {Ωn}
of sets in FT such that Ωn ↑ Ω and XT 1[T<∞]1Ωn is integrable for each n. It follows
from (3.1) and Jensen’s inequality that
E|oX1[T<∞]1Ωn |
= E
[
|E[XT 1[T<∞] | FT 1Ωn ]|
]
6 E
[
E|[XT 1[T<∞]1Ωn | | FT ]|
]
= E[|XT 1[T<∞]1Ωn |] <∞.
This shows that oX is σ-integrable with respect to FT ; hence Lop is T -invariant,
i.e., T (X) ∈ Lop.
Moreover, for every X in Lop we have
E[oX1[T<∞] | FT ]
= E[XT 1[T<∞] | FT ]
= oXT 1[T<∞].
This shows o(oX) = oX, that is T (T (X)) = T (X). Hence T is a projection on Lop.
It is clear from (3.1) that T (1) = 1, i.e., o1 = 1 and T is a positive operator. To
see T is strictly positive, we assume X > 0 and oX = 0. Then for every stopping
time T (in particular, for every T = t > 0), (3.1) shows that
E[XT 1[T<∞]] = 0,
contradicting the hypothesis X > 0.
Next, we show T is order-continuous. By Lemma 3.1, it suffices to show that
Xn ↓ 0 implies T (Xn) ↓ 0, that is, Xn ↓ 0 implies oXn ↓ 0. To this end, let (Xn)
be a sequence in Lop such that X
n ↓ 0. For any T ∈ T , we apply the monotone
convergence theorem for generalized conditional expectation to the sequence X1−
Xn to conclude
lim
n→∞
oX
n
T 1[T<∞] = lim
n→∞
E[XnT 1[T<∞] | FT ] = E
[
lim
n→∞
XnT 1[T<∞] | FT
]
= 0.
Finally, we show T is an averaging operator. Let X and Y be two processes in
Lop such that Y T (X) = Y
oX ∈ Lop. Then the smoothness of optional projections
implies
o(Y oX) = (oY )(oX),
that is, T (Y T (X)) = T (Y )T (X). 
Remark. Alternatively, we can see that T is a projection on Lop as follows.
Since T (X) is optional, it is progressively measurable; hence (T (X))S1[S<∞] is FS-
measurable for any S ∈ T . It follows that (T (X))S1[S<∞] is σ-integrable w.r.t.
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FS , implying that T (X) ∈ Lop. This also shows that Lo ⊂ Lop.
The next theorem characterizes the optional projection.
Theorem 3.3 (Characterization of optional projections). For any linear oper-
ator T : Lop → Lop, the following two statements are equivalent.
(1) T is the optional projection operator T : X 7→ oX.
(2) T is an order-continuous Markov projection on Lop.
Proof. (1)=⇒ (2) follows from Theorem 3.2. It remains to show (2)=⇒ (1).
Since T is Markov projection on Lop, T (1) = 1, where 1 is the constant process
(1)t>0. This implies T (1) = (E[1 | Ft])t>0. Let ξ be any integrable random
variable on (Ω,F , P ). Choose a sequence (ξn) of simple random variables such
that |ξn| 6 |ξ| and ξn ↑ ξ. By the linearity and order-continuity of T as well as the
dominated convergence theorem for conditional expectations, we have
T ((ξ)t) = lim
n→∞
T ((ξn)t)
= lim
n→∞
(E[ξn | Ft])t>0
= (E[ξ | Ft])t>0.
Next, suppose X ∈ Lop and X = ξ1Js1,s2J where ξ is an integrable random
variable, 0 6 s1 < s2 6 +∞ and Js1, s2J is the stochastic interval from s1 to s2.
Since T is an averaging operator, we have
T (X) = T (ξ1Js1,s2J)
= 1Js1,s2JT ((ξ)t>0)
= 1Js1,s2J(E[ξ | Ft])t>0.
This implies that T (X) = oX for every simple process X in Lop.
If X ∈ Lop and X > 0, then we may choose a sequence of nonnegative simple
process Xn ∈ Lop such that X
n ↑ X . Then the order-continuity of T implies
T (X) = lim
n→∞
T (Xn) = lim
n→∞
oXn = oX.
For a general X ∈ Lop, X
+ and X− are both nonnegative elements of Lop.
Therefore, we have
T (X) = T (X+ −X−) = T (X+)− T (X−) = o(X+)− o(X−) = oX.
This establishes that T (X) = oX for every X ∈ Lop. 
4. Characterization of predictable projections
Following the same line of reasoning in the previous section, we can prove a
characterization theorem of predictable projections. Hence, we will state the results
without proofs.
9We put
Tp = {T | T is a predictable time},
Lp = {X | X is a predictable process},
Lpp = {X | X ∈ Lm and XT 1[T<∞] is σ-integrable w.r.t FT− for every T ∈ Tp}.
Recall the following result from the general theory of stochastic processes (cf.
[15]).
Theorem 4.1. Let X be a measurable process such that the random variable
XT 1[T<∞] is σ-integdrable w.r.t. FT− for every T ∈ Tp. Then there exists a unique
predictable process pX such that for every T ∈ Tp,
(4.1) E[XT 1[T<∞] | FT−] =
pXT 1[T<∞].
In this case, we say the predictable projection pX of X exists and is finite.
Similar to Lemma 4.1, we have the following lemma.
Lemma 4.1. Lpp is a super Dedekind complete Riesz space.
For every process X in Lpp, its predictable projection
pX exists and is finite.
Thus, T˜ : X 7→ pX is a linear operator from Lpp to Lm. Indeed, T˜ is a projection
on Lpp as we shall show next.
Theorem 4.2. The linear operator T˜ : X 7→ pX is an order-continuous strictly
positive Markov projection on Lpp. Moreover, T˜ is also an averaging operator.
The next result shows that the properties of T˜ stated in Theorem 4.2 charac-
terizes the predictable projection.
Theorem 4.3 (Characterization of predictable projections). For any linear
operator T˜ : Lpp → Lpp, the following two statements are equivalent.
(1) T˜ is the predictable projection operator T˜ : X 7→ pX.
(2) T˜ is an order-continuous Markov projection on Lpp.
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