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EISENSTEIN SERIES, p-ADIC MODULAR FUNCTIONS, AND
OVERCONVERGENCE
IAN KIMING, NADIM RUSTOM
Abstract. Let p be a prime ≥ 5. We establish explicit rates of overconver-
gence for members of the “Eisenstein family”, notably for the p-adic modular
function V (E∗
(1,0)
)/E∗
(1,0)
(V the p-adic Frobenius operator) that plays a pi-
votal role in Coleman’s theory of p-adic families of modular forms. The proof
goes via an in-depth analysis of rates of overconvergence of p-adic modular
functions of form V (Ek)/Ek where Ek is the classical Eisenstein series of level
1 and weight k divisible by p − 1. Under certain conditions, we extend the
latter result to a vast generalization of a theorem of Coleman–Wan regarding
the rate of overconvergence of V (Ep−1)/Ep−1. We also comment on previ-
ous results in the literature. These include applications of our results for the
primes 5 and 7.
1. Introduction
Everywhere in what follows, p will denote a fixed prime ≥ 5. Also, K will
denote a finite extension of Qp with ring of integers O. By vp we denote the p-adic
valuation of Qp, normalized so that vp(p) = 1.
The principal focus of this paper are p-adic Eisenstein series and the study of
rates of overconvergence of certain p-adic modular functions derived from them.
Let s ∈ N. Then
E∗(s,0)(q) = 1−
2s
Bs,τ−s
∞∑
n=1

∑
d|n
p∤d
ds−1τ(d)−s

 qn
where τ is the composition of reduction modulo p and the Teichmu¨ller character
and Bs,τ−s is a generalized Bernoulli number, is the q-expansion of a classical
modular form of weight s on Γ0(p) with nebentypus τ
−s. These Eisenstein series
are normalized versions of more general p-adic Eisenstein series G∗(s,i) where s more
generally is allowed to be a p-adic integer and i ∈ Z/Z(p − 1), as constructed by
Serre, cf. [17, 1.6].
From the E∗(s,0) we can form the p-adic modular functions
V (E∗(s,0))
E∗(s,0)
where V denotes the p-adic Frobenius operator, acting on q-expansions as q 7→ qp.
These functions are specializations to integral weights of the “Eisenstein family”,
cf. [4].
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The function E = V (E∗(1,0))/E
∗
(1,0) is particularly interesting and plays a pivotal
role in Coleman’s fundamental paper [3] that – among other things – establishes
the existence of p-adic analytic families of eigenforms passing through classical
eigenforms of finite p-slope. The reason for this is that the action of Atkin’s U -
operator on forms of some weight k via “Coleman’s trick” is conjugate to the action
of a “twisted ” U -operator, U(k)(·) := U(E
k·) acting on overconvergent modular
functions. For this to work, it is necessary to know that E is overconvergent with
some positive rate of overconvergence, and Coleman proves that. He does not give
an explicit positive number ρ such that the rate of overconvergence is ≥ ρ.
However, such explicit information about the rate of overconvergence of E or
other closely related functions seems to be the best tool that we have for the more
detailed study of the geometry of the Coleman–Mazur eigencurve ([6]): cf. the
papers [9], [18], [5], [1], [15] each of which is concerned with either the prime 2
or 3. In [4] Coleman formulates a general conjecture on “analytic continuation”
of the Eisenstein family and proves that conjecture for the primes 2 and 3 as a
consequence of central statements of the papers [1] and [15] respectively. These
central results are precisely statements about rates of overconvergence for modular
functions as in Theorem A where however the fixed prime is 2 or 3. See section 6
below for a summary of these results as reformulated in our language. Section 6
will also sketch some sample applications of our results for the primes 5 and 7.
We are not aware of any explicit information in the literature about the rate of
overconvergence of the function E if p is a prime ≥ 5. The principal aim of this
paper is to provide such information, valid for any prime p ≥ 5.
In order to formulate our results, let us introduce some notation. Our (tame)
level will (almost) always be 1 and so reference to the level will be dropped from
(almost) all of our notation. If k is a non-negative integer and r ∈ O, denote by
Mk(·, r) with · = O or K the O-module or K-vector space of r-overconvergent
modular forms of weight k and tame level 1, holomorphic at ∞. Thus, Mk(K, 1)
can be identified with Serre p-adic modular forms of weight k ([17]). To formulate
our results we have found it convenient to introduce the O-module
Mk(O,≥ ρ)
for ρ ∈ Q∩ [0, 1] as the O-module consisting of forms f such that f ∈Mk(O, r) for
some r and such that if
f =
∞∑
i=0
bi
Eip−1
is a “Katz expansion” of f then we have vp(bi) ≥ ρi for all i. Alternatively, we
have f ∈ Mk(O,≥ ρ) if, whenever K
′/K is a finite extension with ring of integers
O′ and r′ ∈ O′ is such that 0 ≤ vp(r
′) < ρ, then f ∈ Mk(O
′, r′). For the formal
introduction of “Katz expansions” and this definition, see the beginning of section
2 below.
Our first theorem is now the following.
Theorem A. Let s ∈ N. Then:
V (E∗(s,0))
E∗(s,0)
∈
1
p
M0
(
Zp,≥
1
p+ 1
)
,
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and also
V (E∗(s,0))
E∗(s,0)
∈M0
(
Zp,≥
2
3
·
1
p+ 1
)
.
The way we approach this theorem is via a study of classical Eisenstein series. As
usual, for an even integer k ≥ 4 denote by Ek the classical, normalized Eisenstein
series of weight k and level 1:
Ek(q) = 1−
2k
Bk
∞∑
n=1
σk−1(n)q
n
with, as usual, σk−1 the power-divisor function σk−1(n) :=
∑
d|n d
k−1.
We shall only be concerned with these Eisenstein series for even integers k ≥ 4
that are divisible by p − 1. If one begins to ask questions about rate of overcon-
vergence of a p-adic modular function of form V (Ek)/Ek, the only result in the
literature for primes p ≥ 5 seems to be the following theorem. We shall refer to the
theorem as the “Coleman–Wan” theorem as it appears in Wan’s paper [19], but is
there attributed to Coleman.
Theorem. (Coleman–Wan, cf. [19, Lemma 2.1]) The modular function
V (Ep−1)
Ep−1
is a 1-unit in M0(O, r) whenever r ∈ O with vp(r) <
1
p+1 .
We prove for general primes p ≥ 5 the following theorem that may be of inde-
pendent interest.
Theorem B. Let k ≥ 4 be divisible by p− 1. Then:
V (Ek)
Ek
∈
1
p
M0
(
Zp,≥
1
p+ 1
)
,
and also
V (Ek)
Ek
∈M0
(
Zp,≥
2
3
·
1
p+ 1
)
.
See Remark 4 in section 4 for a reformulation of the second part of the Theorem
in terms of 1-units.
Regarding the obvious difference between this theorem and the Coleman–Wan
theorem, i.e., the presence of the fraction 1p , let us note that a numerical example
in section 5.1 below will show that this factor can in fact in general not be removed.
But see the remarks preceding Theorem E below.
In addition to the Eisenstein series Ek we shall need their p-deprived counter-
parts:
E∗k :=
Ek − p
k−1V (Ek)
1− pk−1
(k even integer ≥ 4.) Thus, E∗k is an Eisenstein series for Γ0(p), but we also have
E∗k = E
∗
(k,0) if k ≡ 0 (mod p − 1). Thus, Theorem A includes a statement about
the p-adic modular function V (E∗k)/E
∗
k for k ≡ 0 (mod p− 1).
Definition 1. For any n ∈ N define the p-adic modular functions
en :=
En(p−1)
Enp−1
and e∗n :=
E∗n(p−1)
Enp−1
.
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Theorem C. Let n ∈ N. We have
en, e
∗
n ∈
1
p
M0
(
Zp,≥
p
p+ 1
)
,
and also
en, e
∗
n ∈M0
(
Zp,≥
2
3
·
p
p+ 1
)
.
Let us inform the reader at this point that the first statements of each of The-
orems A, B, C are the most precise parts of the theorems. The second statements
follow ultimately from the first statement of Theorem C in combination with the
congruence en ≡ 1 (mod p
2) that we will using in arguments in section 3 below.
Numerical examples in section 5.1 below will show that the factor 1p in the first
statements of Theorems B, C can not in general be removed.
Of course this raises the question as to why the weight k = p−1 in the Coleman–
Wan theorem is special. We may ask whether there is a class of weights for which
we have a direct generalization of the Coleman–Wan theorem. For certain primes
p we have an answer to this question, and as a consequence also an improvement
of Theorem A for certain s.
In order to formulate these final of our results, we will define a function that has
been called the “p-adic weight” δp(n) of a number n ∈ N: if n has p-adic expansion
n =
∑
i≥0
aip
i
with ai ∈ {0, 1, . . . , p− 1}, we define
δp(n) :=
∑
i≥0
ai.
Consider now the following condition on p.
Condition 1. We have
en ∈M0
(
Zp,≥
p
p+ 1
)
for all n ∈ {1, 2, . . . , p}.
In section 5 below we explain how Condition 1 can be checked computationally
for a given prime p. We have verified:
Proposition D. Condition 1 holds for 5 ≤ p ≤ 97.
For primes p such that Condition 1 is true we have the following vast general-
ization of the Coleman–Wan theorem above as well as an improvement of Theorem
A for certain s, including s = 1:
Theorem E. Assume that Condition 1 is true for p. Then we have
en ∈M0
(
Zp,≥
p
p+ 1
)
for all n ∈ N such that δp(n(p− 1)) = p− 1.
As consequences we have the following. For any integer k ≥ 4 with k ≡ 0
(mod p− 1) and δp(k) = p− 1 we have
V (Ek)
Ek
∈M0
(
Zp,≥
1
p+ 1
)
.
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If s ∈ N with δp(s) < p− 1 then
V (E∗(s,0))
E∗(s,0)
∈M0
(
Zp,≥
1
p+ 1
)
.
It would be tempting to conjecture that Condition 1 holds for all primes p ≥ 5,
but we do not have any real reason for doing so beyond the computational work in
section 5.
Finally, in section 6 we summarize some previous results for the primes 2 and 3
and describe some applications of our results, specifically of the statement about
V (E∗(1,0))/E
∗
(1,0) of Theorem E for the primes p = 5, 7.
2. Preliminaries on overconvergent modular functions
Let us first state formal definitions of the O-modules (or, K-vector spaces)
Mk(·, r) and Mk(·,≥ ρ), where · = O or K, that we will be working with. We
shall confine ourselves to weights k that are divisible by p− 1, and in fact later on
will assume k = 0, but of course the basic facts are analogous for other weights.
Although all of our results are concerned with forms of (tame) level 1, for the proofs
we will occasionally have to connect with the modular definition of overconvergent
modular forms (modular forms with growth conditions in the language of [11]), and
will be referring to Katz’ original paper [11] as well as Gouveˆa’s book [10]. For this
reason we need to introduce these concepts in a more general setting.
Let N ∈ N be a natural number with p ∤ N . Let k be a non-negative integer with
k ≡ 0 (mod p − 1). We will denote by Mk(N, ·) where · = O or K the O-module
or K-vector space consisting of classical modular forms of weight k, level Γ(N),
and coefficients in O resp. K. If N = 1 we will suppress N from the notation and
just write Mk(·). A few times we will have to consider modular forms on other
congruence subgroups Γ and will then write Mk(Γ, O) for modular forms of weight
k on Γ and coefficients in O.
Suppose now that N ≥ 3 and that i > 0 is an integer. Then we have a (non-
canonical) splitting
Mi(p−1)(N,Zp) = Ep−1 ·M(i−1)(p−1)(N,Zp)⊕B
(0)
i (N,Zp)
with a free Zp-module B
(0)
i (N,Zp). This corresponds to the geometric statement
of [11, Lemma 2.6.1]. We make a fixed choice of these B
(0)
i (N,Zp) once and for all
and also define B
(0)
0 (N,Zp) := Zp. By tensoring with O or K we obtain B
(0)
i (N,O)
and B
(0)
i (N,K) and keep the above splitting, now with coefficients in O and K,
respectively.
If k is now a non-negative integer ≡ 0 (mod p − 1), we define B
(k)
0 (N,O) :=
Mk(N,O) and B
(k)
i (N,O) := B
(0)
i+k/(p−1)(O) for i > 0, and the same for coefficients
in K. We then have
B
(k+t(p−1))
i−t (N, ·) = B
(k)
i (N, ·)
for t < i, as well as the splitting
Mk+i(p−1)(N, ·) = Ep−1 ·Mk+(i−1)(p−1)(N, ·)⊕B
(k)
i (N, ·)
for i > 0 (· = O or K.)
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If now r ∈ O, the content of [11, Proposition 2.6.2] is that elements f of the O-
module Mk(N,O, r) of r-overconvergent modular forms of weight k, level structure
Γ(N), and coefficients in O can be identified with sums of the form
(∗) f =
∞∑
i=0
bi
Eip−1
where bi ∈ B
(k)
i (N,O) for all i and satisfy
vp(bi) ≥ ivp(r) for all i
as well as
vp(bi)− ivp(r) →∞ for i→∞.
(The bi are classical modular forms. The condition vp(bi) ≥ ρ means that all
coefficients of the q-expansions of bi have valuation ≥ ρ.)
Tensoring with K gives us the space Mk(N,K, r) that can be identified with
sums (∗) where again bi ∈ B
(k)
i (N,O) for all i, but are only required to satisfy
vp(bi)− ivp(r)→∞ for i→∞.
Keeping all of the above notation, but choosing specifically N = 3, the group
GL2(Z/ZN) ∼= SL2(Z)/Γ(N) has order prime to p (as p ≥ 5.) This group acts on
the splitting of Mk+i(p−1)(N, ·) and we have a projector onto invariants. Defining
B
(k)
i (·) := B
(k)
i (3, ·)
GL2(Z/Z3)
with · = O or K, the content of [11, Proposition 2.8.1] is that O-module Mk(O, r)
of r-overconvergent modular forms f of weight k, level 1, and coefficients in O can
be identified with sums as in (∗) but where now bi ∈ B
(k)
i (O) for all i and satisfy
vp(bi) ≥ ivp(r) for all i as well as vp(bi)− ivp(r)→∞ for i→∞. We get the vector
space Mk(K, r) by tensoring with K.
As we have fixed our choices of the B
(k)
i , for an overconvergent form f we shall
refer to the expression (∗) as “the” Katz expansion of f . It is uniquely determined
by f by virtue of Propositions 2.6.2 and 2.8.1 of [11].
As the weight k in the above will be k = 0 almost all of the time in what follows,
we will suppress the reference to the weight when it is 0 and write
Bi(·) := B
(0)
i (·).
Suppose that k ∈ N is divisible by p− 1, say k = n(p− 1), and that f ∈Mk(O).
From the above we see that
f =
n∑
i=0
En−ip−1 · bi
with bi ∈ Bi(O) for i = 0, . . . , n. The modular function f/E
n
p−1 is r-overconvergent
for some r, certainly for r = 1. We see what the shape of its Katz expansion is:
Proposition 1. Suppose that k ∈ N is divisible by p− 1, let n := k/(p− 1), and let
f ∈Mk(O). Then the Katz expansion of the modular function f/E
n
p−1 has form
f
Enp−1
=
n∑
i=0
bi
Eip−1
with bi ∈ Bi(O) for i = 0, . . . , n.
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Definition 2. Let k ∈ N be divisible by p − 1. For ρ ∈ Q ∩ [0, 1] define the space
Mk(O,≥ ρ) as the space of forms f such that f ∈ Mk(O, r) for some r, and such
that for the Katz expansion f =
∑∞
i=0
bi
Ei
p−1
with bi ∈ B
(k)
i (O) we have
vp(bi) ≥ ρi
for all i.
The following proposition gives a simple, alternative definition of the space
Mk(O,≥ ρ).
Proposition 2. Let k ∈ N be divisible by p − 1. Suppose that ρ ∈ Q ∩ [0, 1] and
that f ∈Mk(O, r) for some r. Then the following are equivalent.
(i) f ∈Mk(O,≥ ρ).
(ii) Whenever K ′/K is a finite extension with ring of integers O′ and r′ ∈ O′ is
such that 0 ≤ vp(r
′) < ρ then f ∈Mk(O
′, r′).
(iii) There is a sequence of finite extensions K ′/K with rings of integers O′ as well
as elements r′ ∈ O′ such that vp(r
′) converges from below towards ρ and such
that f ∈Mk(O
′, r′) for each of these O′, r′.
Proof. Consider the Katz expansion
f =
∞∑
i=0
bi
Eip−1
with bi ∈ B
(k)
i (O) for all i.
Suppose that f ∈Mk(O,≥ ρ), letK
′/K be a finite extension with ring of integers
O′, and let r′ ∈ O′ be such that 0 ≤ vp(r
′) < ρ. We then have vp(bi) ≥ ρi > ivp(r
′)
for all i and furthermore,
vp(bi)− ivp(r
′) = vp(bi)− iρ+ i(ρ− vp(r
′)) ≥ i(ρ− vp(r
′))→∞
for i→∞ as vp(r
′) < ρ. Thus, f ∈Mk(O
′, r′).
On the other hand, given ρ we can find a sequence of finite extensions K ′/K
with rings of integers O′ as well as elements r′ ∈ O′ such that vp(r
′) converges from
below towards ρ. If we then have f ∈Mk(O
′, r′) for these r′, we find that
vp(bi) ≥ ivp(r
′)
for all i and each r′, and we deduce vp(bi) ≥ ρi for all i whence f ∈Mk(O,≥ ρ). 
Remark 1. Of course we could have made Definition 2 more generally at a level
N prime to p. If one does that, one has the analogue of Proposition 2, proved by
the same proof.
In what follows below, we need the following observation. It follows instantly
from the work of Katz [11], but we shall give the argument for the convenience of
the reader.
Proposition 3. Suppose that f ∈ M0(O,≥ ρ) with Katz expansion
∑
i≥0
bi
Ei
p−1
.
Let m ∈ N.
If f ≡ 0 (mod pm) in the q-expansion then vp(bi) ≥ m for all i.
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Proof. Let us consider f as an element of M0(O, 1). The hypothesis that f ≡ 0
(mod pm) in q-expansion now implies that f ∈ pmM0(O, 1) by the q-expansion
principle [11, Proposition 2.8.3] (recall that we have p ≥ 5.) Write f = pmg where
g ∈M0(O, 1) has Katz expansion
∑
i
ci
Ei
p−1
.
By [11, Proposition 2.8.1] there is an isomorphism:
Brigid(O, 1, 0) ∼= M0(O, 1)
where Brigid(O, 1, 0) is the O-module consisting of all formal sums
∑
i ai with ai ∈
Bi(O) such that ai → 0 for i→∞, given by∑
i
ai 7→
∑
i
ai
Eip−1
.
We see that the formal sums
∑
i bi and
∑
i p
mci have the same image under the
isomorphism and hence must be equal. Consequently, bi = p
mci for all i, and the
claim follows. 
Of course, in the proof we only use the injectivity part of the above isomorphism
statement. One notices that in [11, Proposition 2.8.1] the only restriction is p ≥ 5,
but this is due to the level being 1. For a more general situation one would have
to refer to [11, Proposition 2.6.2] that has the more involved hypotheses of [11,
Theorem 2.5.1].
Proposition 4. Let (fn)n∈Z≥0 be a sequence in M0(O, 1) that converges in the
q-expansions. Let f ∈M0(O, 1) denote the limit, and write
fn =
∑
i≥0
b
(n)
i
Eip−1
, f =
∑
i≥0
bi
Eip−1
for the Katz expansions of fn and f , respectively. Then we have the following.
(i) For each i we have limn→∞ b
(n)
i = bi in Bi(O).
(ii) If fn ∈ M0(O,≥ ρ) for each n then in fact f ∈ M0(O,≥ ρ). That is, the set
M0(O,≥ ρ) is closed in M0(O, 1).
Proof. (i) Let m ∈ N. Then for all sufficient large n we have
f − fn ∈ p
mM0(O, 1).
It then follows from Proposition 3 that we have
bi − b
(n)
i ∈ p
mBi(O)
for all i.
We see that
bi = lim
n→∞
b
(n)
i .
(ii) By (i) we have bi = limn→∞ b
(n)
i in Bi(O) for each i ∈ Z≥0. As now fn ∈
M0(O,≥ ρ) for each n, by Definition 2 we have
vp(b
(n)
i ) ≥ ρi
for every i, n ∈ Z≥0. It follows that
vp(bi) ≥ ρi
for every i ∈ Z≥0. Thus f ∈M0(O,≥ ρ), again by Definition 2. 
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Corollary 1. Let (fn)n∈Z≥0 be a sequence in M0(O,≥ ρ) that converges in q-
expansions. Then (fn)n∈Z≥0 also converges in M0(O,≥ ρ).
Proof. Immediate from Proposition 4 by embedding the fn into M0(O, 1). 
3. Classical Eisenstein series and overconvergence
3.1. Twisted Hecke operators. Acting on Serre p-adic modular forms of weight
k we have the Atkin U operator as well as the Hecke operator Tℓ for any prime
ℓ 6= p:
U, Tℓ :Mk(K, 1)→Mk(K, 1)
(cf. [17, §2].)
We will define and study twisted versions of these operators in weight 0.
Definition 3. For n ∈ N and primes ℓ 6= p, define
Un(f) :=
U(fEnp−1)
Enp−1
, Tℓ,n(f) :=
Tℓ(fE
n
p−1)
Enp−1
for Serre p-adic modular functions f ∈M0(K, 1).
Notice that as the operators U and Tℓ commute we see that the operators Un
and Tℓ,n commute as well.
The reason for introducing these twisted operators is the fact that the modular
function e∗n is an eigenfunction for all of them:
Proposition 5. Let n ∈ N. We have Tℓ,ne
∗
n = (1 + ℓ
n(p−1)−1) · e∗n and Une
∗
n = e
∗
n.
Proof. This follows instantly from the definition of the twisted operators and the
fact that E∗n(p−1) is an eigenform for the corresponding untwisted operators with
the same eigenvalues. Thus,
Tℓ,n(e
∗
n) =
Tℓ(e
∗
nE
n
p−1)
Enp−1
=
Tℓ(E
∗
n(p−1))
Enp−1
= c ·
E∗n(p−1)
Enp−1
= c · e∗n,
with c = (1 + ℓn(p−1)−1), and we have a similar computation of Une
∗
n (with c =
1.) 
It is now necessary for us to study the integrality properties of these operators
when restricting to overconvergent modular functions. Of course, such questions
for the “untwisted operators”, i.e., the case n = 0, were first studied in Katz’
foundational paper [11], cf. [11, Integrality Lemma 3.11.4].
For parts of the proofs of the following lemmas we will need to work with the
original definition of overconvergent forms as functions on “test objects”, and we
will now first briefly recall the relevant definitions.
For O as above, consider a p-adically complete and separatedO-algebraR. Given
N ∈ N prime to p, by an r-test object we mean a quadruple (E/R, ω, αN , Y ) consist-
ing of an elliptic curve E over R, a nonvanishing differential ω on E , a Γ(N)-level
structure αN , and an element Y ∈ R satisfying
Y ·Ep−1(E , ω) = r
with Ep−1 the Hasse invariant. If N = 1 as will be the case in most of what follows,
any level N structure is trivial, and we will drop reference to it in our notation.
Also, there is no reference to the level N in “r-test object” as it will always be clear
from the context what N is.
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An r-overconvergent modular form f of weight k is then a function of such
quadruples (or, triples), assigning a value f(E/R, ω, αN , Y ) ∈ R to such a test object
such that the value only depends on the isomorphism class of (E/R, ω, αN , Y ), the
formation of f(E/R, ω, αN , Y ) commutes with base change, and we have
f(E/R, λω, αN , λ
1−pY )) = λ−kf(E/R, ω, αN , Y )
for λ ∈ R×.
Lemma 1 (Integrality Lemma). The operators Un and Tℓ,n for ℓ 6= p restrict to
operators
(i) Un : M0
(
O,≥
1
p+ 1
)
→
1
p
M0
(
O,≥
p
p+ 1
)
,
(ii) Tℓ,n :M0
(
O,≥
p
p+ 1
)
→M0
(
O,≥
p
p+ 1
)
.
Proof. (i) Referring back to Proposition 2 we see that it suffices to show the fol-
lowing. Consider a finite extension K ′/K with ring of integers O′ and r ∈ O′ with
vp(r) <
1
p+1 . If then f ∈M0(O
′, r) we have pUn(f) ∈M0(O
′, rp).
So, let now O′ and r ∈ O′ be as above, and let f ∈ M0(O
′, r). We now utilize
“Coleman’s trick”, [2, (3.3)], which consists of the identity 1GU(FG) = U(F ·
G
V (G))
that we will use in the special case F = f , G = Enp−1, giving
Un(f) =
1
Enp−1
U(fEnp−1) = U
(
f ·
Enp−1
V (Enp−1)
)
= U
(
f ·
(
Ep−1
V (Ep−1)
)n)
where we have f · (Ep−1/V (Ep−1))
n ∈ M0(O
′, r) since Ep−1/V (Ep−1) is a 1-unit
in M0(O
′, r) by the Coleman–Wan theorem. The claim now follows by referring
back to the “Integrality Lemma” [11, 3.11.4] which will now show that pUn(f) ∈
M0(O
′, rp). Technically, in order to refer to [11, 3.11.4] we have to embed our
situation into an auxiliary higher level N prime to p, say N = 3. However, this is
unproblematic for the overall argument, cf. Remark 1.
(ii) Consider a finite extension K ′/K with ring of integers O′ and r ∈ O′ with
vp(r) <
p
p+1 . Let f ∈M0(O
′, r). We must show that Tℓ,n(f) ∈M0(O
′, r).
Let (E/R, ω, Y ) be an r-test object with R a p-adically complete and separated
O′-algebra. Let C1, . . . , Cℓ+1 be the subgroups of E of order ℓ, and
πi : E → E/Ci
be the quotient maps. Since ℓ 6= p, the maps πi are e´tale and therefore E and E/Ci
have the same Hasse invariant. Thus Ep−1(E , ω) is a unit times Ep−1(E/Ci, π˘
∗
i ω)
and we find that
“
Tℓ(fE
n
p−1)
Enp−1
”(E , ω, Y ) = ℓn(p−1)−1
ℓ+1∑
i=1
(
Ep−1(E/Ci, π˘
∗
i ω)
Ep−1(E , ω)
)n
f(E/Ci, π˘
∗
i ω, π˘
∗
i Y )
is an element of R, and we conclude Tℓ,n(f) ∈M0(O
′, r). 
If N ∈ N is prime to p and f ∈ Mk(Γ(N) ∩ Γ0(p), O) is a classical modular
form, then under certain numerical restrictions on N, p the theory of the canonical
subgroup provides us with a natural embedding of f intoMk(N,O, r) when vp(r) <
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p/(p + 1): the image f˜ of f in Mk(N,O, r) is given explicitly on an r-test object
(E/R, ω, αN , Y ) by
f˜(E/R, ω, αN , Y ) = f(E/R, ω, αN , C)
where C is the canonical subgroup. As to the numerical restrictions, [11, Theorem
3.2] says that N ≥ 3 is sufficient, but looking at the statements of [11, Theorem
3.1] one sees that this works in our cases for any N ∈ N as we always have p ≥ 5.
We shall henceforth simply write f for the image of f in Mk(N,O, r) (for vp(r) <
p/(p+ 1).)
If we have N ≥ 3 prime to p and either k ≥ 2 or k = 0, [11, Corollary 2.6.3] says
that we have an injection Mk(N,O, r) →֒ Mk(N,O, 1) given by composition with
the transformation of functors given by (E/R, ω, αN , Y ) 7→ (E/R, ω, αN , rY ).
Lemma 2. Let f ∈ Mk(O) be a classical form where k ≥ 2. If N ≥ 3 is prime to
p, and if r ∈ O with vp(r) < p/(p+ 1), we have
rkV (f) ∈Mk(N,O, r).
Proof. Certainly, V (f) is a Serre p-adic modular form of weight k, i.e., an element
of Mk(O, 1) ⊆Mk(N,O, 1). The claim is that r
kV (f) coincides with an element of
Mk(N,O, r) if this module is seen as a submodule ofMk(N,O, 1) via the embedding
described before the statement of the lemma.
Recall again that since vp(r) <
p
p+1 , if (E/R, ω, αN , Y ) is an r-test object then
under the identification of f with its image in Mk(N,O, r) (after first embedding
into Mk(N,O)) we have
f(E , ω, αN , Y ) = f(E , ω, αN , C)
with C the canonical subgroup of E .
We now refer to (the proof of) [11, Theorem 3.3] as well as [11, pp. 112–113] for
various facts regarding the general modular definition of the Frobenius operator V :
Let r1 ∈ O with vp(r1) < 1/(p+1) and let ((E1)/R, ω1, αN , Y1) be an r1-test object.
Let E ′1 = E1/C with C the canonical subgroup and π : E1 −→ E
′
1 be the quotient
map. Let ω′1 be a non-vanishing invariant differential on E
′
1. Then πˇ
∗(ω1) = λω
′
1
for some λ = λ (E1, ω1) ∈ R. This λ (E1, ω1) and Ep−1 (E1, ω1) are both lifts of the
Hasse invariant of (E1, ω1), and so the latter differs from the first by a unit. For
ease of writing, and as in the proof of [11, Theorem 3.3], we denote this unit by
Ep−1 (E1, ω1)
λ (E1, ω1)
.
With α′N = π(αN ), the r1-test object ((E1)/R, ω1, αN , Y1) gives rise to an r
p
1-
test object ((E ′1)/R, ω
′
1, α
′
N , Y
′
1), and for an element g ∈Mk(N,O, r
p
1), the modular
definition of V (g) now reads:
Ekp−1 · V (g)(E1, ω1, αN , Y1) =
(
Ep−1(E1, ω1)
λ(E1, ω1)
)k
· g(E ′1, ω
′
1, α
′
N , Y
′
1).
Using Ep−1 · Y1 = r1 and specializing to g = f ∈ Mk(N,O, r) as well as r1 = 1,
we then have:
V (f)(E1, ω1, αN , Y1) = Y
k
1 ·
(
Ep−1(E1, ω1)
λ(E1, ω1)
)k
· f(E ′1, ω
′
1, α
′
N , Y
′
1)
= Y k1 ·
(
Ep−1(E1, ω1)
λ(E1, ω1)
)k
· f(E ′1, ω
′
1, α
′
N , C
′)
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(C′: canonical subgroup of E ′.) We use this formula as inspiration to define an
element F ∈Mk(N,O, r) by
F (E , ω, αN , Y ) = Y
k ·
(
Ep−1(E , ω)
λ(E , ω)
)k
· f(E ′, ω′, α′N , C
′)
for an r-test object (E , ω, αN , Y ) (and E
′ etc. defined as above.) We now compare
F ∈Mk(N,O, r) as embedded into Mk(N,O, 1) with V (f). Let us denote by ι the
embedding Mk(N,O, r) →֒ Mk(N,O, 1) as described before the statement of the
lemma. Then, for a 1-test object (E1, ω1, αN , Y1) we find
(ιF )(E1, ω1, αN , Y1) = F (E1, ω1, αN , rY1)
= rk · Y k1 ·
(
Ep−1(E1, ω1)
λ(E1, ω1)
)k
· f(E ′1, ω
′
1, α
′
N , C
′) = rkV (f)(E1, ω1, αN , Y1),
and we are done. 
Remark 2. In [10, p. 38, Remark 2] it is stated that if f is classical of weight k with
coefficients in O and level Γ1(N) with N ≥ 3 prime to p, then if vp(r) < p/(p+1),
both f and V (f) embed into Mk(N,O, r), the argument being that both f and V (f)
are classical on Γ1(N) ∩ Γ0(p). It is true that these forms are classical of course,
but the claim is nonetheless false in general, the problem being that V (f) might not
be defined over O. In down to earth terms this is because the Fourier expansion
of V (f) around some cusps might not be integral anymore. However, we will have
pkV (f) ∈Mk(N,O, r) as the above lemma shows.
Lemma 3. Let n ∈ N and let f ∈Mn(p−1)(O) be a classical modular form of level
1, weight n(p− 1), and coefficients in O.
(i)
pn(p−1)V (f)
Enp−1
∈M0
(
O,≥
p− 1
p
)
.
(ii) If, furthermore, we have
f
Enp−1
∈M0
(
O,≥
1
p+ 1
)
,
then
pn(p−1)V (f)
Enp−1
∈M0
(
O,≥
p
p+ 1
)
.
Proof. Put k := n(p− 1).
(i) Again referring back to Proposition 2, it suffices to consider a (sufficiently large)
finite extension K ′/K with ring of integers O′, an r ∈ O′ with vp(r) <
p−1
p , and
then show that pn(p−1)V (f)/Enp−1 ∈ M0(O
′, r). Again, choosing an auxiliary level
N ≥ 3 prime to p – for instance N = 3 – and embedding f into Mk(N,O
′, r),
it suffices to show that pn(p−1)V (f)/Enp−1 ∈ M0(N,O
′, r) for such O′, r (recall
Remark 1.)
Let then N , O′, r be like that. As vp(r) <
p−1
p <
p
p+1 , Lemma 2 applies and
shows that rkV (f) ∈Mk(N,O
′, r). Because of the relation Ep−1 · Y = r for r-test
objects (E/R, ω, αN , Y ) we then find that
rk+n ·
V (f)
Enp−1
∈M0(N,O
′, r).
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But we have vp(p
k) = k = n(p− 1) > vp(r
k+n) = np ·vp(r) because vp(r) <
p−1
p .
(ii) We retain the setup and the discussion in part (i) and assume additionally that
f
Enp−1
∈M0
(
O,≥
1
p+ 1
)
.
We then have a Katz expansion
f
Enp−1
=
n∑
i=0
bi
Eip−1
where the bi ∈ Bi(O) satisfy vp(bi) ≥
i
p+1 , cf. Proposition 1. So,
f =
n∑
i=0
En−ip−1bi.
As in part (i) we choose an auxiliary N = 3 as well as a finite extension K ′ of K
with ring of integers O′. It suffices to show that pk V (f)En
p−1
∈ M0(N,O
′, r) if r ∈ O′
has vp(r) < p/(p+ 1).
Assuming initially vp(r) < (p− 1)/p, we have from the discussion in part (i) as
well as the proof of Lemma 2 that rk+n V (f)En
p−1
= rnp V (f)En
p−1
∈ M0(N,O
′, r) with the
following value on an r-test object (E/R, ω, αN , Y ):
rnp
V (f)
Enp−1
(E/R, ω, αN , Y ) = Y
k+n ·
(
Ep−1(E , ω)
λ(E , ω)
)k
· f(E ′, ω′, α′N , C
′)
=
(
Ep−1(E , ω)
λ(E , ω)
)k
· Y np
n∑
i=0
En−ip−1(E
′, ω′)bi(E
′, ω′).
with notation as in the proof of Lemma 2. As vp(r) < (p− 1)/p the element
pp−1
rp
has positive valuation and hence so does p
k
rnp =
(
pp−1
rp
)n
, and we see that
pk
V (f)
Enp−1
=
(
pk
rnp
)
· rnp
V (f)
Enp−1
∈M0(N,O
′, r)
with the value of this function on the r-test object (E/R, ω, αN , Y ) equalling(
Ep−1(E , ω)
λ(E , ω)
)k n∑
i=0
(
pp−1
rp
)n
Y np ·En−ip−1(E
′, ω′)bi(E
′, ω′)
=
(
Ep−1(E , ω)
λ(E , ω)
)k n∑
i=0
(
pp−1
rp
Y pEp−1(E
′, ω′)
)n−i
·
((
pp−1
rp
)i
bi(E
′, ω′)
)
Y ni.
If we now relax our assumption on r to just vp(r) < p/(p+1), it is clear that we
have pk V (f)En
p−1
∈M0(N,K
′, r) = M0(N,O
′, r)⊗K ′. We show that in fact pk V (f)En
p−1
∈
M0(N,O
′, r) by showing that both of the factors
pp−1
rp
Y pEp−1(E
′, ω′) and
(
pp−1
rp
)i
bi(E
′, ω′)
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in the sum above are in fact elements of R under our assumptions. For the last of
these, this follows readily: we have
vp
((
pp−1
rp
)i)
> i ·
(
(p− 1)−
p2
p+ 1
)
= −
i
p+ 1
,
and the claim follows as we have vp(bi) ≥
i
p+1 .
To see the claim for the first factor, put r1 :=
p
r . Since the canonical sub-
group of E (mod r1R) becomes the kernel of the Frobenius map E ⊗ R/r1R →
(E ⊗R/r1R)
(p)
, we have
Ep−1 (E
′, ω′) = Epp−1 (E , ω) + r1h
for some h ∈ R. Confer the discussion pp. 118–121 of [11] (notice that we have
vp(r1) > 1/(p+ 1) so that tcan ∈ r1R in the terminology on p. 120 of [11].)
Using the relation Y · Ep−1(E , ω) = r we then find
pp−1
rp
Y pEp−1(E
′, ω′) =
pp−1
rp
(rp +
p
r
hY p) = pp−1 +
pp
rp+1
hY p,
an element of R as
vp
(
pp/rp+1
)
= p− (p+ 1)vp(r) > 0.

3.2. Overconvergence of e∗n. A central element of our study of e
∗
n is the following
statement that is an immediate consequence of a theorem of Serre, cf. [17, The´ore`me
8].
Theorem 1. (Serre) Let k ∈ (p−1)N. There exists a polynomial Hk ∈ UZp[U, {Tℓ :
ℓ 6= p}] such that,
(i) Hk(E
∗
k) = E
∗
k , and
(ii) limi→∞H
i
k(f) = 0 for every cuspidal Serre p-adic modular form f of weight
k.
Let us briefly explain why Theorem 1 follows from Serre’s theorem, [17, The´ore`me
8]. A consequence of the latter theorem is the existence of a polynomial H in U
and the Tℓ, ℓ 6= p, with integral coefficients such that for every k ∈ N divisible by
p− 1 we have H(E∗k) = c(k)E
∗
k with c(k) ∈ Z
×
p , and such that limi→∞H
i(f) = 0
for every cuspidal Serre p-adic modular form f of weight k.
Thus, for a fixed k ∈ N with k ≡ 0 (mod p− 1) we can take the Hk in theorem
1 to be Hk := c(k)
−1H with the H from [17, The´ore`me 8], where the only thing
that is not immediately clear is the fact that we can take H ∈ UZp[U, {Tℓ : ℓ 6= p}].
However, that fact follows by an inspection of the proof, cf. the end of the proof of
[17, The´ore`me 8] on p. 219 of [17].
Remark 3. Inspection of the proof of [17, The´ore`me 8] gives an algorithm for
determining a polynomial Hk as above. Serre notes, cf. loc. cit. p. 219, that we can
take Hk = U if p ∈ {2, 3, 5, 7}, and Hk = 11U(U + 5) for p = 13.
For p = 17, Serre suggests Hk =
1
2k−1+6
U(T2+5). However, Hk = 14U(U +10)
also works.
We have investigated the situation numerically for all p ≤ 500 and have found
that it is possible for those primes to choose Hk to be a polynomial in the U operator
alone. Whether this continues to be the case for higher primes, we do not know.
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Lemma 4. Let n ∈ N and Hn(p−1) be a polynomial as in Theorem 1. Then
lim
i→∞
Hin(p−1)(E
n
p−1) = E
∗
n(p−1)
in q-expansions.
Proof. Let H = Hn(p−1). The Serre p-adic modular form f = E
n
p−1 − E
∗
n(p−1) is
cuspidal of weight n(p−1). By Theorem 1(ii), we have Hi(f)→ 0, and by Theorem
1(i), Hi(f) = Hi(Enp−1)− E
∗
n(p−1), whence the result. 
Definition 4. For each n ∈ N, define the operator
Hn(f) :M0(K, 1)→M0(K, 1)
by
Hn(f) :=
Hn(p−1)(f · E
n
p−1)
Enp−1
where Hn(p−1) is a polynomial as in Theorem 1.
We will need to study the iterations of this twisted operator,Hn, and specifically
its value on 1. From its definition, the definition of the operators Un and Tℓ,n (ℓ
prime 6= p) (Definition 3), as well as the fact that the operators U and Tℓ commute,
it follows that for a given i ∈ N we can write Hin =
∑d
j=1 FjU
j
n with the Fj certain
polynomials in Zp[{Tℓ,n | ℓ 6= p}]. To study H
i
n(1) we first study iterates of Un as
well as polynomials in the Tℓ,n. The following congruence, a simple consequence of
the von Staudt–Clausen theorem, will be crucial for that purpose.
Lemma 5. For n ∈ N we have
en ≡ e
∗
n ≡ 1 (mod p
2).
Proof. By definition,
E∗n(p−1) =
En(p−1) − p
n(p−1)−1V (En(p−1))
1− pn(p−1)−1
and therefore E∗n(p−1) ≡ En(p−1) (mod p
2). So it is enough to show that
En(p−1) ≡ E
n
p−1 (mod p
2).
By the von Staudt–Clausen theorem, we have
Bp−1, Bn(p−1) ≡
−1
p
(mod Zp)
which means that Bp−1 =
−u
p and Bn(p−1) =
−v
p for some 1-units u, v ∈ Zp. Hence,
1
Bp−1
= −pu−1 ≡ −pv−1 =
1
Bn(p−1)
(mod p2Zp)
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as u−1, v−1 are again 1-units and hence ≡ 1 (mod pZp). Now, computing modulo
p2Zp we find
En(p−1) = 1−
2n(p− 1)
Bn(p−1)
∑
i≥1
σn(p−1)−1(i)q
i ≡ 1−
2n(p− 1)
Bp−1
∑
i≥1
σn(p−1)−1(i)q
i
≡ 1−
2n(p− 1)
Bp−1
∑
i≥1
σp−2(i)q
i ≡

1− 2(p− 1)
Bp−1
∑
i≥1
σp−2(i)q
i


n
= Enp−1 (mod p
2Zp)
using 1Bp−1 ≡ 0 (mod pZp) as well as
σn(p−1)−1(i) ≡ σp−2(i) (mod pZp)
by Fermat’s little theorem. 
As will be seen, the congruence is used in the proof of the following lemma.
Lemma 6. Let n, i ∈ N and F ∈ Zp[{Tℓ,n | ℓ 6= p}]. Let c ∈ Zp be defined by
F (e∗n) = c · e
∗
n (recall Proposition 5.) Then:
(i)
U in(1) ∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
,
(ii)
F (Un(1)) ∈ c · Un(1) +M0
(
Zp,≥
p
p+ 1
)
,
(iii)
F (U in(1)) ∈ c · Un(1) +M0
(
Zp,≥
p
p+ 1
)
.
Proof. (i) We show this by induction on i. For i = 1, there is nothing to show.
Suppose i ≥ 1 and
U in(1) ∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
.
In particular, by the Integrality Lemma, Lemma 1, we have
U in(1) ∈
1
p
M0
(
Zp,≥
p
p+ 1
)
,
and hence a Katz expansion
U in(1) =
∑
t≥0
bt
Etp−1
with vp(bt) ≥
pt
p+1 − 1 for all t ≥ 0.
By Lemma 5 we have e∗n ≡ 1 (mod p
2) (in q-expansions), or, equivalently,
E∗n(p−1) ≡ E
n
p−1 (mod p
2) since Ep−1 ≡ 1 (mod p). Since the classical U oper-
ator preserves congruences between q-expansions, using Proposition 5 as well as
the definition of Un we find e
∗
n = Un(e
∗
n) ≡ Un(1) (mod p
2). Similarly, the congru-
ence en ≡ 1 (mod p
2) gives Un(1) ≡ 1 (mod p
2). By induction on i we obtain:
U in(1)− 1 ≡ U
i
n(e
∗
n)− e
∗
n ≡ 0 (mod p
2).
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Applying Proposition 3, we find in particular that vp(b0 − 1) ≥ 2 > 1, as well as
vp(bt) ≥ 2 ≥ 1 +
t
p+ 1
,
for t = 1, 2.
Furthermore, if t ≥ 3 then t ≥ 2(p+1)p−1 (as p ≥ 5), and hence
vp(bt)−
(
1 +
t
p+ 1
)
≥
pt
p+ 1
− 1− 1−
t
p+ 1
=
(p− 1)t− 2(p+ 1)
p+ 1
≥ 0.
We conclude that
U in(1)− 1 ∈ pM0
(
Zp,≥
1
p+ 1
)
.
Applying the Un operator and using Lemma 1 again, we obtain
U i+1n (1)− Un(1) ∈M0
(
Zp,≥
p
p+ 1
)
,
and we are done.
(ii) Let F ∈ Zp[{Tℓ : ℓ 6= p}] and let c ∈ Zp such that F (e
∗
n) = c · e
∗
n. By the
Integrality Lemma (Lemma 1),
F (1) ∈M0
(
Zp,≥
p
p+ 1
)
and therefore for the Katz expansion
F (1) =
∑
t≥0
bt
Etp−1
we have vp(bt) ≥
pt
p+1 . By Lemma 5 we have
F (1) ≡ F (e∗n) ≡ c (mod p
2),
and hence vp(b0 − c) ≥ 2 > 1 and vp(b1) ≥ 2 > 1 +
1
p+1 , again by Proposition 3.
Furthermore, if t ≥ 2 then t > p+1p−1 and hence
vp(bt)−
(
1 +
t
p+ 1
)
≥
pt
p+ 1
−
(
1 +
t
p+ 1
)
≥
(p− 1)t− (p+ 1)
p+ 1
> 0.
We get
F (1)− c ∈ pM0
(
Zp,≥
1
p+ 1
)
.
Applying Un and once more using Lemma 1, we get
Un(F (1)) ∈ c · Un(1) +M0
(
Zp,≥
p
p+ 1
)
.
As the operators Un and the Tℓ,n commute, so do Un and F , and we are done.
(iii) By part (i),
U in(1) ∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
,
and so by Lemma 1,
F (U in(1)) ∈ F (Un(1)) +M0
(
Zp,≥
p
p+ 1
)
.
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By part (ii), we then obtain
F (U in(1)) ∈ c · Un(1) +M0
(
Zp,≥
p
p+ 1
)
.

Proposition 6. For any n, i ∈ N, we have
Hin(1) ∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
,
and consequently,
e∗n ∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
.
Proof. From the definition of Hn (cf. Definition 4 as well as Theorem 1), the defi-
nition of the operators Un and Tℓ,n (ℓ prime 6= p) (Definition 3), as well as the fact
that the operators U and Tℓ commute, we see that we can write
Hin =
d∑
j=1
FjU
j
n
for some d and with certain polynomials Fj ∈ Zp[{Tℓ,n | ℓ 6= p}]. For each j ∈
{1, . . . , d}, let cj ∈ Zp such that Fj(e
∗
n) = cje
∗
n. Put c :=
∑d
j=1 cj . By Lemma 6,
we have
Fj(U
j
n(1)) ∈ cj · Un(1) +M0
(
Zp,≥
p
p+ 1
)
for j = 1, . . . , d and hence
Hin(1) ∈ c · Un(1) +M0
(
Zp,≥
p
p+ 1
)
.
But, again by the definition of Hn and the fact that Une
∗
n = e
∗
n (Proposition 5),
we have
e∗n = Hn(e
∗
n) = c · e
∗
n
and therefore c = 1.
By the definition of Hn and Lemma 4 we have
e∗n = lim
i→∞
Hin(1)
in q-expansions, and so Corollary 1 implies
e∗n ∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
.

3.3. Overconvergence of en. In this subsection and further down below the fol-
lowing definition will be convenient.
Definition 5. For n ∈ N define
Tp,n(1) =
Tp(E
n
p−1)
Enp−1
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where Tp is the pth Hecke operator acting on classical forms of level 1 and weight
n(p− 1). Thus, in concrete terms,
Tp,n(1) =
U(Enp−1) + p
n(p−1)−1V (Enp−1)
Enp−1
.
Proposition 7. For any n ∈ N we have
en ∈
1
p
M0
(
Zp,≥
p− 1
p
)
.
and
en ∈ Tp,n(1) +M0
(
Zp,≥
p
p+ 1
)
.
Proof. We showed in Proposition 6 that
e∗n ∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
.
Unpacking this, it means that
E∗n(p−1)
Enp−1
=
En(p−1) − p
n(p−1)−1V (En(p−1))
(1− pn(p−1)−1)Enp−1
∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
.
Since pUn(1) ∈M0
(
Zp,≥
p
p+1
)
by Lemma 1, we get
En(p−1) − p
n(p−1)−1V (En(p−1))
Enp−1
∈ Un(1) +M0
(
Zp,≥
p
p+ 1
)
and hence
en ∈ Un(1) +
pn(p−1)−1V (En(p−1))
Enp−1
+M0
(
Zp,≥
p
p+ 1
)
.
Using Lemma 1 and Lemma 3 (i), we obtain
en ∈
1
p
M0
(
Zp,≥
p− 1
p
)
.
The Katz expansion of en is therefore
en = 1 +
∑
t≥1
bt
Etp−1
where vp(bt) ≥
t(p−1)
p − 1.
Now, since en ≡ 1 (mod p
2) by Lemma 5 and because of Proposition 3, and
since p ≥ 5, we have that
vp(bt) ≥ 2 ≥ 1 +
t
p+ 1
for t = 1, 2, 3. On the other hand, if t ≥ 4 then one finds that t(p−1)p − 1 ≥ 1+
t
p+1 ,
again because p ≥ 5. We conclude that vp(bt) ≥ 1 +
t
p+1 for all t ≥ 1 and thus
en − 1
p
∈M0
(
Zp,≥
1
p+ 1
)
.
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Applying Lemma 3 (ii) to f :=
En(p−1)−E
n
p−1
p we then obtain
pn(p−1)−1V (En(p−1) − E
n
p−1)
Enp−1
∈M0
(
Zp,≥
p
p+ 1
)
.
Returning to
en ∈ Un(1) +
pn(p−1)−1V (En(p−1))
Enp−1
+M0
(
Zp,≥
p
p+ 1
)
,
we now have
en ∈
U(Enp−1)
Enp−1
+
pn(p−1)−1V (En(p−1))
Enp−1
+M0
(
Zp,≥
p
p+ 1
)
= Tp,n(1) +
pn(p−1)−1V (En(p−1) − E
n
p−1)
Enp−1
+M0
(
Zp,≥
p
p+ 1
)
= Tp,n(1) +M0
(
Zp,≥
p
p+ 1
)
.

4. Proofs of the theorems
4.1. Proof of Theorem C.
Proof of Theorem C. Combining the last statement of Proposition 6 with Lemma
1 (i), we obtain
e∗n ∈
1
p
M0
(
Zp,≥
p
p+ 1
)
.
Lemma 3 applied to f = Enp−1 shows that
pn(p−1)V (Enp−1)
Enp−1
∈M0
(
Zp,≥
p
p+ 1
)
.
We also have
p ·
U(Enp−1)
Enp−1
= p · Un(1) ∈M0
(
Zp,≥
p
p+ 1
)
by Lemma 1. Thus, the definition of Tp,n(1):
Tp,n(1) =
U(Enp−1) + p
n(p−1)−1V (Enp−1)
Enp−1
shows that
p · Tp,n(1) ∈M0
(
Zp,≥
p
p+ 1
)
and then by Proposition 7 we have
en ∈
1
p
M0
(
Zp,≥
p
p+ 1
)
.
Consider the Katz expansion
∑
t≥0
bt
Et
p−1
of either en or e
∗
n. We have b0 = 1.
Because of the congruences en ≡ e
∗
n ≡ 1 (mod p
2) from Lemma 5 combined with
Proposition 3, we have vp(bt) ≥ 2 for t ≥ 1. We see that
en, e
∗
n ∈M0 (Zp,≥ ρ)
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whenever ρ is picked such that either ρt ≤ ptp+1 − 1 or ρt ≤ 2 for all t ≥ 1. A simple
computation shows that we can pick
ρ =
2
3
·
p
p+ 1
,
and the second statement of the theorem follows. 
4.2. Proof of Theorem B. We now prove Theorem B. We first notice the follow-
ing immediate corollary to Theorem C.
Corollary 2. Let u with 0 ≤ u < 23 ·
p
p+1 be given. Then for any sufficiently
large finite extension K/Qp with ring of integers O we have that en and e
∗
n both are
1-units in M0(O, r) whenever r ∈ O with vp(r) ≤ u.
Proof. Put ρ := 23 ·
p
p+1 . The proof of the corollary is the same for en and e
∗
n,
so let us just consider en. As en ∈ M0
(
Zp,≥
2
3 ·
p
p+1
)
by Theorem C, the Katz
expansion of en has form
en = 1 +
∑
i≥1
bi
Eip−1
where bi ∈ Bi(Zp) satisfies vp(bi) ≥ ρ · i for all i.
Choose K and O sufficiently large so that we have an element a ∈ O with
0 < vp(a) ≤
1
2 · (ρ − u). Define b
′
i := a
−1bi for i ≥ 1. If then r ∈ O with vp(r) ≤ u
we find
vp(b
′
i)− ivp(r) ≥ (ρ− u)(i −
1
2
)
for i ≥ 1 which shows that vp(b
′
i)−ivp(r) ≥ 0 for i ≥ 1 as well as vp(b
′
i)−ivp(r)→∞
for i→∞. Thus,
f :=
∑
i≥1
b′i
Eip−1
is seen to be the Katz expansion of an element of M0(O, r), and as we have en =
1 + a · f with vp(a) > 0, we are done. 
Proof of Theorem B. Let k ≥ 4 be an integer divisible by p− 1 and put n := kp−1 .
By Corollary 2 we see that there exists a sequence of finite extensions Kt/Qp
with rings of integers Ot as well as elements rt ∈ Ot such that:
• en is a 1-unit in M0(Ot, r
p
t ) for each t,
• the values vp(rt) converge to
2
3 ·
1
p+1 from below.
By the properties of the Frobenius operator V it follows that V (en) is a 1-unit
in M0(Ot, rt) for each t. Since, by the definition of en (Definition 1), we have
(∗)
V (Ek)
Ek
=
V (en)
en
·
(
V (Ep−1)
Ep−1
)n
,
the Coleman–Wan theorem on V (Ep−1)/Ep−1 now implies that V (Ek)/Ek is a 1-
unit in M0(Ot, rt) for each t. As a p-adic modular function we have V (Ek)/Ek ∈
M0(Zp, 1) and Proposition 2 now implies:
V (Ek)
Ek
∈M0
(
Zp,≥
2
3
·
1
p+ 1
)
.
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On the other hand, by Theorem C we have en ∈
1
p · M0
(
Zp,≥
p
p+1
)
. The
properties of the Frobenius operator then imply that
V (en) ∈
1
p
·M0
(
Zp,≥
1
p+ 1
)
.
By the first part of the argument there is a finite extension K/Qp with ring
of integers O as well as r ∈ O such that en is a 1-unit in M0(O, r
p), and such
that vp(r) ≥
1
p(p+1) (using that certainly
1
p(p+1) <
2
3 ·
p
p+1 .) Since en is a 1-unit
in M0(O, r
p) we have 1en ∈ M0(O, r
p) as well. As vp(r) ≥
1
p(p+1) we see that
M0(O, r
p) ⊆M0
(
O,≥ 1p+1
)
.
We may now conclude that
V (en)
en
∈
1
p
·M0
(
Zp,≥
1
p+ 1
)
as the modular function V (en)en is defined over Zp, and the first statement of Theorem
B now again follows from the identity (∗). 
Remark 4. As the above proof shows, the function V (Ek)/Ek (k ≥ 4, divisible by
p− 1) is a 1-unit in M0(O, r) if vp(r) <
2
3 ·
1
p+1 and O is sufficiently large.
We are now ready to prove Theorem A, but prefer to prove Theorems A and
E together as the arguments are similar. However, some additional preparations
are necessary for the proof of Theorem E. These will be done in the following two
subsections.
4.3. Some abstract algebra. Let R be an Fp-algebra. We define a shift operator
D on the R-module of sequences in R: if (sn)n≥0 is a sequence of elements in R,
then
D(s) := (sn+1)n≥0.
Thus, the sequences of elements in R that satisfy linear recurrences are precisely
the sequences s = (sn)n≥0 for which there exists a monic polynomial P ∈ R[X ]
such that
P (D)(s) = 0.
Lemma 7 (Deep recurrences). Let s = (sn)n≥0 be a sequence of elements in R
satisfying a linear recurrence
sn =
r∑
i=1
Aisn−i
for all for some r ∈ N and all n ≥ r.
Then for any t ∈ Z≥0 and all n ∈ Z≥rpt , the sequence s also satisfies the linear
recurrence
sn =
r∑
i=1
Ap
t
i sn−ipt .
Proof. Let
P (D) = Dr −A1D
r−1 − . . .−Ar−1D −Ar .
Then P (D)(s) = 0, and therefore
P (D)p
t
(s) = 0.
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Since R is an Fp-algebra, we have
P (D)p
t
= Drp
t
−Ap
t
1 D
(r−1)pt − . . .−Ap
t
r−1D
pt −Ap
t
r ,
and the desired recurrence follows. 
We remind the reader of the definition of the “p-adic weight” δp(n) of an integer
n ∈ Z≥0: if n has p-adic expansion n =
∑
i≥0 aip
i with ai ∈ {0, 1, . . . , p − 1}, we
put δp(n) :=
∑
i≥0 ai.
Proposition 8. Let A,B be formal variables. Consider the sequence (sn)n≥0 in
Fp[A,B] given by
s0 = 1, sn = 0 for 1 ≤ n ≤ p,
sn = Asn−p +Bsn−p−1 for n ≥ p+ 1.
For any n ∈ N, if δp(n(p− 1)) = p− 1 then sn = 0.
Proof. We proceed by induction on n. Clearly, δp(0) 6= p − 1. If 1 ≤ n ≤ p, then
the p-adic expansion of (p− 1)n is
(p− 1)n = (p− n) + (n− 1)p
and hence δp(n(p− 1)) = p− 1. By definition, sn = 0.
Assume n ≥ p + 1 is such that δp(n(p − 1)) = p − 1 and that the statement is
true up to n− 1. As δp(n(p− 1)) = p− 1, we can write
(p− 1)n =
p−1∑
i=1
pai
where 0 ≤ a1 ≤ . . . ≤ ap−1 are nonnegative integers, not necessarily distinct. Since
n ≥ p+ 1, we have (p− 1)n > p(p− 1) and therefore must have ap−1 ≥ 2. Let
n′ := n− pap−1−1,
n′′ := n− (p+ 1)pap−1−2
Clearly, 0 ≤ n′ < n and 0 ≤ n′′ < n. Moreover,
(p− 1)n′ = (p− 1)n− pap−1 + pap−1−1 =
(
p−2∑
i=1
pai
)
+ pap−1−1,
(p− 1)n′′ = (p− 1)n− pap−1 + pap−1−2 =
(
p−2∑
i=1
pai
)
+ pap−1−2,
and so δp((p − 1)n
′) = δp((p − 1)n
′′) = p − 1. Thus, s(n′) = s(n′′) = 0 by the
induction hypothesis. Using Lemma 7 we then obtain
sn = A
pap−1−2sn−p·pap−1−2 +B
pap−1−2sn−(p+1)pap−1−2
= Ap
ap−1−2
sn′ +B
pap−1−2sn′′ = 0.

Consider the algebra Qp[y1, . . . , yp+1] where y1, . . . , yp+1 are formal variables.
Set x0 := 1 and
xn :=
1
n
n∑
i=1
(−1)i−1xn−iyi
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for n = 1, . . . , p+ 1. For integers n ≥ p+ 2, define
yn :=
p+1∑
i=1
(−1)i−1xiyn−i.
Define a Qp-algebra homomorphism
Φ : Qp[y1, . . . , yp+1]→ Qp[t1, . . . , tp+1]
by
yn 7→ ptn for 1 ≤ n ≤ p,
and
yp+1 7→ tp+1.
Lemma 8. We have Φ(xn) ∈ Zp[t1, . . . , tp+1] for 1 ≤ n ≤ p+ 1, and consequently
Φ(yn) ∈ Zp[t1, . . . , tp+1].
for all n ∈ N.
Proof. It is enough to check that Φ(xn) ∈ Zp[t1, . . . , tp+1] for all 1 ≤ n ≤ p + 1.
This is clear from the definition of xn if 1 ≤ n ≤ p− 1 since n is then prime to p.
We also check
Φ(xp) =
1
p
p∑
i=1
(−1)i−1Φ(yi)Φ(xp−i) =
p∑
i=1
(−1)i−1tiΦ(xp−i) ∈ Zp[t1, . . . , tp+1].
Thus Φ(xp+1) ∈ Zp[t1, . . . , tp+1] as well. 
Denote by · the mod p reduction map from Zp[t1, . . . , tp+1].
Lemma 9. For 1 ≤ n ≤ p+ 1, we have
Φ(xn) =


0 if 1 ≤ n ≤ p− 1,
tp if n = p,
−tp+1 if n = p+ 1.
Consequently, we have for all n ≥ p+ 2,
Φ(yn) = tp · Φ(yn−p) + tp+1 · Φ(yn−(p+1)).
Proof. A straightforward calculation. 
Proposition 9. Let n ∈ N. If δp(n(p− 1)) = p− 1, then
Φ(yn) ∈ pZp[t1, . . . , tp+1].
Proof. Define a sequence in Fp[tp, tp+1] by
s0 = 1, sn = 0 for 1 ≤ n ≤ p,
sn = tpsn−p + tp+1sn−(p+1) for n ≥ p+ 1.
Using the definition of Φ, of the yn, as well as Lemma 9, we find that sn = Φ(yn)
for all n ∈ N. Applying Proposition 8 we then find Φ(yn) = 0 if n ∈ N is such that
δp(n(p− 1)) = p− 1. 
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4.4. Integrality of Tp,n(1).
Proposition 10. Assume that
Tp,n(1) ∈M0
(
Zp,≥
p
p+ 1
)
for all n ∈ {1, 2, . . . , p}.
Then
Tp,n(1) ∈M0
(
Zp,≥
p
p+ 1
)
for all n ∈ N such that δp(n(p− 1)) = p− 1.
Proof. Recall the definition of Tp,n(1):
Tp,n(1) =
U(Enp−1) + p
n(p−1)−1V (Enp−1)
Enp−1
.
Consider first the classical Hecke operator Tp acting on forms f of weight k and
level 1: for such f we have
pTp(f)(z) = p
kf(pz) +
p−1∑
j=0
f
(
z + j
p
)
,
and so
pTp(E
n
p−1) =
p∑
j=0
fnj ∈Mn(p−1)(Zp)
for n ∈ N, if we define fj(z) := Ep−1((z + j)/p) for j = 0, . . . , p− 1, and fp(z) :=
pp−1Ep−1(pz). We have a natural embedding Mn(p−1)(Zp) →֒Mn(p−1)(Zp,≥
p
p+1 )
([11, Theorem 3.2] combined with the definition of Mn(p−1)(Zp,≥
p
p+1 ); see also
the remark after the proof.) The action of
pTp = pU + p
n(p−1)V
commutes with this embedding, and so we see that
pTp,n(1) =
p∑
j=0
gnj
with gj := fj/Ep−1, j = 0, . . . , p. Lemmas 1 and 3 imply that
pTp,n(1) =
p∑
j=0
gnj =: υn ∈M0
(
Zp,≥
p
p+ 1
)
.
Put R := M0
(
Zp,≥
p
p+1
)
, an integral domain. Our hypothesis implies that
υn ∈ pR for n = 1, . . . , p, and we are done if we can show υn ∈ pR whenever
n ≥ p+ 2 with δp(n(p− 1)) = p− 1. To ease notation, for n = 1, . . . , p denote by
1
pυn the uniquely determined elements τn ∈ R such that υn = pτn.
Put ξ0 := 1 and
ξn :=
1
n
n∑
i=1
(−1)i−1ξn−iυi ∈ Qp[υ1, . . . , υp]
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for n = 1, . . . , p + 1. Then Newton’s identities relating sums of powers and sym-
metric polynomials imply that the ξn are the elementary symmetric polynomials in
g0, . . . , gp, and that for n ≥ p+ 2,
υn =
p+1∑
i=1
(−1)i−1ξiυn−i.
As in the setup before Lemma 8, let y1, . . . , yp+1 and t1, . . . , tp+1 be formal
variables, and let Φ be the Qp-algebra homomorphism
Qp[y1, . . . , yp+1]→ Qp[t1, . . . , tp+1]
given by yn 7→ ptn for n = 1, . . . , p, and yp+1 7→ tp+1. Define also x0 := 1 and xn :=
1
n
∑n
i=1(−1)
i−1xn−iyi for n = 1, . . . , p+ 1 as well as yn :=
∑p+1
i=1 (−1)
i−1xiyn−i for
n ≥ p+ 2.
We have a commutative diagram of Qp-algebra homomorphisms
Qp[y1, . . . , yp+1]
Φ
//
φ

Qp[t1, . . . , tp+1]
ψ

Qp[υ1, . . . , υp+1]
Id
// Qp[υ1, . . . , υp+1]
where φ(yn) := υn, n = 1, . . . , p+ 1, and ψ(tn) :=
1
pυn for n = 1, . . . , p, ψ(tp+1) :=
υp+1.
We then see that φ(xn) = ξn, n = 1, . . . p + 1, and then φ(yn) = υn for all n.
Now Proposition 9 implies that if n ≥ p+ 2 with δp(n(p− 1)) = p− 1 then
υn = φ(yn) = (ψ ◦ Φ)(yn) ∈ pZp
[
1
p
υ1, . . . ,
1
p
υp, υp+1
]
⊆ pR,
and we are done. 
Remark 5. Strictly speaking, in order to use [11, Theorem 3.2] in the above ar-
gument, we should technically increase the level to, say, N = 3. We can do this
without a problem throughout the entire argument as the conclusion is ultimately a
statement about the valuations of the coefficients in the Katz expansion of Tp,n(1).
Proving that statement at a (technically) increased level is sufficient.
4.5. Proofs of Theorems A and E. Let us briefly recall definition and some
properties of p-adic Eisenstein series. We use [17, Section 1.6] as our basic reference
and will also (largely) follow the notation there.
For d ∈ Z×p let 〈d〉 denote the 1-unit part of d, and let τ denote the composition
of reduction modulo p and the Teichmu¨ller character. We then have d = 〈d〉τ(d) for
d ∈ Z×p . We shall identify the group of p-adic characters of Z
×
p with Zp×Z/(p−1)Z
where κ = (s, i) ∈ Zp × Z/(p− 1)Z is identified with the character given by
κ(d) = 〈d〉sτ(d)i.
We shall specialize the discussion to the cases where i = 0 and s ∈ N which
are what we need in the following. For such a character κ = (s, 0) we have the
(non-normalized) p-adic Eisenstein series G∗κ with q-expansion
G∗κ(q) = a0 +
∞∑
n=1
σ∗κ−1(n)q
n
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where
σ∗κ−1(n) =
∑
d|n
p∤d
κ(d)d−1 =
∑
d|n
p∤d
ds−1τ(d)−s
and for the constant term a0 we have
a0 =
1
2
lim
n→∞
ζ(1 − km)
where (km) is a sequence of even integers km ≥ 4 such that km ≡ 0 (mod p − 1),
km → ∞ in R, and km → s in Zp. The Eisenstein series G
∗
κ is then the limit
in q-expansions of the classical (non-normalized) Eisenstein series Gkm with q-
expansions
Gkm(q) = −
Bkm
2km
+
∞∑
n=1
σkm−1(n)q
n
where σkm−1(n) =
∑
d|n n
km−1 as usual.
The constant term a0 evaluates to
a0 = −
1
2s
·Bs,τ−s ≡
1
2ps
(mod Zp),
with Bs,τ−s a generalized Bernoulli number, cf. e.g. [20, Theorem 5.11, Exercise 7.6].
Hence the normalized Eisenstein series E∗(s,0) :=
1
a0
G∗κ has p-integral q-expansion
E∗(s,0)(q) = 1−
2s
Bs,τ−s
∞∑
n=1

∑
d|n
p∤d
ds−1τ(d)−s

 qn
which is the p-adic limit of the equally p-adically integral q-expansions
Ekm(q) = 1−
2km
Bkm
∞∑
n=1
σkm−1(n)q
n
of the normalized, classical Eisenstein series Ekm .
Proofs of Theorems A and E. Consider first Theorem A. Let s ∈ N. Choosing a
sequence (km) of even integers ≥ 4 as above we have Ekm → E
∗
(s,0) p-adically in
q-expansions, and so we see that we also have
V (Ekm)
Ekm
→
V (E∗(s,0))
E∗(s,0)
p-adically in q-expansions. As the km are divisible by p− 1, Theorem B implies
V (Ekm)
Ekm
∈
1
p
M0
(
Zp,≥
1
p+ 1
)⋂
M0
(
Zp,≥
2
3
·
1
p+ 1
)
for all m, and the claims of Theorem A follow from Proposition 4 (ii).
Let us then turn to Theorem E. The first statement, about en, follows by com-
bining Proposition 7 with Proposition 10: if we have en ∈ M0
(
Zp,≥
p
p+1
)
for
n = 1, . . . , p, Proposition 7 implies Tp,n(1) ∈ M0
(
Zp,≥
p
p+1
)
for n = 1, . . . , p;
but then Proposition 10 implies Tp,n(1) ∈ M0
(
Zp,≥
p
p+1
)
for all n such that
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δp(n(p − 1)) = p − 1, and then Proposition 7 implies en ∈ M0
(
Zp,≥
p
p+1
)
for all
such n.
The second statement of Theorem E, about V (Ek)/Ek for integers k ≥ 4 with
δp(k) = p− 1 now follows from the statement about en: as δp(k) = p− 1 we have
k ≡ 0 (mod p− 1). Putting n := k/(p− 1) we then have δp(n(p− 1)) = p− 1 and
so en ∈M0
(
Zp,≥
p
p+1
)
by the first statement. We then deduce
V (Ek)
Ek
∈M0
(
Zp,≥
1
p+ 1
)
by an argument similar to the one used in the proofs of Theorem B and Corollary
2.
Turning now to the final statement of Theorem E, about V (E∗(s,0))/E
∗
(s,0), let
s ∈ N with δp(s) < p− 1. Choose t ∈ N such that s < p
t and consider the sequence
km = s+ (p− 1− δp(s)) · p
m+t.
We see that (km) is a sequence of even integers ≥ 4 with δp(km) = p− 1 for all
m and so we now know that
V (Ekm)
Ekm
∈M0
(
Zp,≥
1
p+ 1
)
for all m. But, km →∞ in R, and km → s in Zp, and so we find that
V (E∗(s,0))
E∗(s,0)
∈M0
(
Zp,≥
1
p+ 1
)
by the same reasoning as in the proof of Theorem A. 
5. Computations
To verify Condition 1 for a specific prime we must study the overconvergence of
the modular function en := En(p−1)/E
n
p−1 for n = 2, . . . , p. Specifically, we must
verify that en ∈ M0(Zp,≥ p/(p + 1)) for these n. To verify this for a given n, it
suffices to compute the (finite) Katz expansion of en (Proposition 1) and then check
that we have vp(bi) ≥
p
p+1 ·i for the coefficients bi of the expansion. To compute the
expansion, we must of course first get a basis for the Zp-modules Bi of our chosen
splittings
Mi(p−1)(Zp) = Ep−1 ·M(i−1)(p−1)(Zp)⊕Bi(Zp).
At the beginning of section 2, in order to be able to refer explicitly back to
Katz’ original definition of these expansions at level 1 ([11, Proposition 2.8.1]), we
required the splittings to have arisen by taking invariants of splittings at a higher,
auxiliary level. However, an elementary consideration shows that if the coefficients
bi of the expansion of en satisfy vp(bi) ≥
p
p+1 · i for all i, then if we choose another
system of splittings, say with modules B′i(Zp), then en has an expansion w.r.t. the
new system of splittings where the coefficients satisfy the same lower bounds.
Thus, for the computational verification of Condition 1 for a specific p, we are
free to choose any system of splittings and in particular we may choose one that is
suitable for efficient computation.
We now describe the choice of modules Bi(Zp) that we have used. We have
followed the idea of Lauder [12] of utilizing the fact that we have (upper triangular)
“Miller bases” of spaces of classical modular forms on SL2(Z):
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Let k be a non-negative integer and put:
dk :=
⌊
k
12
⌋
+
{
1 if k 6≡ 2 (mod 12)
0 if k ≡ 2 (mod 12),
so that dk is the dimension of the classical space of modular forms of weight k on
SL2(Z). Put also:
ǫ(k) :=
{
0 if k ≡ 0 (mod 4)
1 if k ≡ 2 (mod 4).
One checks that for j = 0, . . . , dk − 1 the numbers a =
k−12j−6ǫ(k)
4 are non-
negative integers and that for each of these j the modular form ∆jEa4E
ǫ(k)
6 ∈Mk(Z)
has q-expansion starting with qj . Thus, these forms form a Z-basis for the free Z-
module Mk(Z).
Specialize now to weights divisible by p − 1. For a fixed i ≥ 0 and j =
0, . . . di(p−1) − 1 let
gi,j := ∆
jEa4E
ǫ(i(p−1))
6
again with
a =
i(p− 1)− 12j − 6ǫ(i(p− 1))
4
.
Put B0(Zp) := Zp = M0(Zp) and denote for i ≥ 1 by Bi(Zp) the Zp-submodule
of Mi(p−1)(Zp) spanned by
Bi = {gi,j | d(i−1)(p−1) ≤ j ≤ di(p−1) − 1}.
Again by the properties of the q-expansions of the gi,j it is clear that Bi is an
Zp-basis for Bi(Zp).
Lemma 10. For each i ∈ N, we have a direct sum decomposition
Mi(p−1)(Zp) = Ep−1 ·M(i−1)(p−1)(Zp)⊕Bi(Zp).
Proof. Let f ∈ Mi(p−1)(Zp). Contemplating again the properties of the q-expan-
sions of the gi−1,j (and the fact that the q-expansion of Ep−1 starts with 1), we see
that there are cj ∈ Zp for j = 0, . . . , d(i−1)(p−1) − 1 such that the q-expansion of
f − h where
h =
d(i−1)(p−1)−1∑
j=0
cjEp−1gi−1,j
starts with qt for some t ≥ d(i−1)(p−1).
But then h ∈ Ep−1 ·M(i−1)(p−1)(Zp) and f − h ∈ Bi(Zp). Thus,
Mi(p−1)(Zp) = Ep−1 ·M(i−1)(p−1)(Zp) +Bi(Zp),
and the sum is seen to be direct again via consideration of q-expansions. 
Using these modules Bi(Zp) we have verified Condition 1 for 5 ≤ p ≤ 97.
We used SageMath [16] for the actual computations.
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5.1. Two numerical examples. An inspection of the proofs of the results of this
paper will show that the decisive theorem is Theorem C in the sense that the other
theorems ultimately derive from that. Of the two statements of Theorem C, the
first, i.e., that en (and e
∗
n) is in
1
pM0(Zp,≥
p
p+1 ), is the most precise as the second
derives from that (in combination with Lemma 5.) We now give an example showing
that the factor 1p can not in general be removed:
Let p = 5 and consider the Eisenstein series E24. A computation in PARI/GP,
[14], shows that we have
E24 = E
6
4 + c1E
3
4∆+ c2∆
2
with
c1 = −
340364160000
236364091
, c2 =
30710845440000
236364091
.
Thus, the Katz expansion of e24 is
e24 = 1 +
b3
E34
+
b6
E64
with b3 := c1∆ ∈ B3(Z5), b6 := c2∆
2 ∈ B6(Z5). We find v5(b3) = v5(b6) = 4, and
so a numerical illustration of Theorem C: we have 5 · e24 ∈M0(Z5,≥
5
6 ). However,
the first two terms in the above sum are in M0(Z5,≥
5
6 ) while the third is not; it
follows that e24 6∈M0(Z5,≥
5
6 ).
Keeping p = 5 and considering now V (E24)/E24 we can compute the expansion
of this function in terms of powers of the function
t(z) :=
(
η(5z)
η(z)
)6
with η the Dedekind η-function. The function t is a hauptmodul for the group Γ0(5)
the q-expansion of which begins with q. It is computationally simple to compute
the beginning of the expansion
V (E24)
E24
=
∞∑
i=0
ait
i
where the ai will be in Z5. We find the 5-adic valuations of a0, . . . , a10 to be this
vector: (0, 1, 1, 3, 3, 4, 4, 5, 5, 6, 4). By [13, Corollary 2.2] we know that if we had
V (E24)/E24 ∈ M0(Zp,≥ 1/(p + 1)) then we would have v5(ai) ≥ i/2 for all i.
Since v5(a10) = 4, we conclude that V (E24)/E24 6∈ M0(Zp,≥ 1/(p + 1)). Hence
the Coleman–Wan theorem on rate of overconvergence of V (Ep−1)/Ep−1 does not
extend to the same statement about V (Ek)/Ek for all weights k divisible by p− 1.
However, the beginning of the sequence v5(ai) illustrates the first statement of
Theorem B, i.e., that we have p · V (Ek)/Ek ∈ M0(Zp,≥ 1/(p+ 1)) in general for
weights k ≥ 4 divisible by p− 1.
6. Comments on previous literature
As described in the introduction, establishing explicit rates of overconvergence
for the p-adic modular function V (E∗(1,0))/E
∗
(1,0), or, perhaps other members of the
“Eisenstein family”, is a crucial tool for studying finer details of the Coleman-Mazur
eigencurve.
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Such explicit information was previously available in the literature only for the
primes 2 and 3. For p = 2, a central result and tool of the paper [1] by Buzzard
and Kilford is the statement that, as formulated in our language, we have
E∗k
V (E∗k)
∈M0
(
Z2,≥
1
4
)
,
for natural numbers k divisible by 4. Cf. [1, Corollary 9(iii)].
Similarly, for p = 3, a central result and tool of Roe’s paper [15] can be refor-
mulated in our language as saying that
E∗k
V (E∗k)
∈M0
(
Z3,≥
1
6
)
,
for even natural numbers k.
In [4], Coleman uses these statements to prove for the primes p = 2, 3 the general
conjecture that he formulates in that paper concerning analytic continuation of the
Eisenstein family.
In [5] where p = 3, a central tool in the analysis is an explicit statement about
the rate of overconvergence of p-adic modular function e := V (E∗2 )/V (E
∗
2 ) (cf. [5,
pp. 151–152].) This information then enables a detailed study relating the action of
the U operator on positive even weights k with a twisted U operator U(ek/2·) acting
on modular functions. This analysis together with certain explicit computations
using a formula of Koike, enabled the authors to identify, in dependence of the
weight k, certain slopes for which there is a unique eigenform of that slope, as well
as establishing congruences between those eigenforms. Cf. [5, Corollary to Theorem
2].
For p = 5, 7, 13 (the primes ≥ 5 where X0(p) has genus 0), using the same overall
strategy, and via a detailed analysis of the twisted U operator U(ek/(p−1)·) acting
on modular functions where now e = V (Ep−1)/Ep−1 for which we have knowledge
about the rate of overconvergence (Coleman–Wan theorem), it is possible to prove
for example the following concerning classical weights k that are divisible by p− 1.
Theorem. ([8, Theorem 4.16]) Let p = 5. There is a p-adic analytic family of
modular forms
fk(q) = q +
∞∑
n=2
an(k)q
n
that, when specialized to integers k0 ≥ 4 divisible by 4 and with v5(k0 − 8) ≤ 1,
gives us a classical, cuspidal eigenform of weight k0 on Γ0(5) and slope
1 + v5(k0 − 8)
which is the smallest possible slope among such eigenforms of weight k0. Further-
more, fk0 is the unique normalized eigenform of weight k0 on Γ0(5) with this slope.
If k0, k1 ≥ 4 are both divisible by 4 with v5(k0 − 8), v5(k1 − 8) ≤ 1, we have
v5(an(k0)− an(k1)) ≥ v5(k0 − k1) + 1 +min{0, 1− v5((k0 − 8)(k1 − 8))}.
There is a similar theorem for the prime p = 7, concerning forms on Γ0(7) of
weights divisible by 6 = 7− 1 ([8, Theorem 4.17].)
In contrast with the cases p = 2, 3, if p ≥ 5 there are other residue classes of even
weights k modulo p − 1 than just 0. For those weights, in order to proceed with
the analysis, it is hard to see an alternative to the information given by Theorem E
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(with Proposition D) on the rate of overconvergence of e1 := V (E
∗
(1,0))/E
∗
(1,0) that
can be used to analyze the twisted U operator U(ek1 ·), again acting on modular
functions. Conditional on such information, the thesis [8] drew some consequences,
for instance the following.
Theorem. ([8, Theorem 4.30]) Let p = 5. Given the result on V (E∗(1,0))/E
∗
(1,0) of
Theorem E, the following holds. There is a p-adic analytic family of modular forms
fk(q) = q +
∞∑
n=2
an(k)q
n
that, when specialized to integers k0 ≥ 4 with
k0 ≡ 2 (mod 4), v5(k0 − 10) ≤ 1, and v5(k0 − 14) ≤ 1,
gives us a classical, cuspidal eigenform of weight k0 on Γ0(5) and slope
2 + v5((k0 − 10)(k0 − 14))
which is the smallest possible slope among such eigenforms of weight k0. Further-
more, fk0 is the unique normalized eigenform of weight k0 on Γ0(5) with this slope.
If k0, k1 ≥ 2 are classical weights like that, we have
v5(an(k0)− an(k1)) ≥ v5(k0 − k1) + 1
+ min{0, 1− v5((k0 − 10)(k1 − 10))}+min{0, 1− v5((k0 − 14)(k1 − 14))}.
The thesis [8] contains several other such results, also for p = 7, and other
congruence classes of weights modulo p − 1. Because of Theorem E (for p = 5, 7)
these statements are now unconditional theorems.
Further applications of the results of this paper, possibly including further re-
marks on Coleman’s conjecture on the “Eisenstein family” (cf. [4]) will be reported
on elsewhere.
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