We create two 3D biomechanical speaker models matched to medical image data of two healthy English speakers. We use a new, hybrid registration technique that morphs a generic 3D, biomechanical model to medical images. The generic model of the head and neck includes jaw, tongue, soft-palate, epiglottis, lips and face, and is capable of simulating upper-airway biomechanics. We use cine and tagged magnetic resonance (MR) images captured while our volunteers repeated a simple utterance (/@-gis/) synchronized to a metronome. We simulate our models based on internal tongue tissue trajectories that we extract from tagged MR images, and use in an inverse solver. For areas without tracked data points, the registered generic model moves based on the computed muscle activations. Our modeling efforts include a wide range of speech organs illustrating the coupling complexity between the oral anatomy during simple speech utterances.
Introduction
Biomechanical modeling of the oropharyngeal structures has received growing interest in the last decade. Several models of the tongue [1, 2] , face [3] , jaw and hyoid [4] , soft-palate [5, 6] , and larynx [7] have been developed, and fit together to study biomechanics of speech production [8, 9] . Recently, a Functional Reference ANatomical Knowledge (FRANK) biomechanical model of the head and neck [10] has been implemented in ArtiSynth. FRANK, as a 3d hybrid model, has shown success in simulating simple speech postures based on predefined muscle activations [10] . Simulation of more complex speech tasks requires precise correspondence between the model and the speaker-specific data; and hence it is hard to achieve with a generic model, such as FRANK, that only represents the average human anatomy and function.
Rebuilding a complex hybrid model (such as FRANK) directly from speaker-specific images is time-consuming, and laborintensive [11, 12] . In addition, medical images often only provide partial depiction of certain upper-airway tissues due to lack of contrast (e.g. bone in MRI), and are not fully sufficient for creating the models. As an alternative, Harandi et al. [13] morphed some components of FRANK (including the tongue, jaw and hyoid) to the speaker's images one-by-one. The models were then used to investigate activations of the tongue, and jawhyoid muscles during simple speech motions in four English speakers. In this paper, we implement a hybrid registration method that morphs FRANK as a whole (adding in the face and lips, soft-palate and epiglottis) to MR images. Our method handles inter and intra component distortion that results from large morphological difference, or sparse correspondences, between FRANK and the speaker's data. Similar to Harandi et al. [13] we simulate our models based on motion data that we extract from tagged MR images. We use the inverse solver implemented in ArtiSynth to estimate muscle activations based on the observed motion in an iterative process.
Materials and methods
Our pipeline for speaker-specific modeling and simulation is shown in Figure 1 . We use FRANK, as our template model, which couples different FE models (soft-tissues), rigid-bodies (bones and cartilages) and spring-like structures (muscles and ligaments) in a modularized approach [10] . Our MRI data capture two healthy American English speakers, who repeated the utterances /@-gis/ in time with a metronome. Both cine and tagged MRI data were acquired using a Siemens 3.0T TimTrio MRI scanner with a 12-channel head and a 4-channel neck coil. The in-plane image resolution was 1.875 mm × 1.875 mm with a slice thickness of 6 mm. The axial, sagittal, and coronal stacks of cine MRI slices were combined to form isotropic super-resolution volumes for 26 TFs [14] . Table 1 shows the information related to each speaker. 
Speaker-specific Modeling
Our speaker-specific modelling is described in a three-step sequential procedure (see Figure 1) as follows: Establishing Correspondences: Consider a component of FRANK, and its counterpart mesh segmented from the cine MRI data. To establish the correspondences between surfaces of the two, we minimize the following energy: Figure 1 : Pipeline for speaker-specific biomechanical modeling and simulation using tagged and cine MRI.
to handle relative morphology differences while preserving the fine details of the template. wCorr and wASAP are the weights managing the balance between the two energy terms. Anatomy Transfer: Constrained to such correspondences, we then morph the template components into the speaker anatomy by minimizing the following energy:
where E Corr softly enforces the correspondence constraints; ESmooth keeps the deformation field smooth, preserving the relative posture of different components; and EShape enforces use of locally-rigid transformations to maintain the shape regularity of each component. Each energy is scaled by its own weight to find a desirable deformation. This results in a structure-preserving free-form deformation. For a hybrid model such as FRANK, we subdivide the components into multiple subgroups before deformation. In each subgroup, the mapping function preserves the spatial relationship between the source components and maintains their regularity. In case of Finite Element (FE) meshes, we add an extra energy to E2 that maintains the element quality. Functionality Transfer: In the final step, we transfer the functional information of the template model -such as configuration of the muscles or joints -to the registered subject-specific meshes. Our functionality transfer methods are automated, and do not require additional manual effort.
Motion Tracking
The two dimensional motion of the tissue-points is estimated from tagged MR image slices using the HARmonic Phase (HARP) algorithm [15] . We apply the enhanced incompressible deformation estimation algorithm (E-IDEA) to combine the 2D motion data and make a 3D deformation field [16] . In HARP, the displacement field at each TF is calculated with reference to the first TF when the tags were initially applied. We calculate displacements between successive TFs -from the nth to the (n + 1)th TF -by using the following process:
where Ti→j denotes the displacement field from the ith to the jth TF. The Tn→1 is computed by inverting the E-IDEA displacement field T1→n using a simple fixed-point algorithm [17] . We perform spatial and temporal regularization to reduce potential noise in the estimated motion. In the spatial domain, the displacement vectors are averaged in a spherical region of predefined radius (here: 2mm) around each point of interest. In the time domain, a linear interpolation is performed between Figure 2 : Speaker-specific models of upper-airway complex overlaid on the MR images in sagittal, coronal and axial views.
successive TFs to calculate the intermediate displacements.
Data-Driven Simulation
Forward-dynamics simulation of FRANK involves solving for the motion in response to the forces caused by muscle activations. Inverse dynamics, on the other hand, seeks to estimate the muscle activations (a) that produce a given set of target velocities (v ) by solving a quadratic problem:
is the velocity vector of the tracking points in next time step, as a function of activations; the second and third terms are l 2 -regularization and damping terms; andȧ denotes the time-derivative of a. The weights wm, wa and w d are used to trade off between different cost terms. The solution converges after iterating between inverse and forward dynamics in a static per time-step process.
Results and Discussion
Registration: As the target for our registration, we manually segmented the lower jaw, lip and chin, and well as the tongue and airway from the first TF of the cine MRI. Figure 2 shows our 3D biomechanical models for speakers A and B, while Table  2 lists their average registration error. Note that the error falls in the range of image resolution. Figure 3 compares the average quality of the soft-tissue FE mesh in FRANK and our speaker models. We use the meanratio shape measure as described in [18] . Note that our registration method improves the average mesh quality in the tongue and face, while maintaining the quality about the same level for the pharynx, soft-palate and larynx.
Simulation: We simulate our speaker-specific models using the data-driven approach described in Subsection 2.3. Figure 4 shows the cross-section of our simulated models, overlaid on the mid-sagittal slice of cine MRI. One application of our speaker-specific models is to test the motor equivalence, or the use of different muscles by different speakers for the same speech task. Muscle activations estimated in this study are shown in Figure 5 . While motor equivalence is evident in our small dataset, especially in amount of activation used by each speaker, considerable similarity is also visible. Figure 5 , row 1 depicts the TRANS and VERT muscles for both speakers. These muscles are antagonists in that TRANS narrows the tongue and VERT widens and grooves it. They are also agonist, since when activated together they protrude the tongue. Comparing like colors for both muscles in Figure 5 , red is anterior, blue middle, and yellow/green posterior, we can see similarity, in that neither speaker activates the TRANS and VERT simultaneously. This indicates a lack of protrusion, despite the forward motion of the tongue from /g/ to /i/ to /s/. The exception is a short pulse before /i/ when Speaker A does activate TRANSA simultaneously with VERT. In general, however, the data suggest that the forward motion of the tongue for these sounds is more complicated than simple protrusion. Looking at the muscles separately, both speakers use a low-level activation pattern for TRANS throughout the speech task, possibly to keep the tongue from spreading too widely. During /gi/ they use VERTP in conjunction with GGP (row 2), to pull the tongue root forward. Interestingly, other than this one instance, GG is not used by either speakers, possibly because as the largest Figure 3 : Element quality in FE soft-tissues. tongue muscle [19] it is used for larger tongue motions. In this speech task, the jaw is quite closed and only small deformations are needed to execute the sounds. Differences appear as well. Speaker A activates the entire VERT muscle (row 1) for /i/, to keep the tongue surface flat/grooved, while Speaker B achieves that shape with VERTA, but not VERTM. The IL muscle (row 2), on the other hand, shows greater motor differences; Speaker A, but not B, uses IL during /i/. When looking at the jaw and hyoid muscles in row 3, the speakers are again quite similar. The jaw closers (red) show a low level of activity throughout, since the jaw is quite closed during this speech task. Activation is seen during /g/ and /s/ for the hyoid elevators and GH, which pulls the hyoid forward. These activity peaks may relate to the switch from voiceless /g/ to the voiced /i/, or they may elevate or stabilize the tongue root during the consonants. Stabilization and elevation of the tongue root and hyoid would assist the tongue to make stable contact with the palate to precisely produce and direct the airflow for the consonants. Tables 3, and 4 show the average tracking error for each speaker at the key TFs. Note that the error is in the range of tagged MRI resolution. We speculate that several factors may have contributed into larger tracking error measured for Speaker B. First, Speaker B has a slightly larger tongue compared to Speaker A, with 103.17cm 2 vs. 95.61cm 2 volume. This means that on average each element in the FE model of Speaker B's tongue needs to account for deformations of a larger region of tissue. Second, Speaker B shows larger local deformations as well. For example, at the 10th TF (/g/), the average deviation of motion, measured based on displacement of our 40 control points, is about 5.84mm for Speaker B vs. 3.25mm for Speaker A. These factors suggest that Speaker B may need a higher FE tongue resolution to track the data more accurately. Finally. in this study the left and right muscles are activated together as one exciter, since the speech motion is believed to be bilateral. However, for example at the 10th TF (/g/) Speaker B shows an average of 1.82mm unilateral tongue motion, compared to just 0.15mm for Speaker A. We suspect that such large unilateral motion also contributed to the tracking error.
The proposed framework can benefit from several improvements. First, increasing the mesh resolution of the FE components can enable better tracking of fine details of the speech motions. In particular, we are planning to incorporate higherresolution speaker-specific tongue models as described by Harandi et al. [13] . Second, since unilateral constraints may lead to oscillating or sticking behaviour in the inverse simulation [20] , we did not incorporate the contact behaviours in the simulations. Future study is needed to couple the unilateral constraints with inverse modelling in FRANK. Third, in this study, we only track the motion of the tongue and lower jaw; the other FRANK components act as regularizers in the simulations. Future study needs to incorporate speech motion data for other articulators (such as soft-palate or lips) to allow high-fidelity articulatory speech synthesis. Forth, in this study, we assume our speakers bear similarity with the FRANK in muscular configurations and forces. Speaker-specific biomechanical measure- 
Conclusions
This study demonstrates the potential of our hybrid registration technique for creating speaker-specific biomechanical models of oropharyngeal structure and motion that facilitate understanding of the speech production. of a simple speech motion, our results suggest that the inverse solver tracks well and predicts functional movement effectively, at least at the areas where tracking data exists. We also demonstrate that mesh resolution plays an important role in determining how detailed the tissue motions can be accurately tracked. Finally, we note that our method regularizes the functional movement using the morphed generic geometry and muscle attachments for areas where motion tracking data is missing to accommodate multi-modal datasets. However, if there are discrepancies in the different data sets, careful interpretation of the trade-off between regularization and data fits is required.
