[l] considered the stability of assemblies of frictionless contacting bodies under uniform gravity. A linear programming-based technique was described that would automatically determine a single stable orientation for an assembly (if such an orientation existed). In this paper, we include Coulomb friction at contacts between bodies and give a characterization of the entire set of stable orientations of an assembly under uniform gravity. Our characterization is based on the concept of potential stability, which describes a necessary but not sufficient condition for the stability of an assembly. Orientations that are computed as being unstable, however, are guaranteed to fall apart.
considered the stability of assemblies of frictionless contacting bodies under uniform gravity. A linear programming-based technique was described that would automatically determine a single stable orientation for an assembly (if such an orientation existed). In this paper, we include Coulomb friction at contacts between bodies and give a characterization of the entire set of stable orientations of an assembly under uniform gravity. Our characterization is based on the concept of potential stability, which describes a necessary but not sufficient condition for the stability of an assembly. Orientations that are computed as being unstable, however, are guaranteed to fall apart.
Our characterization reveals that the set of stable orientations maps out a convex region on the unit-sphere of directions and corresponds to a spherical analog of a planar polygon-the region is bounded by a sequence of vertices joined by great arcs. Linear programming techniques are used to automatically find this set of vertices, yielding a description of the range of stable orientations for any assembly. For frictionless assemblies, our characterization of stable orientations is exact. For assemblies with friction, some conservative approximations associated with the use of a linearized Coulomb law are made.
I. INTRODUCTION
OMPUTER models of parts and devices are increasingly being used to automate manufacture. In addition, mathematical models of processes are also being used. In situations involving assemblies of objects, models of the mechanics of multiple contacting bodies become important in order to predict the dynamic behavior of the objects during manufacture. For example, during the assembly process, collections of contacting objects are subjected to assembly forces, grasp forces, rapid movements, etc. Fig. 1 shows an assembly held by a robotic manipulator in two different poses. During assembly, the manipulator needs to move the assembly from one position to the other. Note that the gripper on the robotic manipulator is holding only one object in the assembly. In changing the orientation of the assembly, gravitational forces and inertial forces acting on the assembly might upset some of the parts within the assembly, causing them to move relative to other parts. In planning the motion of the manipulator, such movements should be avoided. This requires modeling the dynamics of contacting rigid bodies. There exist systems that automatically generate assembly motion plans using geometric models of parts [2] , [3] . However, these systems do not have the capability of modeling the dynamics of the parts during the assembly process.
As a second scenario, consider Fig. 2 which shows a robotic welding setup [4] . A weldmg torch is mounted at the end of a manipulator and the assembly being welded is mounted on a table top whose orientation can be changed. The planner must find a sequence of table orientations and a trajectory for the robot that ensures collision-free motion for the system during welding. Since the assembly is mounted on the table by clamping one object in the assembly to the table, the planner must also ensure that all the other objects in the assembly remain in place under changing orientations of the table. This paper deals with the stability of objects within an assembly whose orientation is being changed. In Mattikalli et aZ. [l] the problem of the gravitational stability of an assembly is discussed. The assembly is modeled as a collection of frictionless contacting rigid bodies, one or more of which is assumed to be fixed in place (for example, an object held by a gripper). Such fixed objects are referred to as being grounded. Solutions to two problems are presented. The first problem is to determine whether an assembly in a given orientation and subject to a uniform gravity field with lrection g is stable. An assembly is defined to be gravitationally stable if all parts of the assembly remain at rest under the influence of the gravity field. The second problem is i.00 0 1996 IEEE to find an orientation of the assembly (if one exists) which is gravitationally stable. A change in orientation of an assembly refers to the rotation of all the parts in the assembly about a fixed axis, keeping g constant. It is simpler, however, to imagine the assembly as existing in some fixed orientation, and considering different gravity directions g which induce gravitational stability. Both problems (determining stability and finding a stable orientation) are shown to be solvable by linear programming. However, the solution method described in this work yields only a single stable orientation, even if many such orientations exist. In this respect, the method fails to provide any characterization or description of the range of stable orientations. This paper presents a method to find the entire range of orientations over which an assembly is gravitationally stable. We begin by first characterizing the shape of the solution space of stable orientations. This characterization shows that the set of unit gravity vectors g which induce stability for an assembly (in a fixed orientation) covers a convex region of the surface of the unit sphere (with the exception of one notable degenerate case). Also, the solution space is contained in a single closed hemisphere, unless it is the entire surface of the sphere itself (the latter implying that the assembly is stable for any gravity direction). In addition to being convex, the boundary of the solution region is simply and finitely described. We will show that the shape of the solution region is the spherical analog of a planar polygon; that is, the region's boundary is described as a sequence of vertices, with adjacent vertices connected by great arcs. Our method for describing the range of all stable orientations identifies this set of vertices on the unit sphere, using linear programs similar to those originally described in Mattikalli et al. [l] .
Having the entire set of stable orientations at hand is clearly more useful than knowing only a single stable orientation. Consider the assembly in Fig. 3(a) , where the darker shaded part is fixed in place. This particular orientation is unstable. (For visual simplicity, our illustrations assume a fixed direction of gravity, perpendicular and into the plane of the grid. Different orientations are shown as actual rotations of the assembly itself. As previously stated, however, we view a change of orientation as a variation in the gravity direction, and not the actual parts orientation.) The assembly is, however, stable in a range of orientations, three of which are shown in Fig. 3(b) -(d). The orientation in Fig. 3(b) , although stable, is at the boundary of the range of stable orientations, as is the one in Fig. 3(c) . A small deviation in the orientation of the assembly away from the stable region will cause the block to move. For this reason, the orientation shown in Fig. 3(d) is superior to those shown in Fig. 3(b) and (c). In selecting a single stable orientation for the assembly, it would be desirable to choose Fig. 3(d) . By computing the entire range of orientations over which an assembly is stable, we will be in a position to select the most desirable one-for example one that lies at the "center" of the stable region. If on the other hand, we would like to change the orientation of an assembly during a process, as in the situations of Figs. 1 and 2, then the computed range of Orientations can be used to ensure that any change in orientation does not disturb the stability of the assembly. Unlike the linear programs in Mattikalli et al. [l] , which were developed for frictionless objects, the linear programs in this paper include friction between parts. However, the inclusion of friction brings with it the problem of static indeterminacy; that is, situations in which the stability of an assembly is indeterminate, because the distribution of normal forces is indeterminate. In discussing stability, one can either consider potential stability or guaranteed stability [5] . An assembly is potentially stable if contact and friction forces could arise that cause the assembly to remain motionless.
On the other hand, an assembly has guaranteed stability if all contact and friction forces that can arise cause the assembly to remain motionless.' In this paper, we characterize stable orientations of assemblies based on potential stability. Potential stability is discussed in Section II-A. Since potential and guaranteed stability are equivalent for frictionless systems (see Section 11-A), our characterization of stable orientations for frictionless assemblies is exact.
The outline of the paper is as follows. In Section II, we describe a linear program that characterizes the set of stable orientations for g E R3. We then show that the restriction of the set to the unit sphere implies the convexity properties described above. In Section I11 we present a method to compute the boundary of the region of stable orientations. We conclude by showing several examples of assemblies and their computed stable regions.
THE SET OF STABLE ORIENTATIONS
In this section, we show how the set of stable orientations g for an assembly may be described. At first, we will consider gravity vectors g of any length in R3 which cause the assembly to be stable. In general, this large solution set will occupy some volume in R3. Note that this volume will always include the solution g = (0, 0,O); that is, turning gravity to zero makes any assembly stable! To discard this trivial solution, we will then intersect our larger solution volume with the surface of a unit sphere, to discover all unit-length orientation vectors g which result in stability. In analyzing this intersection, convexity properties of the set of unit-length stable orientations will become apparent.
We begin by finding the set of stable orientations g of any length in R3. Fig. 4 shows a set of contacting bodies placed within a gravitational field, with one of the bodies being held fixed. The force of gravity acting on a body with mass M is M g . In addition, contact forces between bodies will also arise. We wish to find gravity vectors g E R3 and resulting contact forces which produce a zero net force on every body in the assembly, meaning that the assembly is in equilibrium.
A. Stability
Determining the stability of contacting frictionless assemblies is relatively straightforward. The acceleration (if any) of a frictionless assembly without contact degeneracies (such as vertex-to-vertex contacts) is unique [8] , [6] . In particular, given any external forces acting on the assembly, the stability of the assembly is easily determined. Although the actual contact forces that arise at any given instant may be indetenninate, the overall acceleration of all the bodies is unique. Thus, there is no difference between potential and guaranteed stability, for frictionless systems: If there is any combination of legal contact forces which yields zero acceleration for each body, then all legal contact forces will yield zero acceleration for each body. For any assembly, the determination of stability is simply answered by linear programming 19]-[ 111.
'For the special case of frictionless assemblies, the two notions are the same-if a frictionless assembly is potentially stable, it is in fact guaranteed to be stable, assuming well-defined contact normals at contact points [6] , [7] , PI.
-+ Fig. 4 . An assembly in a gravitational field g of unknown orientation. To find a g that induces stability in the assembly, equilibrium equations are written for each object. The addition of friction, however, greatly complicates matters. Consider Fig. 5 , which shows an object in contact with an inclined plane at a number of points. If the object was frictionless, the distribution of weight among the contact points would be undetermined, but the acceleration would be unique. The object would slide down the plane. Suppose, however, that contact points 1 and 4 have friction, but there is no friction at contacts 2 and 3. Now, the behavior is truly indeterminate. If all the weight rests on the interior two contacts, the object will slide down the plane. But if all the weight rests on the exterior two contact points, the object will remain motionless (assuming a large enough coefficient of friction). In fact, there are infinitely many behaviors. If the object's weight is distributed over both the exterior and interior contacts, the acceleration of the object down the plane will be inversely proportional to the weight resting on the exterior contacts.
For friction, there are two approaches we can take to defining stability. We might wish to only consider an assembly stable if it is guaranteed to remain motionless, under any legal distribution of contact forces. In this case, the assembly of Fig. 5 would not be stable. It is not clear how to go about determining if an assembly with friction has guaranteed stability, without resorting to an exhaustive search method
The second approach, which we will use in this paper, is to declare than an assembly is stable if there exists some legal distribution of contact forces which causes the assembly to remain motionless. This is the concept of potential stability. The assembly in Fig. 5 is potentially stable, since it remains motionless if all the weight rests on the exterior contacts (again, under the assumption that the coefficient of friction is suitably large). Potential stability is easily determined by linear programming [7] , [5] , [lo] .
[121, [71.
B. The Contact Model
As in Mattikalli et al.
[I], we model an assembly as a collection of n rigid bodies making polygonal contact (or degenerate polygonal contact) with each other. This allows us to formulate forces at finitely many contact points. A variety of polygonal contact conditions are possible, as shown in Fig. 7(a) -(c) and (e). For frictionless contact, note that in all these situations it is sufficient to model the forces of contact between two bodies as existing at a finite number of points on the boundary of the contact region. For a polygonal contact region as in Fig. 7(a) , a linear combination of forces at the five vertices shown are sufficient to produce any contact force that may arise. The same holds true for an edge of contact ( Fig. 7(c) ) where forces at the two end points of the edge are sufficient.
However, for systems with friction, this leads to some problems because we allow tangential frictional forces to occur only at the finitely many points of contact. To illustrate the problem, consider the example in Fig. 6 (a) which shows a block resting on a table with the gravity vector and an external torque T acting on the block as shown. The contact surface between the block and the table is shown alongside. Let us consider unknown contact forces as occuring at the five points shown in Fig. 6@ ). Normal forces arise at the contact points so as to balance the gravitational force. If these forces are distributed over the five contact points, then a nonzero torque can be generated over the surface. However, if the normal forces are such that all the force acts at the center point, as shown in Fig. 6(c) , then no torque can be generated. This is the problem of static indeterminacy. In this paper, however, we do not attempt to relax this restriction-we model the contact forces as occuring only at a finite number of contact points on the boundary of contact regions, with tangential forces occuring only at these points. For the following analysis, all the finitely many point contacts over the entire assembly are considered together and indexed from 1 to m.
At each contact point, a surface normal is required. Fig. 7 shows the normal vectors for the different kinds of contact possible. For face-face, face-edge, or face-vertex contact, the normal at any point of contact is well-defined. Fig. 7(b) shows two edges making contact at a point. In this case, the normal vector n is also well-defined and is perpendicular to the two edges as shown. Fig. 7(c) and (e) show degenerate edge-edge and vertex-vertex contacts with ill-defined contact normals.
This contact situation makes the problem NP-hard [5] . Being an uncommon situation, we shall assume that a surface of contact with nonvanishing area exists. The orientation of this surface is selected so that the normal direction n lies within the solid, as shown in Fig. 7(d) and (f) .
Let nz denote the unit surface normal at the ith contact point between two bodies A and B , with nt directed outwards from body B. Let U , and i., denote two mutually perpendicular unit vectors in the plane normal to nz; that is, U, and G, span the tangent plane at the contact point. The contact force at the ith contact point is decomposed into its components along the three orthogonal directions. Let fn, , f z % and f,, be the signed magnitudes of the force components along n,, U,, and G,, respectively. The net force on body A due to the ith contact is while a force of -fn,nz -fz2U, -fy,G, is exerted on body B. Since the normal component of a contact force must be repulsive, and nt is directed from B toward A, we require that fn, be nonnegative; that is, fn, 2 0. There is no sign restriction on f z , and fy,; however, Coulomb's law of static friction requires that the magnitude of the tangential force never exceed p f n , , yielding the restriction where p is the coefficient of static friction. {The coefficient of friction may vary at each contact point; however, we will not bother to index p in this paper, though that is easily done in practice.)
Let us next consider the torques produced by these forces. If the contact occurs at the point pz E R3, and c, E R3 denotes the center of mass of body A, then the torque on body A about its center of mass due to the contact force at point i is
(3)
Similarly, the torque acting on body B due to the contact is2
For an assembly with m contacts, let the vector of normal force magnitudes fn, be denoted by fn E R". Similarly, let fx E R" and fy E R" denote the vectors of the fZt and fy% quantities, respectively. We will denote the generalized force and torque on all n objects of an assembly as a vector Q E R6"; the first six components of Q denote the force and torque acting on body I, and so on. From (l), (3), and (4), it is obvious that the total force and torque on the n objects depends linearly on f,, fx, and fy. Thus, we can express the generalized contact force Qc E R6" as the linear expression
where Jz, JT and JT are 6n x m matrices, whose coefficients are determined according to (l) , (3) , and (4).
*For contact between a body A and a grounded object, we can ignore forces acting on the grounded object.
Adding the gravitational force, the net force Q acting on the assembly is where (7) with Mi being the mass of the ith body in the assembly and 0 E R3.
C. Conditions for Stability
Given the above notation, we can simply state the necessary conditions for a gravity vector g to be considered a stable orientation. Since we are considering potential stability, g is a stable orientation if and only if legal contact forces can arise in response to g such that the net force and torque on every object is zero. Equivalently, g is a stable orientation if and only if there exists f,, fx and fy such that In (81, all but the set of inequalities corresponding to the Coulomb law of friction are linear. By linearizing these inequalities, we can make the entire system linear, and hence amenable to solution by linear programming. The geometric interpretation of the inequality is that of a right circular cone in the three-space corresponding to f z , , fY%, and f,,, with the axis of the cone along the fn, axis. A conservative approximation to this cone would be a rectangular pyramid in the interior of the cone as shown in Fig. 8 . Since the coefficient of friction p is rarely known with any great accuracy, we feel that this linearization, which is conservative, is well j~stified:~ J:f,
and
The set of g E R3 for which there exists f,, fz, and fY satisfying (9) defines (in general) a volume V . From the definition of G , we have that (0, 0,O) E V, because for g = 0, f, = f, = fy = 0 clearly satisfies (9) . Furthermore, if g E V, so that there exists a solution c, f,, and f,, then for any scalar a 2 0, we must have ag E V, since af,, af,, and af, satisfy (9) for ag. Because of this, if the solution g = (0,0,0) is a point in the interior of V , then V must be the entire space R3. Finally, the set V is described in terms of a set of homogeneous linear equalities and inequalities. Therefore V's boundaries (if any) are planes passing through the origin.
D. Characterizing Stable Orientations
Recall, however, that we are really interested in stable orientations (that is, directions). Thus, we would like to consider the intersection of V and the unit sphere; that is, all gravity vectors g that have unit length and induce stability. We will prove two properties. The first is an interesting property concerning the extent and connectedness of possible stable regions on the unit sphere. It is the following.
Property 1: If the region of stable orientations on the sphere is disconnected, it consists of two antipodal points. Otherwise, the stable region covers the entire sphere, or is contained completely in a closed hemisphere.
We can prove this property by considering the possible forms that the stable volume V might take. There are five possibilities.
1) The set V consists of the origin alone. In this case, the assembly has no stable orientation. This trivially satisfies Property 1.
2) The origin lies in the interior of V . In this case, V is equal to all of R3, which means that every orientation of the assembly is stable. The stable region covers the entire sphere.
3The linearization need not be a rectangular cone; for example, a closer approximation could be obtained by an octahedral cone (at the expense of adding more inequality constraints into (9)). Given the empirical nature of the Coulomb friction model, and the usual uncertainties in the value of p , a rectangular approximation is likely to be sufficient. The set V corresponds to a line passing through the origin. In this case, there are two stable orientations, represented by a pair of antipodal points on the sphere (Fig. 9(a) ).
The set V corresponds to an entire plane passing through the origin. The intersection of this plane (since it contains the origin) and the sphere is a single great circle ( Fig. 9(b) ), which is contained in a closed hemisphere. The set V is a convex cone, possibly planar ( Fig. 9(c) ). The first four possibilities for V give rise to a stable region on the sphere that satisfies Property 1. If V is not one of the first four cases, then V is a convex cone emanating from the origin. In this case, the intersection of V with the sphere is contained in a single hemisphere, since the cone is convex.
The second property we wish to show concerns the shape of stable regions and provides the key to planning motions of assemblies as in Fig. 1 . It is the following.
Property 2: The region of stable orientations on the sphere is either convex (and therefore connected), or consists of exactly two antipodal points. (We say a region on a sphere is convex if given any two nonantipodal points in the region, the smaller of the two great arcs passing through the two points lies entirely in the region. Under this definition, a single great circle is a convex set on the sphere.)
Property 2 can be proved by contradiction. Let us assume that the stable region on the sphere does not consist of two antipodal points. If the stable region is either empty, the entire sphere, or a great circle, then in each case the region is convex. If the stable region is none of the above, we must show that given any two points in the stable region, there is a great arc that lies between them, every point of which is itself in the stable region. Let gl and g2 be unit vectors denoting two stable points. Since gl and gz are both stable orientations, they both belong to the larger set V . Since V is convex, consider the line L E V between them, given in parametric form by But since for any g E V and a 2 0 we have a g E V, it must be that the great arc A, defined by is also in V, and hence stable. Note that by Property 1, the stable region is contained in a single hemisphere, so g l and g2 cannot be antipodal. This means gl + t(g2 -g l ) is always nonzero, so that A is well-defined. Since A lies on the unit sphere, and also in V, every point in A is by definition in the stable region. This proves Property 2. Property 2 is the most important result of this paper. It shows that if there are two orientations (other than antipodal ones) in which an assembly is known to be stable (for example, two orientations in which an assembly sits on a table), then we are guaranteed to find a series of orientations which will take the assembly from the first orientation to the second ensuring its stability. This result is very useful in assembly planning, as well as a number of other manufacturing tasks.
As a further note, since V's boundaries are planes passing through the origin, the intersection of those planes with the unit sphere are great arcs, and form the boundary of the stable region on the sphere (which we might term a "spherygon.") In the next section, we will show how the vertices of this "spherygon" are found.
In. FTI?Dn\JG THE VERTICES OF THE STABLE REGION We now show how the vertices of the stable region "spherygon" may be found. Essentially, we are looking for the extrema1 points g E V , restricted by I I g 11 2 = 1. We can greatly simplify matters if instead of intersecting V with the curved suface of a sphere, we intersect V with the flat surfaces of a unit cube. That is, we consider solutions to (9) In this case, the intersection of V with any single face of the unit cube is a polygon (or degenerate polygon), rather than a portion of the more complex spherygon. The solutions g which are the vertices of this polygon, will, when normalized to unit length, be points on the boundary of the spherygon. Each facet of the unit cube produces a polygon which normalizes to a patch on the spherygon. The patches when put together make up the entire spherygon. Vertices of polygons either correspond to a vertex of the spherygon or a boundary of a patch. Note, however, that all vertices of the spherygon will produce a vertex on some polygon. The advantage of this transformation is that it makes the entire problem a problem in linear inequalities, enabling us to use linear programming techniques.
Thus, let us consider instead soluiions to (9) such that llgllm = 1. Furthermore, in what follows, we will consider only a single face of the unit cube llglloo = 1, and without loss of generality, in the remainder of this paper, we will restrict g by setting gz = 1 and imposing the constraint that -1 5 gy, gz 5 1. Any statements made hereafter about g assume that they imply in turn to the other five possibilities-g, = -1 and -1 5 gy, g, 5 1, gy = 1 and -1 5 gz, g, 5 1, etc.
Our problem is now to find the vertices of the region on the gy gz plane that satisfy Our technique to find the vertices of this projection is as follows. We find an initial vertex of the projection, and then use the technique of parametric programming [ 131 to traverse the perimeter of the projection. Finding an initial vertex of the projection is simple. We first find a solution (gy,gz,f) which minimizes gr (always subject to -1 5 gy,gz 5 1).
Note that we are not interested in the value of f when gz is minimized; we are only interested in the coordinates (gy , gr ) at which the minimum occurs. If this first minimization does not uniquely determine both gy and gz, we temporarily hold gt fixed, and find a solution (gy , gz, f ) which minimizes gy .
In this way, we find some point in F whose projection is a vertex of the polygon P. We will call this initial vertex v,. (Note that in Fig. 10 , the vertex v, is determined with only a single minimization on gr .)
Having found an initial vertex of polygon P , we now need to traverse its perimeter. We found our initial vertex (gy , g z )
of P by minimizing a function of the form clg, + c2gr (13) shown geometrically in Fig. 10 as the line r. Let us assume that simply minimizing gr was sufficient to find the initial vertex v,. In that case, we have performed a minimization with C1 = 0 and C2 = 1 (corresponding to line r = r1) to find a,.
To find the next vertex, suppose that we start increasing Cl. While C1 is still close to zero, the vertex of P obtained by minimizing (13) will continue to be va. However, for some value of C1, the vertex minimizing (1 3) will abruptly shift to vertex Vb. Geometrically, as we increase C1, the line T swings toward the line 7-2. At the point that the line r hits rz, we find another vertex vb (in addition to U,) which minimizes (13). We can determine this limit using sensitivity analysis be varied so as to maintain the same optimal point (the optimal point in this case being v,). As we continue swinging the line r past 7-2, vertex v, ceases to become a minimizer, and the values of gy and gz at Vb are the sole minimizer of (13). By selecting 'ub as the new optimal point, further sensitivity analysis can be done to find the next vertex v, past V b , and the process can be continued. Notice that after v, is reached and the value of C1 is further increased, no new vertices are obtained, inspite of large values of C1. This corresponds to taking line r close to 7-3 which we can see from Fig. 10 will retain the optimal point at point v,. Now we will have to rotate r past 7-3 in order to generate other points on polygon P. To do this, we will need to set C1 = 1 and change values of Cz. This process is continued to obtain the rest of the vertices of P. Eventually, we will find ourselves back at the original vertex U,, and the traversal is stopped. Note that this procedure is quite similar to the steps of the simplex algorithm for linear programming. Having found the vertices of the stable region on all faces of the unit cube, it is trivial to transform those vertices to the unit sphere and map out the stable region on the sphere. In Figs. 11 through 16 , we present some sample assemblies and their stable regions shown shaded on the surface of a sphere. In each figure, on the left is shown an assembly with its grounded object shaded darker. On the right, a wireframe of a sphere is shown, with dark patches corresponding to the stable orientations of the assembly. To locate the stable region with respect to the assembly, the same coordinate frame is used on the assembly and on the sphere.
In the examples presented in Figs. 11 and 12, the coefficient of static friction has been selected to be zero. Fig. 11 consists of a cube sitting within a concavity in a grounded block. The stable region is defined by the patch shown on the far side of the sphere. Note that this patch covers an octant defined by the 3 negative coordinate directions (the positive coordinate directions are shown in the figure). Fig. 12(a) shows a block that is placed within a grounded L-shaped bracket.,The stable region corresponds to a line as shown on the sphere in Fig. 12(b) . Fig. 13 shows an example where the stable region is less than an entire facet. The large parts with 3 hollows is the grounded part. Here again the coefficient of friction is selected Fig. 14(b) shows the stable region when p = 0.2, while (c) shows the region for , LL = 0.4. The stable region has grown from a line in Fig. 12(b) to a patch in Fig. 14(b) . As expected, in the presence of friction, the assembly can be tilted by a small amount in the direction perpendicular to the plane of the L-shape. Fig. 15 shows a multipart assembly and its stable region for ,LL = 0.2.
As a final example, consider the assembly in Fig. 16(a) . The stable region shown in Fig. 16(b) corresponds to a zero coefficient of friction. This is an obvious result. What is not so obvious is the stable region obtained for a coefficient of friction of , U = 0.3 as shown in Fig. 16(c) . One expects to to be zero. It is shown separately for clarity in Fig. 13(a) . Fig. 13(b) shows the assembly wherein 3 cubes are placed within the 3 hollow cubical spaces. The stable region is shown in Fig. 13(c) .
see a nonconvex region on the sphere covering more than a hemisphere, but not the entire sphere. Instead what we obtain is a solution corresponding to the entire sphere. To explain this apparent incorrect solution, we must reexamine our choice of potential stability concepts in computing these stable regions. As stated earlier, we declare any orientation of an assembly as being stable if we can find a set of contact forces that satisfy the equilibrium equations in (12). Consider the nongrounded block in Fig. 16(a) . It can be seen that an arbitrary contact force can be assumed to be acting over one 3NSACTIONS ON ROBOTICS AND AUTOMATION, VOL. 12, NO. 2, APRIL 1996 of the side contact faces of the block since the force can be balanced by an equal and opposite force on a parallel contact face. As a result, sufficient frictional forces can be generated on the two parallel faces (in keeping with the constraints in (12)) to oppose an upward gravitational force on the block. This makes the upward gravitational direction a stable one, resulting in the closed sphere of Fig. 16(c) . This result is a consequence of choosing potential stability as the criterion for finding stability. As indicated earliey, the alternative guaranteed stability criterion is very hard to employ, since it requires complete enumeration of all possible force distributions. As future work, it would be interesting to explore the possibility of a more precise criterion for stability.
IV. CONCLUSION
In modeling assemblies to plan for product manufacture, it becomes necessary to be able to predict their mechanics under external forces such as gravitational forces, fixturing forces and machining forces. Typically, it is desired that thq parts remain motionless. In this paper we present a method bf finding all the potentially stable orientations in which an assembly can be placed within a uniform gravity field. The mLthod extends earlier work which found a single stable orientfltion. To find all stable orientations, the proposed method solves for the projection of the entire set of feasible solutions of a highdimensional linear program onto a two-dimensional plane. Stable orientations are mapped onto regions on the surface of a sphere. For a given assembly, the mapping of stable regions onto the surface of a sphere can be graphically displayed. This mapping can be used during assembly process planning. Any subassembly that is being manipulated, or placed on a table, or within a fixture, can now be placed in an orientation that keeps the subassembly stable. The dimension of the linear program is given by the number of contact points. The stable orientations of an assembly with 100 contact points is solvable in well under a second of CPU time on a DEC 5000.
As future work, we plan to explore stability criteria other than the potential stability criterion that we have used in this paper. Also we are investigating more closely the interrelation between the stable regions and grasplfixture planning. This would allow us to generate fixture plans that produce desired stability regions. 
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