Abstract-A main difficulty in autonomous driving is the assurance of maneuver acceptability by other traffic participants. Thus, knowledge about social interaction needs to be incorporated into the motion planning process. In this paper we present a model based framework to verify the acceptance of considered maneuvers and to plan social compliant motions. Therefore, we fuse two powerful approaches, one for decisionmaking and one for planning and show how the methods benefit from each other. Our method adheres to the classical structure of decision-making with subsequent trajectory planning and is consistent in the sense that both components are subject on the same, identical parametrized driver model. The overall method is real-time capable and the resulting trajectories adhere to kinematic constraints. Thus, the approach is applicable in realworld systems.
I. INTRODUCTION

A. Motivation
To make the vision of autonomous driving become reality, robust hardware and software modules for environment perception and motion planning are necessary. Assuming all relevant information can be sensed with sufficient accuracy, the remaining step is to ensure social compliant behavior of the automation. Therefore, motion planning and decisionmaking algorithms are required to guide the vehicle in a safe, comfortable and intuitively understandable way. Dependent on the environmental structure, the algorithms must be able to handle different driving tasks. In structured environments such as highways or rural roads, motion planning algorithms require the ability of lane-keeping but changing as well. For instance during an overtaking maneuver or after entering an on-ramp, a potential gap between vehicles on the adjacent lane needs to be found. Once such a gap is detected and assessed as suitable, a collision free trajectory performing the desired motion has to be computed. A main difficulty arises due to the social factor of acceptance by other traffic participants. For instance, merging back immediately in front of another vehicle that needs to slow down suddenly to readjust a sufficient safety distance does not correspond to social compliant behavior. Therefore, motion planning algorithms for autonomous vehicles need to take into account social factors to be able to plan trajectories that lead to courteous behavior. The classical motion planning setup consists of a behavioral instance to decide about the maneuver and a subsequent trajectory planner to explicitly compute the motion in terms of vehicle states over time. Occasionally, a mission planner is utilized to extract the itinerary from the road network. This structure is well tried, tested and proven to perform robustly in practice [1] , [2] , [3] . In this paper we present a motion planning framework following the classical setup of decisionmaking with subsequent trajectory planning which is able to take social factors into account. The overall framework is composed of two basic components. The trajectory planning algorithm presented in [4] was designed for longitudinal traffic in the first place and lacks the ability of making decisions for lateral traffic such as lane changes and overtaking maneuvers. The model presented in [5] was developed for lane change decisions but lacks the ability of computing vehicle dynamics for lateral movement as required for motion planning in case that the current lane shall be switched. We fuse these methods and show how they benefit from each other and can be extended to a powerful overall motion planning framework.
B. Related Work
A machine learning approach for social behavior generation in lane change scenarios with multiple surrounding vehicles is presented in [6] . Therein a behavior generator function is constructed by building a linear combination of a kernel, as known from machine learning theory, that maps the past trajectories of all traffic participants to the ego vehicles behavior. The behavior itself is represented by the start and terminal point of the desired motion and can thus be directly utilized for trajectory planning. To achieve social compliant behavior, coefficients for building the linear combination of the kernel are learned from real data during a training process. The authors of [1] suggest to sample polynomials in a Frenét frame of the lanes center line. By combining these polynomials longitudinally and laterally, trajectories can be generated. To decide about the "best" trajectory, costs are assigned to each sampling candidate. Maneuver decisions are made by a behavioral layer which parametrizes the sampling process, determines sampling targets and choses the reference center line of the lane the planner should guide the vehicle towards. In [7] , a model predictive control (MPC) problem is stated whose solution indicates the optimal lane and velocity for every point in time over the prediction horizon. Therefore, the system model used for MPC contains discrete decision variables to decide about the preferred lane, as well as continuous components for roughly computing the vehicle kinematics. Collision avoidance is ensured by stating constraints to obtain sufficient safety distances to surrounding vehicles. However, the purpose of the algorithm is not to plan trajectories that can be forwarded to the vehicle controller but to return a rough motion reference that can be used by subsequent trajectory planning methods. In [8] an approach is presented where a set of longitudinal candidate trajectories is sampled using the method presented in [1] . Information concerning social interaction is incorporated by predicting further traffic participants using the intelligent driver model (IDM) [9] for each candidate trajectory. To assess the samples concerning social acceptability, information such as accelerations and time gaps are extracted from the predictions and incorporated into the cost functional for selecting the optimal trajectory. A model based approach for lane change decision-making is presented in [10] . Therein, the foresighted driver model (FDM) [11] is utilized. The FDM is able to incorporate utility and risk terms to be fused to a final cost functional in the first step. Next, the costs get minimized to obtain the most likely motion. The definition of risk within the model is generic such that any kind of risk, like for instance small time-tocollision (TTC) values or road sections of high curvature, can be defined and added to the FDM. To consider lane change options as well, paths to connect the current center line with center lines of adjacent lanes, are generated. Subsequently, the FDM cost function is evaluated along each path resulting in multiple cost values. Finally, the one lane connected by the path with minimum costs is selected. Based on [10] , in [12] it is investigated how a lane change maneuver can be prepared, such that safe and human-like behavior is achieved. Therefore, values like the required time until initiating the lane change and corresponding covered distances are calculated using kinematic laws. From this information, risk functions as commonly used in the FDM are stated and minimized to derive corresponding motions. The remainder of the paper is structured as follows: the trajectory planning algorithm and the decision making methods are explained in sections II and III. In the course of these sections we also elaborate how the two methods are fused to an overall motion planning framework. In section IV, evaluation results show the performance of the overall framework in a driving scenario with multiple traffic participants on the road. Finally, the paper closes with a conclusion and outlook in section V.
II. TRAJECTORY PLANNING
A. Intelligent Driver Model
For trajectory planning, the algorithm presented in [4] , which is based on the one in [13] , is utilized. Required environmental data must be available in Cartesian coordinates. The first step is to project the data onto the center line of that lane the vehicle should move along. Next, the intelligent driver model is utilized to calculate a reference trajectory, which is then transformed back into the Cartesian frame again. Finally, the reference trajectory is incorporated into an optimal control problem (OCP) whose solution is a trajectory which contains all necessary properties to be forwarded to the vehicle controller. The intelligent driver model equations are as follows:
IDM equation (1) describes the longitudinal behavior of vehicles driving behind each other as a function of their accelerations. Therefore, α − 1 indicates the vehicle driving in front of the one indicated by α. The actual velocity of the α-th vehicle is denoted by v α and its desired velocity by v 0 . The distance from the front of vehicle α to the rear of its leader is denoted by ∆s α . The value of s * (v α , ∆v α ) returns the desired distance to the leading vehicle as a function of the current velocity and the relative velocity to the leader. As can be seen, s * is composed of three single terms: the jam or standstill distance s 0 , the multiplication between a time gap T and the current velocity v α and a 3rd term to take into account the relative velocities between the vehicles as well. Values not indicated by α are assumed to be equal for each vehicle. This concerns the time gap T , the maximum acceleration a the comfortable deceleration b and the desired velocity v 0 .
B. Reference Trajectory Generation
Initially, the environment input is represented in Cartesian coordinates as mentioned before. At first, each vehicle gets projected onto the center line of the one lane it currently drives on. Thus, a longitudinal position s can be dedicated to each vehicle. From this information, together with the vehicle dimensions, it is possible to calculate the longitudinal distance ∆s between two vehicles. Furthermore, velocities are required in order to evaluate equations (1) and (2) . Therefore, the velocities within the Cartesian frame can be maintained as the orientations of the vehicles might not significantly differ from the heading of the center line. Figure  1 illustrates the procedure.
C. Optimal Control Problem
At first, the corresponding reference trajectory is selected from the ones that were computed by propagating equation (1) , as explained in section 1. Since the IDM equations describe longitudinal movement only, the reference trajectory is located on the center line at each point in time. Even at the very beginning of the planning horizon where the ego vehicles position exhibits a lateral offset to the line. To overcome this problem, a quadratic optimal control problem is stated in [4] . We extend the statement for nonlinear constraints to have the form: min s α−1 s α Fig. 1 : Generation of the reference trajectory. Both the ego vehicle and its leader are initially described in a Cartesian frame. Subsequently, the vehicles are projected onto the center line and longitudinal positions s α and s α−1 are assigned. In this frame the IDM equations can be propagated over the planning horizon to obtain trajectories for both vehicles.
Therein, N denotes the number of trajectory support points. In order to make sure that the initial trajectory state corresponds to the real state of the ego vehicle, the first three positions x 0 , x 1 , x 2 need to be fixed, since values like e.g. velocities and accelerations are calculated by finite differences. The cost functional is
The summands are
Acceleration and jerk are the 2nd and 3rd derivative of the position and approximated by finite differences as follows:
Constraints to limit the absolute acceleration are specified as in [13] 
In case no lane changes will be performed, as it is the case in [4] , constraints (10) are not necessary, since the absolute acceleration of the final trajectory can sufficiently be controlled by adjusting the IDM parameters. For our purposes such constraints are stated, since we need to make sure that the absolute acceleration remains in between dedicated bounds during lane change maneuvers as well.
III. DECISION MAKING
Decision-making is needed to select the best maneuver from a set of alternatives. In our case, this set contains two [5] . The "old" follower is indicated by o, the new follower by n and the ego vehicle by c. The hypothetical acceleration of the ego vehicle after the lane change isã c . Velocity of the ego vehicles leader on the left lane is denoted byṽ lead .
options, namely changing the current lane and staying on it. Furthermore, an efficient way to forward the selected action to the planner needs to be found. This means it has to be ensured that the planner is able to compute a corresponding trajectory that fits into the selected maneuver class at all. An effective approach is to use the MOBIL model [5] . Like the planning algorithm in [4] MOBIL is based on the IDM. It was originally designed to model lane change behavior with regard to social aspects, whereas no vehicle kinematics during a lane change are included. Instead, once the decision for a lane change is made by MOBIL, the vehicle is assumed to switch the lane immediately. Nevertheless, MOBIL can be used as a decision-making algorithm for motion planning. The lack of modeling lane change behavior on a kinematic level can be overcome by applying a trajectory planner to describe vehicle dynamics during the switch from one lane to the other. Connecting these components results in a motion planning framework able to compute trajectories to move through longitudinal traffic, perform lane changes and overtaking maneuvers. Figure 2 illustrates the idea of MOBIL. For each decision the actual situation is compared with the hypothetical situation that a lane change has been performed already. In Figure 2 the current state of the ego vehicle denoted by c is depicted as the continuous drawn rectangle. The hypothetical state as the dashed one. From these states, corresponding accelerations a c ,ã c are calculated using the IDM. The same is done with accelerations of the vehicles o and c. In case the ego vehicle changes the lane, the "old" or current follower of the ego vehicle may accelerate whereas the "new" follower needs to decelerate. Corresponding accelerations are denoted by a o , a o and a n ,ã n respectively. In the first step it has to be decided whether a lane change maneuver is safe at all. Therefore, the accelerationã n of the new follower after a lane change of the ego vehicle is computed. The corresponding value is then compared with a minimum braking acceleration b safe . This leads to the safety condition:ã
Satisfaction of condition 11 is a necessary requirement that must be met to consider a lane change at all. Since MOBIL is not only able to make safe but also courteous decisions, knowledge about social interaction is incorporated in the form of the "incentive criterion" to consider the advantage and the disadvantage of all involved entities respectively. The criterion is as follows
The politeness factor p ∈ [0, 1] decides how much to care for other traffic participants when making a decision. Obviously, p = 0 leads to impolite behavior since no information concerning other vehicles is considered, whereas p = 1 is the most courteous choice. To make sure lane changes are not already triggered due to very small incentive values, the left hand side of condition (12) 
Where v crit is a critical minimum speed,ṽ lead the velocity of the vehicle driving on the left lane according to figure 2 . If the ego vehicle is currently located on the left lane,ṽ lead is the velocity of the current leader. The velocity of the ego vehicle is v c . Equation (13) states, that the ego vehicles acceleration is limited in a way, that it will never pass a vehicle driving on the left side, given this vehicle drives above the critical minimum speed v crit . The incentive criterion is then adapted to distinguish between changing the lane from right to left and vice versa:
The additional switching threshold ∆a bias favors changes to the right lane. Finally, the one lane which satisfies the safety criterion and has the largest incentive value is forwarded to the trajectory planner. In case safety according to equation (11) cannot be guaranteed for any investigated lane, no lane change is initiated.
IV. EVALUATION
To evaluate the approach, parameters are specified according to table I. Wherein v target denotes the target velocity. As explained in section II, N indicates the number of trajectory support points, T the temporal planning horizon and a max the maximum value to constrain accelerations within the optimal control problem. The method is implemented in C++ and the evaluation was done on an Intel-i7-6700K CPU with 32GB of RAM. To solve the optimal control problem the SQP-method implemented in WORHP is used [14] . Figure 3 illustrates the scenario. Snapshots of the scene are shown for succeeding points in time. Positions of stranger vehicles are depicted in black, the ego vehicle is colored in blue. The computed trajectory of the ego vehicle is color coded from blue to red over the temporal planning horizon. The center lines of the lanes are colored in green and the boundary lines as well as the median strip are colored in gray. It is assumed that the ego vehicle follows the trajectory without any deviations.
As can be seen in the first snapshot of Figure 3 , the ego vehicle drives behind its leader in the very beginning of the scenario. When the ego vehicle approaches towards its leader, the decision-making algorithm returns a lane change incentive because, according to the IDM, higher accelerations are allowed on the left lane. Furthermore, the planned action is assessed as safe by the safety criterion (11) . Thus, the left center line is used as input to the planner and consequently, the trajectory guides the vehicle towards the passing lane.
There it keeps accelerating until the target speed is reached and finally it passes the vehicle which drives on the right lane. Once a sufficient safety distance to the vehicle on the right lane is reached, the incentive criterion for asymmetric lane change behavior is fulfilled and the vehicles returns to the right side. The velocity, lateral, longitudinal and absolute acceleration of the ego vehicle during the scenario are shown in figures 4a, 4b, 4d and 4c. Figure 4a shows the velocity increases strictly monotonically and finally reaches the target speed at the very end of the scene. This behavior is expected, since the vehicle needs to increase its velocity in the beginning to change the lane, pass its leader and approach the target speed. The lateral acceleration in Figure 4b is 0 m s −2 initially, since no lateral movement is performed. Rapidly after the ego vehicle sheers out, it reaches a minimum at the moment the vehicle is in between the lanes and overshoots the value 0 m s −2 . The reverse behavior can be observed during the return towards the right lane. The longitudinal acceleration shows a peak at t ≈ 5 s and decreases to a lon ≈ 0.25 m s −2 , where it remains approximately constant. At the very end, a small peak can be recognized. This is because the return towards the right lane is initiated. The absolute acceleration is composed by the lateral and longitudinal acceleration and is depicted in Figure 4d . Beside the actual vehicle states it is important to also regard the computed trajectories over the temporal planning horizon to gather a feeling of the computation result. Therefore, the velocity and accelerations of an exemplary trajectory are depicted in Figures 5a, 5b , 5c and 5d. These Figures are related to the snapshot at t = 1.5 s in figure 3 . Therein, it is recognizable that the velocity smoothly increases towards the target speed. The lateral acceleration is negative in the very beginning of the horizon and approaches towards 0 m s −2 after overshooting to positive values. Longitudinal and absolute accelerations are shown in figures 5c and 5d. The average computation time of 100 planning cycles during the scenario is t comp. = 44.54 ms. 
V. CONCLUSION AND FUTURE WORK
A. Conclusion
We presented a motion planning framework which fuses two powerful approaches: one for modeling lane change behavior and one for trajectory planning in structured environments. The original trajectory planner performs excellent in longitudinal traffic and is able to guide the vehicle comfortable and safe through the traffic. However, it lacks the ability of intelligent decision-making in lane change scenarios. On the other hand, the MOBIL model is designed to model lane changes in a human-like way by considering safety and social aspects. MOBIL lacks the ability of describing lane change behavior on a kinematic level. Therefore we fuse both approaches to an overall motion planning framework and show how the methods profit from each other. The method is real-time capable, the computed trajectories fulfill kinematic constraints and are smooth to provide a comfortable driving behavior.
B. Future Work
In the presented approach, the decision-making is put before the trajectory planner and returns the target lane as result. Thus, each planning cycle only focuses on guiding the ego vehicle along that one specific lane. To compute more complex maneuvers, in the sense of multiple lane change maneuvers within the planning horizon, the decision-making can be integrated directly in the planner. Consequently, the trajectory would describe the long-term behavior more precisely and more foresighted trajectories can be computed. Furthermore, we intend to integrate spatial constraints into the trajectory planner in order to improve the collision avoidance strategy of our method. At Ulm university we aim to integrate the method into our experimental vehicle to perform real-world tests and prove the method is also powerful in reality.
