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Abstract: This paper reports the results of an experiment with the Parseme 1.1. dataset for English. While the 
Parseme initiative represented a breakthrough 
in computational phraseology, it also raised a 
number of theoretical and practical issues. In this 
experiment, an attempt is made to improve the 
results obtained for English, by having recourse 
to external resources, in the form of a large web 
corpus. At the same time, attention is paid to the 
subtle interaction between linguistic tradition, 
culture and the manipulation of linguistic data 
in a supervised model for the automatic extrac-
tion of verbal multiword expressions. The results 
show that our algorithm, relying on an open 
track with external linguistic data, scores better 
in terms of recall, while deep learning systems 
yield a better precision. At various stages of the 
supervised model, the experiment shows that 
cultural factors play a crucial role.
Keywords: phraseology, automatic extrac-
tion, algorithm, culture
1. Introduction
 Phraseology, the study of set phrases in the 
broad sense or phrasemes (Burger et al., 2007) is 
devoted to a broad palette of linguistic structures 
(e.g. collocations, formulas, partial idioms, idi-
oms, clichés, proverbs). Formulaic language as 
defined by Wray (2008) includes formulas in the 
broadest sense, many of which have a commu-
nicative function. Finally, construction grammar 
or CxG (Croft, 2001; Goldberg, 2006, Hoffmann 
and Trousdale, 2013) considers that language as 
a whole consists of constructions in the sense of 
(partly) arbitrary pairings of form and meaning, 
at various degrees of abstraction and schema-
ticity. In particular, constructional idioms such as 
constructions with let alone or with just because 
may also be included in phraseology in the 
broad sense.
 For phraseology, formulaic language or 
construction grammar, however, a major the-
oretical issue is posed by the notion of gold set. 
Indeed, it is of paramount importance, in com-
putational linguistics, to be able to test the per-
formance of any model or algorithm against a 
gold set, whether you wish to segment a lan-
guage automatically, or to extract any type of 
specific linguistic information. 
 For phrasemes, formulas or constructions, 
the trouble is that establishing any gold set is a 
particularly complex task. Relying on dictionar-
ies offers only a partial view on the total number 
of phraseological structures: their description in 
the dictionary may be incomplete, or some of 
them may even be absent, particularly in the case 
of formulas or constructional idioms. 
 Producing a list of phrasemes from a dic-
tionary is one thing, but extracting all cases of 
phraseology in the broad sense from a running 
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text is a daunting challenge. A number of com-
parable texts have to be selected in different lan-
guages, a team of native speakers has to man-
ually annotate all phraseological units and an 
acceptable degree of interpersonal agreement 
must be reached between them. As stated above, 
there is no agreement on the precise boundaries 
of phraseology, in particular with respect to for-
mulas and constructional idioms. Paradoxically, 
many researchers, language teachers or students 
use the notion of phraseology, but looking for all 
phraseological units in a running text is partly 
subjective, because of the different views pre-
vailing on what phraseology should include or 
not.
 The PARSEME project (PARSing and Mul-
tiword Expressions, https://typo.uni-konstanz.
de/parseme/), funded as a European COST Pro-
ject from 2013 to 2017, was the first large-scale at-
tempt to build a partial gold set of multiword ex-
pressions, roughly corresponding to phrasemes 
in the broad sense. It organised two shared tasks 
for the automatic identification of verbal multi-
word expressions, based on gold sets and train-
ing lists: edition 1.0 on 
the occasion of EACL 
2017 (Markantonatou 
et al., 2017) and edi-
tion 1.1 on the occa-
sion of COLING 2018 
(Savary et al., 2018).
 It should be 
pointed out that the 
Parseme shared tasks 
represent a real break-
through in computa-
tional phraseology, 
as previous studies 
(summarised in Gries, 
2013) were mainly limited to binary colloca-
tions, which were extracted from existing lists or 
dictionaries. In the case of the Parseme shared 
tasks, the research teams taking part in the task 
not only received a fully parsed file containing 
the test corpus in various languages, but also a 
training set in order to train their algorithm. The 
systems were accepted in a ‘closed track’ (i.e. by 
using just the training data, as in deep learning) 
or in an open track (allowing for the use of exter-
nal resources). For all their merits, the Parseme 
shared tasks display a number of theoretical and 
practical issues that are debatable. In this paper, 
we present the results of an original experiment 
with the Parseme 1.1. data, in which we attempt 
to identify linguistic and cultural factors that 
may contribute to future research in the area of 
computational phraseology.
2. Some problematic aspects of the Parseme 
1.1. results
 The 2018 edition (1.1) of the Parseme shared 
task reached interesting results, though some-
how disappointing, especially if we consider the 
Table 1. Results (general ranking) from the Parseme 1.1 shared task
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data for English. Table 1 below displays the main 
results from the general ranking obtained for all 
languages (closed track and open track), and Ta-
ble 2 the results for English1.
Table 2. Results (English) from the Parseme 
1.1 shared task
 These tables should read as follows. Both 
table show the results (in decreasing order of 
best performance) obtained by the various sys-
tems which submitted their results to the shared 
task. Those results were computed automati-
cally from a script developed by the workshop 
organisers. The script precisely relied on a gold 
set of phrases that had to be identified. The gold 
set was produced by one or two native speakers, 
depending on the language. It should be pointed 





was not checked against the whole set of data, 
but in a limited portion of it. 
 In spite of those shortcomings inherent to 
the organisation of an extraction task on a wide 
scale, the results 
displayed by Ta-
ble 1 are rather 
convincing: the 
best overall sys-
tem for all 20 
languages was 
TRAVERSAL in 
the closed track 
(no use of ex-
ternal resourc-
es), with an F1 
score2 or 59.67 
(token-based), 
while the best 
score in the 
closed track 
went to Shoma 
(F1 = 63.4). It is worthy of note, however, that all 
systems shown in Table 1 display a better val-
ue for precision than for recall. For instance, the 
best overall system, Traversal, “tells the truth” in 
more than 77 percent of the cases (i.e. the iden-
tified MWEs are indeed MWEs according to the 
gold set), but it failed to detect more than 50 per-
2  The F1 score corresponds the average between 
Precision (P in the table) and Recall (R in the table). 
For the extraction of phraseology, the recall score (ex-
pressed as a percentage or as a score from 0 to 1) cor-
responds to the proportion of items (phraseological 
units) that should have been extracted on the basis 
of the gold set and that were indeed extracted by the 
methodology. Precision corresponds to the percent-
age of items that were identified as positives (in this 
case phraseological units) and that were indeed pos-
itive. A careful algorithm may have a high precision 
because its results are mainly correct, but may miss 
out on many items that should also have been includ-
ed, and therefore receive a low recall score.
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cent of the MWEs that had to be extracted, as the 
recall score is just 48.55 percent (token-based).
 The situation may therefore be considered 
as somehow imperfect for the 20 languages in-
volved in the Parseme 1.1. shared task, but tak-
ing a look at the specific situation of English also 
speaks volumes. In spite of the fact that English 
is the most important international language, 
and is certainly the most documented language 
of the world and a constant object of study for 
linguistics, including corpus linguistics, the re-
sults are incredibly poor. Thus, as shown by 
Table 2, the best overall system, Traversal, just 
reached for English a precision score of 58.31 (to-
ken-based) and a recall of no much than 20.33 
percent. In other words, almost 80 percent of the 
MWEs that were identified in the gold set were 
completely ignored by the best overall system.
 Another very surprising point in the 
Parseme 1.1. results is the even poorer scores 
obtained for English verbal idioms (e.g. spill the 
beans, paint the town red). This category of very 
idiomatic constructions has received a lot of in-
terest in linguistic studies, and English is in ad-
dition, as mentioned above, the most document-
ed language in the world. As shown in Table 3, 
no system taking part in the Parseme 1.1. shared 
task, however, reached acceptable precision and 
recall scores for English verbal idioms.
Table 3. Results (English verbal MWEs) from 
the Parseme 1.1 shared task
 As illustrated by Table 3, the category of 
English verbal idioms (VID) actually reached the 
lowest scores across all systems: the best preci-
sion score (55.56, token-based) was obtained by 
the varIDE system in the closed track, but with 
a recall of only 6.67, which means that 93.33 
percent of all verbal idioms present in the gold 
set were not recognised by the system. In addi-
tion, this poor recall score of 6.67 is the best one 
for English verbal idioms. In comparison, the 
best system across all languages (TRAVERSAL) 
reached only a recall score of 2.22 for English ver-
bal idioms, which is certainly food for thought.
 In the same way, light-verb constructions 
(e.g. take a look, make a point), were also problem-
atic for most systems taking part in this shared 
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task: as shown in Table 3, the best results for the 
LVC.full category were a precision of 56.45 but a 
pretty low recall of 10.29.
3. The experiment: methodological issues
 In order to better understand the somehow 
intriguing results yielded by the Parseme 1.1. 
shared task for English, we specifically designed 
a new extracting system for the English Parseme 
dataset. 
 Our system is based on the cpr-score (Col-
son 2017): this score, derived from metric clus-
ters used in information retrieval, measures the 
average distance between the component grams 
# global.columns = ID FORM LEMMA UPOS XPOS FEATS HEAD DEPREL DEPS MISC PARSEME:MWE
# source_sent_id = . . 2739
# text = When a user connects to the SQL Server database through a Microsoft Access project, the connection is enabled 
through a Windows NT user account.
1 When when SCONJ _ _ 4 mark _ _ *
2 a a DET IND-SG _ 3 det _ _ *
3 user user NOUN SG-NOM _ 4 nsubj _ _ *
4 connects connect VERB PRES _ 19 advcl _ _*
5 to to ADP _ _ 9 case _ _ *
6 the the DET DEF _ 9 det _ _ *
7 SQL sql PROPN SG-NOM _ 8 compound _ _*
8 Server server NOUN SG-NOM _ 9 compound _ _*
9 database database NOUN SG-NOM _ 4 obl __*
10 through through ADP _ _ 14 case _ _ *
11 a a DET IND-SG _ 14 det _ _ *
12 Microsoft microsoft PROPN SG-NOM _14 compound*
13 Access Access PROPN SG-NOM _ 12 flat _ _ *
14 project project NOUN SG-NOM _ 9 nmod _ SpaceAfter=No *
15 , , PUNCT Comma _ 4 punct _ _ *
16 the the DET DEF _ 17 det _ _ *
17 connection connection NOUN SG-NOM _ 19 nsubj:pass*
18 is be AUX PRES-AUX _ 19 aux _ _*
19 enabled enable VERB PASS _ 0 root _ _ *
20 through through ADP _ _ 25 case _ _ *
21 a a DET IND-SG _ 25 det _ _ *
22 Windows window PROPN SG-NOM _ 25 compound _ _*
23 NT nt PROPN SG-NOM _ 22 flat _ _ *
24 user user NOUN SG-NOM _ 25 compound _ _*
25 account account NOUN SG-NOM _ 19 obl _ SpaceAfter=No*
26 . . PUNCT Period _ 19 punct _ _ *
Table 4. Example of a UDPipe output text (Parseme 1.1., English dataset)
Phrasis Dicembre 2020 51
of an n-gram, given a maximal window that is 
experimentally set on the basis of the language 
and the corpus (for a full explanation, see Col-
son, 2018). In other words, the semantic links are 
considered as a space model, in which metric 
distance between the elements is an indication of 
semantic attraction. 
 An experimental tool based on the cpr-score 
is available at https://idiomsearch.lsti.ucl.ac.be. 
The tool offers the possibility of entering an in-
put text in English, Spanish, French or Chinese 
and to receive a corpus-based analysis of the 
main phraseological units present in the source 
text. In addition, another function of the tool can 
measure the cpr-score for any n-gram (from bi-
grams to 10-grams) in English, German, Spanish, 
French, Dutch and Chinese). As pointed out in 
Section 1, it is particularly difficult to measure 
the efficiency (in terms of precision and recall) 
of any general extraction method for phraseol-
ogy, because native speakers will never totally 
agree on any gold set. In Colson (2018), we have 
therefore proposed to measure extraction meth-
ods on a closely related linguistic task, for which 
there is much documentation and a much higher 
rate of inter-individual agreement, namely Chi-
nese word segmentation. As explained in Colson 
(2018), our cpr-score obtained for Chinese word 
segmentation reached the average degree of in-
ter-individual agreement between native speak-
ers, namely a recall of 70 %, measured automati-
cally from an established gold set. 
 In an extraction task such as Parseme 1.1., 
it is not sufficient to have a statistical score, a 
training set and a set of data to be analysed. It is 
also crucial to choose between an unsupervised 
and a supervised model. We chose for the lat-
ter, because we precisely wished to check which 
changes to the algorithm were able to improve 
the results, and for what precise reason. 
 Contrary to most systems taking part in the 
Parseme 1.1. shared task, our methodology used 
the “open track”: a recourse to external linguistic 
data and no use at all of the training data. We 
actually used a huge web corpus for English (the 
ukWaC corpus, 1.4 billion tokens) which can be 
downloaded from the web3. 
 The Parseme data are already parsed on 
the basis of a sophisticated tool, UDPipe (http://
ufal.mff.cuni.cz/udpipe). The output produced 
is exemplified in Table 4, the first sentence from 
the English dataset of Parseme 1.1.
 The UDPipe parser uses for text annotation 
the CoNLL-U Format: sentence receive, vertical-
ly, the following fields (https://universaldepend-
encies.org/format.html):
 Horizontally, each line will display an en-
try for each of the vertical fields. Thus, at ID 4, 
connects is the FORM field, whereas connect is the 
corresponding LEMMA. In addition to this tag-
ging, the sentence is parsed and all dependencies 
are indicated. For instance, at ID 24, the FORM 
account receives as its HEAD (column 7) the fig-
ure 19, which is the ID of enabled. This indicates 
that account, in enabled through a Windows NT user 
account, depends syntactically on enabled. 
 From a computational point of view, each 
sentence is parsed as shown by Table 4, which 
creates a multidimensional table or hash. Most 
object-oriented programming languages can 
cope easily with such tables, by having recourse 
to objects such as the Java HashMap of the Py-
3 The WaCky corpora can be downloaded from ht-
tps://wacky.sslmit.unibo.it/doku.php.
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thon Dictionary objects. As our project entailed 
complex word manipulations and interaction 
with a huge corpus, we chose for the Perl pro-
gramming language, with the Data::Table object. 
 It should be stressed that checking collo-
cations or idioms by means of a statistical score 
is one thing, but extracting phraseology from 
running text is another, and indeed a daunting 
task. In the case of the Parseme shared task, it 
is made even more complex by the fact that not 
only does it require to extract all verbal expres-
sions, but also to label them according to the 
correct category that was chosen in the gold set. 
The full list of categories included: IAV (inher-
ently adpositional adverbs, e.g. to come across), 
LVC.cause (light-verb constructions in which the 
verb adds a causative meaning to the noun, e.g. 
to grant rights), LVC.full (light-verb constructions 
in which the verb only adds meaning expressed 
by morphological features, e.g. to give a lecture), 
MVC (multi-verb constructions, e.g. to make do), 
VID (verbal idioms, e.g. to go bananas), VPC.
full (fully non-compositional verb-particle con-
structions in which the particle totally changes 
the meaning of the verb, e.g. to do in), VPC.semi 
(semi-compositional verb-particle constructions, 
in which the particle adds a partly predictable 
but non-spatial meaning to the verb, e.g. to eat 
up). 
 From the point of view of corpus and com-
putational linguistics, there are very diverse 
methods for reaching this goal. Our methodol-
ogy consisted in using a supervised model in 
which one category of verbal expression was 
added at a time. A computer program (Perl 
script) automated a number of requests to the 
corpus, by checking all cpr-scores for the relevant 
category. For instance, in the case of the LVC.full 
category (to give a lecture), all verbs accompanied 
by an object and all nouns that were subject of 
passive verbs were checked on the corpus. If the 
association score was high enough, the combi-
nation was labelled as a light-verb construction. 
The next category of verbal expressions was then 
treated, and so on. After all categories were treat-
ed, the precision and recall were measured on 
the basis of the training data, and this is precisely 
ID: Word index, integer starting at 1 for each new sentence; may be a range for multiword tokens; may be a decimal 
number for empty nodes (decimal numbers can be lower than 1 but must be greater than 0).
FORM: Word form or punctuation symbol.
LEMMA: Lemma or stem of word form.
UPOS: Universal part-of-speech tag.
XPOS: Language-specific part-of-speech tag; underscore if not available.
FEATS: List of morphological features from the universal feature inventory or from a defined language-specific exten-
sion; underscore if not available.
HEAD: Head of the current word, which is either a value of ID or zero (0).
DEPREL: Universal dependency relation to the HEAD (root iff HEAD = 0) or a defined language-specific subtype of 
one.
DEPS: Enhanced dependency graph in the form of a list of head-deprel pairs.
MISC: Any other annotation.
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where theoretical questions arise, in addition to 
purely technical issues. 
 While trying to improve the precision and 
recall of this extraction method, we sought to ex-
amine the following theoretical question: to what 
extent do cultural factors play a role in automatic 
phraseology extraction? One may indeed won-
der if the technical aspects of multiword extrac-
tion, as illustrated by Tables 1 to 4, suffice to deal 
with the complex domain of phraseology, in 
which cultural factors play a central role. 
3. Results and discussion
 In our experiment with the English dataset 
of the Parseme 1.1. shared task, we first sought 
to improve the results for light-verb construc-
tions. As shown in Table 3, the different systems 
taking part in the shared task did not make the 
difference between LVC.full and LVC.cause, as 
they were supposed to do. In addition, the best 
results for LVC.full are disappointing: the best 
overall system for all languages, TRAVERSAL, 
reached for the English LVC.full category an F1-
score of 17.35 (token-based), with a fairly good 
precision at 48, but a poor recall of 10.59. The 
best score was reached by TRAPACC in the open 
track, with F1 at 20.82 (token-based), again with 
a recall (at 15) much lower than precision (at 34). 
 In order to extract the LVC.full category 
from the dataset, we actually extracted all verbs 
and their direct object, as well as all subjects fol-
lowed by a passive verb. This was easy to achieve 
with the parsed data as shown in Table 4. The 
next step was simply to select the relevant com-
binations according to their association score 
(cpr-score). In our supervised model, each im-
provement was tested against the training data, 
which made it possible to check which technical 
improvement had positive results, and for what 
precise reason. Crucially in this case, the super-
vised model tested the introduction of external 
data. 
 Indeed, our hypothesis was that the cate-
gory of light-verb constructions corresponds to 
a specific feature of English (and other European 
languages): in this construction, verbs carry little 
meaning (e.g. take a walk) and are therefore very 
generic verbs, with a high frequency. We there-
fore made a list4 of the 100 most frequent Eng-
lish verbs and added it to the supervised model. 
When a relevant cpr-score (higher than 0.06) was 
found for a verb/direct object construction or for 
a subject/passive verb construction, the verb was 
first checked as a high frequency verb before the 
algorithm assigned the label “LVC” (light-verb 
construction). This line of reasoning also made 
it possible to make the difference between LVC.
full and LVC.cause, as required by the Parseme 
gold set, in the following way. Before deciding 
whether the result should be classified either as 
LVC.full or as LVC.cause, an additional list of 
English causative verbs was checked, consisting 
simply of the following verbs: bring, cause, draw, 
foster, generate, incite, occasion, perform, produce, 
provoke, raise, result, yield. When the frequent 
verb was identified as a causative verb, the la-
bel LVC.cause was assigned, instead of LVC.full. 
The results obtained for the LVC category by our 
methodology were then the following (Table 5):
 As illustrated by Table 5, our experiment 
made it possible to reach better scores for Eng-
lish light-verb constructions than those obtained 
by the other systems: the F1-score (represented 
as F in Table 5) was 33.61 percent (token-based) 
4  Lists of the most frequent English verbs are freely 
available on the Web, for instance at https://www.lin-
guasorb.com/english/verbs/most-common-verbs/
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for the category 
LVC.full, as op-
posed to the best 
score of 20.82 in 
the other sys-
tems, and the ad-
ditional category 
of LVC.cause, not treated by the other systems, 
reached an F of 49.25 percent. More important-
ly, our results display no significant difference 
between precision and recall. For the LVC.full, 
category, the recall is even slightly better than 
precision, as opposed to the situation prevailing 
in the results from the other systems. 
 While there is obviously always a margin 
for improvement in those results, it should be 
reminded that the gold set according to 
which the results are measured was just 
assembled by two native speakers, and 
that there are some inconsistencies in their 
judgment, in addition to the sometimes 
subjective choice between one category 
of verbal expressions instead of another. 
From a theoretical point of view, it is note-
worthy that our supervised model in the 
open track (as there is a recourse to an external 
corpus and to some lexicographic data) reaches 
better results when cultural elements are added. 
Indeed, the category of light-verb constructions 
could only be extracted with some success from 
the data when a specific list of high frequency 
English verbs was provided. This means that 
our methodology does not validate the exist-
ence of such constructions per se. The algorithm 
was only able to extract them when a crucial, 
culture-specific part of the construction was ex-
plicitly added to the model, viz. high frequency 
verbs. For light-verb constructions, the interac-
tion between externals factors (related to culture 
in the broad sense) and the automatic extraction 
of phraseology is therefore clearly demonstrated 
by our experiment.
 For lack of space, we will limit the pres-
entation of our other results to one central cat-
egory, that of verbal idioms (VID). As shown in 
Table 3 and as mentioned above, the results of 
the Parseme 1.1. shared task for English verbal 
idioms were extremely poor, with the best over-
all recall at 6.67 percent (token-based). Table 6 
displays our results for this category.
 In order to produce these results for the 
VID category, we selected all verbs and all their 
adjuncts or complements, which was easy to 
carry out by checking which tokens from the 
parsed data (see Table 4) were used with a ver-
bal HEAD category. All resulting n-grams were 
then checked according to the cpr-score and as-
sociations higher than 0.69 were considered as 
idioms.
 As shown by Table 6, our results for Eng-
lish verbal idioms could certainly be improved, 
but is should be borne in mind that the gold set 
was not very reliable for all idioms. A striking 
result is also that our methodology may be poor 
Table 5. Results obtained in the experiment for English light-verb constructions
* VID: MWE-proportion: gold=79/501=16% pred=269/1646=16%
* VID: MWE-based: P=22/269=0.0818 R=22/79=0.2785 F=0.1264
* VID: Tok-based: P=49/587=0.0835 R=49/225=0.2178 F=0.1207
Table 6. Results obtained in the experiment for Eng-
lish verbal idioms
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for precision, but it is far better than all other sys-
tems for recall, as the best recall score obtained 
for English verbal idioms (6.67 percent) does not 
compare with our figure of 27.85 percent. Most 
other systems used deep learning (with neural 
networks or conditional random fields or both). 
It turns out that such methodologies cannot cope 
very well with such sparse data as verbal idioms, 
because they are very unlikely to be present both 
in the test data and in the training dat. Suppose, 
for instance, that an idiom such as spill the beans 
is used in the test data and identified as such in 
the gold test. It is then very unlikely that this id-
iom will be used in the training data as well. The 
deep  learning systems then have to rely on other 
characteristics of idioms to extract them, but the 
trouble is that these are very unpredictable and 
that idioms may even be ungrammatical (as in 
long time no see). All in all, our methodology with 
an open track (checking associations in a corpus) 
turned out to produce a far better recall.  
 Another aspect of our methodology for 
English verbal idioms confirms the results 
gained for the LVC category: it was necessary to 
refine the results by having recourse to a specific 
list of linguistic items. Indeed, some results (re-
ceiving a very high cpr-score, namely higher than 
0.69) were actually verb-particle constructions 
according to the Parseme gold set. This choice 
also corresponds to a cultural factor. Nothing in 
the extracted data makes it possible to confirm 
that there should indeed be a difference, in the 
description of English verbal expressions, be-
tween an idiom and a verb-particle construction. 
If we want to take this cultural argument (as it 
refers to a given tradition) into account, we must 
actually add a specific list of English particles to 
the algorithm. This again confirms our previous 
remark that no automatic extraction of phrase-
ology can be neutral: some choices in the gold 
set, in the numbers of categories or in the tokens 
and their parsing, will inevitably depend on a 
number of traditions that are specific to a given 
language or culture. 
4. Conclusions
 In our experiment, we have tried to improve 
the English results obtained by systems which 
submitted to the Parseme 1.1. shared task on 
the extraction of verbal multiword expressions. 
Contrary to most participating systems, we have 
chosen for an open track (having recourse to ex-
ternal data): the use of a large linguistic corpus, 
in combination with a new clustering algorithm.
 In spite of the shortcomings of the English 
gold set used by Parseme 1.1., we have reached 
far better results for the extraction of two cen-
tral categories of the phraseology around verbs, 
namely light-verb constructions and verbal id-
ioms. Contrary to the results obtained by deep 
learning approaches, our methodology makes it 
possible to reach acceptable recall rates, which 
are often better than the precision rates. Deep 
learning approaches display an exactly opposite 
situation: the precision scores are good, while re-
call is very low. Our hypothesis is therefore that 
deep learning algorithms cannot treat verbal 
phraseology adequately, because of the sparse 
nature of structures such as verbal idioms. If a 
given verbal idiom is not present in the training 
data, deep learning algorithms will probably be 
unable to extract it in another set of data. On the 
contrary, our methodology is based on a large 
corpus, in which recurrent patterns can be meas-
ured, even for less common verbal idioms. As 
the deep learning approach reaches good preci-
sion scores, whereas our methodology performs 
better on recall, a conclusion of this experiment 
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is also that a combination of both approaches 
may be fruitful in future studies.
 The automatic extraction of phraseology 
from a running text is not just a technical is-
sue. Some major theoretical questions are also 
at stake. Among these, the interaction between 
distributional semantics and training data is cru-
cial. Indeed, deep learning algorithms attempt to 
reproduce human decisions that were made in a 
gold set of data. In distributional semantics, on 
the other hand, it is presumed that a large col-
lection of linguistic data will display preferred 
statistical associations that are independent of 
any human judgment. In our results, we found 
that some distinctions between categories of ver-
bal expressions that were made in the gold set, 
could only be reproduced by our algorithm if ex-
ternal linguistic data corresponding to a linguis-
tic tradition were added to the system. This is 
clear, for instance, in the case of causative verbal 
expressions: the existence of such a category is a 
choice made by linguists on the basis of cultur-
al factors, and the only way of reproducing this 
in our methodology was to add a specific list of 
causative verbs to the algorithm. 
 From a theoretical point of view, the results 
of our experiment therefore confirm that the de-
bate on the best methods for automatic phrase-
ology extraction is also one about the nature of 
semantics and semiotics: are there statistical as-
sociations that are naturally present in the data, 
or do wo only approximate meaning by adding 
specific, mainly cultural factors to our method-
ology?
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