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We perform a full amplitude analysis of the process e+ e− → J/ψDD̄, where D refers to either D0
or D+ . A new charmoniumlike state X ∗ (3860) that decays to DD̄ is observed with a significance of
+154 +88
+26 +40
PC
2
= 0++ hypothesis
6.5σ. Its mass is (3862 −32
−13 ) MeV/c and width is (201 −67 −82 ) MeV. The J
++
is favored over the 2
hypothesis at the level of 2.5σ. The analysis is based on the 980 fb−1 data
sample collected by the Belle detector at the asymmetric-energy e+ e− collider KEKB.
PACS numbers: 14.40.Pq,13.25.Gv,13.66.Bc

I.

INTRODUCTION

The charmoniumlike state X(3915) was observed by
the Belle Collaboration in B → J/ψωK decays [1]; its
original name was the Y (3940). Subsequently, it was

also observed by the BABAR Collaboration in the same
B decay mode [2, 3] and by both Belle [4] and BABAR
[5] in the process γγ → X(3915) → J/ψω. The quantum
numbers of the X(3915) were measured in Ref. [5] to be
J P C = 0++ . As a result, the X(3915) was identified as
the χc0 (2P ) in the 2014 PDG tables [6].
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However, this identification remains in doubt. The
χc0 (2P ) is expected to decay strongly to DD̄ in an Swave. Here and elsewhere, D refers to either D0 or D+ .
The χc0 (2P ) → DD̄ decay mode is expected to be dominant, but has not yet been observed experimentally for
the X(3915); in contrast, the decay mode that is observed, X(3915) → J/ψω, would be OZI (Okubo-ZweigIizuka) [7] suppressed for the χc0 (2P ). Since the χc0 (2P )
should decay to DD̄ in an S-wave, this state is naı̈vely expected to have a large width of Γ >
∼ 100 MeV [8]; however,
the measured X(3915) width of (20 ± 5) MeV is much
smaller. We note that there are some specific predictions
for the χc0 (2P ) width that give small values. For example, the predicted width is 30 MeV in Ref. [9] and between
12 and ∼100 MeV, depending on the χc0 (2P ) mass, in
Ref. [10]. If the χc0 (2P ) and X(3915) are the same state,
then the partial width to J/ψω, which has been estimated
to be Γ(χc0 (2P ) → J/ψω) >
∼ 1 MeV [8], is too large.
Also, in this case, one can obtain contradictory estimates
for the branching fraction B(χc0 (2P ) → J/ψω) [11]. Furthermore, the χc2 (2P ) − χc0 (2P ) mass splitting would
be much smaller than the prediction of potential models
and smaller than the mass difference for the bottomonium states χbJ (2P ) [8, 11], which is inconsistent with
expectations based on the heavier bottom quark mass.
The quantum numbers of the X(3915) were measured
in Ref. [5] to be J P C = 0++ assuming that the X(3915)
is produced in the process γγ → X(3915) with helicity
λ = 2 if its quantum numbers are J P C = 2++ . A reanalysis of the data from Ref. [5], presented in Ref. [12],
shows that the 2++ assignment becomes possible if the
λ = 2 assumption is abandoned. As a result of these
considerations, the X(3915) is no longer identified as the
χc0 (2P ) in the 2016 PDG tables [13].
It is possible that an alternative χc0 (2P ) candidate
was actually observed by Belle [14] and BABAR [15] in
the process γγ → DD̄ together with the χc2 (2P ). An
alternative fit to Belle and BABAR data was performed
in Ref. [8]. In this fit, the nonresonant γγ → DD̄ events
are attributed to a wide charmonium state with mass and
width M = (3838±12) MeV/c2 and Γ = (211±19) MeV.
However, in this estimate, additional signal sources such
as feed-down from γγ → DD̄∗ events were not taken into
account; consequently, if the χc0 (2P ) is really observed
in the process γγ → DD̄, then the parameters measured
in Ref. [8] are biased — the χc0 (2P ) mass is shifted to
lower values [11].
It is also possible to search for the χc0 (2P ) produced
in the process γγ → χc0 (2P ) using final states other than
DD̄ and J/ψω. Belle searched for high-mass charmonium
states in the process γγ → KS0 KS0 [18]. An excess with a
marginal statistical significance of 2.6σ was found in the
mass region between 3.80 and 3.95 GeV/c2 .
A unique process that is suitable for a search for the
χc0 (2P ) and other charmonium states with positive Cparity is double-charmonium production in association
with the J/ψ. The C-parity of the states observed with
the J/ψ is guaranteed to be positive in the case of one-

photon annihilation; the annihilation via two virtual photons is suppressed by a factor (α/αs )2 [16, 17]. The charmoniumlike X(3940) state was observed by Belle in the
inclusive e+ e− → J/ψX spectrum and in the process
e+ e− → J/ψD∗ D̄ [19, 20], and the X(4160) was observed in the process e+ e− → J/ψD∗ D̄∗ [20]. Indications
of a DD̄ resonance in e+ e− → J/ψDD̄ were reported in
Ref. [20]; however, the existence of this resonance could
not be established reliably.
Here, we present an updated analysis of the process
e+ e− → J/ψDD̄. The analysis is performed using the
980 fb−1 data sample collected by the Belle detector at
the asymmetric-energy e+ e− collider KEKB [21]. The
data sample was collected at or near the Υ(1S), Υ(2S),
Υ(3S), Υ(4S) and Υ(5S) resonances. The integrated luminosity is 1.4 times greater than the luminosity used
in the previous analysis [20]. In addition, we use a multivariate method to improve the discrimination of the
signal and background events and an amplitude analysis
to study the J P C quantum numbers of the DD̄ system.

II.

THE BELLE DETECTOR

The Belle detector is a large-solid-angle magnetic spectrometer that consists of a silicon vertex detector (SVD),
a 50-layer central drift chamber (CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters (TOF),
and an electromagnetic calorimeter comprised of CsI(Tl)
crystals (ECL) located inside a superconducting solenoid
coil that provides a 1.5 T magnetic field. An iron fluxreturn located outside of the coil is instrumented to detect KL0 mesons and to identify muons (KLM). The detector is described in detail elsewhere [22]. Two inner
detector configurations were used. A 2.0 cm beampipe
and a three-layer silicon vertex detector were used for
the first sample of 156 fb−1 , while a 1.5 cm beampipe,
a four-layer silicon detector and a small-cell inner drift
chamber were used to record the remaining data [23].
We use a GEANT-based Monte Carlo (MC) simulation [24] to model the response of the detector, identify potential backgrounds and determine the acceptance.
The MC simulation includes run-dependent detector performance variations and background conditions. The signal MC generation is described in Sec. IV.

III.

RECONSTRUCTION

We select events of the type e+ e− → J/ψDD̄, where
only the J/ψ and one of the D mesons are reconstructed;
the other D meson is identified by the recoil mass of the
(J/ψ, D) system, which is denoted as Mrec .
All tracks are required to originate from the interaction
point region: we require dr < 0.2 cm and |dz| < 2 cm,
where dr and dz are the cylindrical coordinates of the
point of the closest approach of the track to the beam axis
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(the z axis of the laboratory reference frame coincides
with the positron-beam axis).
Charged π and K mesons are identified using likelihood ratios Rπ/K = Lπ /(Lπ + LK ) and RK/π =
LK /(Lπ +LK ), where Lπ and LK are the likelihoods for π
and K, respectively. The likelihoods are calculated from
the combined time-of-flight information from the TOF,
the number of photoelectrons from the ACC and dE/dx
measurements in the CDC. We require RK/π > 0.6 for K
candidates and Rπ/K > 0.1 for π candidates. The K (π)
identification efficiency is typically 90% (98%) and the
misidentification probability for non-K (-π) background
is about 4% (30%).
Electron candidates are identified as CDC charged
tracks that are matched to electromagnetic showers in the
ECL. The track and ECL cluster matching quality, the
ratio of the electromagnetic shower energy to the track
momentum, the transverse shape of the shower, the ACC
light yield and the track’s dE/dx ionization are used in
our electron identification selection criteria. A similar
likelihood ratio is constructed: Re = Le /(Le +Lh ), where
Le and Lh are the likelihoods for electrons and charged
hadrons (π, K and p), respectively [25]. An electron veto
(Re < 0.9) is imposed on π and K candidates. The veto
rejects from 4 to 11% of background events, depending
on the D decay channel, while its signal efficiency is more
than 99%.
Muons are identified by their range and transverse
scattering in the KLM. The muon likelihood ratio is defined as Rµ = Lµ /(Lµ + Lπ + LK ), where Lµ is the
likelihood for muons [26].
The π 0 candidates are reconstructed via their decay
to two photons; we require their energies to be greater
than 30 MeV and their invariant mass Mγγ to satisfy
|Mγγ − mπ0 | < 15 MeV/c2 , where mπ0 is the nominal π 0
mass [6]. This requirement corresponds approximately
to a 3σ mass window around the nominal mass.
Candidate KS0 mesons are reconstructed from pairs of
oppositely charged tracks (assumed to be pions) and selected on the basis of the π + π − invariant mass, the candidate KS0 momentum and decay angle, the inferred KS0
flight distance in the xy plane, the angle between the KS0
momentum and the direction from the interaction point
to the KS0 vertex, the shortest z distance between the two
pion tracks, their radial impact parameters and numbers
of hits in the SVD and CDC.
The J/ψ is reconstructed via its e+ e− and µ+ µ− decay channels. For J/ψ → e+ e− candidates, we include
photons that have energies greater than 30 MeV and
are within 50 mrad of a daughter lepton candidate momentum direction in the calculation of the J/ψ invariant
mass. The J/ψ daughter leptons are identified as electrons or muons (Re > 0.1 or Rµ > 0.1) and not as kaons
(RK/e < 0.9 and RK/µ < 0.9 for the J/ψ → e+ e− and
J/ψ → µ+ µ− decay modes, respectively). The combined
lepton-pair identification efficiency is 91% and 75% and
the fake rate is 0.07% and 0.13% for the J/ψ → e+ e−
and J/ψ → µ+ µ− channel, respectively. We retain can-

didates that satisfy |MJ/ψ − mJ/ψ | < 300 MeV/c2 , where
MJ/ψ is the reconstructed mass and mJ/ψ is the nominal
mass [6]. The mass window is intentionally wide because
this selection is at a preliminary stage and includes the
events that will be used for the background determination.
The D+ mesons are reconstructed in five decay
channels: KS0 π + , K − π + π + , KS0 π + π 0 , K − π + π + π 0 ,
and KS0 π + π + π − . The D0 mesons are reconstructed
in four decay channels: K − π + , KS0 π + π − , K − π + π 0 ,
and K − π + π + π − . We retain candidates that satisfy
−150 MeV/c2 < MD − mD < 350 MeV/c2 , where MD is
the reconstructed mass and mD is the nominal mass [6].
The mass window is chosen to be asymmetric to exclude peaking backgrounds from partially reconstructed
multibody D decays, for example D0 → K − π + π 0 or
D+ → K − π + π + backgrounds in the D0 → K − π + event
sample.
After the selection of the J/ψ and D candidates, we
perform a mass-constrained fit to each candidate; then,
the recoil mass Mrec is calculated. We retain the (J/ψ,
D) pairs that satisfy |Mrec −mD | < 350 MeV/c2 . Finally,
we perform a beam-constrained fit with Mrec constrained
to the D mass to improve the MDD̄ resolution.
IV.

MULTIVARIATE ANALYSIS AND GLOBAL
OPTIMIZATION
A.

Multivariate analysis

To improve the separation of signal and background
events, we perform a multivariate analysis for each individual D decay channel followed by a global selection
requirement optimization. For each D channel, the global
optimization includes the definition of the signal region
and the requirement on the multivariate-analysis output.
The algorithm used for the multivariate analysis is
the multilayer perceptron (MLP) neural network implemented in the TMVA library [27]. For D decay channels
without a daughter π 0 , the neural network contains five
variables: the cylindrical coordinate dr of the J/ψ vertex, the cylindrical coordinates dr and dz of the D vertex
calculated relative to the J/ψ vertex (these coordinates
being sensitive to the D flight distance), the angle between the D momentum and the direction from the J/ψ
vertex to the D vertex, and the smaller of the two leptonlikelihood ratios Re or Rµ of the J/ψ daughter leptons
for the J/ψ → e+ e− and J/ψ → µ+ µ− channel, respectively. If the D meson has a daughter π 0 , three additional
π 0 -related variables are used in the neural network: the
minimum energy of the π 0 daughter photons in the laboratory reference frame, the π 0 mass, and the angle between −~
pD and p~γ , where p~D and p~γ are the momenta of
the parent D and daughter γ in the π 0 rest frame.
The signal data sample consists of Monte-Carlo events
generated by a combination of the PHOKHARA 9 [28]
and EvtGen [29] generators. The PHOKHARA 9 gener-
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The background density function is
B(ΦB ) =P2 (ΦB ) exp(−αMJ/ψ )
+ RMD (MD )P1D (MJ/ψ , Mrec )
+

(1)

J/ψ
RMJ/ψ (M̃J/ψ )P1 (MD , Mrec ),

where P2 is a three-dimensional second-order polynomial,
J/ψ
P1D and P1
are two-dimensional first-order polynomials, α is a rate parameter, RMD and RMJ/ψ are the resolutions in MD and MJ/ψ , respectively, and M̃J/ψ is the
scaled J/ψ mass:

1

10−1

M̃J/ψ = mJ/ψ + S(MJ/ψ − mJ/ψ ),

0

0.5

1
v

FIG. 1. Example of the MLP output (for the channel D0 →
K − π + π 0 ). The red solid line is the MLP output for the signal
events and the blue dashed line is the MLP output for the
background events. Both distributions are normalized so that
their integrals are equal to one.

ator generates the initial-state radiation photon(s); the
remaining generation is performed by EvtGen. The background sample is taken from the data; a two-dimensional
(MJ/ψ , MD ) sideband is used. The background region
includes all initially selected events except the events
with |MJ/ψ − mJ/ψ | < 100 MeV/c2 and |MD − mD | <
50 MeV/c2 . In addition, we select only the events with
the DD̄ invariant mass MDD̄ < 6 GeV/c2 for both signal
and background samples. This requirement improves the
signal and background separation, because the angle between the D momentum and the direction from the J/ψ
vertex to the D vertex provides more effective separation
for D mesons with larger momentum. The background
data sample is split randomly into training and testing
parts of equal size.
Example distributions of the MLP output v for the
signal and background samples are shown in Fig. 1. The
signal events tend to have a larger value of v, while the
background events have smaller values of v. Thus, the
requirements on the MLP output used in the global selection requirement optimization have the form v > v0 ,
where v0 is a cutoff value.
B.

Fit to the background

Before the global optimization, the events in the background region are fitted to estimate the expected number
of the background events in the signal region. An unbinned maximum likelihood fit in the three-dimensional
parameter space ΦB = (MJ/ψ , MD , Mrec ) is performed.

(2)

where S is the scaling coefficient. This scaling accounts
for the fact that the MC resolution in the J/ψ mass is significantly better than that measured with data. The resolutions are determined from a fit of the distributions of
MJ/ψ and MD in the signal MC to a sum of an asymmetric Gaussian and asymmetric double-sided Crystal Ball
functions [30]. Some of the coefficients of the polynomials are fixed at 0 for the D channels that have a small
number of the background events. The average value of
the J/ψ mass resolution scaling coefficient for all D channels is measured to be S = 0.79 ± 0.02. If the D mass
resolution is scaled similarly to Eq. (2), the scaling coefficient depends on the D decay channel; it is possible
to determine this coefficient from data only for channels
with a large number of real D mesons in the background
region: D+ → K − π + π + and D0 → K − π + . The resolutions in data and MC are found to be consistent for
both D+ → K − π + π + and D0 → K − π + ; thus, the resolution for the D mesons is not scaled. An example of
the background fit results (for the channel D0 → K − π + )
is shown in Fig. 2. The fit quality is estimated using
the mixed-sample method [31]; the confidence levels are
found to be not less than 15%.
C.

Global selection requirement optimization

The global selection requirement optimization is performed by maximizing the value
P (i)
Nsig
i
s
(3)
X (i) ,
a
Nbg
+
2
i
(i)

where i is the index of the D decay channel, Nsig is the
expected number of the signal events for the i-th channel,
(i)
Nbg is the expected number of the background events in
the signal region, and a = 5 is the target significance.
This optimization method is based on Ref. [32]. The
signal region is defined as

M
 M − m 2
J/ψ − mJ/ψ 2
D
D
+
< 1,
(4)
(i)
(i)
MJ/ψ
MD

35
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FIG. 2. Example of the results of the fit to the background events (for the channel D0 → K − π + ). The points with error bars
are the data and the solid line is the fit result. The region defined by |MJ/ψ − mJ/ψ | < 100 MeV/c2 , |MD − mD | < 50 MeV/c2
[the region labeled (4) in Fig. 3] is excluded from the fit; because of this exclusion, the projections of both the data and the fit
result onto MD and MJ/ψ have jump discontinuities.
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The expected number of signal events is given by
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(i)

× LΥ(4S) ǫS (v0 )

(1)

Nrec

)

cut
(Υ(4S))f (i)
Nsig =σe+γe− →J/ψD
D̄

Z

(i)

N(Υ(4S)

where

1.95

(E <E

(E <Ecut )
σe+γe− →J/ψD
D̄
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FIG. 3. Definition of the background subregions: (1) is the
background region where both D and J/ψ mesons are fake,
(2) is the real D region, (3) is the real J/ψ region. The
central rectangle (4) is excluded from the background region
as described in Sec. III.

Mrec − mD
(i)

Mrec

(i)

(6)

S (i) (Φ) dΦ,

SR

2

1.85

Eγ <Ecut )

< 1,

(5)

(i)

where MJ/ψ and MD are the half-axes of the signal re(i)

gion ellipse and Mrec is the half-width of the selected
(i)
(i)
(i)
recoil mass region. All the values MJ/ψ , MD and Mrec
are channel-dependent.

=

(Born)
σe+ e− →J/ψDD̄

)

cut
σe+ γe− →µ
+ µ−

(Born)

σe+ e− →µ+ µ−

(7)

is
the
cross
section
of
the
process
e+ e− → J/ψDD̄(γISR )(γISR ) with the condition that
the photon(s) energy is less than the cutoff energy and
(Born)
the vacuum polarization taken into account, σprocess
is the Born cross section of the specified process, f (i)
(i)
is the fraction of i-th channel, N(Υ(4S) Eγ <Ecut ) is the
number of generated MC events at the Υ(4S) resonance
(i)
with Eγ < Ecut , Nrec is the total number of reconstructed MC events for all beam energies, LΥ(4S) is the
(i)

(i)

integrated luminosity at the Υ(4S) resonance, ǫS (v0 )
(i)
is the efficiency of the requirement (v > v0 ) on the
MLP output v for the signal events, SR is the signal
region, and S (i) (Φ) is the signal probability density
function (PDF), which is proportional to the product
of the resolutions in MD , MJ/ψ and Mrec . The factor
(i)

(i)

Nrec /N(Υ(4S) Eγ <Ecut ) is the reconstruction efficiency
corrected for the difference between the full cross section
(E <Ecut )
and σe+γe− →J/ψD
and for the difference between the
D̄
number of events for all beam energies and at the Υ(4S)
(E <E )
(Born)
resonance. The ratio σµ+γµ− cut (Υ(4S))/σµ+ µ− (Υ(4S))
(i)

is taken from Ref. [33]. The ratio N(Υ(4S)

Eγ <Ecut )

(E <Ecut )
(Born)
σe+ e− →µ+ µ− (Υ(4S))/σe+ eγ− →µ
+ µ− (Υ(4S))

does

×

not

depend on the cutoff energy; it is determined from a fit
to its dependence on Ecut in the range between 20 and
100 MeV.
The background can be subdivided into three classes
of events: those with real D mesons, those with real
J/ψ mesons, and a featureless combinatorial background.
These components can have a different efficiency depen(i)
dence on the MLP output cutoff value v0 as well as
different distributions in MDD̄ and angular variables. To
account for these differences, the background region is divided into three parts with definition indicated in Fig. 3.
The expected number of the background events is

(i)

Nbg

25
20
15
10
5

  (1) (1) (1) −1
(SR) T
Ism ID IJ/ψ
Ism
 (SR)  
(2) 
(2)
(2)
= ID  
Ism ID IJ/ψ 


(SR)
(3)
(3)
(3)
IJ/ψ
Ism ID IJ/ψ


(i)(1)
(1) (i)
ǫB (v0 )N(bg rec)
 (2) (i) (i)(2) 

×
ǫB (v0 )N(bg rec)  .
(i)(3)
(3) (i)
ǫB (v0 )N(bg rec)


0
(8)

where each I is a background distribution integral with
the superscript defining the subregion and the subscript
(i)(j)
identifying the background component, N(bg rec) is the
number of reconstructed data events in the j-th back(j) (i)
ground subregion, and ǫB (v0 ) is the efficiency of the requirement on the MLP output for the background events
in the j-th background subregion.
Four parameters per D channel are determined from
the global selection requirement optimization. They in(i)
(i)
clude the definition of the signal region (MJ/ψ , MD
(i)

Events / 10 MeV/c2
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(i)

and Mrec ) and the MLP output cutoff value v0 . The
MLP output requirement is not used for the two lowbackground D decay channels (D+ → K − π + π + and
D0 → K − π + ) because it has no effect.
The resulting signal region definition parameters vary
in the range 33 − 65 MeV/c2 , 8 − 17 MeV/c2 and 38 −
(i)
(i)
(i)
57 MeV/c2 for MJ/ψ , MD and Mrec , respectively. The
finally selected data sample contains Nobs = 103 events.
After the global optimization, the background fits are
performed again; only events passing the resulting MLP
(i)
output selection requirement v > v0 are used. The
weights of the background events for all D channels are
determined as the coefficients of the numbers of background events in the corresponding background region
in Eq. (8) (since the MLP output requirement has al(j) (i)
ready been applied, ǫB (v0 ) = 1). The background
event weights are then used to calculate the background
distribution in Mrec . The resulting Mrec signal and background distributions are shown in Fig. 4.
The expected number of background events in the signal region is Nbg = 24.9 ± 1.1 ± 1.6. The statistical
error is calculated from the event weights; it is found
to be 4.5%. The systematic error is determined to be
6.3% and it includes the error due to the difference of

1.6

1.7

1.8

1.9

2
2.1 2.2
Mrec, GeV/c2

FIG. 4. The signal and background distributions in Mrec .
The points with error bars are the data with the channeldependent signal region selection requirements defined by
Eq. (4) and MLP output requirements applied. The hatched
histogram is the background. Note that the definition of the
signal region Mrec requirement depends on the D decay channel.

the expected number of the background events in the
training and testing samples and the statistical error of
the background PDF. The overall error, including both
statistical and systematic errors, is 7.7%. The expected
fraction of the background events in the signal region is
b0 = Nbg /Nobs = 0.24 ± 0.03.
V.

AMPLITUDE ANALYSIS FORMALISM

We perform an amplitude analysis in a six-dimensional
parameter space
Φ = (MDD̄ , θprod , θJ/ψ , θX ∗ , ϕℓ− , ϕD ),

(9)

where θprod is the production angle, θJ/ψ and θX ∗ are the
J/ψ and X ∗ helicity angles, respectively, and ϕℓ− and ϕD
are the ℓ− and D azimuthal angles, respectively. The exact definitions of the angles are given in Appendix A.
In general, the number of dimensions for the process
e+ e− → ℓ+ ℓ− DD̄ is
3Nf − Nc − Nr = 7,

(10)

where Nf = 4 is the number of the final state particles, Nc = 4 is the number of conservation relations and
Nr = 1 is the number of rotations around the beam axis.
Since the leptons are produced in the decay of the narrow
J/ψ state, their invariant mass can be ignored, thereby
reducing the number of dimensions by one.
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The amplitude of the process e+ e− → J/ψDD̄ is
represented by a sum of individual contributions. The
default amplitude model includes a nonresonant amplitude and a new resonance X ∗ in the DD̄ system with
J P C = 0++ or 2++ . Since the X ∗ is a resonance in
the DD̄ system, its quantum numbers are in the “normal” series [P = (−1)J ]; thus, the asterisk is added,
as for the mesons with open flavor. In the case of onephoton production, odd values of the X ∗ spin are forbidden by C-parity
conservation because the DD̄ pair has
∗
C = (−1)J(X ) .
The X ∗ signal is described by the Breit-Wigner amplitude:
L

FL (M )
p(M )
∗
,
(11)
AX (M ) =
p(m)
m2 − M 2 − imΓ(M )
where m is the resonance mass, M is the invariant mass of
its daughters, p(M ) is the momentum of a daughter particle in the rest frame of the mother particle calculated at
the mother’s mass M , L is the decay angular momentum,
FL (M ) is the Blatt-Weisskopf form factor and Γ(M ) is
the mass-dependent width. The Blatt-Weisskopf form
factor is given by [34]
F0 (M ) = 1,
s

F2 (M ) =

z02 + 3z0 + 9
,
z 9 + 3z + 9

(12)

where z = (p(M )r)2 (r being the hadron scale), and z0 =
(p(m)r)2 . The mass-dependent width is given by
2L+1

m 2
p(M )
Γ(M ) = Γ
F (M ),
(13)
p(m)
M L
where Γ is the resonance width.
The nonresonant amplitude is given by
p
ANR (MDD̄ ) = FDD̄ (MDD̄ ),

2
A = m2J/ψ + MD
D̄ − s

(17)

and
2
2
2
2
(18)
B = s2 − 2s(m2J/ψ + MD
D̄ ) + (mJ/ψ − MDD̄ )
√
with s = mΥ(4S) and mc = 1.5 GeV/c2 . This nonresonant amplitude model is denoted hereinafter as the
NRQCD model (although, for the actual NRQCD calculation of the e+ e− → ψχc cross section, the χc mass is
set to 2mc [35]).
The third parameterization is based on Ref. [36]. The
matrix element for the process e+ e− → J/ψDD̄ is pro−4
2
for 4m2D ≪ MD
portional to MD
≪ s; this depenD̄
D̄
dence is used for the entire fitting region:

FDD̄ (MDD̄ ) =

1
4 .
MD
D̄

(19)

−4
This amplitude model is identified below as the MD
D̄
nonresonant amplitude.
In the determination of systematic errors, we also use
a model without a nonresonant contribution but with an
additional form factor for the resonant amplitude [37]:

AX ∗ (M ) → AX ∗ (M )[1 + β(MDD̄ − 2mD0 )],

(20)

where β is a form-factor parameter.
The angle-dependent part of the amplitude is calculated using the helicity formalism (see Appendix A); the
result is
Aλbeam λJ/ψ λX ∗ λℓℓ (Φ)
= HλJ/ψ λX ∗ d1λbeam λJ/ψ −λX ∗ (θprod )eiλJ/ψ ϕℓ− (21)
J(X ∗ )

× d1λJ/ψ λℓℓ (θJ/ψ )eiλX ∗ ϕD dλX ∗ 0 (θX ∗ ),
and

(14)

where FDD̄ (M ) is the nonresonant-amplitude form factor. Three different parameterizations are used for
FDD̄ (M ). The default choice is a constant nonresonant
amplitude:
FDD̄ (MDD̄ ) = 1.

where

(15)

Another parameterization is based on Ref. [35]. The
matrix element for the process e+ e− → ψχc is integrated
over angle, and MDD̄ is used instead of the χc mass. The
result is
2048 
8
FDD̄ (MDD̄ ) = 7 2 180224m10
c + 149504mc A
3s mc
1792
+ m6c (44928A2 +
B)
3
928
(16)
+ m4c (5376A3 +
AB)
3
+ m2c (222A4 + 34A2 B)
A5
A3 B 
+(
−
) ,
2
6

X

Aλbeam λℓℓ (Φ) =

Aλbeam λJ/ψ λX ∗ λℓℓ (Φ)

λJ/ψ =−1,0,1
λX =−J(X),...,J(X)

(22)
where HλJ/ψ λX ∗ is the production helicity amplitude,
djm1 m2 (θ) are Wigner d-functions, λ is the helicity of the
particle specified by the index, λbeam is the sum of helicities of the beam electron and positron and λℓℓ is the
sum of helicities of the J/ψ decay products.
The signal density function is
X
X
2
S(Φ) =
Aλbeam λℓℓ (Φ)AX ∗ (MDD̄ ) ,
λbeam =−1,1
λℓℓ =−1,1

X∗

(23)
where X ∗ is any contribution to the signal (X ∗ resonance
or nonresonant amplitude). The resolution in MDD̄ may
be taken into account by substituting
S(Φ) →

ng
X

RMDD̄ (MDD̄ , ig ∆MDD̄ )∆MDD̄

ig =−ng

× S(MDD̄ + ig ∆MDD̄ , ...),

(24)
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where RMDD̄ is the resolution in MDD̄ , ∆MDD̄ is the
distance between grid points and ig is the grid point index. The resolution in MDD̄ is ∼12 MeV/c2 for MDD̄
range between 5 and 6 GeV/c2 ; it is smaller for lower
DD̄ masses. The resolution is much smaller than the
width of the MDD̄ structure (see Fig. 6) and can be ignored for the default fit; nevertheless, it is taken into
account since alternative models with relatively narrow
states X(3915) or χc2 (2P ) are considered.
The construction of the likelihood function follows
Ref. [38]. The function to be minimized is
F = −2

X
k

B(Φk )  (b − b0 )2
S(Φk )
+
+b P
ln (1−b) P
,
S(Φl )
B(Φl )
σb20


l

l

(25)
where b is the fraction of the background events, B(Φ) is
the background density in the signal region determined
from the fit to the background, b0 is the expected background fraction and σb20 is its error. The index k runs
over data events; the index l runs over MC events generated uniformly over the phase space and reconstructed
using the same selection requirements as in data. This
procedure takes into account the nonuniformity of the
reconstruction efficiency but requires a parameterization
of the background shape. For the background, the likelihood is
 B(Φ ) 
X
k
,
(26)
F = −2
wk ln P
B(Φl )
k

l

where wk is the weight of the k-th background event,
calculated as described in Sec. IV C.
VI.
A.

FIT TO THE DATA
Fit to the background

The background density function is given by

P2 (Φ) exp(−ξ[p(MDD̄ )]2 ) + η [p(MDD̄ )]−ζ
B(Φ) =
,
[1 − u1 (cos2 θprod )v1 ][1 − u2 (cos2 θJ/ψ )v2 ]
(27)
where P2 (Φ) is a six-dimensional second-order polynomial and u1 , u2 , v1 , v2 , ξ, η and ζ are coefficients. The
projections of the fit results onto the individual variables
are shown in Fig. 5.
B.

Fit to the signal

The result of the fit to the signal events in the default
model are listed in Table I for two X ∗ quantum-number
hypotheses: J P C = 0++ and J P C = 2++ . There are
three solutions for the 2++ hypothesis; all solutions have
very similar likelihood values (|∆(−2 ln L)| < 1). A significant resonance is observed for both the 0++ and 2++

TABLE I. Fit results in the default model (constant nonresonant amplitude). For the 2++ hypothesis, there are three
solutions.
J P C Mass, MeV/c2 Width, MeV Significance
+26
0++
3862 −32
201 +154
9.1σ
−67
++
+20
2
3879 −17
171 +129
8.0σ
−62
+17
2++
3879 −17
148 +108
8.0σ
−50
+26
+201
++
2
3883 −24
227 −125
8.0σ

TABLE II. The X ∗ (3860) (J P C = 0++ ) amplitudes in the
default model.
Amplitude
ℜH0 0
ℑH0 0
ℜH1 0
ℑH1 0

Value
1 (fixed)
0 (fixed)
1.00 ± 0.38
0.01 ± 0.93

hypotheses; the 0++ hypothesis is preferred. The significance is calculated using Wilks’ theorem [39] with six and
twelve degrees of freedom for the 0++ and 2++ hypotheses, respectively. The global significance calculated using
the method described in Ref. [40] is 8.5σ for the 0++ hypothesis. Thus, we observe a new charmoniumlike state
that is referred to hereinafter as the X ∗ (3860). The projections of the fit results onto MDD̄ and the angular variables for the case of the X ∗ (3860) with J P C = 0++ are
shown in Fig. 6 and the amplitudes are shown in Table II.
The helicity amplitudes H1 0 and H0 0 almost exactly coincide (with large error). This is consistent with pure
S-wave production of the X ∗ (3860) [see Eq. (A15)].
Other known states with J P C = 0++ or 2++ may
also contribute to this process. We consider the states
with mass ∼3.9 GeV/c2 [X(3915) and χc2 (2P )] and
the states observed in double-charmonium production
[X(3940) and X(4160)]. Note that the X(3940) decays to
D∗ D̄ [19, 20] and it consequently may be observed in the
process e+ e− → J/ψDD̄ only if its quantum numbers are
J P C = 2++ . As in Ref. [20], because of low statistics we
do not consider the possibility that the X ∗ (3860) peak
is due to more than one state. We check whether the
X ∗ (3860) is compatible with the states listed above by
performing a fit with Gaussian constraints to the known
resonance parameters [6] on the X ∗ mass and width. For
known states with J P C = 2++ , the exclusion levels are
calculated from MC pseudoexperiments similarly to the
comparison of J P C = 0++ and 2++ hypotheses described
in Sec. VIp
D; for 0++ states, the exclusion levels are calculated as ∆(−2 ln L). The calculation is performed for
all nonresonant amplitude models. The results are listed
in Table III. The X(3915) is excluded at 3.3σ and 4.9σ
in the case of J P C = 0++ and 2++ , respectively. Other
known states are excluded at more than 5σ. In addition, we compare the X ∗ (3860) and the lattice prediction
for the χc0 (2P ) provided in Ref. [41]. The parameters
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FIG. 5. Projections of the background fit results onto MD D̄ and angular variables. The points with error bars are data and
the solid line is the fit result.

TABLE III. Comparison of the X ∗ (3860) and known charmoniumlike states: exclusion levels for the hypotheses of the
X ∗ (3860) being the indicated state for different nonresonant
amplitude models.
State

JPC

X(3915)
X(3915)
χc2 (2P )
X(3940)
X(4160)
X(4160)
χc0 (2P ) (lattice)

0++
2++
2++
2++
0++
2++
0++

Nonresonant amplitude
−4
Constant NRQCD MDD
5.2σ
4.3σ
3.3σ
6.1σ
6.1σ
4.9σ
6.8σ
7.0σ
6.2σ
6.0σ
5.6σ
5.2σ
6.8σ
6.3σ
5.8σ
10.7σ
11.0σ 13.5σ
4.3σ
3.6σ
2.7σ

M = 3966 ± 20 MeV/c2 and Γ = 67 ± 18 MeV are used.
The comparison is performed in the same way as those
for the experimentally known states with J P C = 0++ ;
the results are shown in Table III. The difference of the
X ∗ (3860) and predicted χc0 (2P ) parameters is at 2.7σ
level. Note that the systematic errors have not been determined in Ref. [41]; thus, the actual level of disagreement should be less than 2.7σ.

C.

Systematic uncertainties

The systematic uncertainties of the X ∗ (3860) mass and
width are listed in Table IV. One source of mass and
width systematic error is the systematic uncertainty due
to the nonresonant amplitude model dependence. We
perform a fit with all nonresonant amplitude models and
consider the maximal variations of the X ∗ (3860) mass
and width as the systematic uncertainty. Note that there
−4
are two solutions for both fits with the NRQCD and MD
D̄
PC
++
nonresonant amplitudes in the case of J
= 0 ; all solutions are included into the calculation of the maximal
variations. The systematic error related to the alternative signal model defined in Eq. (20) is included separately.
A different fit-related systematic uncertainty source is
the fit bias. The fit bias is estimated from the mass and
width distributions in MC pseudoexperiments generated
in accordance with the default fit result. We find that the
position of the peak of the mass distribution is in good
agreement with the fit result in data, while the position
of the peak of the width distribution is shifted from the
value in data. Thus, a fit bias uncertainty is assigned
only to the X ∗ (3860) width.
Another systematic uncertainty source considered in
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FIG. 6. Projections of the signal fit results in the default model onto MD D̄ and angular variables. The points with error bars
are the data, the hatched histograms are the background, the blue solid line is the fit with a new X ∗ resonance (J P C = 0++ )
and the red dashed line is the fit with nonresonant amplitude only.

TABLE IV. Systematic errors for the X ∗ (3860) mass (in
MeV/c2 ) and width (in MeV).
Error source
Mass Width
+0.0
Nonresonant amplitude model +40.2
−0.0 −82.0
+0.0
+0.0
Signal model
−10.2
−4.0
+32.6
—
Fit bias
−0
+0.0
+71.1
Optimization
−3.1
−0.0
+0.0
+40.0
Background mass calculation −7.9
−0.0
±0.2 —
D mass
+40.2 +87.9
Total
−13.3 −82.1

the previous analysis [20] is the variation of selection requirements. There is no straightforward analog of this
uncertainty in the new analysis because of the complex
selection optimization procedure. However, its last stage
(the global optimization) can be varied. We change the
target significance a in Eq. (3) from its default value (5)
by ±1 unit, repeat the global optimization and fitting
with the new target significance and treat the variations
of the X ∗ (3860) mass and width as the systematic uncertainty related to the optimization.
The default MDD̄ calculation procedure for the back-

ground events is the same as for the events in the signal
region. We perform a mass-constrained fit to the J/ψ and
D candidates with the candidate mass fixed at mJ/ψ and
mD , respectively. Alternatively, the background region is
divided into smaller rectangular (MJ/ψ , MD ) subregions.
The candidate mass is fixed at the center of its subregion.
After the fit with Mrec constrained to mD , the resulting
value of mDD̄ is shifted in such a way that the threshold
of the new distribution is at 2mD . The background distribution is then calculated in the same way as for the
default mass calculation method; the difference in the fit
results is considered as the background mass calculation
method systematic uncertainty.

The mass also has a systematic error due to the uncertainty in the mass of the X ∗ (3860) decay products (the
D mesons).

The X ∗ (3860) global significance for alternative models is shown in Table V. The minimal global significance
of the X ∗ (3860) is found to be 6.5σ. Thus, the new state
X ∗ (3860) is clearly observed, accounting for both statistical and systematic uncertainties.

TABLE V. The X ∗ (3860) global significance for alternative
models.
Model
Significance
Default (constant nonresonant)
8.5σ
NRQCD nonresonant
7.6σ
−4
6.5σ
nonresonant
MD
D̄
Background mass calculation
8.4σ
8.1σ
Optimization (a = 4)
Optimization (a = 6)
8.1σ

D.

Comparison of J P C hypotheses

Pseudoexperiments

12

80

Value in data

70
60
50

2++

0++

40
30
20
10

The X ∗ (3860) quantum number hypotheses J P C =
++
0
and 2++ are compared using MC simulation. We
generate MC pseudoexperiments in accordance with the
fit result with the 2++ X ∗ (3860) signal in data and
fit them with the 2++ and 0++ signals. The resulting distribution of ∆(−2 ln L) = (−2 ln L)J P C =2++ −
(−2 ln L)J P C =0++ is fitted to an asymmetric Gaussian
function and the p-value is calculated as the integral of
the fitting function normalized to 1 from the value of
∆(−2 ln L) in data to +∞. If there are multiple solutions for the 2++ hypothesis in data (this is the case for
the default model), then the exclusion level depends on
the solution. The exclusion level calculation is performed
for all solutions. The comparison the X ∗ (3860) quantum
number hypotheses includes an additional model, where
the Blatt-Weisskopf form factor hadron scale r is allowed
to vary between 0 and 10 GeV−1 (this model is not included in the calculation of the systematic errors of the
X ∗ (3860) mass and width because, for the preferred hypothesis J P C = 0++ , the Blatt-Weisskopf form factor is
F0 = 1). The results are presented in Table VI. The
J P C = 0++ hypothesis is favored over the 2++ hypothesis at the level of 2.5σ.
We also generate MC pseudoexperiments in accordance with the fit results for the 0++ hypothesis and
obtain the distribution of ∆(−2 ln L). This distribution
is fitted to an asymmetric Gaussian function and the confidence level of the 0++ hypothesis is calculated as the
integral of the fitting function normalized to 1 from −∞
to the value of ∆(−2 ln L) in data. The resulting confidence levels are shown in Table VI. The distributions of
∆(−2 ln L) for the default model are shown in Fig. 7.

E.

Cross section

The cross section calculation is similar to that used
in the previous analyses [19, 20]. The full cross section can be calculated from Eq. (6) summed over
all D decay channels with the efficiency corrected by
weighting generated and reconstructed events in accordance with the measured signal PDF. The cross section for the process e+ e− → J/ψX ∗ (3860)(→ DD̄) in-

0

−40

−20

0

20

40
∆(-2 ln L)

FIG. 7. Comparison of the 0++ and 2++ hypotheses in the
default model (constant nonresonant amplitude). The histograms are distributions of ∆(−2 ln L) in MC pseudoexperiments generated in accordance with the fit results with 2++
(open histogram) and 0++ (hatched histogram) signals. The
2++ pseudoexperiments are generated for the second solution
(see Table I), which has a minimal exclusion level of 3.8σ.
The ∆(−2 ln L) value observed in data (4.8) is indicated with
an arrow.

TABLE VI. Exclusion levels of the 2++ hypothesis and confidence levels of the 0++ hypothesis. If there are multiple
solutions, the results for the solution with the smallest exclusion level are shown.
Model
2++
Default (constant nonresonant)
NRQCD nonresonant
−4
nonresonant
MD
D̄
Background mass calculation
Optimization (a = 4)
Optimization (a = 6)
Free r

exclusion 0++ CL
3.8σ
77%
3.4σ
73%
3.6σ
70%
3.8σ
75%
3.3σ
69%
3.4σ
64%
2.5σ
74%

∗
Rcludes the X (3860)
R fit fraction, which is calculated as
SX ∗ (3860) (Φ)dΦ/ S(Φ)dΦ, where SX ∗ (3860) (Φ) is the
signal PDF with the SX ∗ (3860) (Φ) contribution only. The
cross sections are calculated at all energy points with results listed in Table VII.
The cross section is corrected for differences between
the particle identification requirement efficiencies in data
and MC, which are obtained from a D∗+ → D0 (→
K − π + )π + control sample for K and π and a sample of
γγ → ℓ+ ℓ− events for µ and e. The ratio of the particle
identification efficiency in data and MC averaged over all
D decay channels is (92.4 ± 4.1)%.
The cross section is also corrected for differences be-
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TABLE VII. Born cross section measurement results.
Data set
Υ(1S)
Υ(2S)
Υ(3S)
Continuum
Υ(4S)
Υ(5S)

(Born)

Energy, GeV σe+ e− →J/ψX ∗ (3860)(→D D̄) , fb
9.46
10.02
10.36
10.52
10.58
10.87

+66 +9
77 −66
−7
+12.6 +0.9
6.9 −12.6 −0.7
+85 +11
77 −85
−8
+5.7 +0.7
5.5 −5.7 −0.5
+3.9 +2.9
21.7 −4.3
−2.1
+7.2 +2.4
17.9 −7.3
−1.8

tween the KS0 and π 0 reconstruction efficiencies in data
and MC. The KS0 efficiency correction is determined from
a sample of D0 → KS0 π + π − decays. The efficiency ratio
is (99.1 ± 2.3)% for the channel D0 → KS0 π + π − and is
slightly different for other channels with a daughter KS0
because of the different KS0 momentum distribution. The
average KS0 efficiency ratio is (99.8 ± 0.4)%. This ratio,
as well as the average π 0 efficiency ratio described below,
is closer to 100% and has a small error since only some
D decay channels have a daughter KS0 or π 0 .
The π 0 efficiency correction is determined from a τ − →
− 0
π π ντ control sample [42]. Note that the resulting correction differs from the result of Ref. [42] because the π 0
momentum distributions of the π 0 in individual D decay channels differ from the momentum distribution in
Ref. [42]. For example, the efficiency ratio is (95.9±2.2)%
for the channel D0 → K − π + π 0 . The average π 0 efficiency ratio in data and MC is (99.3 ± 0.4)%.
The systematic error sources are listed in Table VIII.
Some of these are the same as for the X ∗ (3860) mass and
width. They include the nonresonant amplitude model
dependence, the optimization variation and the background mass calculation uncertainty. The uncertainty
related to the alternative signal model defined in Eq. (20)
is not included since this model does not distinguish the
resonant and nonresonant contributions. Other systematic error sources include the efficiency difference between
the training and testing signal samples, uncertainties due
to the statistical errors of the signal PDF parameters,
luminosity, track reconstruction, J/ψ and D branching
fractions and corrections due to the differences between
the efficiency in data and MC for particle identification
requirements and KS0 and π 0 reconstruction efficiencies.
VII.

CONCLUSIONS AND DISCUSSION

In summary, a new charmoniumlike state, the
X ∗ (3860), is observed in the process e+ e− → J/ψDD̄.
+26 +40
2
The X ∗ (3860) mass is (3862 −32
−13 ) MeV/c and its
+154 +88
width is (201 −67 −82 ) MeV. The J P C = 0++ hypothesis is favored over the 2++ hypothesis at the level of
2.5σ.
The new state X ∗ (3860) seems to be a better candidate
for the χc0 (2P ) charmonium state than the X(3915),
since its properties are well matched to expectations for

TABLE VIII. Relative systematic errors of the Born cross
section for e+ e− → J/ψX ∗ (3860)(→ DD̄).
Source
Nonresonant amplitude model
Optimization
Background mass calculation
Training and testing difference
Signal PDF statistical error
Luminosity
Tracking
J/ψ and D branching fractions
Particle identification
KS0 reconstruction
π 0 reconstruction
Total

Error
+10.3
−0.0 %
+0.0
−5.1 %
+2.1
−0.0 %

<0.1%
+5.6
−5.8 %
±1.4%
±1.7%
±3.3%
±4.3%
±0.4%
±0.4%
+13.2
−9.7 %

the χc0 (2P ) resonance. The preferred quantum numbers of the X ∗ (3860) are J P C = 0++ , although the 2++
hypothesis is not excluded. The measured X ∗ (3860)
mass is close to potential model expectations for the
χc0 (2P ). For example, the predicted mass in the EbertFaustov-Galkin model is 3854 MeV/c2 [44]. Although
the Godfrey-Isgur model [45] prediction (3916 MeV/c2 )
is somewhat higher, the differences between this model’s
predicted and the observed masses for the established
χc2 (2P ) and ψ(4040) charmonium states are also high
by a similar amount (∼60 MeV/c2 ). Potential models
generally predict that the value of the mass-splitting ratio
rc =

mχc2 (2P ) − mχc0 (2P )
mχc2 (1P ) − mχc0 (1P )

(28)

lies between 0.6 and 0.9 [11]; if the X ∗ (3860) is indeed
+0.25
the χc0 (2P ), then rc = 0.46 −0.34
. As a conventional
charmonium state above the DD̄ threshold, the χc0 (2P )
is expected to decay primarily to DD̄, which coincides
with our observed decay mode of the X ∗ (3860) [unlike
the X(3915), where the DD̄ mode has not been seen
and the actual J/ψω observation mode is expected to
be OZI-suppressed for the χc0 (2P )]. The X ∗ (3860) helicity amplitudes are consistent with pure S-wave production. An angular analysis of the related process
e+ e− → J/ψχc0 (1P ) was performed in Ref. [43]; the
angular distribution of this process was also found to
be consistent with pure S-wave production. Note that
while the production amplitudes for the X ∗ (3860) and
χc0 (1P ) are in mutual agreement, they do not agree
with the NRQCD prediction [35]. In addition, the
X ∗ (3860) mass and width agree with the χc0 (2P ) parameters determined from an alternative fit to the Belle
and BABAR γγ → DD̄ data performed in Ref. [8]:
M = (3837.6 ± 11.5) MeV/c2 , Γ = (221 ± 19) MeV.
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ycm

p~e−

θprod
xcm

zcm
p~J/ψ

FIG. 8. Definition of the production angle (in the e+ e−
center-of-mass frame).

cos θprod =

p~e− · p~J/ψ
,
|~
pe− ||~
pJ/ψ |

(A1)

where ~pe− and p~J/ψ are the momenta of the beam e− and
J/ψ, respectively, in the center-of-mass frame.
The definitions of the J/ψ helicity angle and the ℓ−
azimuthal angle are shown in Fig. 9. The J/ψ helicity
yJ/ψ

p~X ∗
p~e+
−~
pX ∗
zJ/ψ

θJ/ψ

ϕℓ−

p~ℓ−

xJ/ψ

FIG. 9. Definitions of the J/ψ helicity angle and the angle
ϕℓ− (in the J/ψ rest frame).

angle is given by
cos θJ/ψ = −

p~X ∗ · ~pℓ−
,
pℓ− |
|~
pX ∗ ||~

(A2)
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where p~X ∗ and p~ℓ− are the momenta of X ∗ and ℓ− , respectively, in the J/ψ rest frame. The azimuthal angle
ϕℓ− can be expressed as
~ae+ · ~aℓ−
,
|~ae+ ||~aℓ− |
[~
pX ∗ × ~ae+ ] · ~aℓ−
,
=−
|~
pX ∗ ||~ae+ ||~aℓ− |

cos ϕℓ− =
sin ϕℓ−

(A3)

where λX ∗ is the X ∗ helicity. Thus, the amplitude of
the additional rotation merely introduces a common term
for all X ∗ helicity amplitudes and can be omitted. Note
that the amplitude of the process B + → X(→ J/ψ(→
µ+ µ− )φ(→ K + K − ))K + in Ref. [46] is defined in a similar way without the additional term (−1)J(φ) .
The definitions of the X ∗ helicity angle and the D azimuthal angle are shown in Fig. 11. The X ∗ helicity angle

where
~ae+
~aℓ−

′
yX
∗

p~ + · p~X ∗
=~
pe+ − e
p~X ∗ ,
|~
p X ∗ |2
p~ − · p~X ∗
pX ∗ ,
~
= p~ℓ− − ℓ
|~
p X ∗ |2

(A4)

with p~e+ denoting the momentum of a beam positron in
the J/ψ rest frame.
The coordinate system (xcm , ycm , zcm ) is rotated by
θprod around the y axis and boosted to the J/ψ or X ∗
rest frame. For the J/ψ, the resulting coordinate system (xJ/ψ , yJ/ψ , zJ/ψ ) has normal orientation: the J/ψ
helicity quantization axis is the same as zJ/ψ . For the
X ∗ , the resulting coordinate system (xX ∗ , yX ∗ , zX ∗ ) has
inverse orientation: the helicity quantization axis is antiparallel to the zX ∗ axis. The latter coordinate system is shown in Fig. 10. One can perform a rotation to
yX ∗

p~J/ψ
p~e+
θX ∗

−~
pJ/ψ
′
zX
∗

is given by

−~
pJ/ψ
p~e+

~pJ/ψ · p~D
,
|~
pJ/ψ ||~
pD |

(A6)

where p~J/ψ and p~D are the momenta of J/ψ and D, respectively, in the X ∗ rest frame. Note that p~D is the
momentum of the reconstructed D meson; it changes to
p~D̄ if the D̄ meson is reconstructed. The azimuthal angle
ϕD can be expressed as

p~J/ψ
p~D

x′X ∗

FIG. 11. Definitions of the X ∗ helicity angle and the angle
ϕD (in the X ∗ rest frame).

cos θX ∗ = −

zX ∗

ϕD

p~D

xX ∗

~ae+ · ~aD
,
|~ae+ ||~aD |
[~
pJ/ψ × ~ae+ ] · ~aD
=−
.
|~
pJ/ψ ||~ae+ ||~aD |

(A7)

p~e+ · p~J/ψ
~pJ/ψ ,
|~
pJ/ψ |2
~pD · p~J/ψ
= p~D −
p~J/ψ ,
|~
pJ/ψ |2

(A8)

cos ϕD =
sin ϕD
FIG. 10. The coordinate system (xX ∗ , yX ∗ , zX ∗ ) (in the X ∗
rest frame).

the D helicity frame directly from the coordinate system
(xX ∗ , yX ∗ , zX ∗ ); however, this results in a nonstandard
definition of the helicity and azimuthal angles as well
as a sign flip for the X ∗ helicity in the amplitude. To
conform to standard definitions, the coordinate system
(xX ∗ , yX ∗ , zX ∗ ) is rotated by π around the z axis and by
′
π around the y axis. The direction of the zX
∗ axis of the
′
′
resulting coordinate system (x′X ∗ , yX
∗ , zX ∗ ) is opposite
the direction of the zX ∗ ; the direction of the x axis is the
same. The amplitude corresponding to this rotation is
AλX ∗ λ̃X ∗ =

J(X ∗ ) ∗
D−λX ∗ λX ∗ (π, π, 0)
J(X ∗ )

∗

= e−iλX ∗ π d−λX ∗ λX ∗ (π) = (−1)J(X ) ,

(A5)

where
~ae+ = p~e+ −
~aD

with ~pe+ denoting the momentum of a beam positron in
the J/ψ rest frame.
The amplitude is given by
Aλbeam λJ/ψ λX ∗ λℓℓ (Φ)
= HλJ/ψ λX ∗ d1λbeam λJ/ψ −λX ∗ (θprod )eiλJ/ψ ϕℓ− (A9)
J(X ∗ )

× d1λJ/ψ λℓℓ (θJ/ψ )eiλX ∗ ϕD dλX ∗ 0 (θX ∗ ),
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and
Aλbeam λℓℓ (Φ) =

X

Aλbeam λJ/ψ λX ∗ λℓℓ (Φ) (A10)

λJ/ψ =−1,0,1
λX ∗ =−J(X ∗ ),...,J(X ∗ )

where HλJ/ψ λX ∗ is the production helicity amplitude, λ
is the helicity of the particle specified by the index, λbeam
is the sum of helicities of the beam electron and positron
and λℓℓ is the sum of the helicities of the J/ψ decay
products.
The X ∗ spin and parity are related:
∗

P (X ∗ ) = (−1)J(X ) .

(A11)

The helicity amplitudes are related due to parity conservation; taking into account Eq. (A11), the relation is
H−λJ/ψ −λX ∗ = HλJ/ψ λX ∗ ,

(A12)

independent of J(X ∗ ). An additional selection rule is
|λJ/ψ − λX ∗ | ≤ 1.

(A13)

The lepton pair is produced in the electromagnetic decay
J/ψ → ℓ+ ℓ− via a virtual photon; thus, its helicity λℓℓ
may be equal to 1 or −1. In the case of one-photon
exchange (for positive C-parity of X), the beam helicity
is also equal to 1 or −1.
The amplitude is additionally constrained due to C∗
parity conservation. The DD̄ system has C = (−1)J(X ) ;
as its C-parity should be positive in case of one-photon
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