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SPATIO-TEMPORAL POISSON PROCESSES FOR VISITS
TO SMALL SETS
FRANC¸OISE PE`NE AND BENOIˆT SAUSSOL
Abstract. For many measure preserving dynamical systems (Ω, T,m)
the successive hitting times to a small set is well approximated by a
Poisson process on the real line. In this work we define a new process
obtained from recording not only the successive times n of visits to a
set A, but also the position Tn(x) in A of the orbit, in the limit where
m(A)→ 0.
We obtain a convergence of this process, suitably normalized, to a
Poisson point process in time and space under some decorrelation condi-
tion. We present several new applications to hyperbolic maps and SRB
measures, including the case of a neighborhood of a periodic point, and
some billiards such as Sinai billiards, Bunimovich stadium and diamond
billiard.
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2 FRANC¸OISE PE`NE AND BENOIˆT SAUSSOL
1. Introduction
The study of Poincare´ recurrence in dynamical systems such as occurrence
of rare events, distribution of return time, hitting time and Poisson law has
grown to an active field of research, in deep relation with extreme values of
stochastic processes; (see [13] and references therein).
Let (Ω,F , µ, T ) be a probability preserving dynamical system. For every
A ∈ F , we set τA as the first hitting time to A, i.e.
τA(x) := inf{n ≥ 1 : Tnx ∈ A} .
In many systems the behavior of the successive visits of a typical orbit
(Tnx)n to the sets Aε, with µ(Aε)→ 0+ is often asymptotic, when suitably
normalized, to a Poisson process. Such results were first obtained by Doeblin
[6] for the Gauss map, Pitskel [17] considered the case of Markov chains.
The most recent developments concern non uniformly hyperbolic dynamical
systems, for example [19, 3, 8, 10, 11] just to mention a few of them.
An important issue of our work is that we take into account not only the
times of successive visits to the set, but also the position of the successive
visits in Aε within each return. This study was first motivated by a question
asked to us by D. Sza´sz and I.P. To´th for diamond billiards, that we address
in Section 6. Beyond its own interest, Poisson limit theorems for such spatio-
temporal processes have been recently use to prove convergence to Le´vy
stable processes in dynamical systems; See [20] and subsequent works such
as [14]. Let us indicate that, at the same time and independently of the
present work, analogous processes have been investigated in [7].
We thus consider these events in time and space
{(n, Tnx) : n ≥ 1, Tnx ∈ Aε} ⊂ [0,+∞)× Ω,
that we will normalize both in time and space, as follows.
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The successive visit times have order 1/µ(Aε), which gives the normal-
ization in time. For the space, we use a family of normalization functions
Hε : Aε → V . A typical choice when Ω is Euclidean would be to take for
Aε an ε-ball an Hε a zoom which sends Aε to size one. Another choice of
extremal processes flavor would be to consider Aε as a rare event, and Hε
would be the strength of the event. We will then consider the family of point
processes (Nε)ε on [0,+∞)× V given by
Nε(x) :=
∑
n≥1 : Tn(x)∈Aε
δ(nµ(Aε),Hε(Tn(x))). (1)
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For any measurable subset B of [0,+∞)× V ,
Nε(x)(B) = #{n ≥ 1 : Tn(x) ∈ Aε, (nµ(Aε), Hε(Tn(x))) ∈ B}.
We will simply write Nε(B) for the measurable function Nε(B) : x 7→
Nε(x)(B).
The main result of the paper provides general conditions under which
the point process Nε is well estimated by a Poisson point process Pε. This
virtually contains all spatial information given by the space coordinate Hε,
and the continuous mapping theorem could in principle be applied to re-
cover many properties related to recurrences in Aε. We then present several
applications, with different maps, flows, and sets Aε.
The structure of the paper is as follows:
In Section 2 we present a general result which gives a convergence to
a spatio-temporal point process in a discrete time dynamical system, un-
der some probabilistic one-step decorrelation condition. Then we provide a
method to transfer this result to continuous time flows. All these general
results are proved in Subsection 2.3.
In Section 3 we introduce a framework, adapted for systems modeled by
a Young tower, under which one can apply the general results. In Sub-
section 3.2 we check these conditions in the case of hitting to balls in a
Riemmanian manifold.
In Section 4 we present several applications of the common framework
mentioned above to two different types of billiards: the Sina¨ı billiards with
finite horizon, the Bunimovich stadium billiards.
In Section 5 we study the case of balls centered around a periodic point
in a uniformly hyperbolic system; as a byproduct we recover a compound
Poisson distribution for the temporal process.
Section 6 consists in a fine study of visits in the successive visits in the
vicinity of the corner in a diamond shaped billiard.
2. Poisson process under a one-step decorrelation assumption
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2.1. Results for discrete-time dynamical systems. Let (Ω,F , µ, T ) be
a probability preserving dynamical system. Let (Aε)ε be a family of mea-
surable subsets of Ω with µ(Aε)→ 0+ as ε→ 0. Let V be a locally compact
metric space endowed with its Borel σ-algebra V. Let (Hε)ε be a family of
measurable functions Hε : Aε → V . We set E := [0,+∞)×V and we endow
it with its Borel σ-algebra E = B([0,+∞))⊗V. We also consider the family
of measures (mε)ε on (V,V) defined by
mε := µ(H
−1
ε (·)|Aε) (2)
andW a family stable by finite unions and intersections of relatively compact
open subsets of V , that generates the σ-algebra V. Let λ be the Lebesgue
measure on [0,∞).
We will approximate the point process defined by (1) by a Poisson point
process on E. Given η a σ-finite measure on (E, E), recall that a process N
is a Poisson point process on E of intensity η if
(i) N is a point process (i.e. N = ∑i δxi with xi E-valued random
variables),
(ii) For every pairwise disjoint Borel sets B1, ..., Bn ⊂ E, the random
variables N (B1), ...,N (Bn) are independent Poisson random vari-
ables with respective parameters η(B1), ..., η(Bn).
Let Mp(E) be the space of all point measures defined on E, endowed with
the topology of vague convergence ; it is metrizable as a complete separable
metric space. A family of point processes (Nε)ε converges in distribution
to N if for any bounded continuous function f : Mp(E) → R the following
convergence holds true
E(f(Nε))→ E(f(N )), as ε→ 0. (3)
For a collection A of measurable subsets of Ω, we define the following
quantity:
∆(A) := sup
A∈A,B∈σ(∪∞n=1T−nA)
|µ(A ∩B)− µ(A)µ(B)| . (4)
Our main general result is the following one.
Theorem 2.1. We assume that
(i) for any finite subset W0 of W we have ∆(H−1ε W0) = o(µ(Aε)),
(ii) there exists a measure m on (V,V) such that for every F ∈ W,
m(∂F ) = 0 and limε→0 µ(H−1ε (F )|Aε) converges to m(F ).
Then the family of point processes (Nε)ε converges strongly1 in distribution
to a Poisson process P of intensity λ×m.
In particular, for every relatively compact open B ⊂ E such that (λ ×
m)(∂B) = 0, (Nε(B))ε converges in distribution to a Poisson random vari-
able with parameter (λ×m)(B).
We emphasize that Theorem 2.1 remains valid when ε is restricted to a
subsequence εk → 0, in the assumptions and the conclusion.
1i.e. with respect to any probability measure absolutely continuous w.r.t. µ
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Condition (ii) is equivalent to the fact that the family of measures (mε)ε
converges vaguely2 to m. This is sometimes too strong, especially when the
mε are not absolutely continuous. Nevertheless, without this hypothesis,
our point process Nε may remain well approximated by a Poisson process
Pε with varying intensities λ×mε, in a sense that can be made precise.
Theorem 2.2. We assume that for any vague limit point m of (mε)ε and
for any sequence E = (εk)k converging to 0 achieving the above limit, there
exists a family WE of relatively compact open subsets of V , stable by finite
unions and intersections, that generates the σ-algebra V and that
(i) for any finite subset W0 of WE we have ∆(H−1εk W0) = o(µ(Aεk)),
(ii) for every F ∈ WE , m(∂F ) = 0.
Then the family of point processes (Nε)ε is approximated strongly in distribu-
tion by a family of Poisson processes (Pε)ε of intensities λ×mε, in the sense
that for any ν  µ and for every continuous and bounded f : Mp(E)→ R
Eν(f(Nε))− E(f(Pε))→ 0. (5)
Proof of Theorem 2.2. Suppose that (5) does not hold for some f . Then
there exists ϑ > 0 and a sequence εk → 0 such that for all k,
|Eν(f(Nεk))− E(f(Pεk))| > ϑ. (6)
Up to taking a subsequence if necessary, we may assume that (mεk)k con-
verges to some m. Applying Theorem 2.1 with the sequence (εk)k we get
that (Nεk)k converges to a Poisson point process of intensity λ × m, and
(Pεk)k as well, which contradicts (6). 
This proof shows that the possible non convergence of the measures mε
is not a serious problem. In the rest of the paper, we will assume
without loss of generality - to simplify the exposition of our gen-
eral results - that the intensity measures involved in the results
converge to a unique limit. Clearly, if it is not the case, one can always
reduces the problem to that case by passing through a subsequence.
2.2. Application to special flows. In this section we show how to pass
from the discrete time setting to the continuous time one. Given (Ω,F , µ, T )
and an integrable function τ : Ω→ (0,+∞), the special flow over (Ω,F , µ, T )
with roof function τ : Ω → (0,+∞) is the flow (M, T , ν, (Yt)t) defined as
follows:
M := {(x, t) ∈ Ω× [0,+∞) : t < τ(x)} ,
T is the trace in M of the product σ-algebra F ⊗ B([0,+∞))
ν :=
(
µ× λ∫
Ω τ dµ
)
|T
,
2This means that for any continuous test function ϕ with compact support the integrals
mε(ϕ) converge to m(ϕ). In particular m may not be a probability because of a loss of
mass at infinity.
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where λ is the Lebesgue measure on [0,+∞) and Ys(x, t) = (x, t + s) with
the identification (x, τ(x)) ≡ (T (x), 0), i.e.
Ys(x, t) =
Tns(x,t), t+ s− ns(x,t)−1∑
k=0
τ ◦ T k(x)
 ,
with ns(x, t) := sup{n :
∑n−1
k=0 τ ◦ T k(x) ≤ t + s} the number of visits of
the orbit (Yu(x, t))u∈(0,s) to Ω× {0} before time t. We will write
∀x ∈ Ω, ∀n ∈ N, Snτ(x) :=
n−1∑
k=0
τ ◦ T k(x) and τ¯ :=
∫
Ω
τ(x) dµ(x).
We define also the canonical projection Π :M→ Ω by Π(x, t) = x.
Let (Aε)ε be a sequence of subsets of M. We are interested in a process
that records the times where at least one entrance into Aε occurs between
two consecutive returns to the base. This only depends on the projection
Aε := ΠAε. Let V be a locally compact metric space endowed with its Borel
σ-algebra V. Let (Hε)ε be a family of measurable functions from Aε to V .
This leads us to the definition
Nε(y) :=
∑
t>0 : Yt(y)∈Aε×{0}
δ(tµ(Aε)/τ¯ ,Hε(ΠYt(y))).
Theorem 2.3. Assume that (Nε)ε, defined on (Ω, µ, T ) by (1) with Aε :=
ΠAε and Hε given above, converges in distribution, with respect to some
probability measure µ˜  µ, to a Poisson point process of intensity λ ×m,
where m is some measure on (V,V).
Then the family of point processes (Nε)ε converges strongly in distribution
to a Poisson process P of intensity λ×m.
2.3. Proofs of the general theorems. In this section we prove Theorems
2.1 and 2.3.
To show that the family of point processes (Nε)ε on R+×V = E converges
(with respect to some probability measure P) to a Poisson point process
with a σ-finite intensity η, we can apply Kallenberg’s criterion (Proposition
3.22 in [18]). It suffices to prove that for some system R stable by finite
intersection and union of relatively compact open subsets, that generates
the σ-algebra V × B(R+), the following holds:
For any R ∈ R,
(O) η(∂R) = 0,
(A) E(Nε(R))→ η(R),
(B) P(Nε(R) = 0)→ e−η(R).
The last condition will be obtained from the simple next geometric approx-
imation.
Proposition 2.4. Let A be a collection of measurable subsets of Ω. Then for
any r ≥ 1, any positive integers p1, . . . , pr, q1, . . . , qr such that pi + qi < pi+1
for any i = 1, ...r − 1, and for any sets A1, . . . , Ar ∈ A we have∣∣∣∣∣µ(∀i, τAi ◦ T pi > qi)−
r∏
i=1
(1− µ(Ai))qi
∣∣∣∣∣ ≤
r∑
i=1
qi∆(A) ,
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with ∆ defined in (4).
Proof. We will write a = b ± c to say that |a − b| ≤ c. Note that for any
integer q1 ≥ 1 we have
{τA1 > q1} = T−1{τA1 > q1 − 1} − T−1(A1 ∩ {τA1 > q1 − 1}).
Using the T -invariance of µ, this gives
µ(∀i, τAi ◦ T pi > qi)
= µ(∀i, τAi ◦ T pi−p1 > qi)
= µ(τA1 > q1 − 1;∀i ≥ 2, τAi ◦ T pi−p1−1 > qi)
− µ(A1 ∩ {τA1 > q1 − 1;∀i ≥ 2, τAi ◦ T pi−p1−1 > qi})
= (1− µ(A1))µ(τA1 > q1 − 1;∀i ≥ 2, τAi ◦ T pi−p1+1 > qi)±∆(A).
By an immediate induction on q1 we obtain
µ(∀i ≥ 1, τAi ◦T pi > qi) = (1−µ(A1))q1µ(∀i ≥ 2, τAi ◦T pi−q1 > qi)±q1∆(A).
The conclusion follows by an induction on the number r of sets. 
Proof of Theorem 2.1. The strong convergence in distribution is by Theo-
rem 1 in [23] a direct consequence of the classical convergence in distribution
with respect to µ. The later will be proven as announced using Kallenberg’s
criterion with η := λ×m.
Let R be the collection of finite unions of open rectangles I ×F , where I
is an open bounded interval in [0,∞) and F ∈ W.
Let R ∈ R. We rearrange the subdivision given by the endpoints of the
intervals defining R to write R = R′∪⋃ri=1(ti, si)×Fi, where ti < si, Fi ∈ W
for i = 1, ..., r, si ≤ ti+1 for every i = 1, ..., r − 1 and R′ is contained in a
finite number of vertical strips {t}×V . We assume without loss of generality
that R′ = ∅, as it will be clear from the sequel that the same arguments
would give Eµ[Nε(R′)]→ 0 and µ(Nε(R′) = 0)→ 1.
Note that for all i = 1, . . . , r, mε(Fi) → m(Fi) as ε → 0 by Hypothesis
(ii) and the Portemanteau theorem.
Condition (A) follows from the definition and the linearity of the expec-
tation. Indeed,
Eµ[Nε(R)] =
r∑
i=1
d si
µ(Aε)
e−1∑
n=b ti
µ(Aε)
c+1
µ(H−1ε (Fi)) ∼
∑
i
(si− ti)mε(Fi) ∼ (λ×m)(R).
For Condition (B), set pi = bti/µ(Aε)c and qi = dsi/µ(Aε)e − 1− pi and
Aε,i = H
−1
ε Fi. Observe that Nε(R) = 0 is equivalent to ∀i, τAε,i ◦ T pi > qi.
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By Proposition 2.4 and due to assumption (i), we have
µ(Nε(R) = 0) =
∏
i
(1− µ(Aε,i))qi ±
r∑
i=1
qi∆({Aε,i})
=
∏
i
(1− µ(Aε)mε(Fi))qi + o(1)
= exp
(∑
i
qiµ(Aε)mε(Fi)
)
+ o(1)
= exp ((λ×m)(R)) + o(1).

Proof of Theorem 2.3. Due to Theorem 1 of [23], the assumption holds also
with µ˜ s.t.
dµ˜
dµ
=
τ
τ˜
, and it suffices to prove the convergence in distribution
of (Nε)ε with respect to ν.
By hypotheses, (Nε)ε converges in distribution wrt Π∗ν (which coincide
with the probability measure on Ω with density τ/τ¯ wrt µ) to a Poisson
point process P of intensity λ×m, i.e. (Nε ◦Π)ε converges in distribution,
with respect to ν, to P.
Note that for y = (x, s) ∈M
Nε(y) = (ψε,y)∗(Nε(Π(y)))
with
ψε,y(t, z) = ((Sbt/µ(Aε)cτ(Πy)− s)µ(Aε)/τ¯ , z)
We conclude using the facts that µ(Aε) → 0 and that Snτ/(nτ¯) → 1 ν-
almost surely. 
3. A common framework suitable for systems modeled by
Gibbs-Markov-Young towers
3.1. General result. The authors have studied in [16] the case of a tempo-
ral Poisson point process, corresponding to V = {0} and Hε ≡ 0 (Theorem
3.5 therein appears as Theorem 2.1 of the present paper in this specific
context). In the above mentioned article, the general context was the case
of dynamical systems modeled by a Gibbs Markov Young tower as studied
in [1].
Hypothesis 3.1. Let α, β > 0. Let Ω be a metric space endowed with
a Borel probability measure µ and a µ-preserving transformation T . As-
sume that there exists a sequence of finite partitions (Qk)k≥0 of an exten-
sion (Ω˜, µ˜, T˜ ) of (Ω, µ, T ) by Π˜ : Ω˜ → Ω such that one of the two following
assumptions holds:
(I) either supQ∈Qk diam(Π˜(Q)) ≤ Ck−α,
(II) or supQ∈Q2k diam(Π˜T˜
kQ) ≤ Ck−α.
Assume moreover that, there exists C ′ > 0 such that, for every k, n with
n ≥ 2k, for any A ∈ σ(Qk) and for any B ∈ σ
(⋃
m≥0Qm
)
,∣∣∣Covµ˜ (1A,1B ◦ T˜n)∣∣∣ ≤ C ′n−βµ˜(A).
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Case (I) is appropriate for non-invertible systems, whereas Case (II) is
appropriate for invertible systems. Wide classes of examples of dynamical
systems satisfying these assumptions can be found in [1] (see also [21, 22]).
Proposition 3.2. Let (Ω,F , µ, T ) satisfying Hypothesis 3.1. With the nota-
tions of the beginning of Section 2.1, assume that there exists pε = o(µ(Aε)
−1)
such that
(i) µ(τAε ≤ pε|Aε) = o(1),
(ii) µ((∂Aε)
bC4αp−αε c) = o(µ(Aε))
(iii) µ(H−1ε (·)|Aε) converges vaguely to some measure m,
(iv) for all F ∈ W, m(∂F ) = 0 and µ((∂(H−1ε F ))bC4
αp−αε c|Aε) = o(1).
Then the assumptions of Theorem 2.1 are satisfied.
We postpone the proof to the appendix. When assumption (iii) is missing,
one has to change (iv) accordingly, going through a subsequence E = (εk), a
family WE and a limit point m to get that the assumptions of Theorem 2.2
are satisfied.
Remark 3.3. • Notice that the Assumption (i) is always satisfied
when the normalized first return time µ(Aε)τAε to Aε is asymp-
totically exponentially distributed with parameter one, in particular
when the temporal process (corresponding to V = {0}) converges in
distribution to a Poisson process of intensity λ.
• It may happen that one only has a nonuniform control of the diam-
eters instead of Hypothesis 3.1 (I) or (II). Indeed it is possible to
avoid these hypotheses. It suffices to replace (ii) with
µ(∂A[kε]ε ) = o(µ(Aε)),
where in the non invertible case (I) ∂A
[kε]
ε = ∪Π˜(Q), the union begin
on those Q ∈ Qkε such that diam Π˜(Q) > Ck−αε and ∂Aε ∩ Π˜(Q) 6=
∅, kε = bpε/2c; in the invertible case (II) ∂A[kε]ε = ∪Π˜(T kεQ), the
union begin on those Q ∈ Q2kε such that diam Π˜(T kεQ) > Ck−αε
and ∂Aε∩ Π˜(T kεQ) 6= ∅, kε = bpε/4c; The modification of the proof
of Proposition 3.2 is immediate.
The following result is helpful to get assumption (iv) in many cases.
Proposition 3.4. Assume that V is an open subset of Rd, for some d >
0, that Hε are h-Ho¨lder continuous maps with respective Ho¨lder constant
Ch(Hε), that there exists ηε → 0+ such that Ch(Hε)ηhε → 0 and that mε → m
(where m is a finite measure on V ). Then there exists a family W of rela-
tively compact open subsets of B, stable by finite unions and intersections,
generating the Borel σ-algebra of V , such that
(i) m(∂F ) = 0 for any F ∈ W,
(ii) for any F ∈ W,
µ((∂H−1ε F )
[ηε]|Aε) = o(1).
Proof. (i) Let pij : Rd → R be the j-th canonical projection (i.e. pij((xi)i) =
xj). The set Gj := {a ∈ R : (pij)∗m(a) = 0} is dense in R, since its comple-
ment is at most countable.
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We then define W as the collection of open rectangles ∏dj=1(aj ; bj) ⊂ B,
with aj , bj ∈ Gj . By construction m(∂F ) = 0 for any F ∈ W. The density
of the Gj ’s implies that W generates the Borel σ-algebra.
(ii) For any F ∈ W we have the inclusion
(∂H−1ε F )
[ηε] ⊂ H−1ε ∂F [Ch(Hε)η
h
ε ].
Hence, for every ε0 > 0,
µ((∂H−1ε F )
[ηε]|Aε) ≤ mε(∂F [Ch(Hε)η
h
ε ]) ≤ mε(∂F [Mε0 ]),
for any 0 < ε < ε0, with Mε0 := supε∈(0,ε0)Ch(Hε)η
h
ε . Therefore
lim
ε→0
µ((∂H−1ε F )
[ηε]|Aε) ≤ m(∂F [Mε0 ]),
which goes to 0 as ε0 → 0 since m(∂F ) = 0. 
3.2. Successive visits in a small neighbourhood of a generic point.
The purpose of the next result is to give examples for which Theorem 2.1
applies for returns in small balls, in the same context as in [16].
Theorem 3.5. Assume that Ω is a d-Riemmannian manifold and that
dimH µ = limε→0
log µ(B(x0,ε))
log ε for µ-almost every x0 ∈ Ω. Assume Hypothe-
sis 3.1 with α > dimH µ.
Then for µ-almost every x0 ∈ Ω such that
∃δ ∈ (1, α dimH µ), µ(B(x0, ε) \B(x0, ε− εδ) = o(µ(B(x0, ε))), (7)
the family of point processes
Nε(x) =
∑
n : Tn(x)∈B(x0,ε)
δ(nµ(B(x0,ε),ε−1 exp−1x0 (Tnx))
is strongly approximated in distribution by a Poisson process Pε of intensity
λ×mx0ε where mx0ε = µ(H−1ε (·)|B(x0, ε)).
Proof of Theorem 3.5. We apply Proposition 3.2, assuming without loss of
generality that the measures mx0ε are converging.
Fix σ ∈ (δ/α,dimH µ) and set pε = ε−σ. The assumptions imply that the
temporal return times process converges in distribution to a Poisson process
of parameter one (See [16]). By Remark 3.3 this shows that Assumption
(i) of Proposition 3.2 is true. Assumption (ii) follows from (7). Finally,
the family W comes from Proposition 3.4 above, which proves also the last
assumption (iv) and thus the theorem. 
4. Applications to billiard maps and flows
4.1. Bunimovich billiard. The Bunimovich billiard is an example of weakly
hyperbolic system (with polynomial decay of the covariance of Ho¨lder func-
tions).
Let ` > 0. We consider the planar domain Q union of the rectangle
[−`/2; `/2] × [−1, 1] and of the two planar discs of radius 1 centered at
(±`/2, 0). We consider a point particle moving with unit speed in Q, going
straight on between two reflections off ∂Q and reflecting with respect to the
classical Descartes law of reflection (incident angle=reflected angle). The
billiard system (Ω, µ, T ) describes the evolution at reflected times of a point
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particle moving in the domain Q as described above. We define the set Ω
of reflected vectors as follows
Ω := {∂Q× S1 : < ~nq, ~v >≥ 0} ,
where ~nq is the unit normal vector normal to ∂Q, directed inside Q, at q.
Such a reflected vector (q,~v) can be represented by x = (r, ϕ) ∈ R/(2(pi +
`)Z), r corresponding to the counterclockwise curvilinear abscissa of q on ∂Q
(starting from a fixed point on ∂Q) and ϕ measuring the angle between ~nq
and ~v. The transformation T maps a reflected vector to the reflected vector
corresponding to the next reflection time. This transformation preserves the
measure µ given (in coordinates) by dµ(r, ϕ) = h(r, ϕ) dr dϕ where h(r, ϕ) =
cosϕ
2 |∂Q| . We endow Ω with the supremum metric d((r, ϕ), (r
′, ϕ′)) = max(|r−
r′|, |ϕ− ϕ′|).
Theorem 4.1. For µ-almost every x0 = (r0, ϕ0) ∈ Ω, the family of point
processes ∑
n≥1 : d(Tn(x),x0)<ε
δ(
nε2h(x0),
Tn(x)−x0
ε
)
converges in distribution (with x distributed with respect to any probability
measure absolutely continuous with respect to the Lebesgue measure on Ω)
to a Poisson Point Process with intensity λ × λ2, where here λ2 is the 2-
dimensional normalized Lebesgue measure on (−1, 1)2.
ε ε ε
θH (T x)=(      ,     )03 r−r 
x0
r0r
θ
x
Tx
 
2
T x3
T x
Hε ε 0
H (x )=(0,0)
Proof. The convergence comes directly from Theorem 3.5, case (II) with
α = 1, ζ = 1 and dimH µ = 2, (due to [16], namely in Section 9 therein) and
from the fact that µ(H−1ε (·)|Aε) converges in distribution to the normalized
Lebesgue measure on B|·|∞(0, 1). To identify the intensity we observe that
µ(B(x0, ε)) ∼ cosϕ0ε2/(2|∂Q|) as ε→ 0+. 
We now consider the billiard flow (M, ν, (Yt)t) with
M = {(q,~v) ∈ Q× S1 : q ∈ ∂Q⇒< ~nq, ~v >≥ 0},
where Yt(q,~v) = (q
′, ~v′) if a particle that was at time 0 at position q with
speed ~v will be at time t at position q′ with speed ~v′ and where ν is the
normalized Lebesgue measure on M.
An important well known fact is that the billiard flow system (M, ν, (Yt)t)
can be represented as the special flow over the billiard map system (Ω, µ, T )
with roof function τ : Ω → (0,+∞) given by τ(x) := inf{t > 0 : Yt(x) ∈
∂Q× S1}. This enables us to get the following result.
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Corollary 4.2. For µ-almost every x0 = (r0, ϕ0) ∈ Ω, the family of point
processes ∑
t>0 : Yt(y)∈BΩ(x0,ε)
δ( tε2 cosϕ0
2piArea(Q)
,
Yt(y)−x0
ε
)
converges in distribution (with respect to any probability measure absolutely
continuous with respect to the Lebesgue measure on M) to a Poisson Point
Process with intensity λ×λ2, where here λ2 is the 2-dimensional normalized
Lebesgue measure on [−1, 1]2 and where BΩ(x0, ε) means the ball in Ω.
Proof. Set τ¯ :=
∫
Ω τ dµ. Due to Theorems 4.1 and 2.3, the point process∑
t>0 : Yt(y)∈BΩ(x0,ε)
δ( tε2 cosϕ0
2τ¯ |∂Q| ,
Yt(y)−x0)
ε
)
converges in distribution to a Poisson Point Process with intensity λ × λ2.
Moreover 2piArea(Q) =
∫
Ω τ cosϕdr dϕ = 2|∂Q|τ¯ . 
4.2. Sinai billiards. Let I ∈ N∗ and O1, ..., OI be open convex subsets of
T2 with C3-smooth boundary of positive curvature, and pairwise disjoint
closures. We then set Q = T2 \⋃Ii=1Oi. As for the Bunimovich billiard, we
consider a point particle moving in Q, with unit speed and elastic reflections
off ∂Q. This model is called the Sinai billiard. We assume moreover that
the horizon is finite, i.e. that the time between two reflections is uniformly
bounded.
For this choice of Q, we consider now the billiard map (Ω, µ, T ) and the
billiard flow (M, ν, (Yt)t) defined as for the Bunimovich billiard in Subsection
4.1.
Under this finite horizon assumption, the Sinai billiard has much stronger
hyperbolic properties than the Bunimovich billiard (with namely an expo-
nential decay of the covariance of Ho¨lder functions), but nevertheless, com-
pared to Anosov map, its study is complicated by the presence of disconti-
nuities.
Theorem 4.3. For µ-almost every x0 = (q0, ~v0) ∈ Ω (represented by (r0, ϕ0)),
• [Return times in a neighborhood of x0] The conclusions of
Theorem 4.1 and of its Corollary 4.2 hold also true.
• [Return times in a neighborhood of the position q0 of x0]
The family of point processes∑
n≥1 : Tn(x)∈B∂Q(q0,ε)×S1
δ( 2εn
|∂Q| ,
r−r0
ε
,ϕ
)
(where x is represented by (r, ϕ)) converges in distribution (with
respect to any probability measure absolutely continuous with re-
spect to the Lebesgue measure on Ω) to a Poisson Point Process
with intensity λ×m0, where here m0 is the probability measure on
[−1, 1]× [−pi/2;pi/2] with density (r, ϕ) 7→ cos(ϕ)4 .• The family of point processes∑
t>0 : Yt(y)∈BQ(q0,ε)×S1
δ( 2εt
piArea(Q)
,
r−r0
ε
,ϕ
)
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converges in distribution (with respect to any probability measure
absolutely continuous with respect to the Lebesgue measure on M)
to a Poisson Point Process with intensity λ×m0, with m0 as above.
Due to [21], the Sinai billiard (Ω, µ, T ) satisfies Hypothesis 3.1-(II) with
any α > 0 and any β > 0.
Proof. The first item follows from Theorem 3.5 as in Theorem 4.1 and Corol-
lary 4.2.
The third item follows from the second one as Corollary 4.2 comes from
Theorem 4.1.
Let us prove the second item. Let x0 = (q0, ϕ0) ∈ Ω. We set Aε(x0) :=
[q0− ε, q0 + ε]× [pi/2, pi/2] and Hε : (q, ϕ) 7→ (ε−1(q− q0), ϕ). Note first that
µ(Aε) = 2ε/|∂Q| and that µ(H−1ε (·)|Aε) converges vaguely to m0.
We follow verbatim the proof of Theorem 3.5 which invokes Proposition
3.2, except for its assumption (i):
The convergence of the temporal process as in the proof of Theorem 3.5,
associated to the position of the billiard particle, is not present in the liter-
ature in these terms. However, a slight adaptation of [15, Lemma 6.4-(iii)]
gives that for any σ < 1 and µ-a.e. x0 ∈ ∂Q×]− pi2 ; pi2 [ we have
µ(τAε ≤ ε−σ|Aε) = o(1).
That is (i) of Proposition 3.2 holds with pε = ε
−σ. 
Let us write ΠQ : M → Q and ΠV : M → S1 for the two canoni-
cal projections, which correspond respectively to the position and to the
speed. Using results established in [15], we also state a result of conver-
gence to a spatio-temporal Poisson point process for entrance times in balls
for the flows. We endow M with the metric d given by d((q,~v), (q′, ~v′)) =
max(d0(q, q
′), |∠(~v,~v′)|), where d0 is the euclidean metric in Q and where
∠(·, ·) is the angular measure of the angle.
Theorem 4.4. For ν-a.e. y0 = (q0, ~v0) ∈M,
• the family of point processes∑
t : (Ys(y))s enters B(y0,ε) at time t
δ(
2ε2t
piArea(Q)
,
ΠQ(Yt(y))−q0
ε
,
∠(~v0,ΠV (Yt(y)))
ε
)
converges in distribution (when y is distributed with respect to any
probability measure absolutely continuous with respect to the Lebesgue
measure on M) to a Poisson Point Process with intensity λ× m˜1,
where m˜1 is the probability measure of density (p, ~u) 7→ 14〈n˜p, ~v0〉+
on S1× [−1, 1] (with 〈·, ·〉+ the positive part of the scalar product in
R2 and n˜p the inward normal vector to S1 at p).3
3In the limit, the authorized normalized positions are the positions located on a semi-
circle (corresponding to positions at which the vector ~v0 enters the ball) and the normalized
variation of speed is uniform in [−1, 1]
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ε
ε
q0
q
v0
0
ε
h (v )=0 g (q)= ε
H 
ε
εh (v)= ε
θ
θ
ε εH (q,v)=(g (q),h (v)) ε
0
q−q 0
g (q )=0 ε
• the family of point processes∑
t : (Ys(y))s enters B(q,ε)×S1 at time t
δ(
2piεt
Area(Q)
,
ΠQ(Yt(y))−q0
ε
,ΠV (Yt(y))
)
converges in distribution (when y is distributed with respect to any
probability measure absolutely continuous with respect to the Lebesgue
measure on M) to a Poisson Point Process with intensity λ × m˜0
where m˜0 is the probability measure with density (p, ~u) 7→ 14pi 〈n˜p, ~u〉+
on S1 × S1. 4
ε
q−q 0
ε
ε
q0
q
H 
ε
 
H (q,v)=(        ,v) 
v
1 
Proof. We apply Theorem 2.3 to go from the discrete time to the continuous
time. Let Aε := B(x, ε) (resp. Aε := B(q, ε) × S1). Return times to
these sets have already been studied in [15]. We set Aε := ΠAε and study
the discrete time process associated to these sets. To this end, we apply
Proposition 3.2 after checking its assumptions.
• We know that µ(Aε) = 2ε2/|∂Q| due to [15, Lemma 5.1] (resp.
µ(Aε) = 2piε/|∂Q| due to [15, Lemma 5.1]). So d = 2 (resp. d = 1).
Let σ < d and δ > 1.
• Note that µ((∂Aε)[εδ]) = o(µ(Aε)). Due to [15, Theorem 3.3] (resp.
[15, Lemma 6.4], µ(τAε ≤ ε−σ|Aε) = o(1).
• We define Bε := {(q,~v) ∈ ∂B(x0, ε) × S1 : 〈n˜q, ~v〉 ≥ 0}. We
endow it with the measure µ˜ given by dµ˜(q,~v) = cosϕdr dϕ with
ϕ = ∠(n˜q, ~v) and r the curvilinear abscissa of q on ∂B(x0, ε).
• Let τAε(y) := inf{t > 0 : Yt(y) ∈ Aε}.
• We define Hε : Aε → S1 × [−1, 1] which maps x = (q,~v) ∈ Aε to
ε−1(ΠQ(YτAε (x)) − q0,∠(~v0, ~v)) (resp. Hε : Aε → S1 × S1 which
maps x = (q,~v) ∈ Aε to (ε−1ΠQ(YτAε (x))− q0), ~v)).• Note that the image measure of µ(·|Aε) by x 7→ YτAε (x) corresponds
to µ˜(·|YτAε (Aε)). The set YτAε (Aε) consists of points of Bε such that
∠(~v0, v) < ε (resp. YτAε (Aε) = Bε).
4In the limit the authorized vectors are the unit vectors entering the ball.
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• Hence µ(H−1ε (·)|Aε) is the image measure of µ(·|YτAε (Aε)) by (q,~v) 7→
ε−1(q − q0, 〈(~v0, ~v)) (resp. µ(H−1ε (·)|Aε) is the image measure of
µ(·|Bε) by (q,~v) 7→ (ε−1q,~v)).
Hence we obtain the convergence in distribution of these families
of measures.
• For the construction of W we use Proposition 3.4.

5. Successive visits in a small neighborhood of an hyperbolic
periodic point
5.1. General results around a periodic hyperbolic orbit. We consider
the case of a periodic point x0 of smallest period p (i.e. p is the smallest
n > 0 such that Tnx0 = x0).
By periodicity, returns to B(x0, ε) appear in clusters, so that we cannot
hope that the return process is represented by a simple Poisson process.
However, the occurrence of clusters should be well separated and have a
chance to be represented by a simple Poisson Process.
Thus we define Aε as the set of points of B(x0, ε) leaving B(x0, ε) for a
time at least q0, i.e.
Aε := B(x0, ε) \
q0⋃
j=1
T−jpB(x0, ε)
and consider Nε defined by (1) with this choice of Aε. This definition of Aε
essentially records the last passage among a series of hitting to the ball. We
emphasize that in general, one has to consider q0 > 1 to avoid clustering of
occurrences of Aε due to finite time effects
5.
Lemma 5.1. Assume x0 is a hyperbolic fixed point of T and that T is
C1+α in a neighborhood U of the orbit x0, . . . , T
p−1x0. Then there exist an
integer q0 and a > 0 such that for any ε > 0 sufficiently small, for any n =
1, . . . , ba log 1/εc, Aε∩T−nAε = ∅, where Aε := B(x0, ε)\
⋃q0
j=1 T
−jpB(x0, ε).
For ε > 0 small enough, we define, as in Theorem 3.5, Hε : B(x0, ε) 7→
B(0, 1) by Hε := ε
−1 exp−1. We are interested in the behaviour of the point
processes ( ˜˜Nε)ε defined by
˜˜Nε(x) :=
∑
n : Tn(x)∈B(x0,ε)
δ(nµ(B(x0,ε)),Hε(Tn(x))). (8)
5 Indeed, consider the determinant one hyperbolic matrix M =
(−0.2 1.8
0.6 −0.4
)
. The
vector v =
(
0.5
0.7
)
belongs to the unit ball B1, Mv 6∈ B1,M2v ∈ B1 and M3v 6∈ B1.
Assume that T preserves the Lebesgue measure µ and has a fixed point x0 such that
Dx0T = M . Let Aε = B(x0, ε) \ T−1B(x0, ε)c. One easily shows that the inequality
µ(Aε ∩ T−2Aε) ≥ µ(B(x0, ε) ∩ T−1B(x0, ε)c ∩ T−2B(x0, ε) ∩ T−3B(x0, ε)c),
contradicts the assumption that ∆({Aε}) = o(µ(Aε)).
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The extremal index defined by
θε =
µ(Aε)
µ(B(x0, ε))
relates the above process to
N˜ε(x) :=
∑
n : Tn(x)∈B(x0,ε)\{x0}
δ(nµ(Aε),Hε(Tn(x))) (9)
in an obvious way. Indeed, ˜˜Nε = Θε(N˜ε) where
Θε
(∑
n
δ(tn,xn)
)
=
∑
n
δ(θ−1ε tn,xn). (10)
We see these processes as point processes on [0,+∞)×B˙(0, 1) (where B˙(0, 1) =
B(0, 1) \ {0} is the open punctured ball).
Assume that Ω is a d-Riemmannian manifold. A p-periodic point of T
is said to be hyperbolic if T p defines a C1 diffeomorphism between two
neighborhoods of x0 and if DTx0 admits no eigenvalue of modulus 1. We
write Eux0 for the spectral space associated to eigenvalues of modulus strictly
larger than 1.
Theorem 5.2. Assume that T−1 is well defined on a small neighborhood
of x0 and that (Nε)ε converges in distribution to a Poisson point process P
with intensity λ ×m, then the sequence of point processes (N˜ε)ε converges
in distribution to the point process N = Ψ(P) on [0,+∞)× B˙(0, 1), with
Ψ
(∑
n
δ(tn,xn)
)
:=
∑
n :xn 6=0
`xn∑
k=0
δ
(tn,DT
−kp
x0
(xn))
,
where `y := inf{k ≥ 0 : DT−kpx0 (y) ∈ B(0, 1) \
⋃q0
j=1DT
jp
x0B(0, 1)}.
Proof. Note that m has support in B(0, 1) \⋃q0j=1DT−jpx0 B(0, 1).
Observe that, for every ε small enough, N˜ε(x) is the image measure of
Nε(x) by
Ψε :
∑
n
δ(tn,xn) 7→
∑
n
`xn,ε∑
k=0
δ(tn−kpµ(Aε),HεT−kpH−1ε (xn)),
with
`y,ε := inf{k ≥ 0 : HεT−kp(H−1ε y) ∈ B(0, 1) \
q0⋃
j=1
T jpB(0, 1)}.
Observe that, for every x ∈ B(0, 1),
lim
ε→0
`x,ε = `x ,
and that, for every k, every t > 0 and every x ∈ B(0, 1),
lim
ε→0
(t− kpµ(Aε), HεT−kpH−1ε (x)) = (t,DT−kpx0 (x)).
Let us consider a set R = ∪i]ri, si[×Fi such that E[N (∂R)] = 0 where
0 ≤ ri < si ≤ ri+1 and where Fi are open precompact subsets of B˙(0, 1).
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Note that, since the closure of ∪iFi does not contain 0, there exists K > 0
and ε0 > 0 (depending on the Fi’s) such that
sup
ε∈(0,ε0), y∈∪iFi
inf{k ≥ 0 : H−1ε T kpHε(y) ∈ Aε} < K
and
sup
ε∈(0,ε0), y∈∪iFi
inf{k ≥ 0 : H−1ε T−kpHε(x) ∈ B(0, 1) \
q0⋃
j=1
T jpB(0, 1)} < K
so that
∀y ∈
⋃
i
Fi,
[
∃x ∈ Aε, ∃k ∈ {0, ..., `x,ε}, y = HεT−kp(x)
]
⇒ `x,ε ≤ 2K .
By definition of `x,ε, for every y ∈
⋃
i Fi, every x ∈ Aε, every k ∈ {0, ..., `x,ε}
such that y = HεT
−kp(x), we have:
x = T τ
(0)
Aε (y)
with τ
(0)
A (y) := inf{k ≥ 0 : T k(y) ∈ A}. Due to lemma 5.1, there exists
ε1 ∈ (0, ε0) such that, for every ε ∈ (0, ε1),
∀y ∈
⋃
i
Fi, {T k(y), k = 0, ...,K} ∩Aε = {T τ
(0)
Aε (y)} .
Therefore, for every ε ∈ (0, ε1)
N˜ε(R) = Ψ˜ε,K(Nε)(R) = Nε
(
K⋃
k=0
ϕ−1ε,k(R)
)
,
with
Ψ˜ε,K :
∑
n
δ(tn,xn) 7→
∑
n
K∑
k=0
δ(tn−kpµ(Aε),HεT−kpH−1ε (xn))
and with ϕε,k : (t, x) 7→ (t−kpµ(Aε), HεT−kpH−1ε (x)). Arguing analogously
for N and P instead of N˜ε and Nε, we obtain
N (R) = Ψ˜K(P)(R) = P
(
K⋃
k=0
ϕ−1k (R)
)
and
(λ×m)(
K⋃
k=0
ϕ−1k (∂R))) = E[N (∂R)] = 0 ,
with
Ψ˜K :
∑
n
δ(t,x) 7→
∑
n
K∑
k=0
δ(tn,HεT−kpH−1ε (xn)) .
and
ϕk : (t, x) 7→ (tµ(Aε), DT−kpx0 (x)) .
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Since (Nε)ε converges in distribution to P, we conclude that
(
Nε
(⋃K
k=0 ϕ
−1
k (R)
))
ε
converges in distribution to P
(⋃K
k=0 ϕk(R)
)
. Moreover∣∣∣∣∣Nε
(
K⋃
k=0
ϕ−1k (R)
)
−Nε
(
K⋃
k=0
ϕε,k(R)
)∣∣∣∣∣ ≤ Nε
(
K⋃
k=0
ϕ−1k (∂R
[ηε])
)
with limε→0 ηε = 0. Since (Nε)ε converges in distribution to P and since
N (∂R) = 0, we conclude that(
Nε
(
K⋃
k=0
ϕ−1k (R)
)
−Nε
(
K⋃
k=0
ϕε,k(R)
))
ε
converges in distribution to 0. Therefore (N˜ε(R))ε converges in distribution
to N (R). 
Theorem 5.2 is designed for invertible systems, near a hyperbolic pe-
riodic point, and does not apply to expanding maps. Indeed, in such a
non-invertible situation, one has to define the set Aε with the first passage
in the ball B(x0, ε) and not the last. More precisely, one has to set
Aε = T
−(q0+1)B(x0, ε) \ ∪q0j=1T−jB(x0, ε).
We leave to the reader the generalization of Theorem 5.2 and the result of
the next section to this case.
5.2. SRB measure for Anosov maps. We now consider a C2 Anosov
map T on the d-dimensional riemaniann manifold Ω. We assume that the
measure µ is the SRB measure of the system [12], and that x0 is a periodic
point of T of smallest period p.
Theorem 5.3. We assume that µ(B(x0, 2ε))ε
b0 = o(µ(B(x0, ε))) for some
b0 > 0 sufficiently small
6. Then
(a) The point process Nε for entrances in Aε is asymptotically Poisson
Pε, of intensity λ×mε
(b) The point process N˜ε for entrances in B(x0, ε) is asymptotically
Ψ(Pε).
(c) The point process ˜˜Nε for entrances in B(x0, ε) is asymptotically
Θε(Ψ(Pε)).
(d) The return time point process
Tε :=
∑
n : Tnx∈B(x0,ε)
δnµ(B(x0,ε))
is asymptotically the compound Poisson point process piΘε(Ψ(Pε)),
where pi is the projection on the time axis.
The compound Poisson distribution (d) has already been established for
few dynamical systems [9, 10, 8, 2], typically with strong assumptions on
the dimension (1 or 1+1), the measure (non singular) and the shape of
the balls (e.g. products of stable and unstable balls). We point out that
6Indeed this happens when for example the pointwise dimension of µ at x0 exists and
is bounded away from 0 and ∞.
SPATIO-TEMPORAL POISSON PROCESSES 19
our result is valid for balls B(x0, ε) in the original Riemmanian metric and
with a possibly singular measure; Note that the convergence of the extremal
exponent θε is not expected with singular measures.
Proof. Due to the proof of Theorem 2.2, we assume that (mε)ε converges to
some m. (b) will follow from (a) by Theorem 5.2. The fact that (b) implies
(c), which implies (d) comes from the definitions.
Let’s prove (a) by applying Proposition 3.2. It is well known that our
system satisfies Hypothesis 3.1-(II) for any α, β > 0. Our assumption on
(mε)ε ensures Assumption (iii) of Proposition 3.2.
Choose b0, b such that 0 < b0 < b < adu log λ
−1, with a given by
Lemma 5.1. Let pε = ε
−σ with σ = b− b0. By Lemma 5.1
µ(Aε ∩ {τAε ≤ pε}) ≤
pε∑
n=ba log 1/εc+1
µ(Aε ∩ T−nAε).
By Lemma 5.4 (with c = 1) this sum is bounded by
pεε
bµB(x0, 2ε) = o(µ(B(x0, ε)))
by assumption. Hence assumption (i) of Proposition 3.2 holds by Lemma 5.6.
(ii) comes from Lemma 5.7 and (iv) follows as in the proof of Theorem 3.5.

Lemma 5.4. For any a, b, c > 0 such that a log λ+ b/du+c < 1, for ε small
enough, for any n ≥ a log 1/ε we have
µ(Aε ∩ T−nAε) ≤ εbµ(B(x0, ε+ εc)).
Proof. Let κ > 0 small and consider a partition (or a cover with finite
multiplicity) of Ω by pieces of unstable cubes (or balls) W ∈ W of size ε1−κ.
Let V be the set of the V = T−nW , W ∈ W.
We can disintegrate the measure with respect to V such that for any set
Z
µ(Z) =
∫
V
µ(Z|V )dµ(V ). (11)
Since each W = TnV is a small piece of a smooth manifold, its intersection
with B(x0, ε) consists at most in an unstable ball of radius Cε. Therefore
the proportion of the unstable volume of W ∩ B(x0, ε) in W is bounded
by Cεκdu , where du is the unstable dimension. By distortion, we get that
µ(T−nB(x0, ε)|V ) ≤ Cεκdu .
Using (11) we get
µ(B(x0, ε) ∩ T−nB(x0, ε)) =
∫
V
µ(B(x0, ε) ∩ T−nB(x0, ε)|V )dµ(V )
≤
∫
V
µ(T−nB(x0, ε)|V )1V ∩B(x0,ε)6=∅dµ(V )
≤ Cεκduµ(B(x0, ε+ εc)),
since diamV ≤ Cλnε1−κ ≤ εc. 
Lemma 5.5. There exists a constant δ0 > 0 independent of ε such that
µ(B(x0,
7
8
ε)) ≤ (1− δ0)µ(B(x0, ε)).
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Proof. We fix a measurable partition V of unstable manifolds such that the
du-dimensional Lebesgue measure of V is bounded from below by a constant,
and x0 6∈ ∪V ∂V , such that the disintegration (11) holds true.
Let ρ = 78 . Suppose that V ∈ V intersects the ball B(x0, ρε). Then
V intersects also the sphere S(x0,
ρ+1
2 ε) in a point say x, and the ball
B(x, 1−ρ2 ε)∩V is contained in B(x0, ε)\B(x0, ρε). Since µ(·|V ) is equivalent
to the du-dimensional Lebesgue measure, there exists δ0 > 0 such that
µ(B(x0, ε) \B(x0, ρε)|V ) ≥ µ(B(x, 1− ρ
2
ε)|V ) ≥ δ0µ(B(x0, ε)|V )
and the lemma follows by integration. 
Lemma 5.6. The extremal index is bounded away from zero: θε ≥ δ0q0+1 > 0.
Proof. We first observe, using equation (17) that
B(x0, ε) ∩ {τB(x0,ε) ◦ T q0 ≤ q0} ⊂ T−qB(x0,
7
8
ε).
for some integer q. Denote for simplicity B = B(x0, ε). By Lemma 5.5 this
gives
µ(B ∩ {τB ◦ T q0 > q0}) ≥ δ0µ(B).
Recall that
µ(Aε) = θεµ(B).
We have
B ∩ {τB ◦ T q0 > q0} ⊂
q0⋃
j=0
T−jAε
hence
µ(B ∩ {τB ◦ T q0 > q0}) ≤ (q0 + 1)θεµ(B).
This implies that δ0 ≤ (q0 + 1)θε. 
Lemma 5.7. Suppose that T is C1+α and that α > 1− 1/dµ(x0). Then
µ(B(x0, ε) \B(x0, ε− εδ) = o(µ(B(x0, ε)))
for any δ such that dµ(x0) <
δ+1
2 <
1
1−α .
Proof. We fix a measurable partition V of unstable manifolds such that the
du-dimensional Lebesgue measure of V is bounded from below by a constant,
and x0 6∈ ∪V ∂V , such that the disintegration (11) holds true.
Up to applying the exponential map at x0 we assume that B(x0, ε0) is
the ball B(0, ε0) of Rd.
Let ε ∈ (0, ε0). Let V ∈ V. Let y ∈ V ∩ B(0, ε) \ B(0, ε − εδ). Up to
a rotation we suppose that locally V is the graph of a C1+α map ϕ from
U ⊂ Rdu to Rd−du , with dxϕ = 0 where x ∈ U is such that y = (x, ϕ(x)).
We have
(ε− εδ)2 ≤ |x|2 + |ϕ(x)|2 ≤ ε2. (12)
Let h ∈ Rdu such that x+h ∈ U and (x+h, ϕ(x+h)) ∈ B(0, ε)\B(0, ε−εδ).
We have
(ε− εδ)2 ≤ |x+ h|2 + |ϕ(x+ h)|2 ≤ ε2. (13)
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Subtracting (12) to (13) we get, setting a(h) = |ϕ(x + h)|2 − |ϕ(x)|2, since
ε2δ ≤ ε1+δ,
3ε1+δ ≥ ∣∣|x+ h|2 − |x|2 + a(h)∣∣ = ∣∣|h|2 + 2x · h+ a(h)∣∣ .
Assume that |h| > 6ε 1+δ2 . We fix a unit vector u ∈ Rdu and seek for the
solutions h = tu of the above equation, which becomes∣∣t2 + 2x · ut+ a(tu)∣∣ ≤ 3ε1+δ.
Therefore, dividing by |t| > 6ε 1+δ2 we end up with∣∣∣∣t+ 2x · u+ a(tu)t
∣∣∣∣ ≤ 12ε 1+δ2 .
Let t, t′ be two solutions. We obtain by subtraction∣∣∣∣t′ − t+ a(t′u)t′ − a(tu)t
∣∣∣∣ ≤ ε 1+δ2 .
Note that the function gu(t) :=
a(tu)
t is C
1 in the range of t’s, and
g′u(t) =
1
t
(2(dx+tuϕu) · ϕ(x+ tu))− a(tu)
t2
.
Since ϕ is C1+α we have |dx+tuϕu| = O(|t|α). In addition,
a(tu) = (|ϕ(x+ tu)| − |ϕ(x)|)(|ϕ(x+ tu)|+ |ϕ(x)|) = O(ε|t|1+α).
This implies that |g′u(t)| = O(ε|t|α−1) = O(ε1+(α−1)
1+δ
2 ) = o(1), hence∣∣(t− t′)(1 + o(1))∣∣ ≤ ε 1+δ2 .
Using radial integration this gives that the du-dimensional Lebesgue measure
of those h such that (x + h, ϕ(x + h)) ∈ B(0, ε) \ B(0, ε − εδ) is O(ε 1+δ2 ).
Hence µ(B(x0, ε) \ B(x0, ε − εδ)|V ) = O(ε 1+δ2 ), and the result follows by
integration using (11). 
6. Billiard in a diamond
We consider a diamond shaped billiard, with no cusp. The billiard table
Q is a bounded closed part of R2 delimited by 4 convex obstacles (Γi)i∈Z/4Z
(with C3-smooth boundary, with positive curvature) placed in such a way
that, for every i ∈ Z/4Z, ∂Γi meets ∂Γi+1 transversely at some point called
corner Ci, but has no common point with ∂Γj for j 6= i − 1, i + 1. In our
representation of this billiard table, C1 = (0, 0) is on the left side of Q and
the inner bisector at the corner C1 is horizontal. We consider again the
billiard flow (M, ν, (Yt)t) and the billiard map (Ω, µ, T ) in the domain Q.
For any ε > 0, we put a virtual vertical barrier Iε of length ε joining a
point a
(1)
ε ∈ ∂Γ1 to a point a(2)ε ∈ ∂Γ2. and we are interested in the times at
which the billiard flow enters the corner by crossing the barrier Iε. So that
we define
Aε := Iε × S1−, with S1− := {~v = (v1, v2) ∈ S1 : v1 < 0} .
We take V := R× S1− and
Hε : (q = (q1, q2), ~v) 7→
(q2
ε
,~v
)
.
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Hε
Theorem 6.1. The point process∑
t>0 :Yt∈Aε
δ( εt
pi Area(Q)
,Hε(Yt(·))
)
converges in distribution to a Poisson point process on [−1/2, 1/2]×S1− with
density λ ×m0, with m0 the probability measure of density proportional to
(q¯, ~v) 7→ |v1| with ~v = (v1, v2).
6.1. Notations, recalls and proof of Theorem 6.1. Let us recall some
useful facts and notations.
Due to the transversality of ∂Γ1 and ∂Γ2 at C1, there exist 0 < θ1 < θ2
such that, for ε > 0 small enough, the distance on ∂Q between C1 and a
(i)
ε
is between θ1ε and θ2ε.
Here Ω is the set of reflected unit vectors based on ∂Q \ {C1, ..., C4}. We
parametrize Ω by
⋃
i∈Z/4Z{i}×]0, length(∂Γi ∩ Q)[×
[−pi2 ; pi2 ]. A reflected
vector (q,~v) is represented by (i, r, ϕ) if q ∈ ∂Γi at distance r (on Q ∩ ∂Γi)
of Ci−1 and if ϕ is the angular measure in [−pi/2, pi/2] of (~n(q), ~v) where
~n(q) is the normal vector to ∂Q at q.
For any C1-curve γ in Ω, we write `(γ) for the euclidean length in the
(r, ϕ) coordinates of γ. If moreover γ is given in coordinates by ϕ = φ(r),
then we also write p(γ) :=
∫
γ cos(φ(r)) dr. We define the time until the next
reflection in the future by
τ+(q,~v) := min{s > 0 : q + s~v ∈ ∂Q} .
We also define τ− : Ω→ (0,+∞) for the time until the last reflection in the
past (corresponding to τ− = τ+ ◦ T−1 when T−1 is well defined) by
τ−(q,~v) := min{s > 0 : q + s~v− ∈ Q} ,
with ~v− be the reflected vector with respect to the normal to ∂Q at q, i.e.
~v− is the unit vector satisfying the following angular equality ∠(~n(q), ~v) =
∠(~v−, ~n(q)). It will be useful to define R0 := {ϕ = ±pi/2}, C+ = {(q,~v) ∈
Ω : q + τ+(q,~v)~v ∈ {C1, ..., C4}} and C− = {(q,~v) ∈ Ω : q + τ−(q,~v)~v− ∈
{C1, ..., C4}}. Observe that, for every k ≥ 1, T k defines a C1-diffeomorphism
from Ω \ S−k to Ω \ Sk with S−k := T−kR0 ∪
⋃k−1
m=0 T
−m(R0 ∪ C+) and
Sk := T kR0 ∪
⋃k−1
m=0 T
m(R0 ∪ C−). As for the other billiard models, we set
piQ : Ω→ Q for the canonical projection.
Despite the absence of the so called complexity bound in billards with
corners, De Simoi and Toth have shown in [5] that some expansion condition
SPATIO-TEMPORAL POISSON PROCESSES 23
holds, from which the growth lemma [4, Theorem 5.52] follows. It says that
for any weakly homogeneous unstable curve W one has
mW (rn < δ) ≤ cθnδ + cδmW (W ) (14)
where mW is the one dimensional Lebesgue measure on W , and rn(x) de-
notes the distance (on TnW ) of Tn(x) to the boundary of the homogeneous
piece of TnW containing x.
In particular, for those systems one can build a Young tower with expo-
nential parameters, from which it follows that Hypothesis 3.1-(II) is satisfied
for every α, β > 0.
Proof of Theorem 6.1. Let Aε ⊂ Ω be the set of all possible configurations at
the reflection time just after the particle crosses the virtual barrier Iε from
the right side. Note that µ(Aε) =
1
2|∂Q|
∫
[−ε/2,ε/2]×[−pi/2,pi/2] cosϕdr dϕ =
ε
|∂Q| .
Due to Theorem 2.3, it is enough to prove that (Nε)ε converges to a
Poisson point process with density λ ×m0 for the above choice of Aε and
for Hε : Aε → R × S1−, such that given by Hε = Hε ◦ T ◦ Π with Π the
projection defined in Subsection 2.2. To this end we apply Proposition 3.2.
The fact that Assumption (i) of Proposition 3.2 is satisfied for pε = ε
−σ
comes from Proposition 6.2. We take α > 3/σ. Assumption (ii) comes from
the fact that the boundary of each connected component of ∂Aε is made of
a part of R0 and of a C
1-increasing curve r = R(ϕ) with R′(ϕ) = 1/(κ(r) +
cos(ϕ)
τ−(r,ϕ)) ≤ 1/minκ corresponding to reflected vectors in the corner on the
leftside of Iε coming from {a(1)ε , a(2)ε } and to T (R0∩Aε). The image measure
of µ(·|Aε) by Hε is proportional to cos(ϕ)drdϕ where r is the position on
[−1/2, 1/2] and ϕ the angle (in [−pi/2, pi/2]) between the vector (−1, 0) and
the incident vector (i.e. the speed vector at the time when the particle
crosses Iε). We take for W the set of rectangles of the form (a, b)× (c, d) in
the above (r, ϕ) coordinates. Outside the strips Aε ∩{(r, ϕ) |r− a(i)ε | < ε2},
Hε is K.ε
−2-Lipschitz (indeed the jacobian is in O(ε−1/ cosϕ) ≤ c ε−2) and
so, using the argument of the proof of Proposition 3.4-(ii), we conclude that
(iv) is satisfied since µ(Aε) = O(ε). 
6.2. Short returns. The aim of this subsection is the following result.
Proposition 6.2. There exists σ > 0 such that µ(τAε < ε
−σ|Aε) = o(1).
To this end, we will recall useful facts and introduce some notations. Let
τ0 := min(i,j) j 6=i,i+1 dist(Ci,Γj)/10.
Definition 6.3. We say that a curve γ of Ω satisfies assumption (C) if it
is given by ϕ = φ(r) with φ C1-smooth, increasing and such that minκ ≤
φ′ ≤ maxκ+ 1τ0 .
We recall the following facts.
• There exist C0, C1 > 0 and λ1 > 1 such that, for every γ satisfying
Assumption (C) and every integer m such that γ ∩ S−m = ∅, Tmγ
is a C1-smooth curve satisfying C1p(T
mγ) ≥ λm1 p(γ) and `(γ) ≤
C0
√
p(Tγ).
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• There exist C2 > 0 and λ2 > λ1/21 such that, for every integer m,
the number of connected components of Ω \S−m is less than C2λm2 .
Moreover S−m is made of curves ϕ = φ(r) with φ C1-smooth and
strictly decreasing.
• If γ ⊂ Ω \ S−1 is given by ϕ = φ(r) or r = r(ϕ) with φ or r
increasing and C1 smooth, then Tγ is C1, is given by ϕ = φ1(r)
with minκ ≤ φ′1 ≤ maxκ+ 1minγ τ+ . Moreover
∫
Tγ dϕ ≥
∫
γ dϕ.
• There exists m0 such that, for every x ∈ Ω \
⋃m0−1
k=0 T
−kC+, there
exists k ∈ {1, ...,m0} such that τ+(T k−1) > τ0.
Let Aε ⊂ Ω be the set of possible configurations of a particle at the
reflection time just after the particle reaches the virtual barrier Iε from the
right side. We observe that there exists K0 > 0 and ε0 > 0 such that, for
every ε ∈ (0, ε0), for every q between C1 and a(i)ε , the set of ~v such that
(q,~v) ∈ Aε has Lebesgue measure at least K0.
Lemma 6.4 (Very quick returns). There exists K1 > 0 such that,
∀s ≥ 1, µ(T−s(Aε)|Aε) ≤ K1(λ2/λ
1
2
1 )
sε
1
2 .
Proof. Let q ∈ piQ(Aε). Let γ1 be a connected component of pi−1Q ({q}) \ Ss.
We define γ := γ1∩Aε∩T−sAε. Let m be the smallest positive integer such
that minγ τ ◦ Tm−1 > τ0. By definition of Aε and of m0, m < min(m0, s).
Hence Tmγ satisfies Assumption (C) and
`(γ) ≤
∫
γ
dϕ ≤
∫
Tmγ
dϕ ≤ `(Tmγ) ≤ C0
√
p(Tmγ).
Moreover, since γ ∩ S−s = ∅, we also have
p(Tmγ) ≤ C1λm−s1 p(T sγ).
But, since T sγ is an increasing curve contained in Aε, we conclude that
p(T sγ) ≤ θε. Hence
`(γ) ≤ C0
√
C1λ
m−s
1 θε.
By using the fact that pi−1Q ({q}) \ Ss contains at most C2λs2 connected com-
ponents and by integrating on piQ(Aε), we obtain
µ(T−s(Aε) ∩Aε) ≤ C0
√
θC1C2λ
m
2
1 (λ2/λ
1
2
1 )
sε
1
2
2 length(∂Q)
length(piQ(Aε)).
We conclude by using the fact that µ(Aε) ≥ (1−sinK0) length(piQ(Aε)) and
by setting K1 :=
C0
√
θC1C2λ
m0
2
1
1−sinK0 . 
Lemma 6.5 (quick returns). For any a > 0, there exists sa > 0 such that
ε−sa∑
n=−a log ε
µ(Aε ∩ T−nAε) = o(µ(Aε)).
SPATIO-TEMPORAL POISSON PROCESSES 25
Proof. We take a measurable partition V of Ω \ S1 by the unstable curves
dϕ
dr = κ(r). By disintegration there exist a probability measure µ˜ on V, and
a constant c <∞ such that for any measurable set B we have
c−1µ(B) ≤
∫
V
mW (B)dµ˜(W ) =: µ0(B).
We define A˜ε as the set of T
−jx where x ∈ Aε and j is the minimal integer
such that T−`x does not belong to the sides adjacent to the corner. Any
corner sequence is bounded by some constant m depending only on the
billiard table, thus Aε ⊂ ∪m`=1T `A˜ε. It follows by invariance that
µ(Aε ∩ T−nAε) ≤ m2 max|`|≤mµ(A˜ε ∩ T
−n−`A˜ε).
Therefore it suffices to control µ(A˜ε ∩ T−nA˜ε).
Note that A˜ε is at a long distance from the corner, hence there are finitely
many decreasing curves ϕj , j = 1..m0 and a constant c such that A˜ε ⊂ V˜ε
where
V˜ = ∪j{(r, ϕ) : ϕj(r)− cε < ϕ < ϕj(r) + cε}
where (r, ϕj(r)) represents a vector pointing exactly to the corner provided
its two adjacent obstacles are removed. In particular
dϕj(r)
dr ≤ −κ. We
denote the kth homogeneity strip7 by Hk for k 6= 0 and set H0 = ∪|k|<k0Hk
for some fixed k0. Set s := min(−a log θ, 1)/3. Let kε = ε−s and Hε =
∪|k|≤kεHk. For any W ∈ V we set W ε = W ∩ V˜ε, Wk = W ∩ Hk and
W εk = Wk ∩ V˜ε. Each W εk is a weakly homogeneous unstable curve.
We cut each curve W εk into small pieces W
ε
k,i such that each T
jW εk,i,
j = 0, . . . , n is contained in a homogeneity strip and a connected component
of Ω \ S1. For x ∈W εk,i we denote by rn(x) the distance (in TnW ) of Tn(x)
to the boundary of TnW εk,i.
By definition of W ε
mW (A˜ε ∩ T−nA˜ε) ≤ mW ε(T−nV˜ε)
≤mW ε(Hcε) +
∑
|k|≤kε
mW εk ({rn ≥ ε1−s} ∩ T−nV˜ε) +mW εk (rn < ε1−s).
The first term inside the sum is bounded by the sum
∑
imW εk,i(T
−nV˜ε)
over those i’s such that TnW εk,i is of size larger than ε
1−s. In particular
mTnW εk,i(T
nW εk,i) ≥ ε1−s. On the other hand, by transversality
mTnW εk,i(V˜ε) ≤ cε.
By distortion (See Lemma 5.27 in [4]) we obtain
mW εk,i(T
−nV˜ε) ≤ cεsmW εk,i(W εk,i).
Summing up over these i gives the first term inside the sum is bounded by
mW εk ({rn ≥ ε1−s} ∩ T−nV˜ε) ≤ cεsmW εk (W εk ).
On the other hand, the growth lemma (14) implies that
mW εk (rn < ε
1−s) ≤ cθnε1−s + cε1−smW εk (W εk ).
7See [4] for notations and definitions.
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A final summation over k gives
mW (A˜ε ∩ T−nA˜ε) ≤ mW (V˜ε ∩Hcε) + c(εs + ε1−s)mW (V˜ε) + ckεθnε1−s.
Integrating over W ∈ V gives
µ(A˜ε ∩ T−nA˜ε) ≤ µ0(V˜ε ∩Hcε) +O(ε1+s/3) = O(µ(Aε)εs/3),
where we used the fact that µ0 is equivalent to Lebesgue and V˜ε ∩ Hcε is
contained in the union of at most m0 rectangles of width O(ε) and height
k−2ε = ε2s. We take sa = s/6. 
Proof of Proposition 6.2. Choose a = 1/(4 log(λ2/λ
1/2
1 ). Observe that, due
to Lemma 6.4, we have
−a log ε∑
s=1
µ(T−sAε|Aε) ≤ K1
λ2/λ
1
2
1 − 1
(λ2/λ
1
2
1 )
−a log εε1/2 ≤ K1
λ2/λ
1
2
1 − 1
ε1/4.
This combined with Lemma 6.5 leads to
ε−sa∑
n=1
µ(T−nAε|Aε) = o(1) .

Appendix A. More proofs
Proof of Proposition 3.2. Item (ii) of Theorem 2.1 being satisfied by as-
sumption by W, it remains to prove Item (i).
Let G0 = {G1, ..., GL} be a finite subcollection of H−1ε W. Let t > 0. Let
A ∈ σ(G0) and B ∈ σ(
⋃Nε,t
n=1 T
−nG0), with Nε,t := bt/µ(Aε)c.
Set Xj := (1T−j(G1), . . . , 1T−j(GL)) ∈ RL. Note that 1B = g(X1, ..., XNε,t)
for some g : ({0, 1}L)Nε,t → {0, 1}. Note that if ε is small enough, Nε,t > pε
by assumption.
Let B1 = {g(0, ..., 0, X1, ..., XNε,t−pε) = 1} so that |1B − 1B1 ◦ fpε | ≤
1{τAε≤pε}. Note that
|µ(B ∩A|Aε)− µ(B1 ∩A|Aε)| ≤ µ(τAε ≤ pε|Aε) = o(1).
Moreover
|µ(B)− µ(B1)| ≤ µ(τAε ≤ pε) ≤ pεµ(Aε) = o(1).
Set K := bpε/4c.
Under (I), set M = 0, PK = QK .
Under (II), set M = K, PK = Q2K .
It remains to show that
|µ(B1 ∩A)− µ(B1)µ(A)| = o(µ(Aε)), (15)
i.e.
|Covµ˜(1T˜−M ,Π˜−1B1 ,1T˜−M Π˜−1A)| = o(µ˜(T˜−M Π˜−1Aε)).
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We approximate T˜−M Π˜−1A (resp. T˜−M Π˜−1Aε) by the union of the atoms
of PK intersecting this set. We write A˜ (resp. A˜ε) for this union. Note that
T˜−M Π˜−1A ⊂ A˜ (resp. T˜−M Π˜−1Aε ⊂ A˜ε) and that
A˜ \ T˜−M Π˜−1A ⊂ A′ :=
⋃
Q∈QK :Π˜T˜MQ∩A 6=∅,Π˜T˜MQ\B1 6=∅
Q
and so (due to the assumption on the diameters of the atoms of PK),
µ˜(A′) ≤ µ˜
 ⋃
Q∈QK :Π˜T˜MQ⊂(∂A)[Ck−α]
Q

≤ µ((∂A)[CK−α]) = o(µ(Aε)).
Analogously
A˜ε \ T˜−M Π˜−1Aε ⊂ A′ε :=
⋃
Q∈QK :Π˜T˜MQ∩Aε 6=∅,Π˜TMQ\Aε 6=∅
Q
and
µ˜(A′ε) = o(µ(Aε)).
Finally we approximate T˜−M Π˜−1B1 by a union B˜ of atoms of σ(
⋃Nε,t−pε
`=1 PK)
such that T˜−M Π˜−1B1 ⊂ B˜1 and
B˜1 \ T−M Π˜−1B1 ⊂ B′1 :=
Nε,t−pε⋃
`=1
F−`
 ⋃
Q∈PK :Π˜T˜MQ⊂
⋃L
k=1(∂Gk)
[CK−α]
Q
 ,
and
µ˜(B′1) = (Nε,t − pε)o(µ(Aε)).
Therefore
|Covµ˜(1Π˜−1A,1Π˜−1B1)− Covµ˜(1A˜,1B˜1)|
≤ |Covµ˜(1A˜ − 1T−M Π˜A,1B˜1) + Covµ˜(1T−M Π˜A,1B˜1 − 1T−M Π˜B1)|
≤ |Covµ˜(1A′ ,1B˜)|+ |Covµ˜(1A˜,1B′1)|
+2µ˜(A′)µ˜(B˜1) + 2µ˜(A˜)µ˜(B′1)
≤ C ′0(µ(Aε)p−β + o(µ(Aε))(N − p)µ(Aε)) = o(µ(Aε)).

Proof of Lemma 5.1. Since the analysis is local, taking the exponential map
at x0 if necessary we may assume that U ⊂ Rd. Let L0 be the Lipschitz
norm of T . We first observe that if a > 0 is sufficiently small, then for any
ε > 0 small and n ≤ a log 1/ε, ‖x−x0‖ < ε and ‖Tnx−x0‖ < ε implies that
‖Tnx0 − x0‖ ≤ ‖Tnx− Tnx0‖+ ‖Tnx− x0‖ ≤ Ln0ε+ ε,
and thus n is a multiple of p. Hence without loss of generality we assume
that p = 1.
Let q be the integer given by Lemma A.1 for the hyperbolic matrix Dx0T .
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Since the C1+α norm of Tn is growing at most exponentially fast, changing
the value of a > 0 if necessary, there exists c, L ≥ L0 such that for any
x ∈ B(x0, ε),
‖Tnx− Tnx0 −Dx0Tn(x− x0)‖ ≤ cLnε1+α ≤ ε/2, (16)
for any 1 ≤ n ≤ a log 1/ε.
Let 2q ≤ n ≤ a log(1/ε) and suppose that x ∈ B(x0, ε) ∩ T−nB(x0, ε).
Using (16) we obtain ‖Dx0Tn(x − x0)‖ ≤ ‖Tnx − x0‖ + ε/2 < 32ε. Thus
Lemma A.1 gives ‖Dx0T q(x− x0)‖ ≤ 38ε. Using again (16) we get
‖T qx− T qx0‖ ≤ ‖Dx0T q(x− x0)‖+ ε/2 <
7
8
ε.
Hence
B(x0, ε) ∩ T−nB(x0, ε) ⊂ T−qB(x0, 7
8
ε). (17)
Set q0 = 2q. When n ≥ q0 this proves that
Aε ∩ T−nAε ⊂ Aε ∩ T−qB(x0, ε) = ∅,
while when n < q0 the intersection is empty by definition. 
Lemma A.1. Let A be hyperbolic matrix. There exists an integer q such
that for any vector v, any n ≥ 2q, ‖Aqv‖ ≤ max(‖v‖, ‖Anv‖)/4.
We leave the proof to the reader.
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