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Abstract—A two-way relay channel is considered where two
users exchange information via a common relay in two transmis-
sion phases using physical-layer network coding (PNC). We con-
sider an optimal decoding strategy at the relay to decode the net-
work coded sequence during the first transmission phase, which is
approximately implemented using a list decoding (LD) algorithm.
The algorithm jointly decodes the codewords transmitted by
the two users and sorts the L most likely pair of sequences
in the order of decreasing a-posteriori probabilities, based on
which, estimates of the most likely network coded sequences and
the decoding results are obtained. Using several examples, it is
observed that a lower complexity alternative, that jointly decodes
the two transmitted codewords, has a performance similar to the
LD based decoding and offers a near-optimal performance in
terms of the error rates corresponding to the XOR of the two
decoded sequences. To analyze the error rate at the relay, an
analytical approximation of the word-error rate using the joint
decoding (JD) scheme is evaluated over an AWGN channel using
an approach that remains valid for the general case of two users
adopting different codebooks and using different power levels.
We further extend our study to frequency selective channels
where two decoding approaches at the relay are investigated,
namely; a trellis based joint channel detector/physical-layer
network coded sequence decoder (JCD/PNCD) which is shown
to offer a near-optimal performance, and a reduced complexity
channel detection based on a linear receiver with minimum mean
squared error (MMSE) criterion which is particularly useful
where the number of channel taps is large.
Index Terms—Two-way relay channels, physical-layer network
coding, union bounds, joint decoding, list decoding, performance
analysis, frequency-selective channel, MMSE detection.
I. INTRODUCTION
WE consider a two-way relay channel where two usersexchange information via a common relay in two trans-
mission phases. Recently, a scheme referred to as physical-
layer network coding (PNC) involving two transmission
phases in a two-way relay channel, that incorporates network
coding, has been of considerable interest. Network coding
was initially proposed in [1] as a means to improve network
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throughput where the basic idea is that in a communication
network, the intermediate nodes route new packets which are
a function of the incoming data (e.g. XOR of incoming
packets). In the case of network coding at the physical-layer,
the relay transforms the linear sum of the signals from the
two users during the the first (multiple-access) phase, into
a sequence of interpretable symbols before relaying them in
the second (broadcast) phase [2]. Several techniques can be
adopted at the relay in order to to map the received sequence
of superimposed signals into a form that can be decoded
at both nodes such as amplify-and-forward [3], successive
interference cancellation [4], etc. In [5], a denoise-and-forward
based scheme is studied that jointly estimates the pair of
modulated symbols transmitted by the two users and maps
them to symbols corresponding to discrete constellations based
on the channel conditions (that is known at the relay) over the
two source-relay links. Here, the focus is on the design of con-
stellation and the mapping to implement the network coding at
the relay, where it is shown that for certain channel conditions,
incorporation of 5-ary modulation at the relay improves the
system performance. An Arithmetic-sum Channel-decoding
Network-Coding (ACNC) based decoding scheme is proposed
in [4], where it is shown that the decoding performance at the
relay can be enhanced by exploiting the dependencies among
the symbols created by channel coding. The relay first com-
putes the soft information corresponding to the linear sum of
the received sequence of symbols and uses this information to
estimate the network coded sequence. Improved performance
results with this scheme have been verified in [4] with repeat
accumulate codes, and with low density parity check codes in
[6]. In the case of PNC with convolutional codes, decoding
schemes based on modified maximum likelihood decoding and
low complexity reduced state decoding are provided in [7].
Here, a reduced state trellis is constructed from the joint full
state trellis by merging the disjoint states into single state (i.e.
the XOR of the states corresponding to the different transitions
are same). It is shown that the complexity of the reduced
state decoding is approximately square root of the full state
decoding complexity with no loss of diversity gain for fading
channels.
In the case of two-way relay channels in a multi-path
propagation environment that exhibit frequency selectivity,
the relay has to first combat the inter-symbol interference
(ISI) before relaying the network coded signal to each of
the destinations during the broadcast phase. This kind of a
channel model is typically observed in underwater acoustic
(UWA) communications [8] and mobile broadband wireless
networks, where the delay spread is very large leading to
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significant frequency-selective signal distortions. Recently,
some work has been done in two-way relay channels with
frequency selective fading. In [9], an amplify-and-forward
scheme is incorporated at the relay, where the relay ampli-
fies the received superimposed signals during the first phase
and broadcasts it to the two user nodes during the second
phase. Here, a physical-layer network coding using orthogonal
frequency division multiplexing (OFDM) and single carrier
transmissions with frequency domain equalization (SC-FDE)
are investigated using equalization techniques based on zero
forcing and MMSE criteria. In [10], a design method based on
closest-neighbor clustering is proposed. An adaptive network
coding is implemented where based on the channel conditions
at the relay, an appropriately designed signal constellation is
selected. It is shown that adaptive network coding with with 5-
ary denoising provides good performance over Rician channels
with large decay factors.
In this paper, we start with the optimal decoding strategy
at the relay to decode the network coded sequence1 from the
received superimposed signal. We notice that the implementa-
tion of the optimal decoding scheme is formidable; however,
it is possible to approximate it by using a list decoding
(LD) scheme with a list size large enough to select the most
likely codeword pairs corresponding to those transmitted by
the two users and then evaluating the likelihood of each bit
after marginalization of the sequences in the list. It is shown
using extensive numerical examples that the error rate perfor-
mance with the list decoding scheme which is nearly optimal,
is similar to the joint decoding of the pair of codewords
transmitted by the two users offering a lower complexity
solution. Using the JD scheme, we analyze the system perfor-
mance where we (approximately) compute the overall word-
error rate based on a union bound. Our proposed analytical
approximation holds good for finite length coding schemes,
including those involving iterative based decoding methods,
for different power allocations at each users. Using computer
simulations, we provide examples of decoding results and
analytical bounds, and show that they are in good agreement
with each other. The analysis developed here allows us to
study the effectiveness of the finite length coding schemes
employed at the two sources. Recently, some work has also
been done on performance analysis of physical-layer network
coding for two-way relay channels. In [11], performance
analysis of two-way relay channels without channel coding
is considered when BPSK is employed. Here, the maximum
likelihood detection metric at the relay is approximated using
the usual max-log approximation, based on which bounds on
symbol error rates at the relay are derived. In [12], an error
probability bound at the relay is computed using a punctured
codebook method. This method is used to compute explicitly
the distance spectrum of the physical-layer network coded
scheme.
We further investigate decoding strategies for frequency
selective two-way relay channels with physical-layer network
coding. We focus on single carrier transmissions and start with
the optimal decoding scheme which, as in the case of AWGN
1Here, by a network coded sequence we refer to s = s1 ⊕ s2, where si
corresponds to the binary codeword generated at the ith user and ⊕ is the
binary ‘XOR’ operator. We note that other encoding options are also possible.
channels, is approximately implemented using a list decoding
algorithm. It is shown that a joint channel detector/physical-
layer network coded sequence decoder, that jointly decodes
the pair of transmitted codewords, has a performance similar
to the list decoding scheme over frequency selective channels
as well. Further, we investigate a minimum mean squared
error based detection scheme in order to compute the equalizer
weights that can be used to generate soft information of the
superimposed signals received at the relay. A PNC decoder
then decodes the network coded sequence using the a-priori
information from the detector. The MMSE based equalization
scheme is a significantly suboptimal approach as also reported
for one-way relay channels [13]. However, incorporation of
turbo equalization [14], that iteratively exchanges soft infor-
mation between the MMSE based linear detector and the
channel decoder, improves its performance. The MMSE based
scheme is particularly useful when the span of the significant
channel taps is long for which the implementation of the
JCD/PNCD scheme becomes very complex. This work has
also been discussed in [15], where the focus is limited to
the channels that exhibit frequency selectivity. The case with
AWGN channel is not discussed here.
The paper is organized as follows. We describe the system
setup in Section II. In Section III, we go over the optimal
decoding strategy, motivate the implementation of the list
decoding algorithm as an approximation, and give a low
complexity joint decoding solution. In Section IV, we derive
analytical approximations on the word-error rate using the JD
scheme. In Section V, we extend our work to the case of
channels with ISI and describe the equivalent channel model.
In Section V-A, we investigate the design of detection and
decoding schemes where we describe the JCD/PNCD scheme
followed by the design of the MMSE scheme for channel
detection with a PNC decoder. In Section VI, we provide
numerical examples illustrating performance of the different
decoding strategies considered and provide comparisons be-
tween analytical bounds and simulation results. Finally, we
conclude the paper with some remarks in Section VII.
II. SYSTEM DESCRIPTION
Let wi = {wi(1), wi(2), . . . , wi(K)} be the information
sequence of length K at the ith source node encoded to form
the binary codeword si = {si(1), si(2), . . . , si(N)} of length
N , i = 1, 2. The coded sequence is modulated using binary
phase shift keying (BPSK) and is denoted by the length-N
sequence xi = {xi(1), xi(2), . . . , xi(N)}, which is then trans-
mitted over an additive white Gaussian noise (AWGN) channel
after assigning power Pi. We assume that the transmissions are
perfectly synchronized and the relay simultaneously receives
the messages transmitted by the two users as shown in Fig.
1. An additional interleaver is included at the output of the
second modulator, whose significance will become apparent
in Section IV. At the relay, the received signal corresponding
to the superposition of the nth transmitted symbols from the
two users can be written as
yR(n) =
√
P1x1(n) +
√
P2x2(n) + zR(n),
= xR(n) + zR(n), (1)
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Fig. 1. System setup for a two-way relay channel.
where zR = {zi(1), zi(2), . . . , zi(N)} denote a sequence
of independent and identically distributed (i.i.d.) Gaussian
random variables with zero mean and variance σ2 and
xR(n) ∈ {±(
√
P1 ±
√
P2)}.
We incorporate the PNC strategy at the relay, where the ob-
jective is to estimate the information sequence w = w1⊕w2
from the received noisy sequence of symbols yR. The decoded
sequence is then transmitted simultaneously to both users in
the next (broadcast) phase, after encoding and modulation.
Here, we focus only on the communication scheme corre-
sponding to the first phase.
III. DECODING ALGORITHMS AT THE RELAY
A. Optimal Decoding Scheme
Let us assume that the two source nodes generate codewords
s1 and s2 such that the corresponding network coded sequence
is s = s1 ⊕ s2. Also let us define a set E(s) such that
E(s) = {(ˆs1, sˆ2) : sˆ1 ⊕ sˆ2 = s, sˆi ∈ Ci, i = 1, 2}, (2)
where Ci denotes the codebook at the ith user. Assuming that
all the codewords for each transmitter are equally likely, the
optimal decoding rule for the network coded sequence, s, can
then be written as
sˆ = argmax
s˜
P (˜s|yR),
= argmax
s˜
∑
(ˆs1 ,ˆs2)∈E(s˜)
P (ˆs1, sˆ2|yR),
= argmax
s˜
∑
(ˆs1 ,ˆs2)∈E(s˜)
P (yR |ˆs1, sˆ2)P (ˆs1, sˆ2)
P (yR)
,
= argmax
s˜
∑
(ˆs1 ,ˆs2)∈E(s˜)
exp
(−‖yR −√P1xˆ1 −√P2xˆ2‖2
2σ2
)
.(3)
We observe that the exact implementation of the optimal
decoding scheme in (3) is not feasible since the set E(s)
contains a large number of elements (exponential in codeword
length). Therefore, we next resort to alternative schemes that
can be used as approximations.
B. A List Decoding Based Scheme
A good approximation to the decoding rule in (3) can be
developed by implementing a list decoding algorithm that
makes use of a metric based on minimum squared Euclidean
distance criterion. A list decoding scheme (with a list size L)
selects the L most likely pairs of sequences corresponding to
the codewords transmitted by the two users and sorts them
in the order of decreasing a-posteriori probabilities. Hence,
the dominant terms of the summation in (3) can be identified.
Using the list of L most likely codeword pairs, the objective
is then to find the most likely sequence by evaluating the
likelihood of each bit after marginalization of the L sequences
in the list. We note that the approach adopted here is similar
to a MAP decoding scheme where the resulting sequence
obtained in this manner is not necessarily a (network) coded
sequence. The idea of list decoding applied to the physical-
layer network coding is general; that is, different types of
codes at the individual nodes can be employed. Here, we focus
on the use of convolutional and turbo codes. An extended
trellis for a joint encoder with generators corresponding to
the codebooks employed at the two users is constructed to
implement these codes. If the encoder at the ith user is
represented using a trellis with 2Si states and 2Mi inputs,
then the new trellis has effectively 2S1+S2 states and 2M1+M2
inputs.
1) List Decoding of Convolutional Codes: In order to
decode the received sequence at the relay, we make use of
the Viterbi algorithm using the extended state representation.
The metric corresponding to the nth received symbol for each
state transition can be computed as
M(n)(s,s′) = |ys(n)− xs|2 + |yp(n)− xp|2, (4)
where (ys,yp) are the noisy sequences of systematic and
parity symbols received at the relay and
xs =
√
P1(2i1 − 1) +
√
P2(2i2 − 1),
xp =
√
P1(2p1 − 1) +
√
P2(2p2 − 1),
where (ij , pj) are the information and parity bits of the
jth user corresponding to the transition from state s to
state s′. To generate the list of most likely pairs of codewords,
various specific list decoding algorithms can be implemented
including the serial list Viterbi Algorithm (SLVA), parallel
LVA (PLVA) [16] and improved SLVA [17].
2) List Decoding of Turbo Codes: We extend our study of
the decoding scheme with iteratively decodable codes such
as the turbo codes. In our setup, we assume that both users
employ the same interleavers during the encoding process
so that turbo decoding can be implemented with the BCJR
algorithm using the extended trellis (other approaches that
incorporate different interleavers at the users are possible).
Turbo decoding is carried out in M iterations, where during
each iteration, extrinsic information is exchanged between the
two inner MAP decoders. At the end of the M th iteration,
the extrinsic information is passed to a list Viterbi decoder,
which then generates a list of L most likely sequences in
a decreasing order of their probabilities [18]. The extended
trellis is incorporated during both, the turbo decoding as well
as the list Viterbi decoding stage. The branch metric for the
transition from state s to state s′ corresponding to the input
pair (i1, i2) during list decoding is given by (5) at the top of
the next page, where Lext(i1,i2) is the a-priori information from
the second MAP decoder at the end of the M th iteration of
turbo decoding.
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M(n)(s,s′) = −Lext(i1,i2) + |ys(n)− (
√
P1(2i1 − 1) +
√
P2(2i2 − 1))|2 + |yp(n)− (
√
P1(2p1 − 1) +
√
P2(2p2 − 1))|2. (5)
C. A Simplified Decoding Strategy − Joint Decoding
We observe that at high signal-to-noise ratios (SNRs), i.e.,
σ2 → 0, only one of the terms in (3) is dominant, for which
the equivalent decoding rule may be approximated as
sˆ = arg max
s˜=s˜1⊕s˜2
exp
(
−‖yR −
√
P1x˜1 −
√
P2x˜2‖2
2σ2
)
. (6)
From this high SNR approximation, we define a joint decoding
scheme at the relay for the two codewords as(
x
(JD)
1 ,x
(JD)
2
)
= arg min
(˜s1 ,˜s2)
‖y−
√
P1x˜1−
√
P2x˜2‖2, (7)
where x(JD)1 and x
(JD)
2 are the decisions made by the relay
corresponding to the first and the second messages respec-
tively, and the minimization is performed over the codebooks
of both the messages. The equivalent network coded sequence
decoded at the relay is then given by
s(JD) = s
(JD)
1 ⊕ s(JD)2 .
We note that if the relay were to decode x1(JD) and x2(JD)
only, and not the network coded sequence s(JD), then the
strategy described in (7) would be the optimal decoding
scheme, and hence would have provided the optimal error-rate
performance. However, since we are interested in decoding of
the XOR of the transmitted codewords, the JD scheme is a
sub-optimal approach with near-optimum performance as will
be assessed using extensive numerical examples.
IV. ANALYSIS OF ERROR PROBABILITY
We now proceed with the evaluation of the performance
bounds of the codes employed at the two users for the
JD scheme. We assume that the codes at each of the user
nodes are linear, consisting of independent and uniformly
distributed bits, and that their distance spectra are known.
Namely, the number t1(d) (respectively, t2(d)) of codewords
with Hamming weight d in the first (respectively, the second)
codebook is assumed to be known, for each value of d
in {1, 2, . . . , N}. In the case of turbo-like codes involving
interleavers, the distance spectra t1(d) and t2(d) are intended
as statistical averages with uniform interleaving [19].
Assuming that x1 and x2 are transmitted by each of the
sources, the conditional error probability corresponding to s =
s1 ⊕ s2 with the JD scheme can be written as
P (JD)e (s) = P
(
s(JD) = s
∣∣∣s) . (8)
Since the exact evaluation of the error probability P (JD)e is not
practically feasible for most codes of interest, we evaluate the
union bound for P (JD)e for which we can rewrite the expected
value of (8) as
P (JD)e = E
[
P
(
s(JD) = s
∣∣∣x1,x2)] ,
≤ E
[
P
(
(x1
(JD),x2
(JD)) = (x1,x2)
∣∣∣x1,x2)] , (9)
where E[·] is the statistical expectation over all the codewords
of the two users (and over all interleavers). The inequality
follows, since with the incorporation of the PNC scheme,
s(JD) may be correctly decoded even when x1(JD) and
x2
(JD) are in error as there could be more than one pair of
codewords that result in the same network coded sequence.
The term P
(
(x1
(JD),x2
(JD)) = (x1,x2)|x1,x2
)
in (9)
can be upper bounded using the union bound
P
(
(x1
(JD),x2
(JD)) = (x1,x2)
∣∣∣x1,x2)
≤
∑
(ˆs1 ,ˆs2) =(s1,s2)
P ((x1,x2) → (xˆ1, xˆ2)) , (10)
where P ((x1,x2) → (xˆ1, xˆ2)) is the pairwise error probabil-
ity of receiving a signal closer to an incorrect network coded
sequence sˆ = sˆ1 ⊕ sˆ2 when the codewords, s1 and s2 are
transmitted by the first and the second users, respectively. Each
term inside the summation is equivalent to (11) at the top of
the next page, which after few manipulations can be shown
to be
P
(
P1d1 + P2d2 + 2
√
P1P2
∑
v
x¯1,vx¯2,v + Z ≤ 0
∣∣∣x1,x2
)
,
(12)
where d1 = dH(xˆ1,x1) and d2 = dH(xˆ2,x2) are the number
of bit errors in xˆ1 and xˆ2, respectively, x¯i,k = xi,k−xˆi,k2 and
Z is a Gaussian random variable whose parameters shall be
derived later. Given the values of d1 and d2, we need the
distribution of the random variable V , that is, the probability
that two sequences with d1 and d2 errors have V positions
where the errors overlap. In general, the conditional distri-
bution P (V |d1, d2) depends on the geometry of the codes
employed at the two users. The introduction of the uniform
interleaver at the output of the second encoder removes the
dependence on the geometry and the problem becomes purely
combinatorial. The results in Section VI show that when
turbo-like codes are considered, this approximation is very
accurate since the output of turbo encoders typically resemble
independent and uniformly distributed bits. The term in (12)
does not contribute to the error bound when d1 = d2 and
V = d1, which means that the positions of the bit errors in
both the codewords xˆ1 and xˆ2 are exactly the same and sˆ1⊕sˆ2
results in s. Hence, following the derivation in [20], [21], we
see that the random variable V takes values on {0, 1, . . . , d}
with conditional probability mass function
pV (v|d1, d2) =
(
min(d1,d2)
v
)(N−min(d1,d2)
max(d1,d2)−v
)
(
N
max(d1,d2)
) ,
where
d =
{
min(d1, d2) if d1 = d2,
d1 − 1 if d1 = d2.
Using the decoding strategy given in (7), and after a few
manipulations similar to the ones described in [21], each term
inside the summation in (10) can be equivalently written as
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P
(
‖y −
√
P1xˆ1 −
√
P2xˆ2‖2 ≤ ‖y −
√
P1x1 −
√
P2x2‖2
∣∣∣x1,x2) , (11)
d∑
v=0
v∑
g=0
P
(
P1d1 + P2d2 + 2
√
P1P2(v − g) + Z ≤ 0
)
pV (v|d1, d2)pG(g|V = v). (13)
shown in (13), where, for a given V , we define a random
variable G as the number of positions where {vn} takes on the
value −1 (with +1 at V −G positions). The random variable
G takes values on {0, 1, . . . , V } with binomial distribution
pG(g|V = v) = 1
2v
(
v
g
)
,
based on the approximation that the employed codebooks are
such that the random variables {vn} with vn = x¯1,nx¯2,n are
independent and uniformly distributed on {−1,+1}. Condi-
tioned on V = v and G = g, Z is a Gaussian random variable
with zero mean and variance(
P1d1 + P2d2 + 2
√
P1P2(v − 2g)
)
σ2.
Therefore, the union bound in (9) can be written as
P (JD)e ≤E
⎡
⎣∑
sˆ =s
Q
(√
γ(d1, d2, v, g)
)∣∣∣x1,x2
⎤
⎦ , (14)
where
γ(d1, d2, v, g) =
(
P1d1 + P2d2 + 2
√
P1P2(v − 2g)
)
/σ2 ,
and Q(·) is the standard Q-function.
To manage the expectation in (14), we rely on the assump-
tion that both codes are linear, which assures that any possible
value of d1 (respectively, d2) equals the Hamming weight of
a valid codeword in the first (respectively, second) codebook.
Hence, we can rewrite the union bound (14) as shown in (15)
at the top of the next page.
V. EXTENSION TO CHANNELS WITH ISI
In this section, we shall study the decoding strategies
for two-way relay channels in a multipath environment that
exhibit inter-symbol interference. The discrete time mathemat-
ical model for the received superimposed signal at the relay
during the nth time instant is given by
yR(n) =
L1−1∑
k=0
√
P1h1(k)x1(n− k)
+
L2−1∑
k=0
√
P2h2(k)x2(n− k) + zR(n), (16)
where zR = {zR(1), zR(2), . . . , zR(N)} denotes a sequence
of length N i.i.d. circularly symmetric complex Gaussian
random variables with zero mean and variance σ2/2 per
dimension, and hi = {hi(0), hi(1), . . . , hi(Li − 1)} is the
complex channel gain vector of length Li, i = 1, 2, over the
link between the ith user and the relay. We assume that the
channel is constant over the transmission of each frame of
data and that the channel gains are known at the relay. The
objective of the decoder at the relay is to estimate the binary
information sequence w = w1 ⊕w2 from the received noisy
sequence of symbols yR = {yR(1), yR(2), . . . , yR(N)} in the
presence of inter-symbol interference.
A. Decoding Schemes at the Relay
Without loss of generality, we assume that the number of
channel taps over the two source-relay links are the same,
i.e., L1 = L2 = LR. Also, the channel is assumed to be
known at the relay and is constant over the entire length of the
codewords. Two different decoding strategies are investigated,
namely; a trellis based joint channel detector/physical-layer
network coded sequence decoder, and a reduced complexity
channel detection based on a linear receiver with MMSE
criterion followed by the PNC decoder. Let us assume that
the two source nodes generate codewords s1 and s2 such that
the corresponding network coded sequence is s = s1 ⊕ s2.
Also let us define a set E(s) such that
E(s) = {(ˆs1, sˆ2) : s = sˆ1 ⊕ sˆ2, sˆi ∈ Ci, i = 1, 2}, (17)
where Ci denotes the codebook at the ith user and xˆi is the
BPSK modulated sequence corresponding to sˆi. It is easy to
see that the maximum likelihood based decoding rule can
be developed for frequency selective channels with known
channel state information at the relay, which on following
steps similar to (3), may be written as
sˆ = argmax
s˜
∑
(ˆs1 ,ˆs2)∈E(s˜)
exp
⎛
⎜⎝−
∥∥∥dISI∥∥∥2
σ2
⎞
⎟⎠ , (18)
where dISI = yR −
(√
P1(h1  xˆ1) +
√
P2(h2  xˆ2)
)
and 
denotes linear convolution of two vectors. We note that as
the length of the codewords increase, the implementation of
this strategy becomes infeasible and other lower complexity
techniques are warranted. Hence, we resort to a list decoding
algorithm that can be employed to approximate the optimal
decoding strategy.
1) List Decoding Scheme: We implement the optimal de-
coding strategy approximately using a list decoding scheme
with a list size L, that incorporates a metric based on minimum
Euclidean distance criterion. From (17), it is observed that
the network coded sequence s can be formed by more than
one pair of codewords corresponding to the two users. Using
the LD scheme allows us to identify the pair of codewords
from the set E(s), that dominate the summation in (18). The
objective with the list decoding algorithm is then to find
the most likely network coded sequence from the list after
marginalization of the L sequences identified.
When convolutional codes are employed at the two user
nodes, a list Viterbi algorithm using parallel list Viterbi
algorithm [16], [22] is implemented2. In order to implement
2We note that other decoding algorithms such as SLVA [16] and improved
SLVA [17] can also be applied.
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P (JD)e ≤
∑
(d1,d2) =(0,0)
d∑
v=0
v∑
g=0
t1(d1)t2(d2)pV (v|d1, d2)pG(g|v)Q
(√
γ(d1, d2, v, g)
)
. (15)
this scheme, we construct a joint trellis using the trellis of
the convolutional code and the trellis representing the channel
state corresponding to each user. Using the joint trellis of
each of the users, an extended trellis is constructed, the state
representation of which is used in the implementation of the
list decoding algorithm. As an example, the total number of
states in an extended trellis using a 4-state convolutional code
at each node with a 2-tap ISI channel turns out to be 64. The
complexity of the decoder at the relay increases exponentially
with the length of the channel taps. For instance, when the
number of taps in the ISI channel increases to 3, the total
number of states in the extended trellis is 256. Hence, lower
complexity suboptimal schemes involving reduced number of
states, such as the M-algorithm [23] or the T-algorithm [24],
can be incorporated at the relay to decode the network coded
sequence as a more efficient solution.
2) Joint Channel Detector/Physical-Layer Network Coded
Sequence Decoder: At high SNRs, the received sequence of
superimposed signals would be closer to one of the pairs of
codewords (in the Euclidean distance sense) in the set E(s).
Using this high SNR approximation, a joint decoding rule at
the relay can be written as(
x
(JD)
1 ,x
(JD)
2
)
= arg min
(˜s1 ,˜s2)
∥∥∥d˜ISI∥∥∥2, (19)
where x(JD)1 and x
(JD)
2 are the decisions made by the
relay corresponding to the first and the second messages
respectively, d˜ISI = yR −
(√
P1(h1  x˜1) +
√
P2(h2  x˜2)
)
and the minimization is performed over the codebooks of
both the messages. As in the case of channels with no ISI,
the JCD/PNCD offers a sub-optimal solution; however, our
numerical investigations show that it provides a very good
performance comparable to the list decoding solution3. Once
the two codewords are decoded, the equivalent network coded
sequence at the relay can be obtained by
s(JD) = s
(JD)
1 ⊕ s(JD)2 .
3) Reduced Complexity Linear Detection: The trellis based
decoding algorithm discussed earlier provides a near-optimal
performance but the complexity of the JCD/PNCD increases
exponentially with the number of the channel taps. Even
though we can resort to other lower complexity suboptimal
trellis based schemes (such as the M -algorithm), it is essen-
tial to develop other low-complexity detection algorithms to
provide a good trade-off between complexity and performance.
Hence, we consider a minimum mean squared error based lin-
ear detector followed by a PNC decoder at the relay instead of
a joint detector/decoder. The MMSE equalizer generates soft
information corresponding to the linear sum of the symbols
transmitted by the two users, and passes it to the decoder
3The error rate performance with LD scheme (which is an approximate
implementation of the optimal decoding strategy) is similar to the JCD/PNCD
scheme.
(which in our case is a Viterbi decoder). Before we proceed,
we define the following terms
yn = [y(n−K2) y(n−K2 + 1) · · · y(n+K1)]T ,
xi,n = [xi(n−K2 − LR + 1) · · ·xi(n+K1)]T ,
zn = [z(n−K2) z(n−K2 + 1) · · · z(n+K1)]T ,
where, xi,n represents the sequence of transmitted symbols
from ith user, yn is the sequence of observations at the relay
and zn corresponds to the noise sequence, K1 and K2 are
the lengths of the noncausal and causal part of the estimator
filter respectively, and KR = K1+K2+1 is the overall filter
length observed at the relay. The objective of the detector is to
evaluate an estimate, xˆ(n), of x(n) =
√
P1x1(n)+
√
P2x2(n).
The channel model can be equivalently written as
yn =
√
P1H1x1,n +
√
P2H2x2,n + zn, (20)
where the channel convolution matrix, with a dimension KR×
(KR + LR − 1), corresponding to the ith link is as shown in
(21) at the top of the next page The estimate of the signal
x(n) can be formed as
xˆ(n) = cHn yn, (22)
where cn = [cn(−K2) cn(−K2 + 1) . . . cn(0) . . . cn(K1)]T
and xˆ(n) =
√
P1xˆ1(n) +
√
P2xˆ2(n). In order to compute
optimal equalizer coefficients, the function that is to be mini-
mized with respect to cn is expressed as
e(n) = E
[|cHn yn − x(n)|2] .
After some straightforward computations, it can be shown that
cn = Cov(yn,yn)
−1Cov(yn, x(n)),
where
Cov(yn,yn) = P1H1H
H
1 + P2H2H
H
2 + σ
2IN ,
Cov(yn, x(n)) = P1s1 + P2s2,
with si = Hi[01×(K2+LR−1) 1 01×K1 ]T and Cov(a,b) =
E
[
(a− E[a])(b − E[b])H].
In order to derive a soft-output detector, we treat xˆ(n) as
a random variable with Gaussian distribution (conditioned on
the superposition of correct symbols). Then the conditional
probability density function P (xˆ(n)|x(n)) can be computed
using the first and second order averages μx(n) and σ2x(n),
which are, respectively, the mean and the variance of the esti-
mated value, xˆ(n), conditioned on x(n). Since the transmitted
symbols at each node are BPSK modulated, the estimated
symbol will resemble a 4-level pulse amplitude modulation
scheme. The conditional mean of xˆ(n) is computed as
μx(n) = E [xˆ(n)|x(n) = x] ,
= cHn
(√
P1x1s1 +
√
P2x2s2
)
. (23)
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Hi =
⎡
⎢⎢⎢⎣
hi(LR − 1) hi(LR − 2) · · · hi(0) 0 · · · 0
0 hi(LR − 1) · · · hi(0) 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 hi(LR − 1) hi(LR − 2) · · · hi(0)
⎤
⎥⎥⎥⎦ (21)
The conditional variance, σ2x(n), of xˆ(n) can be computed as
σ2x(n) = E
[∣∣∣cHn yn − μx(n)∣∣∣2∣∣∣x(n) = x
]
,
= cHn E
[
yny
H
n |x(n) = x
]
cn − |(μx(n))|2.(24)
After further algebra, we obtain
E
[
yny
H
n
∣∣∣x(n) = x] = Cov(yn,yn) + J,
|μx(n)|2 = cHn (P1S1 + P2S2 + J) cn, (25)
where J =
√
P1P2x1x2
(
s1s
H
2 + s2s
H
1
)
and Si = sisHi , from
which we can find
σ2x(n) = c
H
n (Cov(yn,yn)− P1S1 − P2S2) cn. (26)
The soft information computed using the mean and the
variance computed in (23) and (26), respectively, is then
passed to a Viterbi decoder, where for each state transition,
the metric corresponding to the nth symbol is evaluated.
The transmitted codewords are then jointly decoded using the
computed metric.
The performance of the system can be further improved
by incorporating an iterative detection/decoding scheme, i.e.,
turbo equalization [14] where soft information is exchanged
between the MMSE equalizer and the Viterbi decoder in an
iterative manner. In this paper, we focus only on the single
stage detection/decoding scheme.
VI. NUMERICAL EXAMPLES
In this section, we provide several results obtained using
computer simulations for the optimal decoding scheme in (3)
approximated using the list decoding algorithm described in
Section III-B, and also compare the bounds obtained using
the analytical expression and the simulation results with the
joint decoding strategy. We consider a list Viterbi decoder
implemented using PLVA with a list size of L = 100 and
we define the SNR as (P1 + P2)/σ2. In Fig. 2, rate-1/2
convolutional codes are employed at both nodes with same
constituent encoders (5/7)octal where VD implies JD scheme
implemented using Viterbi decoding. We observe that with
the JD scheme, the loss in the performance is just 0.015
dB compared to the LD scheme in order to achieve a bit
error rate (BER) of 10−2. Fig. 3 shows the performance of
LD and JD schemes when turbo codes are employed. Here,
the users employ different constituent convolutional codes
((5/7)octal and (7/5)octal) but with same power allocation
(and same interleavers) at both the nodes. In the case of list
decoding, the turbo decoder performs M = 15 iterations at
the end of which the soft values corresponding to each of
the K information bits are passed to a list Viterbi decoder.
From the simulation results, we observe a similar behavior,
i.e., the performance of the JD scheme is very close to
that of the LD scheme. In general, for a given total power
P (P = P1 + P2), the best performance at the relay is
5 6 7 8 9 10 11 12 13
10−6
10−5
10−4
10−3
10−2
10−1
SNR (dB)
B
E
R
 
 
SIMULATION: LD
SIMULATION: VD
6.96 6.98 7 7.02 7.04
10−2
 
 
Fig. 2. Simulation results with same (5/7)octal convolutional codes at the
two source nodes with N = 256, P1 = 1 and P2 = 0.8.
observed when both users employ same power allocation, i.e.
P1 = P2. In this setup, the superimposed symbol xR(n) takes
on one of the three constellation points as opposed to four
when the powers are different. For the same power P , the
three constellation scheme has higher minimum distance and
is, therefore, observed to perform better. Also, an improved
performance is observed when both the users employ same
codes4. We reason that this behavior is dependent upon the
code structure of the extended trellis, i.e., using the same
component codes ((5/7)octal or (7/5)octal) at both the users
result in an extended trellis with better distance property
when decoding of physical-layer network code is concerned
(although, this may not be true in general).
We now proceed to the theoretical assessment of the joint
decoding scheme using analytical approximations for the
word-error rates. Since the joint decoding of the two messages
according to (7) is computationally infeasible, we resort to
iterative decoders such as those based on the turbo principle.
The minimum distance decoding based on turbo codes can
be approximated using the iterative decoding employing the
well known BCJR algorithm. In the examples, we consider
a turbo code with rate-1/3 and interleaver length K = 128
(N = 384). Fig. 4 compares the corresponding analytical
and simulation results where both users employ the same
(5/7)octal constituent convolutional codes but with different
power allocations to each of the transmitted symbols. We
observe that the simulations are in excellent agreement with
the bounds at high SNRs, which is as expected since the
union bound becomes tight as SNR increases. For comparison
purposes, we also provide the results when the two messages,
4Simulation results for different system configurations have been studied
in detail in [25].
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Fig. 3. Simulation results for turbo codes with different constituent encoders
((5/7)octal and (7/5)octal) at the two source nodes with N = 384, P1 = 1
and P2 = 1.
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10−1
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SIMULATION: IC
Fig. 4. Analytical approximations and simulation results for turbo codes with
same (5/7)octal constituent encoders at the two source nodes with N = 384,
P1 = 1 and P2 = 0.5.
corresponding to each of the users, are decoded using suc-
cessive interference cancellation at the relay. Since the power
allocated at the transmitter of the first user is greater than
that at the second user, the codeword of the first user is
decoded in the first stage. The JD scheme clearly performs
better and provides a gain of approximately 0.82 dB at a frame
error rate of 10−3. In Fig. 5, results are provided when both
the users employ different constituent encoders ((5/7)octal
and (7/5)octal) with same power allocation where similar
observations are made.
In the above examples, we evaluate the bounds approxi-
mately using the weight enumerating function (WEF) of the
individual codewords as shown in (15). In order to compute
the bounds more accurately, it is required to compute the WEF
using the extended trellis at the relay which can be evaluated
using the techniques described in [26], [27]. Because of the
3 4 5 6 7 8 9 10
10−6
10−5
10−4
10−3
10−2
10−1
SNR (dB)
FE
R
 
 
BOUND
SIMULATION: JD
Fig. 5. Analytical approximations and simulation results for turbo codes
with different constituent encoders ((5/7)octal and (7/5)octal) at the two
source nodes with N = 384, P1 = 1 and P2 = 1.
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10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
SNR (dB)
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BOUND
SIMULATION
Fig. 6. Analytical approximations and simulation results with same
(5/7)octal convolutional codes at the two source nodes with N = 256,
P1 = 1 and P2 = 1.
complexity involved due to the number of terms involved in
order to track the distance spectra of the joint trellis codes,
this computation is not practical, hence we do not include
bound examples using this approach, because of which the
computation of the bounds for convolutional codes (that use
the Viterbi decoder) should be considered as approximations.
Figs. 6 shows the performance results with rate-1/2 convo-
lutional codes when the powers at the source nodes are the
same with length N = 256. The bounds computed for these
codes are not tight since the WEF employed in the evaluation
of the approximate bounds is not the true WEF.
We now provide results obtained from computer simulations
for various decoding schemes discussed earlier when the
channel is frequency selective. In our analysis, we assume that
the code-rates at each of the nodes are the same (R = 1/2),
and the length of the codewords are N = 256. In the case
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TABLE I
SNR FOR BER OF 10−2 USING DIFFERENT DETECTION/DECODING
SCHEMES.
Decoding scheme Fig. 7 Fig. 8
LD - full states 7.23 dB 5.98 dB
VD - full states 7.251 dB 5.993 dB
LD - 64 states 7.23 dB 6.02 dB
VD - 64 states 7.251 dB 6.03 dB
LD - 16 states 7.278 dB 6.04 dB
VD - 16 states 7.291 dB 6.045 dB
LD - 4 states 8.484 7.14 dB
VD - 4 states 8.485 7.142 dB
MMSE scheme 8.31 dB 6.224 dB
of list decoding, the PLVA with a list size of L = 50 is
utilized. We start with an example of 3-tap ISI channels with
real coefficients known at the relay for the entire duration of
transmission of the codewords given as
h1(n) = δ(n) + 0.5δ(n− 1) + 0.1δ(n− 2),
h2(n) = δ(n) + 0.3δ(n− 1) + 0.2δ(n− 2). (27)
Fig. 7 shows the performance when both the users allocate
different power levels to the transmitted messages and employ
different codes at each of the users ((5/7)octal and (7/5)octal).
By VD, we refer to the JCD/PNCD scheme implemented using
a Viterbi decoder. We observe that the performance of the
JCD/PNCD scheme closely matches the list decoding scheme,
thereby implying its near-optimal performance (when the full
trellis is considered). Results are also shown for lower com-
plexity schemes implemented using the M -algorithm where
only the best M states during any instant of time are retained.
Table I shows the comparison of the SNRs required with
the list decoding and the JCD/PNCD schemes for different
scenarios to achieve a bit error rate of 10−2.
Fig. 7 also show the performance obtained with the MMSE
detection scheme. In our simulations we assume that K1 = 9
and K2 = 5 and consider only one iteration between the
MMSE detector and the PNC decoder (i.e. no turbo equal-
ization). The results illustrate that there is a considerable loss
in the performance with the implementation of the MMSE
scheme compared to the full-state Viterbi decoding. Table I
further illustrates the comparison of MMSE schemes with the
other decoding schemes.
We now provide examples with channels with impulse
responses
h1(n) = (0.114 + 0.994j)δ(n) + (0.023 + 0.043j)δ(n− 1)
+ (0.019 + 0.006j)δ(n− 2),
h2(n) = (−0.67 + 0.75j)δ(n) + (0.12 + 0.16j)δ(n− 1)
+ (0.028− 0.006j)δ(n− 2). (28)
Fig. 8 shows the performance of different decoding schemes
over frequency selective channels with 3-taps where we
observe the similar behavior with the JCD/PNCD scheme
performing close to the list decoding scheme (with full trellis).
We observe that the performance of the JCD/PNCD scheme
(marked as VD in the figure) closely matches the result of
the list decoding scheme, thereby implying a near-optimal
performance as in the previous example. Results with the re-
duced complexity M -algorithm as well as MMSE based linear
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MMSE
Fig. 7. Simulation results with different ((5/7)octal and (7/5)octal)
convolutional codes at the two source nodes over the 3-tap ISI channel
example with P1 = 1 and P2 = 0.5.
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Fig. 8. Simulation results over 3-tap complex ISI channels in 28 with P1 = 1
and P2 = 1.
detection (with K1 = 9, K2 = 5) are also shown. As also
observed in the previous example, there is a performance loss
with the incorporation of the reduced complexity algorithms.
For instance, in the case of MMSE based linear detection,
in order to achieve a BER of 10−2, and additional 0.26 dB
of SNR is required compared to the near-optimal JCD/PNCD
scheme. Performance with lower complexity schemes using
the M -algorithm are also shown and are listed in Table I.
We now study a two-way relay channel example suitable for
an underwater acoustic communication channel. The multipath
spread for these channels can be in the order of tens of ms
or more, hence for single carrier systems, leading to large
number of channel taps [8]. For such cases, implementation of
the JCD/PNCD scheme becomes infeasible for such cases and
we resort to the suboptimal MMSE based decoding scheme.
As a specific example, we consider channel example estimated
from data recorded in a recent underwater acoustic communi-
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Fig. 9. Channel response for source 1 − relay link.
cation experiment, namely, mobile acoustic communications
experiment 2010 (MACE 2010) [28]. Each user transmits its
corresponding symbols over a bandwidth of 5 kHz with a
carrier frequency of 12.5 kHz. We choose two channels picked
from different transmitter/receiver pairs and utilize them as the
channels for the two sources communicating with the relay
in our example. The delay spreads across the two source-
relay links are 6.7 ms and 7.1 ms, respectively. We assume
that the symbol duration for both transmissions are 0.5 ms,
that results in the discrete channel model with 10 significant
channel taps as shown in Figs. 9 and 10. The performance of
the system over these channels with PNC for different MMSE
filter lengths KR is shown in Fig. 11 (assuming same codes are
employed at both the users). We observe that the performance
of the system improves as the length of the filter increases. For
instance, a performance gain of about 4 dB by incorporating an
MMSE detector with filter length KR = 15 (K1 = 9,K2 = 5)
as opposed to KR = 9 (K1 = 5,K2 = 3) for a BER of
10−2 is possible. We also show the results with KR = 11
(K1 = 5,K2 = 5) in the same figure. The implementation of
the JCD/PNCD scheme becomes infeasible for such channels
(due to the large number of channel taps) as the number of
trellis states involved are very large, and therefore, the results
using this scheme are not included.
VII. CONCLUSIONS
In this paper, we have investigated the decoding strategies
at the relay for a two-way relay channel with physical-
layer network coding, and proposed a way of approximately
implementing the optimal decoding strategy utilizing a list
decoding algorithm. We proposed a simplified joint decoding
strategy, and via examples, demonstrated that for practical
Gaussian noise channels, the list decoding performance can be
well approximated using this scheme. Using this JD scheme,
we derived an analytical upper bound of the word-error
probability using the union bound based on the JD scheme. We
further developed decoding strategies at the relay to decode
the network coded sequence for a two-way relay channel with
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Fig. 10. Channel response for source 2 − relay link.
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Fig. 11. Performance of MMSE detector using different filter lengths with
P1 = 1 and P2 = 1 over the 10-tap ISI channels (example taken from the
MACE 2010).
inter-symbol interference. We showed using numerical exam-
ples that a joint channel detector/physical layer network coded
sequence decoder performs equally well and due to the re-
duced complexity as compared to the LD scheme, can instead
be incorporated. We further investigated a low complexity
channel detector using a linear detection scheme, where the
MMSE equalizer generates soft information corresponding to
the superimposed symbols and passes it to the PNC decoder.
The simulation results are provided showing the bit error rate
performances of the different schemes and to demonstrate the
decoding results and the analytical approximations.
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