Half-life measurements of some neutron induced isomers by Button, Edward J. & Smith, Thomas M.
Calhoun: The NPS Institutional Archive
Theses and Dissertations Thesis Collection
1965
Half-life measurements of some neutron induced isomers
Button, Edward J.





















First Lieutenant, United States Air Force
and
Thomas M. Smith
Commander, United States Navy
Submitted in partial fulfillment of









V. S. Navrf Postftrniluate
School
Monten — ^^ UBRARY
NAVAL POSTGRADUATE SCHOOL
MONTEREY, CA 93943-5101





This work is accepted as fulfilling





United States Naval Postgraduate School

ABSTRACT
Half-lives of thermal neutron activated isomers were
determined by direct decay measurements with a scintillation
counter. Scaler pulses following a single channel analyzer,
together with precise timing pulses, were traced concurrently
by a fast chart recorder. The gain stability of the detecting
circuit was also monitored during the decay period. Decay counts
were corrected for counting circuit dead-time and for pulse pile-up,
and analyzed by a digital computer. The average half-lives obtained,
together with their statistical uncertainties are:
Hf 178m 3J9 ± Q 0? sec>
179m
Hf 18.18 ± 0.28 sec.
177m
Yb 6. 40 ± 0.02 sec.
w
183m 5U ± QQ2 gec>
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The objective of this investigation has been to determine, as
accurately as possible, the half-lives of the neutron induced
17Pm 179m 177m 183m
isomers, Hf /e ,Hf L/ , Yb , and W . All of their half-lives
are less than twenty seconds. In theory, a half-life measurement
is a relatively straight-forward and uncomplicated procedure. The
decaying isomer is observed for several half-lives so that a decay
rate versus time relationship is determined. Utilizing the fact
that radioactive decay is an exponential function, this experi-
mentally determined decay rate is analyzed mathematically or
graphically to determine the desired decay constant or half-life.
In practice, when high accuracy is desired, the procedure is
complicated by several factors, any one of which may cause signi-
ficant errors in the determination. The first of these complicating
factors is the fact that not all of the gamma photons that produce
a pulse in the scintillation counter are recorded as separate pulses
by the counting system. Inherent in any electronic counting system
is a characteristic dead-time, during which decays are not recorded.
Also, difficulty in counting" results from the phenomenon of pile-up
in which pulses from two separate decays, occuring simultaneously
or nearly so, add by superposition and result in one pulse whose
amplitude is the sum of the amplitudes of the two individual pulses.
Another major source of difficulty lies in the occurence of gain
shift, which occurs in a photomultiplier tube when it is subjected to

changes In c< >e particularly Lmporl
in the study of decays with halt-lives of the order of a few seconds
The result of such a shift in gain is an observed count rate that is
eitner coo higl or ti . possible sources n error may
arise from the presence of coi io-nuclides, and from
instabilities in tne electronic circuitry win., del
height interval over which pulses are recorded.
In this investigation the gamma radiation associated with the
isomeric transitions was detected with a scintillation counter.
Detected transitions were recorded using a linear high -overload
amplifier and analyzer, a high speed scaler, and a fast chart
recorder. The count rates so determined were corrected for pile-up
and dead-time losses by applying experimental ly and mathematically
determined correction factors. A monitor system was utilized
whereby the gain stability of the d< measured and
suitable corrections applied, ii needed. Counting d;
corrected, were men analyzed by an electronic computer to determine
tne halt-lives under study. Where, it has been found impossible to
observe an isomer singly, due to the presence of other nuclides,
the overall decay curve has been mathematically analyzed, allowing
the curve to be decomposed into its several components.

2. Experimental Equipment (Schematic, Figure 2-1).
Neutron irradiated samples of the isomers were transferred
from the AGN-201 reactor to the scintillation counter by means oi
a high speed pneumatic transfer system. Pulses from the counter
were fed through two amplifier channels, one analyzing pulses from
the isotope being examined and the other analyzing pulses from a
"gain-monitoring" alpha source. Pulses were fed by the respective
amplifiers into high speed scalers, which in turn fed counting
information into continuous-flow strip type chart recorders.
Standardized time pulses were simultaneously fed into each of these
chart recorders. See Figure 2-2.
a. Transfer system
The high-speed pneumatic transfer system for use with the
AGN-201 reactor was buiit at USNPGS by Paas and Sullivan [7j. Samples
to be radiated were semi -permanently enclosed in gelatin capsules
which were further encased in balsa wood projectiles. The project-
ile, containing the sample which was to be radiated was placed in a
pneumatic tube in which a vacuum-positive pressure differential
could be applied. This pressure differential moves the sample rapidly and
seats it in the core of the reactor where it is irradiated by
thermal neutrons. After the desired irradiation period, the
direction of pressure differential is rapidly reversed, moving the
"hot" sample from the reactor core into counting position above the
The AGN-201 Reactor is a graphite and polyethylene moderated
research reactor capable of producing a neutron flux up to 4 x
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scintillation counter, in approximately one-tenth of a second.
The transfer system is completely closed, allowing recycling of
the sample without disturbing the detection arrangement.
b. Isotopes
Isotopes used in the investigation were highly enriched
samples procured from Oak Ridge National Laboratory. Isotopic
analyses are included as Appendix I.
c. Detector
(1) The scintillation detector consisted of a 3 inch
diameter by 3 inch thick Nal(Tl) crystal (Harshaw Type 12A12)
,
a 3 inch diameter by 11/32 inch thick Nal(Tl) crystal (Harshaw
Type 12U12-X), and a Electra Megadyne Inc. Model 9578B photo-
multiplier tube. The faces of the crystals are sealed by glass
plates. This photomultiplier tube was rated to have a stability
of less than 1% with a count rate change up to 10,000 counts per
second and to be capable of a resolution of less than 9% for the
137
Cs peak. The 3 inch x 11/32 inch crystal contained an Ameri-
cium 241 alpha source mounted directly in the center of the crystal;
the source material is deposited on a 1/4 inch diameter Platinum
foil. Source activity was rated to be 1000 cps ± 15%, with a pulse
height resolution of 10% or better for the Americium peak. These
items were assembled with the thinner crystal sandwiched between
the larger crystal and the phototube, and the two crystals and tube
were held together and completely enclosed in a 3 inch magnesium
cylinder which served as both an enclosure and mounting for the
assembly. In assembling the detector, the glass interface
6

between the two crystals and the glass interface between the small
crystal and the photomultiplier were both sealed with Dow Corning
silicone grease, Compound C-20057. The peak of the 5.50 Mev
alpha source yielded a counting rate of approximately 600 counts
per second, resulting in 2.65 Mev gamma equivalent pulses which
were used as a reference in monitoring the gain stability of* the
system. Resolution of the alpha peak was measured to be 13% at
137
975 volts. Resolution of the Cs peak with the above assembly
was measured to be 10.9% at 975 volts. The entire counting
assembly was shielded by a lead enclosure of 2 inches minimum
thickness and was offset from the pneumatic tube center-line to
reduce any increase in the background rate that might r*esult from
reactor operation. Incorporated with the detector as an integral
»
part of its shielding,was a mechanical slide device which afforded
exact repositioning of the Cesium calibration sources used in the
experiment. See Figure 2-3.
(2) An "operational 1 ' pre - amplifier (Hamner 361),
attached directly to the detector mounting assembly and enclosed
in the shielded area, relayed pulses to the two amplifiers. (All
signal pulses were transmitted over shielded cables.) Preamplifier
power (260 volts) was supplied by a stabilized power supply unit
in the Hamner N-338 amplifier.




provided ' .-40 1 Hign Voltage Power Supply, which provides
500-1800 volts, continuously variable, with a rated stability of
2.5 parts per million per milliampere throughout its operating
range of 0-5 mi lliamperes at 1000 volts output. The unit was
operated at 975 positive volts output, 2 ma current, and no high
voltage drift was observed during any of the decay runs,
d. Analyzers
(1) A Hamner Model N-338 Linear Amplifier was used for
asidjysis ol pulses produced by the nuclides being studied. This
amplifier uses double delay line pulse shaping, providing for
fast baseline recovery under high duty cycle operation. Its
circuitry is especially designed for use with large overload
signals, counting rates up to 250,000cps, and for use on pulses
having slow rise times, such as from Nal crystals; thus it was
particularly suited for measuring gamma pulses below one Mev in
the presence of pulses from the alpha source. The amplifier has
a rated gain stability of 0.25% per day and is rated at 0.1%
linearity; linearity checks performed during the experiment
showed no deviation from rated linearity. The amplifier also
provides for either differential or integral discriminator
output, together with a separate integral discriminator output.
It was operated in both integral and differential modes, with the




and the integral mode being used to analyze Hafnium pulses.
In making special calibration runs to determine the pile-up
correction factor (See Appendix IV), integral counts over the
entire energy spectrum and differential counts over the energy
\ i' under Investigation were recorded simultaneously.
(2) A Hamner Model N-302 Linear Amplifier was used for
analysis of the gain-monitor alpha pulses. This non-overload pulse
amplifier is particularly designed to amplify the output of scin-
tillation detectors and employs input pulse clipping to reduce
pulse pile-up. Linearity is rated at better than 0.2%. This unit
provides for operation in either differential discrimination or
integral discrimination modes. The integral mode was employed
throughout the experiment. The discriminator was set at a level
well above the experimental energy levels being observed, but
siishtlv below the equivalent gamma energy level of the constant
count rate alpha source. This count rate was monitored throughout
all observations for a change in counting rate that would indicate
a shift in gain of the detection system (See Appendix V). Periodic
checks of linearity using a mercury pulser showed no deviations
from rated amplifier linearity,
e. Count recording system
Outputs from the two amplifiers were fed to Hamner Model N-
40 Hl'gii Speed Scalers. These scalers were found to have a 1.4
Hereafter, this unit is termed the gain-monitor channel, whereas the
Hamner N-338 circuit described above in (1) is termed the decay channel
10

microsecond resolving time using a double pulser. They were modified
so that when operated in a continuous mode, each scaler delivered
one pulse for every 10, 100, 1000, or 10,000 input pulses to one
of the two twin-channel continuous strip chart recorders. The
recorder used to record decay inputs (Brush Mk II) was equipped
with a variable chart drive with 1, 5, 25, and 125 mm per second
speeds, and the recorder used for the gain monitor inputs (Brush
Mk I) employed a similar drive, but with 5, 25, and 125 mm speeds
only. Both recorders are capable of recording the peak-to-peak
amplitude of a constant voltage sine wave of 100 cps frequency,
f. Time calibration system
To provide a precise time standard, signals from a crystal
controlled oscillator with a rated frequency stability of .005%
were recorded on the second channel of each of the recorders.
The oscillator used, a General Radio Corporation Model LR-3, was
designed as a frequency standard for radio frequency calibration,
and is capable of delivering outputs of 10, 20, or 100 kc/s. The
selected output was delivered to a five decade 200 kc/s Technical
Associates Model DS-5B scaler. This scaler was modified so that
when used with the above described outputs, it was capable of
delivering pulses to both of the Brush recorders with time intervals
of 1/100, 1/10, 1/20, 1/2, or 1 second. Pulses at 1/10 second




a. Dead-time and pile-up time
The overall circuit dead-time was measured by the two
source method and found to be 1.9 - 0.2 microseconds. The eff-
ective pile-up time was estimated to be 0.8 - 0.4 microseconds.
The pile-up time calculation was based on a series of measurements
137
with Cs sources of widely varying activities, together with a
137
simplifying approximation for the Cs pulse height spectrum.
b. Amplifier linearity
The outputs of the differential discriminators, which are
incorporated into the amplifier units (See Section II), yield
pulses whose amplitudes fall within the range E and E + A.E.
The interval AE is referred to as the window width. Both E and
£* E denote dial settings whose numerical values correspond
approximately to the appropriate pulse amplitudes in volts.
The linearity of the. amplifiers was checked by using a
mercury pulser (Hamner N-101). The amplitude of the pulser's
output pulses was accurately known. Plots of pulse amplitude
versus E dial setting indicated linearity within the stated rating
of the amplifier units.
c. Window calibration
The window width AE was calibrated in terms of E dial
increments by using fixed amplitude pulses from the mercury pulser,





For the amplifier unit used to analyze the decay pulses,
the pulse height versus E dial-setting curve (para, b, above) passed
through the origin. This simplified energy calibration. Essentially,
the E dial was calibrated for energy by always adjusting the ampli-
137
fier gain so that the Cs ' peak (0.662 Mev) came approximately
at an E dial setting of 85 volts. (The E dial setting is normally
referred to in terms of volts). Since the Ae dial was calibrated
in terms of the E dial, the AE dial was also effectively cali-
brated in energy. For the details of the exact E dial energy
calibration see Appendix V.
e. Gain shift
241
The Am alpha source, which was incorporated into the
scintillation counter, was used to monitor the effective gain
stability of the scintillation counter. The gamma equivalent
energy of the pulses from the alpha source was about 2.65 Mev.
Since the isomers which were investigated all had gamma energies
below 1 Mev, pulses from the alpha source peak could be effec-
tively isolated from those of the isomer under study.
The integral discriminator of the alpha pulse amplifier
unit was set at an E dial value which corresponded to the steep
rising portion of the peak of the alpha source pulse height
spectrum. Any change in the gain of the scintillation counter
13

would thus result in a relatively large change in the counting
rate of the integral discriminator. Thus the latter could be used
to determine the relative gain of the scintillation counter as a
function of time, simultaneously with the recording of decay counts
from the isomer. The details of the use and calibration of the
alpha source gain shift monitor are discussed in Appendix V.
Detailed integral and differential pulse height spectral
137
curves of the alpha source and the standard Cs source were
measured. The presence of thr;> small Nal(Tl) Crystai,which contajned the
constant count- rate alpha source, worsened the resolution of the
scintillation counter, as expected. (See Sect. II) More than
half of the alpha source activity was in the vicinity of the main
peak, whereas the rest was distributed over the lower portion of the
pulse height spectrum.
f. Measurements for pile-up corrections
, 177m 183m
For two of the isomers studied (Yb , W ) the decay
counts were taken from the appropriate energy (pulse height)
interval defined by E and AE. (In the case of Hf, one set of data
was taken in "this way). For a particular isomer, pile-up cor-
rections were made to the decay counts from the window AE, by having
knowledge of the total counts arising from the pulse height spectrum
in the pulse height intervals above and below the window. The above
counts were obtained as a function of time by utilizing the double
discriminator feature of the N—338 amplifier unit. For example,
14

the usual decay data was obtained from the differential discrim-
inator. At the same time, counts were obtained from a second
discriminator in the integral mode, with the same E setting used
on the differential discriminator. Counts from both these
discriminators were recorded simultaneously on one of the twin
channel Brush recorders. A similiar type run was made to determine
the counts in the spectral region below the window. All of the
data from these special "calibration" runs were then effectively
normalized to the window decay counts for the run whose data was






Prior to the actual run and with the reactor at the appropriate
power, the differential discriminator of the decay channel amplifier
137
unit was calibrated in terms of energy by using the standard Cs
source. Then the appropriate energy interval for the isomer under
study was transferred to the E and Ae dial settings. The energy
*
intervals used, together with radiation powers and exposure times
for the respective isomers, are as follows:
Yb
m
20 watts 10 seconds .09 to .172 Mev
183m
W 40 watts 10 seconds .09 to .172 Mev
Hf 6 watts 10 seconds Integral setting
Next, each scaler was set to feed one pulse per one hundred
counts into the Brush recorders, and the scaler controlling the
output of the timing crystal was set to feed one pulse per one
tenth second into the recorders.
After a background count was taken in the decay channel, both
the decay channel and the alpha channel were connected to the Brush
recorders. The recorders were started, and the capsule containing
the isotope was fired into the core of the reactor. As the firing
switch was thrown, the timing apparatus was set to feed one pulse
per second into the recorders. After approximately ten seconds
irradiation time, the capsule was fired from the reactor core into
the proper counting position, and the timing apparatus was reset to
*
These neutron exposures result in initial total counting rates
whose dead-time correction is approximately 8% or less.
16

feed one pulse per one tenth second into the recorders. (The
difference in timing scales offered a means by which the irradiation
time as well as the travel time for the capsule from the reactor
core to the counter could be estimated.)
By this method two tapes were obtained: The first tape contained
counts from the decay of the radioactive isomer along with an acc-
urate time record; the second tape contained counts from the constant
count alpha source, along with the same time base, and was used to
check gain shift. See Sect. 3 and Appendix V.
If more than one run was to be made, in all cases except Yb ,
the next run was not started until the activity from the previous
run had decayed to such a point that it was indistinguishable from
background. Also, the gain was checked to ascertain whether or not
the discriminator settings had to be changed.
In the case of Yb , a daughter decay was present (Yb to
Lu , half-life 1.9 hrs) . The Lu is also radioactive and has a
half-life of 6.8 days. Therefore, the above procedure had to be changed.
It was predicted by use of chain decay rules that within approximately
five minutes after the first run, the background activity would be
4.8 counts per second and would remain essentially constant over
the period of time necessary to complete another run.
Experimental observations showed that the activity (depending
on the reactor power and the irradiation time) was 5.1 counts per
second above background and decreased 6.5 % of this value in ten minutes
17

Therefore, since a Yb run lasted approximately two minutes,
it was possible to wait five minutes between runs and then take
an activity reading which, because of the short time interval of
the run and the apparently slow decay, could be used as an effective
background in the treatment of data. *—«-—^_- i
re' 1 1 • . • i .' .
18

5. Data Reduction and Analysis
The data from the experimental observations were recorded
on the tapes of two different Brush recorders, with one tape con-
taining data from the constant count-rate alpha source and the
other tape containing data from the isotope under investigation.
Each tape was a twin-channel strip chart on which one channel
contained blips indicating the number of gamma pulses detected,
in increments of 10, 100, 1000, or 10,000 pulses; and the other
channel contained time pulses, with each pulse representing
one-tenth of a second. See Figure 5-1.
a. Decay data
Before extracting decay data, the time channel of each
tape was analyzed. By correlating increments of t,ape length
*
with the timing pulses, it was possible to determine the rate of
tape flow to within one-one hundredth of a millimeter per second.
Some tapes were found to have speed variations greater than l/10mm
per second. These were either discarded or the appropriate time
interval was extracted directly from the timing pulser instead of using the
reduction technique described below. Maximum error in timing
interval using this technique is estimated to be 0.5%, as compared
to less than 0.1% for those tapes determined to have a constant
flow rate.
The decay channel data of the tapes vere reduced as follows:







study, was determined. (The error in true counting rate resulting
from use of this time increment is 0.18%) The entire decay tape
was then subdivided into approximately equal intervals of length
(based on the previously determined tape flow rate) corresponding
to this time increment, with each time increment taken to include
complete decay-count increments only. This procedure avoided inter-
polation of the randomly distributed count increments and allowed
all interpolation to be performed on the linear time increments.
The number of counts in each increment and the length of each
increment on the decay tape were determined.
This information, plus background and tape speed were used
as inputs for a digital computer program. The output of this
program consisted of raw counts per time interval, counting rate
(both corrected and uncorrected for background), beginning time
of each counting interval, and mid-time of each time interval.
A sample output of this program is included as Appendix II.
Portions of this data could be used directly for plotting; the
other portions were used as input data for the Frantic Program for
Analysis of Exponential Growth and D«cay Curves ( 8]. This program
has been written to process raw counting data and fit to these data,
by the least-squares techniques, equations for multiple exponential
growth and decay. The program requires inputs of raw counts,
counting interval, duration of the counting interval and uncertainty
21

thereof, background, dead-time and uncertainty thereof, and time
and time uncertainty. Among the outputs of the program are
half-lives and standard deviations thereof, decay constants and
standard deviations thereof, initial activities, the Chi-square
value and variance-of-fit for use in goodness-of -f it tests, and
a histogram of the deviations of the final calculated points
from the data points.
Using the Frantic Program, the Tungsten and Ytterbium
isomers were analyzed as single component decays, with a measured
background as an input. The Hafnium sample was analyzed as a
three component decay: Hf m,Hf ,and a computer determined
background level. A sample output of the Frantic Program is
included as Appendix III.
The method of determining time of commencement of counting
intervals, and durations of counting intervals have been discussed
i'i
above. Background was measured directly over the energy interval
under investigation immediately before each run and was assumed
constant during the counting interval. Typical background rates
encountered in the energy regions in which measurements were taken
were 1300 counts per second while taking Hafnium measurements
(integral counts over the entire energy spectrum, including all
pulses from the alpha source), and thirty counts per second while
taking Ytterbium and Tungsten measurements (differential counts
22

over 0.085 Mev range). Irradiation of a dummy projectile
(constructed in exactly the same way and of the same materials
as the projectiles used in the experiment, but containing no
sample) under all radiation powers and times used in the investi-
gation indicated no significant increase over background rates.
Time uncertainties were calculated from the estimated
accuracy with which the length of tape representing a counting
interval could be measured, rate of tape flow, and the average
length of the time intervals used for a particular measurement.
The method of determining raw counts discussed above was
adequate for those runs in which the counts over entire energy
spectrum were recorded. In these runs dead-time corrections could
be made by the Frantic Program, if the correct dead-time was
inserted as a program input. For those cases in which only a
portion of the energy spectrum was investigated, counting data
had to be corrected to compensate for counts lost due to the dead-
time of the decay channel circuit and for the phenomenom of
"pile-up", which may cause either a loss or gain in the total*
counting rate, depending upon the counting mode used to measure
the decays,, (These problems are discussed more thoroughly in App. IV)
Maximum effect was observed when the dummy was radiated at the same
power used for Tungsten radiation. Background at operating power
was measured to be 35 counts per second; when the "hot" dummy was
fired into counting position, the counting rate increased to 45
counts per second and dropped back to 35 counts per second within
1.2 seconds. Initial activities for Tungsten during experimental
observations were approximately 8,000 counts per second.
23

Raw count data was corrected for the above effect by adding or
subtracting counts to give a revised raw count which was used as
an input into the Frantic Program,
b. Gain-shift data
The tapes of the alpha counts were analyzed in a similar
but simpler manner. Each tape was subdivided into periods of
approximately one second, rounding off each period so that only
complete count increments were included. Rounding off in this
manner allowed all interpolation to be performed on the period-
ically occurring time blips rather than on the randomly occurring
gamma pulses. Count rate for each interval was determined by
dividing the counts in an interval by the duration of the interval.
This count rate was then plotted against time to determine whether





a. Results of the half-^ife determinations of individual
observations and the average values for each isotope are as follows:
177m
(1) Ytterbium (Yb )




Average value: 6.40 ± .02 sec.
183m
(2) Tungsten (W )
5.120 ± .039 sec.
5.156 ± .025
5.153 ± .027
Average value: 5.14 - .02 sec.
178m 179m
(3) Hafnium (Hf ) (Hf )
3.87 i .11 sec. 18.39 ± .33 sec.
3.88 ± .13 ' 18.27 ± .63
3.63 ± .11 17.89 ± .46
i
Average value: 3.79 - .07 sec. Average value: 18.18 - .28 sec.
b. These results are in agreement with the results published
in references [4], [6], and [9]. These publications list, values of
6.5, 6.4, and 6.0 seconds respectively for Yb ; 5.3, 5.5, and 5.5
1 ft ^m
seconds respectively for W ; 4.3, 3.5, and 4.8 seconds respectively
for Hf ; and 19.0, 18.6, and 19.0 seconds respectively for Hf
25

The uncertainties listed with each of the above half-life measure-
ments -are standard deviations resulting from computer calculations.
These calculations are based on uncertainties in count rate, back-
ground, dead-time, and counting interval. The agreement between
individual measurements is seen to be essentially within statistical
uncertainty. The uncertainties listed with the average half-life
values are the standard deviations of the mean values.
The overall uncertainty of the average half-life values for
%/u 177m . tI183mYb and W taking into account systematic errors (see para.
1 7ftm
c, d., e., following) should be about 1%. The half lives of Hf
179m
and Hf were determined by irradiating a sample containing 84.52%
,177m 178m
of Hf and 9.2% of Hf . Additional measurements are necessary
before an overall uncertainty can be estimated for their half-lives.
c. On most of the gain monitor tapes which were examined, the
variations in counting rates were indistinguishable from statistical
fluctuations. On one of the Tungsten runs, however, an overall decrease
in gain of approximately 0.25% was observed. The assumption was made
that the gain decreased linearly with time over the period of decay
measurement. When corrections to the data were made on this basis,
the computer program indicated a change in half-life value from 5.12
seconds to 5.09 seconds, a change of 0.6%. Since gain shifts of the
order of 0.25% were readily discernible from analysis of gain-monitor
data, it is believed that 0.6% represents a good estimate of the
maximum error due to gain shift.
26

d. Corrections for dead-time and pile-up effects were made
as outlined in Appendix IV. The magnitude of error resulting from
these effects was estimated by analyzing data from runs in three
ways, depending on the assumptions made for dead-time and pile-up
corrections. The runs were first analyzed using the best estimates
of all corrections factors to determine the values reported above.
These same data were then analyzed without making either dead-time
or pile-up corrections; the maximum difference between these values
and the reported values was 0.8%. The analyses were then repeated
twice using values of pile-up time that were 50% above and below
the best estimated value; the maximum difference between these
half-life values and the reported values was 0.7%. It was also
noted that the computer-determined variance-of-fit and Chi-square
values were significantly better for those analyses of Tungsten
and Ytterbium data in which best estimate corrections were made.
This supports the assumptions that were made in evaluating .the
dead-time and pile-up corrections.
e. The Hafnium runs whose results are reported in paragraph a.
were analyzed by using the measured background counting rate as an
estimate for the computer program input. The computer program
then determined that value of constant background counting rate
which gave the best least squares fit to the data. The difference
between this background value and the* measured yalue (about 3 %)
may well be due to the presence of long-lived contaminating activities.
27

Further checks on the reported results were obtained by analyzing
Hafnium data taken with the discriminator set well above the
highest known gamma energy resulting from Hf decay; the analysis
of these data yielded a half-life for Hf of 3.86 ± .04 seconds.
17 7m 183m
A similar check on the Yb and W results was obtained by
analyzing data taken over the entire energy spectrum (integral
counts) . The results of these data, which were taken under less
favorable conditions than the normal runs relative to timing
accuracy, were within 1% (6.47 - .14 sec.) and 4% (5.36 - .17 sec.)
respectively of the reported values for the half-lives.
f. The results obtained in this investigatior should represent
significant improvement in precision over presently published
values of the half-lives of the. Isomers investigated. The equip-
ment and techniques presently employed should yield good results
when applied to other isomers with even shorter half-lives. However,
for measurements of half-lives less than 5 seconds, it would be
desirable to incorporate automatic controls for the pneumatic
sample transfer system presently in use. Further improvements in
accuracy should result from the use of a faster scintillation detector
and analyzer system, and from the use of a reliable multi-channel





(As reported by Oak Ridge National Laboratories)
1. Tungsten :
Isotope Atomic Percent Precision






Isotope Atomic Percent Precision
174 less than .05






Isotope Atomic Percent Precision






176 97.77 0.1 .
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APPENDIX IV
Dead-time and Pile-up corrections
1. Dead- time
A given pulse-detecting circuit has a characteristic time (dead-
time) following a registered pulse during which the circuit will not
respond to another pulse. Two pulses entering the circuit within
this time interval are registered as a single pulse. Under these
circumstances, some counts will fail to register, and the recorded
number of pulses will be lower than the true number of detector
pulses. In the circuitry used in this investigation, the dead-time
of the detecting circuit has been found, using the two-source method,
to be 1.9 - 0.2 microseconds.
2. Pile-up
If two gamma rays are detected by the scintillation counter with-
in a sufficiently small time interval, the amplifying circuit is un-
able to distinguish between them and treat them as separate pulses.
Instead, a single pulse is formed by the amplifier, whose amplitude
is the sum of the amplitudes of the two individual pulses. The
process by which this occurs is denoted as "pile-up", and the time
interval in which it occurs is called the "pile-up time". The pile-
137
up time, based on experimental observations using several Cs
sources whose activities ranged from 2,000 counts/second to 33,000
counts /second, was determined to be 0.8 ± 0.4 microseconds. The
large uncertainty is assigned to the pile-up time because the exact
































Assume an observed energy spectrun^as shown schematically in
Fig. IV-1, of pulses coming from the scintillation counter at a
particular instant of time. Pulses whose energies fall within
the energy interval /\ E (Region II) will be recorded as the
observed counting rate. It is desired to correct the observed
counting rate for all possible effects due to both dead-time
losses and pile-up effects.
a. Pulses fail to register in energy interval AE for the
following reasons:
(1) Two pulses which would normally fall in region II
but which have a time interval between then less than the dead-time
33

and greater than the pile-up time, register as one pulse. Thus,
one pulse is lost.
(2) Two pulses each of which would normally register in
region II which occur within a time interval less than the pile-up
time, combine into a single pulse which falls outside region II
Thus, neither pulse is registered.
(3) A pulse in region II and a pulse in region I (of
sufficient amplitude) occurring within a time interval less than
the pile-up time, combine into a single pulse which falls outside
region II. Thus, one pulse is lost.
(4) A pulse in region II and a pulse in region III
occurring within a time interval less than the pile-up time combine
into a single pulse which falls outside region II. Again, one
pulse is lost.
b. Extra pulses are registered in region II by virtue of
pile-up when two pulses in region I, the sum of whose amplitudes
is greater than E and less than E + AE, occur within a time
interval less than the pile-up time. Thus, a pulse is gained.
c. For a given spectrum the proper calculation of the above
five effects could be used to make an exact correction to the
observed counting rate. In this experiment, the spectra involved
were not accurately known, particularly since their shapes change
*
Provided AE is less than E
34

rapidly as a function of time when more than one radioactive
nuclide is present. However, the corrections (either exact or
approximate) depend directly on the total counting rates within
each of the energy regions, I, II, and III. Each of these counting
rates was determined experimentally as a function of time for
each _pf_ the isotopes studied
, and the corrections were calculated
on the basis of the simplifying assumption that the energy spectrum





For this investigation, knowledge of the overall gain instability
of the scintillation counter detection system during the half-life
measurements was considered essential. Instability results from
gain shifts in the scintillation counter and the amplifier-analyzer
unit that follows it. Factors such as temperature variation, line
voltage fluctations, and aging produce gain shifts in the scintill-
ation counter as well as in the electronic circuitry. Relative to
the time necessary to make a half-life determination, the above
mentioned factors produce instabilities which are essentially long
term.
However, scintillation counters are also subject to short
term gain shifts caused by changes in counting rate. The amplifier
and analyzer are presumably stable relative to counting rate
changes. Since the counting rates change greatly in our measure-
ments, the short term gain shift is of particular concern.
Both the scintillation counter and the associated electronic
equipment used in these measurements were chosen because of their
high stability in all respects.
In the discussion that follows, methods of monitoring both
the long and short term gain shifts of the gamma detection system
are described. Also, the method used for the energy calibration
of the decay channel analyzer is described.
36

The constant energy peak from a long-lived emitter (Both
alpha and gamma emitters were used.) was used to monitor gain
shift. Given a known energy peak occuring at a given discriminator
voltage in the differential pulse height spectrum for a given gain
setting G , one can adjust the E dial setting to a value E^ which
occurs on the lower steep rising portion of the peak. Operation
in the integral mode yields only those counts which occur above
E
x
. (See Figure V-l)
count rate
per unit voltage
interval gain - G
E in volts
Figure V-l
As the gain varies, the energy peak shifts from its original
position relative to E,, and the observed counting rate (n) varies
accordingly. The variation of n with gain is the greatest when
E-, is on the steep portion of the peak. The integral counting
rate at a given E, can be determined as a function of gain by means
of a gain setting dial (whose numerical value is proportional to
the amplifier gain) on the amplifier unit. From these data a
calibration curve of gain-setting versus counting rate can be
constructed. Relative gain can thus be determined for the system




Consider the integral pulse height spectrum for the above source
at the gain setting G . This spectrum can be constructed by inte-
gration of the curve in Figure V-l, or by direct measurement using
the integral discriminator. It can be shown that the counting rate
measured at Ei for some gain setting G, should be equal to the
counting rate on the above mentioned integral pulse height spectrum
(for gain equal to G ) at a dial setting of E,/g, where g = G/GQ .
The solid curve in Figure V-2 represents the relative counting rate
(normalized to the counting rate at GQ ) versus gain-setting curve
as measured experimentally. The dotted curve was predicted from
the integral pulse height spectrum measured at a gain setting G .
Incomplete agreement between the curves is probably due to insta-
bilities that were present while the calibration data was being
taken. Best agreement occurs for g in the range of 0.987 to 1.040.
Another related method of monitoring gain is based on the use
of the differential discriminator. Here, the window is positioned


























counts at gain = bG
counts at gain G
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Since the interval is on the steep portion of the peak, a
small change in gain represents a large change in counting rate.
Again, a change in gain to some value G will shift the peak relative
to the window. Figure V-4 shows a typical calibration curve of
counting rate versus gain setting which is normally obtained directly
by measurements. It could also be obtained by proper analysis of




The aforementioned methods were used in this experiment to
accomplish two things: to monitor the short term gain shifts
during an actual half-life determination; and to provide an energy
calibration of the decay channel analyzer which could also be used to
correct for any long term gain shifts.
a. Monitoring gain shift during the half-life determination
In order to monitor the gain sjhift during an actual half-life
determination, it is necessary to use a constant activity source
whose energy peak pulses are much greater than the gamma energy
pulses associated with the isomeric decays being measured. It is
40

also desirable to have most of the counts associated with the
constant source in the vicinity of the energy peak. Fulfillment of
these requirements prevents overlap of the energy peaks and permits
almost complete separation of the counts from the two sources of
activity.
241
To accomplish this, an Am constant activity alpha source
with a gamma equivalent energy of approximately 2<.65 Mev. , was
installed internally in the scintillation counter. The gain of the
amplifier unit was adjusted so that the energy peak occured at a
standard E dial setting EQ . Then a gain versus integral counting
rate at E, (such that E^ was less than EQ and on the steep rising
portion of the peak) curve was measured and plotted (see Figure V-5)
The integral mode of operation was used in order to give better
statistics by giving a large counting rate. Short range gain
shifts occuring during the half-life determination could thus be
observed by recording the integral counting rate of the standard
alpha source at the E dial setting E,, simultaneously with the
counts from the decay under study.
241
The fact that the energy of the Am peak is so much
greater than the gamma energies of the transitions under study makes
it impractical to use one amplifier and scaler unit to make both
observations. Therefore, it was necessary to use two such units
(See Section 2). This introduced the problem of one unit experi-
encing a gain shift relative to the other unit. The effect of the
relative instabilities of the two amplifier units should be small,
41
















because of the high sensitivity of this method for measuring gain
shift. This was borne out by agreement of gain shifts as measured
simultaneously by gain monitors on each of the two amplifier units.
b. Energy calibration and long-range gain shift corrections
137
The gamma energy peak associated with a standard Cs
source was used for the energy calibration of the decay channel
amplifier unit (N-338) . Initially the differential pulse height
spectrum for a gain setting G was measured. The position of the
peak occured at E . A window AE was positioned at E. , on the
steep rising portion of the energy peak. The differential counting
rate versus gain setting was then measured. The results are shown
in Figure V-6. The approximately linear portion of this curve
could be used in the usual manner as a direct measure of gain shift.
Since EQ corresponds to the known gamma energy (0.662 Mev.)
137
associated with the Cs energy spectrum, the entire E dial
(including E,) was calibrated in terms of equivalent gamma energy.
Thus, E = EQb/0.662, where E is the dial setting corresponding to
a gamma energy b in Mev. (assume a gain setting G ). For some
other gain G, the corresponding calibration equation is E = gE b/ 0.662
where g = G/G is determined by a measurement with the gain shift
monitor set at E, and AE. Thus the equation E = fb could be used,
where f = gE / 0.662 is a known function of counting rate. A
plot of f versus counting rate is shown in Figure V-7.
In practice then, the gain setting dial of the amplifier was





counts at E 82 volts, E « 1 volt












































This implied that the Cs peak was approximately at E . The curve
of Figure V-7 could then be used to calibrate the E dial in energy.
Application of this procedure before and after decay runs could be
used to minimize and evaluate errors in energy calibration.
It was found that the counting rate of the differential
137
pulse height spectrum near the peak of the standard Cs source
had changed over a period of some weeks. This implies that either
the source positioning or the differential pulse height analyzer
calibration changed during that time. For this method to have
good reliability, the complete calibration should be checked
periodically. The isomers that were measured with the differential
analyzer had very little contamination. Therefore, a small error
in energy calibration would not be expected to cause a significant
error in the half-life determination. This was borne out by the
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