The computational speed of individual processors in distributed memory computers is increasing faster than the communication speed of the interconnection networks. This has led to the general perception among developers of compilers for data-parallel languages that overlapping communications with computations is an important optimization. We demonstrate that communication-computation overlap has limited utility. Overlapping communications with computations can never more than double the speed of a parallel application, and in practice the relative improvement in speed is usually far less than that. Most parallel algorithms have computational requirements that grow faster than their communication requirements. When this is the case, the gain from communication-computation overlap asymptotically approaches zero as the problem size increases.
List of Symbols
:
Introduction
The most common approach to implementing data-parallel algorithms on distributed memory computers is through SPMD (Single Program, Multiple Data) programming [11] . SPMD programs are often characterized as loosely synchronous. In an SPMD program every processor executes the same code, and program execution alternates between computational and communication phases. During a computational phase each processor executes at its own pace and manipulates its own local data. During a communication phase the processors exchange data through message passing. Some communications (such as passing data around a logical ring of processors) require only local interactions, while other communications (such as broadcast and reduction) demand a global synchronization.
The computational speed of individual processors in distributed memory computers is increasing at a faster rate than the communication speed of the routing networks linking these processors [3] . Because both CPU speed and routing speed are increasing, the rate at which contemporary multicomputers can execute parallel programs is far greater than the rate achieved by systems built before 1990. However, the speedup achieved through parallelism is often lower in modern systems. It is no surprise, then, that developers of compilers for data-parallel languages have hypothesized the importance of optimizations that overlap communications with computations in order to reduce execution times and improve speedups [1, 3, 4, 8, 9, 12, 13] .
In this paper we explore the benefits to be gained through communication-computation overlap.
Communication-Computation Overlap
SPMD programs contain computational segments interleaved with calls to communication functions. Our purpose is to study the performance improvements that can result by overlapping communications with computations. We assume that the computational load is distributed evenly among the processors and that all processors execute their computations at the same speed. Our can greatly improve the performance of data-parallel applications on multicomputers [8, 9] . For the purposes of this paper we assume that communications have already been combined where practical.
It is easy to move a communication call "forward" in the program so that it occurs immediately after the last definition of a variable appearing in the message list M. In fact, we have already demonstrated this technology in a prototype compiler for a data-parallel language [7] . To simplify the remaining discussion, we assume this code motion has already been done. 
Analysis and Examples
In this section we derive limits on the improvements in execution time that can be achieved by overlapping communications with computations on multicomputers. We prove separate results for general overlapping, systolic overlapping, and pipelining. Underlying these results is the observation that (A + B)= max(A; B) 2; i.e., performing two actions concurrently can never be more than twice as fast as performing them sequentially.
The focus of this paper is on the speedup improvement that can result from overlapped communication-computation on a particular distributed memory computer. Hence we assume that the number of processors on which we are running our application is a constant, and the communication and computation components are functions of the problem size n. We will examine the effects of computation-communication overlap as the problem size increases.
Most contemporary multicomputers and workstations perform message passing using I/O channels. The CPU may perform computations while the channels oversee the transfer of data.
Hence message-passing time can be divided into three components: the time spent by the CPU initiating the message, which is often called message latency, the time spent transmitting the data, and the time spent by the CPU receiving the message, which is also a form of message latency.
Message latency L(n) is expressed by the function + n, where is the constant term representing the time required to handle the call to send or receive, is inversely proportional to the speed at which the system can buffer or unbuffer the message, and n is the length of the message.
We define message transmission time to be the time spent moving the message through the routing network. The fixed bandwidth of the routing network means that message transmission time T (n) is a linear function of the message size.
We let C o (n) denote computation time that may be overlapped with message transmission time, and C r (n) denote the remaining computation time.
This model has some similarities to the LogP parallel machine model [3] . In particular, both models capture some of the significant features common to nearly every distributed memory parallel computer, while ignoring machine specific features such as network topology and cache size. However, the LogP model is designed for parallel algorithm designers, while the purpose of our model is to help us understand the performance improvements that can result from communication-computation overlap in programs already running on a particular parallel system. Thus, while the basic LogP model assumes all messages are short, the number of processors is a variable, and network communication bandwidth is constrained, we model messages of any length, fix the number of processors, ignore network communication bandwidth, and distinguish between computations which may be overlapped with communications and those which cannot be overlapped.
Systolic Communication-Computation Overlap
Theorem 1. Let S(n) denote the maximum performance improvement that can result from systolic communication-computation overlap of a particular communication-computation segment on a problem of size n. Then
Proof. In a systolic communication step C r (n) = 0. Speedup is the ratio between the time spent if the remaining three components are executed sequentially, divided by the time spent if message transmission time is overlapped with computation time. Figure 6 illustrates the maximum improvement in speed as a function of C o (n)=T(n) and L(n)=T (n).
Proof.
Corollary 2.
To summarize these corollaries, the speedup achieved through overlapping communication and computation never exceeds 2. Speedup is close to 2 only when message latency is negligible compared to message transmission time and when the message transmission time matches the computation time. Finally, the gain resulting from systolic communication-computation overlap will dwindle away to nothing as the problem size increases, unless the number of computations performed is proportional to the message size.
In practice it is virtually impossible to satisfy all these constraints. In particular, minimizing the relative expense of message latency demands increasing n, but in most algorithms the computational requirements grow faster than the communication requirements [5, 6] . Hence it is usually true that the maximum speedup achievable through systolic communication-computation overlap is much less than 2, either because L(n) is large relative to C o (n) and T (n) or because C o (n) T (n).
General Communication-Computation Overlap
Theorem 2. Let G(n) denote the maximum speedup that can result from general communication-computation overlap on a problem of size n. Then
Proof. Speedup is the ratio between the time spent if the communication and computation components are executed sequentially, divided by the time spent if message transmission time is overlapped with computations occurring before the first reference to a variable modified by the communication.
Maximizing G(n) is more difficult than maximizing S(n), the speedup achievable from systolic overlap. The C r (n) term in the denominator lowers the function's value. Reducing the fraction C r (n)=C o (n) lessens the weight of the C r (n) term in the denominator, which increases G(n). On the other hand, ensuring that C o (n) T (n) is also good, because it reduces the difference between the minimum term in the numerator and the maximum term in the denominator. However, these goals are mutually exclusive, since C r (n) = (T(n)).
Pipelined Communication-Computation Overlap
Theorem 3. Let P (n) denote the relative improvement in performance that can result from using pipelining to overlap a communication step with subsequent computations. If the communications and computations can be divided into segments of size n o , where n o is a divisor of n, then the maximum value of P (n) is: 
The presence of the (n=n o )L(n o ) term in the denominator means that unlike systolic and general overlap, using pipelining to overlap communications with computation may actually increase the execution time.
Recall message latency has two terms: the constant overhead associated with the message initiation, and the time needed to buffer or unbuffer the data. Let denote the message initiation overhead and n denote the time needed to buffer or unbuffer a message of length n: L(n) = + n. Proof. This proof relies upon the linearity of functions T (n) and C r (n). T (n) is a linear function by definition. It is also clear that C r (n) is a linear function of n, because the same amount of computations must be performed, whether in one segment of size n or n=n o segments of size n o .
Total execution time is reduced iff P (n) > If lim n!1 T (n)=C r (n) = 0 and lim n!1 L(n)=C r (n) = 0, then lim n!1 P (n) 1. Corollary 3 states that in order for pipelined overlap to be beneficial, message-initiation time must be smaller than the minimum of the message-passing time and the computation time. This argues for applying pipelining to large problems. However, Corollary 4 states that if T (n) and L(n) have lower complexity than C r (n), then the performance improvement to be gained from pipelined overlap becomes less significant as n increases. Hence it is difficult in practice to achieve a performance improvement using pipelining.
Application of Theory to Common Parallel Algorithms
In this section we present T (n), C o (n), and C r (n) for eight familiar parallel algorithms: matrix-vector multiplication, matrix multiplication, gaussian elimination with partial pivoting, quicksort, Prim's minimum spanning tree algorithm, Dijkstra's shortest path algorithm, Floyd's all-pairs shortest-path algorithm, and the Jacobi algorithm. (Complete descriptions of these parallel algorithms appear in Kumar's text [10] .) Most of these parallel algorithms have more than one communication step. In these cases we select the communication step consuming the most execution time and determine the overlap possible with surrounding computations.
Based upon the analysis of the previous section, we refrain from using pipelining to create communication-computation overlap where there would be none otherwise.
Note that the number of processors is assumed to be a constant; hence complexity is expressed only in terms of n. Table I summarizes the results of our evaluation. Note that in every case where communication-computation overlap is possible, T (n) is in a lower complexity class than C o (n). Hence for all these algorithms lim n!1 T (n)=C(n) = 0, which means that the gain from overlapping communications with computations asymptotically approaches zero as problem size increases.
Conclusions
The computational speed of individual processors in distributed memory computers is increasing faster than the communication speed of the interconnect linking these processors.
This has led to the general perception among developers of compilers for data-parallel languages that overlapping communications with computations is an important optimization. In this paper we demonstrate that communication-computation overlap has limited utility.
Depending upon the degree of communication-computation overlap made possible by the parallel algorithm, the overlap can be categorized as general, systolic, or pipelined. Systolic overlap has the greatest potential for speed improvements, while pipelined overlap has the least potential. We have demonstrated that overlapping communications with computations can never more than double the speed of a parallel application, and in practice the relative improvement in speed is usually far less than that. In particular, most parallel algorithms have computational requirements that grow faster than the communication requirements. When this is the case, the gain from communication-computation overlap asymptotically approaches zero as the problem size increases. In other words, while it is true that for certain combinations of machine, algorithm, and problem size, systolic or general overlap can result in improvements in performance, these speed increases are usually not maintained as the problem size scales.
Pipelined overlap flies in the face of conventional wisdom, which argues that messages should be combined whenever possible. Realizing significant performance gains from pipelined overlap means simultaneously satisfying the contradictory goals of increasing problem size to reduce the effects of message start-up time and keeping message transmission time roughly equal to the computation time.
We have examined the most compute-intensive portions of eight common parallel algorithms to discover the amount of communication-computation overlap they may support. Three of the algorithms do not support general or systolic overlap. The remaining algorithms do allow some overlapping of communications with computations, but in every case the computational complexity is of a higher order than the communication complexity, which means that as the size of the problem increases, the performance improvement to be gained from communicationcomputation overlap decreases. Empirical evidence of this phenomenon has been produced by Hiranandani et al. [9] . They have demonstrated that "communication optimizations become less important as problem size grows," and communication-computation overlap is a less important optimization than combining messages whenever possible to reduce the number of messages sent by each processor during the execution of the algorithm.
Compiler developers need to evaluate the costs and benefits of code optimizations before implementing them. This study provides analytical evidence that communication-computation overlap has limited benefits. 
