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Temperature-dependent excitation spectra of ultra-cold bosons in optical lattices
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Institute of Low Temperature and Structure Research,
Polish Academy of Sciences, POB 1410, 50-950 Wroc law 2, Poland
Trapping ultra-cold atoms in optical lattices provides a unique environment for investigating
quantum phase transitions between strongly correlated superfluid and Mott insulator phases. How-
ever, one of the major complications in the analysis of experiments are criteria for identifying the
superfluid phase. Sharp features occurring while entering ordered state have been recognized as a
signature of superfluidity. Here, we show that sharp peaks are not necessarily a reliable diagnostic
of phase coherence in these systems. Using the combined Bogoliubov method and the quantum
rotor approach for phase variables, we calculate the momentum and energy-resolved single-particle
spectral function at arbitrary temperature and its shape in the presence of the superfluid phase. We
find that in the two-dimensional system even even at T > 0, where condensate fraction vanishes,
the remnants of the sharp coherence peak are present. In contrast, such a feature is not observed
for the bosons loaded in the three-dimensional lattice.
I. INTRODUCTION
Loading of ultra-cold atoms into an optical lattice al-
lows to study an “artificial solid” that is undisturbed by
any imperfections present in real materials [1]. It also al-
lows to investigate a regime of strong correlations, when
the energy of interactions between particles overcomes
their kinetic energy [2, 3]. For example, in the realm of
condensed matter physics, they manifest, e.g., in optical
excitation spectra, which shows spectral weight trans-
fers connecting different energy scales [4]. In the discus-
sion of photoemission on solids, and in particular on the
correlated electron systems, the most powerful and com-
monly used approach is based on the Green’s–function
formalism. In this context, the propagation of a sin-
gle electron in a many-body system is described by the
time-ordered one-electron Green’s propagator. A com-
mon approach in describing strong electron correlations
is based on consideration of the Hubbard model [5, 6].
In the context of bosonic systems, these properties can
be also studied in systems of ultra-cold gases in optical
lattices via methods based on a response to scattering of
photons: radio-frequency spectroscopy [7], Raman spec-
troscopy [8] and Bragg spectroscopy [9–11]. These exper-
iments reveal the band structure of these systems, which
can be used to compare the quantum gas phases with
their condensed-matter counterparts. One key piece of
evidence for the Mott insulator phase transition is the
loss of global phase coherence of the matter wave func-
tion. However, there are many possible sources of phase
decoherence in these systems. Substantial decoherence
can be induced by quantum or thermal depletion of the
condensate, so loss of coherence is not a proof that the
system resides in the Mott insulator ground state. Al-
though the initial system can be prepared at a relatively
low temperature, the ensuing system after ramp-up of
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the lattice has a temperature which is usually higher due
to adiabatic and other heating mechanisms. Recent ex-
periments have reported temperatures on the order of
kBT ∼ 0.9t where t, the hopping parameter, measures
the kinetic energy of bosons [14]. At such temperatures,
the effects of excited states become important, motivat-
ing investigations of the the finite temperature phase
diagrams, showing the interplay between quantum and
thermal fluctuations.
In the present paper we study combined effects of a
confining lattice potential and finite temperature on the
excitation spectra of the Bose-Hubbard model in two and
three dimensions. The relevant part of the low-energy ex-
cited states involve one or two particles of the many-body
ground-state and they are respectively connected to the
momentum k and energy ω-dependent one-particle spec-
tral function A (kω), which describes the probability of
removing a particle from the system and creating an ex-
citation. This is precisely the quantity, which we want to
study in the present paper. To this end, w perform calcu-
lations of the one-particle spectral function for the Bose-
Hubbard model on the square and cubic lattice using
a recently developed the quantum U(1) rotor approach
[13]. The collective variables for phase are isolated in the
form of the space–time fluctuating phase field governed
by the U(1) symmetry. As a result interacting particles
appear as a composite objects consisting of bare bosons
with attached U(1) gauge fields. This allows us to write
the boson Green’s function in the space-time domain as
the product of the U(1) phase propagator and the bare
boson correlation function. The problem of calculating
the spectral line shapes now becomes one of determining
the convolution of phase and bare boson Green’s func-
tions.
The plan of the paper is as follows: first, in Section II
we introduce the microscopic Bose-Hubbard model that
is an accepted description of strongly interacting bosons
in an optical lattice. Furthermore, in Sections III and
IV we briefly present the used method and arrive at the
expressions for the one-particle spectral function. This
allows us to present in Section V the resulting excitation
2spectra of bosons in two- and three-dimensional optical
lattice and discuss the influence of the temperature on
the shape of spectral lines and the presence of superfluid
phase. Finally, we conclude and summarize our results
in the final Section VI.
II. MODEL AND WAY OF TREATMENT
A. Hamiltonian
Ultra-cold bosonic atoms in move an in optical lattice
within a tight-binding scheme. They are well described
by the microscopic Bose-Hubbard Hamiltonian [15]. The
atoms are neutral, so their interactions are realized via
collision. This results in an on-site repulsion, which is
responsible for inter-bosonic correlations. As a result, we
consider a second quantized, bosonic Hubbard Hamilto-
nian in the form [16, 17]:
H = −t
∑
〈r,r′〉
[
a† (r) a (r′) + a† (r′) a (r)
]
+
U
2
∑
r
n2 (r)− µ
∑
r
n (r) . (1)
The hopping of bosons between neighboring lattice sites
r and r′ is described by the first term with tunneling el-
ement t and operators a† (r) and a (r′), which create and
annihilate bosons (thus, n (r) = a† (r) a (r) is a boson
number operator). Summation 〈r, r′〉 runs over nearest
neighbors of a regular two- (2D) or three-dimensional
(3D) lattice. The on-site repulsion depending on the
number of atoms occupying every lattice site is given
by U term. Finally, the chemical potential µ (with
µ = µ + U/2) controls the total number of bosons in-
troduced to the lattice (with N being the total number
of lattice sites). The Hamiltonian and its modifications
have been widely studied within the recent years using
both analytical [18–20] and numerical [21, 22] methods.
B. Path integral formulation
The statistical sum of the system can be expressed in
a path integral form with use of complex fields, a (rτ)
depending on the imaginary time 0 ≤ τ ≤ β ≡ 1/kBT
(with T being the temperature)
Z =
ˆ
[DaDa] e−S[a,a], (2)
where the action S is given by
S [a, a] =
ˆ β
0
dτ
[
H (τ) +
∑
r
a (rτ)
∂
∂τ
a (rτ)
]
. (3)
The complex fields a (rτ) satisfy the periodic condition
a (rτ) = a (rτ + β). We use a recently proposed method
based on a combination of Bogoliubov and quantum ro-
tor approaches. Our way of treatment of the model has
been presented in details in Ref. [23], so here we restrict
ourselves to listing the main steps only.
III. SINGLE-PARTICLE CORRELATION
FUNCTION
In order to determine spectral properties of the model,
it is necessary to determine the one-particle Green’s func-
tion of the system defined as:
G (r− r′; τ − τ ′) = 〈a (rτ) a (r′τ ′)〉a , (4)
where statistical averaging
〈. . . 〉a =
1
Z
ˆ
[DaDa] . . . e−S[a,a]. (5)
The Green function can be expressed using Fourier trans-
form:
G (r; τ) =
1
βN
∑
k,m
G (kωm) e
ikr+iωmτ , (6)
where ωm = 2pim/β is Matsubara frequency with m be-
ing an integer value. The spectral function is defined as
the imaginary part of the Green’s function:
A (kω) = 2ImG
(
k; iωm → ω + i0
+
)
(7)
and relation of A (kω) to the function given in Eq. (6) is
established through the Hilbert transform:
G (kωm) = −
ˆ +∞
−∞
dω
2pi
A (kω)
iωm − ω
. (8)
Furthermore, from the Eqs. (7) and (8) a sum rule ap-
pears:
1
N
∑
k
ˆ +∞
−∞
dωA (kω) = 1, (9)
which means that the spectral function is normalized.
From the spectral function, one can extract the excitation
spectrum and the strength of the excitation modes.
IV. INTRODUCTION OF PHASE VARIABLES
In order to advance calculations of the Green function
in Eq. (4), we resort on the quantum rotor approach (see,
Ref. [12]) combined with the Bogoliubov method [24]
that has been recently proposed and successfully applied
to systems of bosons in optical lattices. This scenario pro-
vides a picture of quasiparticles and energy excitations in
the strong-interaction limit, where the transition between
the superfluid and the Mott state is driven by phase fluc-
tuations. The essence of the approach is the separation
3of the original Bose field into its amplitude and fluctu-
ating phase that was absent in the original Bogoliubov
treatment. As a result, one arrives at a formalism where
the one-particle correlation functions are treated self-
consistently and permit us to investigate a whole range of
phenomena described by the Bose-Hubbard Hamiltonian.
Furthermore, the phase fluctuations are described within
the quantum spherical model [25], which goes beyond
the mean-field approximation, including both quantum
and spatial correlations. The method is based on a local
gauge transformation to the new bosonic variables:
a (rτ) = b (rτ) eiφ(rτ), (10)
which allows extraction of the phase variable φ (rτ),
whose ordering naturally describes the superfluid–Mott-
insulator transition, and the amplitude b (rτ), which is
related to the superfluid density. As a result, the origi-
nal Green’s function defined in Eq. (4) takes a form of a
product of the phase and bosonic correlators:
G (rτ ; r′τ) = Gφ (rτ ; r
′τ)Gb (rτ ; r
′τ) , (11)
which are defined as:
Gb (rτ ; r
′τ) =
〈
b (rτ) b (r′τ)
〉
b
,
Gφ (rτ ; r
′τ) =
〈
eiφ(rτ)−iφ(r
′τ)
〉
φ
. (12)
In the Fourier space the relation in Eq. (11) becomes:
G (kωm) =
1
βN
∑
k′m′
Gb (k
′ωm′)Gφ (k− k
′;ωm − ωm′) ,
(13)
where the spectral decomposition of each constituent in
Eq. (13) is given by:
Gx (kωm) = −
ˆ +∞
−∞
dω
2pi
Ax (kω)
iωm − ω
, (14)
with x = b, φ. Furthermore, we separate the bosonic am-
plitude b (rτ) into the condensed b0 and non-condensed
bd (rτ) part, following the Bogoliubov approach [24]
b (rτ) = b0 + bd (rτ) . (15)
The superfluid order parameter becomes:
ΨB ≡ 〈a (rτ)〉 = b0ψB, (16)
where ψB is the phase order parameter defined as:
ψB = e
iφ(rτ). (17)
As a result, the spectral function corresponding to the
original Green’s function in Eq. (7) can be expressed as
follows:
A (kω) = b20Aφ (kω) + ψ
2
BAb (kω)
−
1
N
∑
k′
ˆ +∞
−∞
dω′
2pi
Ab (k
′ω′)Aφ (k− k
′;ω − ω′)
×
[
1
e−βω′ − 1
−
1
eβ(ω−ω′) − 1
]
, (18)
where the first and the second terms represent macro-
scopic ordered states resulting from emergence of bosonic
Bogoliubov amplitude b0 and phase order parameter ψB,
respectively. They will lead to appearance of sharp coher-
ence peaks in the excitation spectrum for non-zero val-
ues of b0 and ψB. The last is the remaining disordered
part of the spectrum. The spectral functions Ab (kω)
and Aζ (kω) can be written explicitly following our ear-
lier work (see, Ref. [13] for details):
Ab (kω) = E+ (k) δ (ω − Ek)− E− (k) δ (ω + Ek)
Aφ (kω) =
pi
Ξ (k)
{
δ
[
ω
U
+ v
(
µ
U
)
− Ξ (k)
]
−δ
[
ω
U
+ v
(
µ
U
)
+ Ξ(k)
]}
, (19)
where:
Ek = 2
√
t (ε0 − εk) [t (ε0 − εk) + Ub20]
E± (k) = 2pi
[
2t (ε0 − εk) + b
2
0U
2Ek
±
1
2
]
Ξ (k) =
√
δλ
U
+
2t
U
b20 (ε0 − εk) + v
2
(
µ
U
)
. (20)
Furthermore, v (x) = x− [x]− 12 , with [x] being the floor
function (giving the greatest integer bigger or equal to
x) and the Bogoliubov amplitude b0 can be determined
[23]:
b20 =
4t
U
+
µ
U
. (21)
Next, δλ is the parameter, which arrises in the quantum
rotor treatment [12, 13] that measures “the distance from
criticality” in the high-temperature phase (δλ = 0 at
the critical point and in the ordered, low-temperature
phase). Values of δλ (in the disordered phase) and the
phase order parameter ψB (in the ordered phase) and are
given by the equation (see, Ref. [13]):
1− ψ2B =
1
N
∑
k
coth
{
βU
2
[
Ξ (k)− v
(
µ
U
)]}
4Ξ (k)
+
1
N
∑
k
coth
{
βU
2
[
Ξ (k) + v
(
µ
U
)]}
4Ξ (k)
. (22)
Finally, the lattice structure factor in Eq. (20) is defined
as
εk =
1
2
∑
d
eikd (23)
4Figure 1: (Color online) Density plot of the spectral function
for two-dimensional system at kBT/U = 0 and t/U = 0.15,
µ/U = 0.5 (darker areas depicts higher value) along with
cuts of absolute value of A (kω) for selected values of momen-
tum. For ω/U > 0, A (kω) > 0 (brown), while for ω/U < 0,
A (kω) < 0 (blue). The red circle depicts position in the
momentum space, for which Fig. 4 is plotted.
with the summation running over the lattice vector d,
which specifies range of bosonic hopping. In order to
evaluate expressions in Eqs. (18)-(22) explicitly we need
to specify a lattice using its dispersion relation εk in Eq.
(23).
V. EXCITATION SPECTRA
In the present paper we consider two relevant examples
of experimentally realizable optical lattice, namely two-
dimensional regular square lattice with dispersion εk is
given by
εk = cos (akx) + cos (aky) , (24)
(a denotes the lattice constant) and three-dimensional
simple cubic lattice:
εk = cos (akx) + cos (aky) + cos (akz) , (25)
which follows from Eq. (23) with the assumption that
the summation runs over the nearest neighboring lattice
sites. In order to investigate the excitation spectrum as
a function on momentum and energy, we need to calcu-
late the values of A (kω) from Eq. (18). The resulting
spectra are presented as density plots, in which darker
areas depict larger absolute values. Since, for bosons
A (kω) takes both positive and negative values, they are
denoted by different colors on the plots: blue and yellow
for A (kω) < 0 and A (kω) > 0, respectively. The spectra
are presented along selected cuts of the k-space: (0, 0)→
(pi, 0) → (pi, pi) → (0, 0) for two-dimensional system and
(0, 0, 0) → (pi, 0, 0) → (pi, pi, 0) → (pi, pi, pi) → (0, 0, 0) –
for three-dimensional one. Plot in Fig. 1 presents spec-
tra of the system in the superfluid phase (for the phase
diagram of Bose-Hubbard system, see Ref. [26]). The
spectrum is gapless, with two narrow coherence lines:
the inner one results from the presence of non-zero Bo-
goliubov amplitude, while the outer reflects existence of
the phase-ordered phase. The remainder of the spec-
trum is smeared and comes from incoherent (although
strongly interacting) atoms. The increase of interactions
between atoms t/U leads to grow of phase fluctuations,
which ultimately destroy the superfluid phase and drive
the system into the Mott insulator. However, as temper-
ature increases, thermal fluctuations melt away both the
superfluid and Mott-insulating phases, introducing the
normal phase [27].
A. Two-dimensional system
In the two-dimensional system the long-range phase
order occurs only at zero temperature (see, Fig. 2). Any
increase of the temperature destroys the superfluid phase
(ψB = 0). This results in immediate disappearance of
sharp coherence peak associated with the phase order
parameter, however value of δλ is small so the gap at
k = 0 is not noticeable. Surprisingly, in higher tempera-
tures the peak seems to be restored, although it is now a
part of the incoherent particles spectrum resulting from
convolution of phase and bosonic spectral functions (see,
Fig. 3). Finally, further increase of the temperature leads
to the peak being replaced by a dip. The temperature
evolution of the peak is presented in Fig. 4 (its coor-
dinates in the momentum space have been denoted by
a red circle in Fig. 1). As a result, in two-dimensional
system there is an evidence of the quasi long-range phase
order in finite temperatures. Another influence of ther-
mal fluctuations on excitation spectra visible in Fig. 3 is
smearing around the inner edges of bands (for low values
of |ω/U |). Because the effect is subtle, additional en-
ergy cuts have been presented in Figs. 2-3 (and similar
figures for the three-dimensional system in the following
section).
B. Three-dimensional system
The evolution of the excitation spectra with increasing
temperature in the three-dimensional system is presented
in Figs. 5-8. At T = 0, for chosen values of t/U = 0.045
and µ/U = 0.5, the system is in the superfluid state,
which is signaled by presence of both coherence peaks: re-
sulting from non-zero Bogoliubov amplitude b0 and long-
range phase order (ψB 6= 0). With the temperature being
raised, the weight of the phase order peak decreases (see,
Fig. 6), and at criticality it disappears completely (see,
Fig. 7). Above the critical temperature, a gap opens at
k = 0. However, it may become hidden, since thermal
fluctuations also smear the inner edges of the bands, thus
filling the gap with long tails of the decaying bands (see,
Fig. 8).
5Figure 2: (Color online) Density plot of the spectral func-
tion for two-dimensional system at kBT = 0 and t/U = 0.15,
µ/U = 0.5 (darker areas depicts higher value) along with
cuts of absolute value of A (kω) for selected values of momen-
tum. For ω/U > 0, A (kω) > 0 (brown), while for ω/U < 0,
A (kω) < 0 (blue).
Figure 3: (Color online) Density plot of the spectral function
for two-dimensional system at kBT/U = 0.1 and t/U = 0.15,
µ/U = 0.5 (darker areas depicts higher value) along with
cuts of absolute value of A (kω) for selected values of momen-
tum. For ω/U > 0, A (kω) > 0 (brown), while for ω/U < 0,
A (kω) < 0 (blue).
VI. CONCLUSIONS
The present paper extends our previous work (see, Ref.
[13]), which examined the excitation spectra at T = 0 to
finite temperatures. For the bosonic system in optical lat-
tice, as temperature increases, thermal fluctuations melt
away both the superfluid and Mott-insulating phases, in-
troducing the normal phase. We have determined the
combined effects of two and three dimensional lattice po-
tential trapping and temperature for a system of strongly
Figure 4: (Color online) Behavior of the superfluid coherence
peak within spectral function A (kω) with increasing tem-
perature for two-dimensional system at selected momentum
k = (pi, pi/5.8), for t/U = and µ/U = 0.5.
Figure 5: (Color online) Density plot of the spectral function
for three-dimensional system at kBT/U = 0 and t/U = 0.045,
µ/U = 0.5 (darker areas epics higher value) along with cuts of
absolute value of A (kω) for selected values of momentum. For
ω/U > 0, A (kω) > 0 (brown), while for ω/U < 0, A (kω) < 0
(blue).
interacting bosons on several lattice structures. In order
to understand the properties of cold atoms in optical lat-
tices, we examined the dependence of momentum and
energy-resolved excitation spectra on the temperature.
We showed that the general effect of thermal fluctua-
tions was twofold: first, the weight of the coherence peaks
resulting from the phase ordering being decreased with
raising temperature. Second, there was smearing of the
inner edges of one-particle bands tending to fill the ex-
citation gap. However, in the two dimensional system,
6Figure 6: (Color online) Density plot of the spectral function
for three-dimensional system at kBT/U = 0.077 (below crit-
ical temperature) and t/U = 0.045, µ/U = 0.5 (darker areas
epics higher value) along with cuts of absolute value of A (kω)
for selected values of momentum. For ω/U > 0, A (kω) > 0
(brown), while for ω/U < 0, A (kω) < 0 (blue).
Figure 7: (Color online) Density plot of the spectral function
for three-dimensional system at kBT/U = 0.085 (at the crit-
ical temperature) and t/U = 0.045, µ/U = 0.5 (darker areas
epics higher value) along with cuts of absolute value of A (kω)
for selected values of momentum. For ω/U > 0, A (kω) > 0
(brown), while for ω/U < 0, A (kω) < 0 (blue).
in which the long-range ordered state exists only at zero
temperature, in the finite temperatures the sharp peak
was recreated (though this time it did not signal the su-
perfluid phase). As a result, the existence of the sharp
peaks in the excitation spectra may not necessarily be a
reliable diagnostic tool of long-range order in these sys-
tems. This is similar to results of Kato, et al. who showed
that sharp peaks in the time-of-flight experiments are not
an unequivocal proof of superfluidity [28]. On the other
hand, in the present paper, the three-dimensional system
Figure 8: (Color online) Density plot of the spectral function
for three-dimensional system at kBT/U = 0.167 (over the
critical temperature) and t/U = 0.045, µ/U = 0.5 (darker
areas epics higher value) along with cuts of absolute value
of A (kω) for selected values of momentum. For ω/U > 0,
A (kω) > 0 (brown), while for ω/U < 0, A (kω) < 0 (blue).
did not exhibit any remnants of the phase-order coher-
ence peak above the critical temperature. This fact that
may have important consequences for long range proper-
ties in lower dimensions. The quantitative values for the
excitation spectra presented here provide benchmarks for
continuing efforts to emulate the Bose-Hubbard model
on optical lattices, and demonstrate consistency between
strongly interacting atoms and phenomena observed in
condensed-matter systems.
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