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Chapter 1
Introduction
1.1 Background
Today’s cellular phones work more like multimedia units which can
handle calls, email, internet, TV and video-calls. To be able to send
and receive such information results in higher demands of the data
speed. By using WCDMA (Wideband Code Division Multiple Access)
higher speed can be achieved. WCDMA is a full duplex system, a radio
system where the mobile phone transmits and receives at the same time.
The transmitter and receiver operate at diﬀerent frequencies, called
frequency division duplex. It is important to protect the received signal
from the transmitted to not get decreased sensitivity in the receiver. A
duplex ﬁlter is used to be able to connect the transmitter and receiver
to the same antenna. Such a ﬁlter does not provide inﬁnite isolation
between the TX and RX and a leakage signal from the transmitter will
appear at the receiver input. Interference products will arise in the
receiver and degrade the performance of the receiver. The solution of
today is to use a larger and more complex duplex ﬁlter, resulting in
more expensive cellular units.
1.2 Purpose
The purpose with this Master Thesis is to examine a new method
to suppress the interference, caused by the transmitter signal. The
method is based on that the information in the transmitted signal is
feed forward to the receiver to be able to recreate and subtract the
arised interference. This will be done in the digital domain. The fol-
lowing tasks are considered in this thesis.
• Develop a simulator model of a WCDMA radio transceiver.
• Design an algorithm that suppresses the interference, caused by
1
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the leakage signal from the transmitter, and implement it in the
simulator model.
• Verify the interference phenomena on hardware.
1.3 Limitations
When designing the simulator and algorithm there are some limitations
to consider. This thesis focuses on the interference products caused by
internal signals of the transceiver. No adjacent RF interference signal
will be considered. Since the problem is largest in a direct conversion
receiver, this is the architecture studied in this thesis. A cancellation
algorithm can be designed in a large number of diﬀerent ways. This
thesis will focus on the well known least mean square algorithm to
suppress the interference.
1.4 Thesis Outline
Chapter 2 gives an introduction to the WCDMA radio interface describ-
ing the basic functions in the uplink and downlink. The structure of a
frequency division duplexer (FDD) transceiver is also explained here.
In chapter 3 the cause of the interference is described and derived. The
simulator model design is presented in chapter 4. Here the structure,
block diagram and behavior of the simulator will be discussed. In chap-
ter 5 the design of the cancellation block is described together with a
proposed hardware architecture. Furthermore model assumptions and
complexity reductions will be presented. Chapter 6 and 7 show and
discusses the results, both from simulations and measurements. The
conclusions are presented in chapter 7.
Chapter 2
Technology Overview
2.1 WCDMA Radio Interface
When the third generation (3G) cellular system was invented, some
groups of telecommunication association collaborated and made a sys-
tem speciﬁcation of the 3G. This resulted in the 3GPP (Third Genera-
tion Partnership Project), which standardized the WCDMA-technology.
WCDMA, the abbreviation of Wideband Code Division Multiple
Access, is an air interface for voice and data traﬃc. The Multiple
Access part of WCDMA indicates that the transmission medium is
shared by many users. The bandwidth of the earlier generation systems
was divided into frequency channels or time slots, which means that
the users either send or receive on diﬀerent frequency channels or in
diﬀerent time slots. In WCDMA every user uses a unique spreading
code so they can send and receive at the same time and over the whole
bandwidth. To be able to send and receive at the same time, called full
duplex, WCDMA uses Frequency Division Duplex (FDD), which means
that the transmitter and receiver operates at diﬀerent frequencies but
at the same time. The block diagram of an FDD transceiver and its
function is described in section 2.2.
The signal which is sent, either from a cellular unit or a base sta-
tion, has to be modulated so information can be convoyed. Diﬀerent
modulation technologies are used in the uplink and in the downlink.
In the uplink a cellular unit transmits to the base station and in the
downlink a base station transmits to a cellular unit. HPSK-modulation
is used in the uplink and either 16-QAM, 64-QAM or QPSK are used
in the downlink. Since many users are sharing the same bandwidth
and uses it at the same time, every user has their unique spreading
code. The spreading code multiplied with the user data becomes the
spread signal that is transmitted. The spreading code is divided into
two coding-operations, channelization and scrambling, where channel-
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ization can be explained as the inner encoding and scrambling as the
outer. Inner encoding means that the codes separates channels and the
outer encoding separates cellular units or base stations.
2.1.1 Uplink: Modulation and Spreading
WCDMA uses a variety of channels depending on the amount of data
which is being sent. The basic structure is one channel that handles
the data, Dedicated Physical Data Channel (DPDCH), and one channel
that handles control information, Dedicated Physical Control Channel
(DPCCH). The block diagram of the uplink is shown in ﬁgure 2.1.
Figure 2.1: Data- and control-channels spread to chip and scrambled
Every channel is multiplied with a channelization code which has a
certain chip rate. The data in the channels then spreads out to chip.
The spreading factor is the chip rate to data rate ratio. With a higher
spreading factor it is easier to recover a signal in the receiver [1].
The channelization codes are known as Orthogonal Variable Spread-
ing Factors (OVSF). These codes are taken from the code tree in ﬁg-
ure 2.2 and are related to the spreading factor (SF). When transmitting
on more than one channel, two channels can use the same code at the
same time. This is not a problem since these channels always will be on
diﬀerent I and Q branches. The function of the channelization codes
is to separate data streams from each other and is only used for inner
encoding in a transmitter [2]. After the channelization the chip rated
signal is weighted with a gain (β). Then the channels are mapped to
I and Q branches, summed to a complex signal and scrambled with a
complex scrambling code.
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Cch 1,0 =1
Cch ,2,0 =(1,1)
Cch ,2,1 =(1,-1)
Cch,4,0 =(1,1,1,1)
Cch,4,1 =(1,1,-1,-1)
Cch,4,2 =(1,-1,1,-1)
Cch,4,3 =(1,-1,-1,1)
Cch ,8,0 =(1,1,1,1,1,1,1,1)
Cch ,8,1 =(1,1,1,1,-1,-1,-1,-1)
Cch ,8,2 =(1,1,-1,-1,1,1,-1,-1)
Cch ,8,3 =(1,1,-1,-1,-1,-1,1,1)
Cch ,8,4 =(1,-1,1,-1,1,-1,1,-1)
Cch ,8,5 =(1,-1,1,-1,-1,1,-1,1)
Cch ,8,6 =(1,-1,-1,1,1,-1,-1,1)
Cch ,8,7 =(1,-1,-1,1,-1,1,1,-1)
SF 1 SF 2 SF 3 SF 4
Figure 2.2: OVSF code Tree
If channelization codes are deﬁned as the inner encoding, scram-
bling codes are deﬁned as the outer encoding. The scrambling code
identiﬁes the user and is allocated from the base station. Therefore ev-
ery scrambling code must be unique in the base station neighborhood
[3]. The uplink can be scrambled with either a long or a short code.
Both of them have 224 appearances. The scrambling code is a kind of
pseudo noise and after the multiplication the signal has the properties
of a pseudo noise signal but the scrambling code does not aﬀect the
chip rate. If the receiver does not know correct scrambling code it is
impossible to recover the signal.
Hybrid Phase Shift Keying (HPSK) is the modulation type that is
used in the uplink for WCDMA. HPSK is based of Quadrature Phase
Shift Keying (QPSK) which is used in the downlink. The principles of
QPSK are for that reason explained here. By using Phase-Shift Keying
the phase of a transmitted signal is varied so that information can be
conveyed. In 4-PSK, called QPSK, there are four possible phases the
carrier wave can have at a speciﬁc time. These possible phases are 0,
90, 180 and 270 degrees. Figure 2.3 shows a constellation diagram for
QPSK. Every constellation point represents a symbol and the symbol
represents two bits of information. That makes the bit rate two bits
per symbol. When the QPSK signal get scrambled (complex), the
constellation points shifts 45, -45, 135 or -135 degrees. The transitions
between the constellation points often goes through zero.
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Figure 2.3: The constellation diagram for QPSK (Gray coded).
To get a lower peak-to-average power ratio of the signal, HPSK
reduces the number of transitions through zero [4]. This can be done
by scrambling the signal with OVSF codes. By scrambling with OVSF
codes two consecutive identical constellation points can only be rotated
+45 or -45 degrees and no zero-crossings will occur. If more than one
pair of consecutive constellation points occur some of the transitions
might go through zero. This is depicted in ﬁgure 2.4. The reason
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
HPSK
I
Q
Figure 2.4: Vector diagram of an RRC ﬁltered HPSK signal.
to try to achieve a lower peak-to-average power ratio of the signal,
especially in the uplink, is because it increases the lifetime of the cell-
phone battery.
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2.1.2 Downlink: Modulation and Spreading
Data transmitted from the base station to a cellular unit is called the
downlink. The downlink uses more channels than the uplink because
it needs channels for pilots, synchronization, etc. The channels are
spread to chip and scrambled as shown in ﬁgure 2.5. QAM and QPSK
S
P
Modulation
mapper
Downlink 
Physical Channel
cch ,SF ,m
I
jQ
I+jQ
s dl,n
S
Figure 2.5: Block diagram of the downlink
are the modulation-types used in the downlink. QAM is a method
of combining two amplitude modulated signals, with the same carrier
wave frequency, into one channel. They are out of phase by 90 degrees
and that is why the term quadrature arises. The QAM-signal can be
written as in equation 2.1 [5].
s(t) = A(t) cos(2πfct) + B(t) sin(2πfct) (2.1)
A(t) is often referred as the in-phase (I) component, B(t) as the quadra-
ture (Q) component and fc is the carrier frequency. With a digital ap-
proach A(t) and B(t) can be observed as a pair of numbers where every
unique combination can be interpret as a symbol. These symbols can
then be represented in a constellation diagram where every constella-
tion point is a symbol. The constellation points often have the shape
of a square, as in ﬁgure 2.6. Since the data often is binary and QAM
is square the most common form of signals is 16-QAM, 64-QAM, 128-
QAM and 256-QAM. More constellation points contribute to a higher
bit rate (bits per symbol). If a higher bit rate is wanted and the mean
energy of the constellation remains the same, the constellation points
will come closer to each other and are then more exposed to noise and
distortion, resulting in a higher bit error rate (BER).
Every channel is split into one I-stream and one Q-stream. Even
symbols are mapped to the I-branch and odd symbols are mapped
to the Q-branch. The streams are then spread to chip rate by the
channelization code. The same code is used for the I- and Q-branch.
As in the uplink OVSF-codes are used and they are taken from the
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Figure 2.6: The constellation diagram for 16-QAM (Gray coded).
code tree in ﬁgure 2.2. After the spreading the two streams are added,
resulting in a complex signal. The signal is then scrambled.
The scrambling codes used in the downlink are called gold codes
and are similar to the long codes that are used in the uplink. In the
downlink a total of 218−1 scrambling codes are used. Since it would be
too time-consuming to check a received signal with all the scrambling
codes, the codes have been divided into 512 groups where every group
has a primary scrambling code. Every primary scrambling code has 15
secondary codes. A cellular unit is allocated one primary scrambling
code and the base station basically uses the primary scrambling code
to transmit.
2.2 RF and Baseband Design
The structure of an FDD transceiver can be divided into four main
blocks, the receiver RF block, the receiver baseband block, the trans-
mitter baseband block and the transmitter RF block. The block di-
agram of a FDD transceiver is shown in ﬁgure 2.7. Since an FDD
transceiver transmits and receives at the same time, the function of
the duplex ﬁlter is to connect the transmitter and receiver to the same
antenna. The duplex TX/RX isolation is not inﬁnit and it results in a
leakage signal at the receiver input, which is discussed in chapter 3.
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Duplex filter
Transmit RF
Receive RF
Local
oscillators
Reference
oscillator
Chip
rate
processing
Receive BB
Transmit BB
Figure 2.7: Block diagram of a FDD transceiver.
2.2.1 Receiver RF Architecture
The purpose of the receiver RF block is to convert the received signal,
which is an RF signal, into a baseband signal. After the received sig-
nal has passed the duplex ﬁlter, it continues to a low noise ampliﬁer
(LNA). The function of the LNA is to recover the signal. An I/Q de-
modulator is located directly after the LNA. This modulator contains
two mixers and a phase splitter making it possible to recover even neg-
ative frequency components. Two independently signal paths (inphase
and quadrature) are hence used as depicted in ﬁgure 2.8.
The down conversion to base band in a direct conversion receiver is
performed by a single mixer pair in one stage. The output of the mixers
will have frequency components at the sum and diﬀerence frequency.
The component at the sum frequency (2fLO) is undesired and must
be removed by a low pass ﬁlter. These analog low pass ﬁlters are also
used as narrow band ﬁlters to attenuate blocking signals before the
base band blocks [3].
2.2.2 Receiver Baseband Architecture
In the receiver baseband block an ADC (analog to digital converter)
converts the analog baseband signal to a digital signal. A DC-blocker is
placed after the ADC to compensate for DC-oﬀset in the receiver. The
signal also passes through a chain of decimations with appropriate anti-
aliasing ﬁlters and a root raised cosine ﬁlter (RRC-ﬁlter). The RRC-
ﬁlter forms together with a RRC-ﬁlter in the uplink a raised cosine
ﬁlter. Together they will contribute to a low intersymbol interference
(ISI). After the receiver baseband block the signal proceeds for further
digital signal processing in the chip rate processing blocks.
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Figure 2.8: Block diagram of the RF Receiver
2.2.3 Transmitter Baseband Architecture
The transmitter baseband block works like the opposite of the receiver
baseband block. The signal is here converted from a digital signal into
an analog. Before the DAC, the signal is pulse shaped RRC-ﬁltered
to limit the occupied bandwitdh. It is also possible, at this stage, to
compensate for later imperfections in the uplink [3].
2.2.4 Transmitter RF Architecture
The transmitter RF block converts the baseband signals into RF signals
in one stage using an I/Q modulator. The main advantage of this direct
conversion is its low cost and small size [3]. The modulated RF signal
is then ampliﬁed and ﬁltered by a band pass ﬁlter to reduce the out of
band noise. The power ampliﬁer in the transmitter must be designed
with high linearity to keep the introduced distortion in the phase and
amplitude of the RF signal low. This is a very challenging design task
because such a power ampliﬁer consumes much power.
Chapter 3
Nonlinearity Eﬀects in a Direct
Conversion WCDMA Receiver
In a full duplex system the transmitter and receiver operates simul-
taneously and in the third generation mobile communication system,
frequency division duplex (FDD) is used as standard for voice and data
communication. To be able to connect the transmitter and receiver to
the same antenna, a duplex ﬁlter is normally used which in principle is
a double bandpass ﬁlter. This ﬁlter does not provide inﬁnite isolation
between the TX and RX paths. The signal from the transmitter will
hence leak to the LNA input at the receiver and interference products
will, because of nonlinearities, end up in the RX band. Receiver front-
ends must therefore be designed to be very linear not to lose sensitivity
[6]. The problem with a full duplex transceiver is depicted in ﬁgure 3.1.
Figure 3.1: A direct conversion receiver and the two dominating leakage
signals generated by the transceiver itself.
The magnitude of the leakage signal from the transmitter at the
LNA input is dependent of current TX output power and the duplex
isolation between the TX and RX paths. Together with the LO leakage
signal, nonlinearities in the receiver will produce interference products
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in the baseband. These products contain modulated information and
can thus not be ﬁltered away.
Next section of this chapter will very brieﬂy describe the basic ter-
minology of distortion and present all necessary equations. Many diﬀer-
ent mechanisms are responsible for generation of distortion in a zero-IF
receiver [7] and the three items in the list below will closely describe
four diﬀerent types of nonlinearity eﬀects.
• Crossmodulation distortion (occurrence at RF)
• Second order distortion (occurrence both at RF and in the base
band)
• Self-mixing of TX-leakage signal
The second order distortion contributes with two eﬀects of which one
eﬀect occur in the base band and the other one in the RF-parts of the
receiver.
All these eﬀects will produce undesired interference at the same fre-
quency as the desired signal and closed-form equations will be derived
in this chapter to show similarities. The interconnection or interference
coupling between the I- and Q-channel and its inﬂuence to the nonlin-
earity eﬀect will also be described in this chapter. Finally the problem
is summarized and similarities between the eﬀects discussed.
3.1 Basic Terminology of Distortion
The behavior of a nonlinear analog block can simply be classiﬁed as
a weakly or strongly nonlinear behavior. Strongly nonlinear behav-
iors occur e.g. in an output stage of a switching ampliﬁer, while the
weakly nonlinear behavior originate from the transistors curvature in
the “linear region”. Weakly distortion can further be classiﬁed to arise
in a circuit with memory or in a memoryless circuit. In a circuit with
memory the output is not only dependent of the instantaneous input
value, but also of previous values of the input signal. This is the case
for all analog blocks that include capacitors and inductors.
In a weakly nonlinear, memoryless ampliﬁer the output signal can
be expressed according to the Taylor expansion in equation 3.1 [8].
y(t) = a1x(t) + a2x2(t) + a3x(t)3 + . . . (3.1)
Analog circuits and in particular RF circuits, have memory and the
coeﬃcients (a1, a2, . . . , aN ) in equation 3.1 can therefore not be con-
sidered to be constant over frequency [9]. How much these coeﬃcients
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vary depends both on the “memory size” of the ampliﬁer and the band-
width of the input signal. Even for WCDMA signals, with 3.84 MHz
bandwidth, it is a suﬃcient good approximation to model the nonlin-
earites in the analog block using the power series approach [8]. If higher
accuracy is required numerical simulations or a complete advanced non-
linear analysis using Volterra series techniques can be performed for
each analog block [10].
Intercept points are of tradition used as a measure of the weakly
nonlinearity in RF designs. This results in a measure of distortion
where it is not necessary to specify the signal level.
IP2i =
a1
a2
(3.2)
IP3i =
√
4a1
3a3
(3.3)
The intercept points can be referred to the input (IIP) as well as the
output (OIP). The input intercept points are the same as deﬁned above
and the requirement of the second order input intercept point is a key
speciﬁcation when designing direct conversion WCDMA receivers [7].
Appendix A contains the frequency response of a two-signal exci-
tation of a weakly linear analog block represented by a Taylor serie of
order three. Both harmonic- as well as inter-modulation components
are presented in table A.1.
3.2 Crossmodulation Distortion
The ﬁrst nonlinear eﬀect that will be considered is if one of the input
signals to the nonlinear block is a modulated signal. The amplitude
modulation will then transfer from one carrier to the other and the
eﬀect is therefore called crossmodulation. This occurs in WCDMA
transceiver where the TX leakage signal is modulated in both amplitude
and phase. The nonlinear block in ﬁgure 3.2 contains both the LNA and
nonlinearity contributions from the mixer. The mixer is thus split in
one part containing nonlinearities and one ideal part only containing
the down conversion. The input signal to the nonlinear analog RF
block in ﬁgure 3.2 contains three signals; a WCDMA modulated leakage
signal from the transmitter, leakage from the local oscillators and a
desired receiver signal. The desired RX signal is very weak and will thus
not activate the nonlinearities in the block. This signal will therefore
be neglected in the calculations below. The input signal becomes
x(t) = ATX(t) cos(ωTXt + ϕTX(t)) + ALO cos(ωLOt + ϕLO) (3.4)
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Figure 3.2: Modulated information is moved from one carrier to another and
will thus be down converted to baseband. Both the transmitter
leakage signal and the LO leakage signal are marked out in the
ﬁgure.
If the nonlinearity in the RF-block in ﬁgure 3.2 is approximated by a
third order Taylor expression, with the coeﬃcients a1,RF , a2,RF , a3,RF ,
the output at LO frequency of the nonlinear block becomes
yRF (t)
a1,RF
= ALO(1+
1
IIP 23i,RF
A2LO +
2
IIP 23i,RF
·A2TX(t)) cos(ωLOt+ϕLO)
(3.5)
This expression is related to the input (i.e. divided by a1,RF )) and is
derived by using table A.1 in appendix A (the row marked fundamental
frequency) together with the deﬁnitions of intercept points. The third
term in equation 3.5 contains the modulated TX leakage signal and
will therefore become risky and decrease the sensitivity of the receiver.
The ﬁrst and second term will also be down converted to DC but can
easily be ﬁltered away.
Crossmodulation arise in the LNA or in the RF-parts of the mixer
because of third order distortion (IIP3) and the interference in the base
band, containing the TX leakage signal, is given in equation 3.6.
yBB,undesired(t)
a1,RF
=
2 · ALO
IIP 23i
·A2TX(t) (3.6)
3.3 Second Order Distortion
Another type of nonlinearity phenomena that will arise both in the
base band and in the RF stage is second order distortion. Figure 3.3
describes the interference phenomena arising in the base band block
and ﬁgure 3.4 shows the eﬀect arising in the RF-stage.
The LNA is generally in high gain to be able to detect the weak
receiver signal. The TX leakage power can therefore be as high as -10
dBm at the mixer input [6]. As shown in ﬁgure 3.3 the mixer is also in
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this case split in one ideal part performing the down conversion and one
part containing the base band nonlinearities. The input signal to the
LNA is the same as in equation 3.4 and the RX signal is neglected as
before. Two strong interference signals, expressed in equation 3.7, will
consequently be present at the base band block in ﬁgure 3.3, where
fd, represent the frequency distance between the LO and TX signal
(duplex distance).
Figure 3.3: If a clean-up SAW ﬁlter is not used after the LNA the transmitter
leakage signal is still very high at the mixer input causing spurious
signals in the base band.
x(t) = ATX(t) · cos(ωdt + ϕd) + ALO (3.7)
Two strong signals to a nonlinear block will, according to table A.1
(appendix A), produce spurious signals at the output of the base band
block. These signals can be related to the input of the nonlinear block
(i.e. divided by a1,BB) as before. The interference can be expressed
as in equation 3.8 with the second order intercept point deﬁned in
equation 3.2.
The ﬁrst term cannot easily be ﬁltered away and will thus interfere
with the desired RX signal. The second term is also placed at DC but
does not contain any modulated information and is therefore easy to
remove in the base band.
yBB(t)
a1,BB
=
1
2 · IIP2i,BB ·A
2
TX(t) +
1
2 · IIP2i,BB ·A
2
LO (3.8)
The undesired signal in the base band, containing the amplitude mod-
ulated TX leakage signal, is given in equation 3.9.
yBB,undesired(t)
a1,BB
=
1
2 · IIP2i,BB ·A
2
TX(t) (3.9)
The same eﬀect can also arise in the RF-part of the receiver and leak
through the mixer as depicted in ﬁgure 3.4. The mixer is, as before,
16 Nonlinearity Eﬀects in a Direct Conversion WCDMA Receiver
split into two parts; one part containing the RF nonlinearities of the
mixer and one part containing an ideal mixer. If the nonlinear block in
ﬁgure 3.4 is approximated by a third order Taylor expression, squared
components at zero frequency containing the TX leakage signal among
others will be generated at the output of the block. These generated
Figure 3.4: The interference placed at DC can leak through the mixer if the
isolation is not large enough.
components are found in appendix A (the row marked with DC) and are
also shown in equation 3.10, with the intercept points instead of Taylor
coeﬃcients. The expression consists of one time constant term that
easily can be ﬁltered away in the base band and one term containing
the amplitude modulated TX leakage signal and therefore not constant
in time.
yRF (t)
a1
=
1
2 · IIP2i,RF ·A
2
TX(t) +
1
2 · IIP2i,RF ·A
2
LO (3.10)
The terms in equation 3.10 can, if the isolation in the mixer is not large
enough, leak through the mixer and interfere with the desired signal
as shown in ﬁgure 3.4. If the ﬁrst term is neglected because of its
time constant behavior, the undesired signal in the base band can be
expressed as in equation 3.11, with km representing the mixer leakage
path gain.
yBB,undesired(t)
a1
=
km
2IIP2i,RF
·A2TX(t) (3.11)
3.4 Self-Mixing of Transmitter Leakage
The LNA in the receiver is generally in high gain. If a clean-up ﬁlter is
not used after the LNA the TX leakage signal can still be high at the
mixer input. The strong TX leakage signal can leak to the LO-port
at the mixer and give rise to self-mixing. The course of events can be
studied in ﬁgure 3.5. The signal to the mixer input, u(t), is assumed to
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Figure 3.5: A strong TX leakage signal can leak to the LO-port at the mixer
and produce interference products in the base band.
only contain the strong transmitter leakage signal as depicted in equa-
tion 3.12. In the mixer the signal is multiplied by r(t) in equation 3.13.
This signal consists of the LO-signal and some of the TX leakage signal
that has leaked into the LO port. The TX leakage signal in u(t) and
r(t) respectively are at the same frequency, but with a diﬀerent phase.
This phase diﬀerence is represented with ΔϕTX . If the isolation be-
tween the mixer inputs are bad i.e. leakage factor ksm is large, the
interference products due to the self-mixing of the TX-leakage signal
becomes signiﬁcant.
u(t) = ATX(t) cos(ωTXt) (3.12)
r(t) = cos(ωLOt + ϕLO) + ksmATX(t) cos(ωTX t +ΔϕTX)(3.13)
If the LO magnitude and the mixer gain both are assumed to be unity
the interference signal after the low pass ﬁltering can be expressed as
in equation 3.14.
yBB,undesired(t) = u(t) · r(t) = ksm · cos(ΔϕTX)2 ·A
2
TX(t) (3.14)
3.5 Interference Coupling Between I- and Q-channel
In the previous sections it has been assumed that the leakage signal
from the LO is in phase with the LO signal itself. This is usually
not the case, but instead the LO signal is coupled back to the LNA
input with random phase [11]. Consider ﬁgure 3.2 and equation 3.4
again in the crossmodulation section. The WCDMA modulated TX
leakage signal will be transferred to a LO leakage signal that is not in
phase with the LO signal to the mixer. This will introduce a factor in
the interference expressions. The calculations below will illustrate how
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Figure 3.6: I/Q demodulator.
this factor arises and aﬀects the signal. Assume that the input signal to
the mixer is at LO frequency but with a phase diﬀerence Δϕ. Further,
assume an error in the phase shifter making Δϕshift not exactly 90
degrees. The input signals to the mixer pair are expressed below.
u(t) = A2TX(t) · cos(ωLOt + ϕLO +Δϕ) (3.15)
ri(t) = cos(ωLOt + ϕLO) (3.16)
rq(t) = cos(ωLOt + ϕLO +Δϕshift) (3.17)
The output signal from the mixer, after low pass ﬁltering, becomes in,
respectively I and Q channel.
yi(t) =
A2TX(t)
2
cos(Δϕ) (3.18)
yq(t) =
A2TX(t)
2
cos(Δϕ−Δϕshift) (3.19)
A LO leakage signal at the LNA input with random phase or an
error in the phase shifter will in other words only aﬀect the coeﬃcient
in front of the squared TX leakage signal and not the “proﬁle” of the
interference.
3.6 Summary of Nonlinearity Eﬀects
In section 3.2 to 3.4, four diﬀerent nonlinearity eﬀects in a direct con-
version receiver front-end with corresponding equations have been de-
scribed and derived. The eﬀects are generated by the transceivers in-
ternal signals, i.e. the transmitter leakage signal and the LO leakage
signal and are thus always present during communication. The gener-
ated interference signals contain modulated information from the TX
leakage signal, at the same frequency as the desired signal, and can
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not be ﬁltered away in the base band. These signals are therefore risky
because they decrease the sensitivity of the receiver and the jamming
eﬀect increases with the square of the TX leakage amplitude. In ta-
ble 3.1 all eﬀects are summarized together with all derived equations in
this chapter. Of course, not all nonlinearity eﬀects in a zero-IF receiver
are discussed in this chapter.
Table 3.1: The table contains all derived undesired base band signals oc-
curred by the transceiver’s internal leakage signals.
Nonlinearity eﬀect yBB,undesired(t)a1,x
XMD (RF) 2·ALO
IIP 2
3i,RF
·A2TX(t)
2nd order dist. (RF) km2·IIP2i,RF ·A2TX(t)
2nd order dist. (BB) 12·IIP2i,BB · A2TX(t)
Self-mixing (mixer) ksm·cos(ΔϕTX )2 · A2TX(t)
It has been shown that the derived TX-related eﬀects all have the
same proﬁle and can hence be written in a general expression, with an
unknown coeﬃcient, according to equation 3.20.
yBB,undesired(t) = coeﬀ ·A2TX(t) = coeﬀ · (I2TX(t) + Q2TX(t)) (3.20)
If now both the proﬁle of the interference as well as the transmitter
leakage signal itself is known, it should be possible to cancel out the
interference. However, the coeﬃcient is still unknown and dependent
on dominating eﬀect, temperature, voltage supply and above all is the
coeﬃcient unique for each WCDMA transceiver ASIC. The coeﬃcient
must therefore in some sense be estimated to optimize the suppres-
sion and moreover the coeﬃcients on the I- and Q-channel must be
estimated separately.
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Chapter 4
Simulator Model Design
To be able to evaluate the performance of a cancellation algorithm a
mathematical model of the transceiver must be created. This model
has to be created with simpliﬁcations and assumptions that do not af-
fect the study of the interference phenomena described in chapter 3.
The ﬁrst section of this chapter describes the speciﬁed simulator re-
quirements together with chosen design methodology. This is followed
by a section describing the structure and accuracy of the implemented
simulator environment.
4.1 Simulator Requirements and Design Methodology
For the design and evaluation of a suitable interference cancellation
algorithm a simulator model of the transceiver is required. This model
can be created in huge number of diﬀerent ways and with diﬀerent
computer tools. It is therefore important to state the main points of the
simulator requirements and lay down the general design methodology
at an early stage.
Simulator requirements
• Satisfactory model accuracy. Add only imperfections to the model
that are important for the design of the cancellation block.
• Make all imperfections adjustable and possible to disable.
• At least the squared error signal must be calculated to be able to
evaluate the performance of the cancellation algorithm.
• It must be possible to simulate over many WCDMA slots with
diﬀerent simulator parameters.
• All simulations should be performed in the base band.
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Design Methodology
• Matlab should be used as simulator implementation tool.
• A top-down implementation approach should be used with a top-
level structure according to the transceiver block diagram in ﬁg-
ure 2.7.
• The I- and Q-channels should, in the model, be represented as a
complex number. This gives a better structure and simpliﬁes the
implementation process.
Besides the complex simulator speciﬁed above, a conceptual simula-
tor should be designed where conceptual design ideas quickly can be
tried out. This simulator is designed and implemented in the same way
(matlab) and with the same structure as the more advanced, but the
requirement that it should be possible to simulate over many WCDMA
slots with diﬀerent simulator parameters is not fulﬁlled for this simu-
lator. New ideas can ﬁrst be tested in the conceptual simulator before
they are further implemented and analyzed in the more advanced.
4.2 Simulator Structure and Accuracy
4.2.1 Simulator Block Diagram
Figure 4.1 shows a complete top-level block diagram of the implemented
matlab simulator. The block diagram is vertically split into three sec-
tions; transceiver, analysis and references. The lower transceiver part
contains a model of a WCDMA transceiver with the same block struc-
ture as depicted in ﬁgure 2.7. In addition, the cancellation block is
added in the middle and the transmitter leakage signal is connected
directly to the receiver RF block.
The analysis section contains, as speciﬁed in the speciﬁcation, the
squared error signal as evaluation option of the cancellation algorithm.
To be able to calculate the squared error signal, a reference signal from
the upper part of the block diagram is used. This reference signal is
passing through exactly the same blocks as the received signal, with
the exception that no interference is added and no cancellation block
is connected that tries to suppress the interference.
4.2.2 Simulator Behavior
Both the uplink and downlink in WCDMA is transmitting data orga-
nized in frames with a duration of 10 ms [3]. With a chip rate of 3.84
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Figure 4.1: A top-level block diagram of the implemented simulator.
Mcps a frame contains 38400 chips. Each frame is divided in 15 slots,
or power control periods containing 2560 chips [3]. Power control is a
very important aspect in WCDMA to make it possible to distinguish
one mobile station (MS) from another. The base station (BS) esti-
mates the received signal-to-interference ratio (SIR) and transmits one
TPC command per slot to control the uplink transmission power [12].
Because the output power is changed in every slot, the power of the
transmitter leakage signal is also changed in every slot and thus the
interference magnitude. As speciﬁed in the simulator requirements it
is therefore important that it is possible to simulate over many slots
with diﬀerent simulation parameter settings. In HSDPA the power can
be changed in a slot.
The simulation time has been quantized in one ﬁfth of a slot or
512 chips, to make it possible to change parameter values even within
a slot and the simulator is implemented with a behavior depicted in
ﬁgure 4.2.
An initial parameter setup sets the general simulation parameters,
i.e. oversample rate, chip rate, e.t.c. A simulation over 512 chips is
then performed before a new simulation setup can be executed. It is
important to make it clear that the simulation parameters must not be
changed in every loop. Finally the result vectors are analyzed according
to the speciﬁed evaluation options.
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Figure 4.2: The simulator parameters can be changed in every loop (512
chips long).
4.2.3 Model Assumptions and Complexity Reductions
Consider ﬁgure 4.1 again, the lower transceiver part consists of eight
diﬀerent blocks. Of these eight blocks, three originates from a WCDMA
radio transmitter and four from a direct conversion WCDMA radio
receiver. The eighth block is the cancellation block, located between
the TX- and RX-chain. The design of this block is completely described
in chapter 5 and will therefore not be considered here.
Simulator transmitter chain
The uplink modulator is implemented as a WCDMA modulator with
one DPDCH and one DPCCH channel. A long complex scrambling
sequence is generated in the block and used to scramble the data and
control message signals. This signal is then upsampled with a speciﬁed
oversample rate to achieve a larger accuracy in the time domain in the
model.
The diﬀerent blocks in ﬁgure 4.1 contain satisfactory mathematical
models of eﬀects that arise in the same blocks in a real transceiver. The
base band block in the transmitter contains a FIR root raised cosine
(RRC) ﬁlter with a roll-oﬀ factor equal to 0.22. Nyquist RRC ﬁlters are
used in both the uplink and downlink in WCDMA to enclose the signal
bandwidth and at the same time keep the inter symbol interference
(ISI) as low as possible [3]. The pulse shape ﬁlter is deﬁned in the
Simulator Model Design 25
3GPP speciﬁcation [13].
Next block in the block diagram is the RF block. In a real trans-
mitter the message signal is here modulated onto a RF carrier, but this
is not done since the implemented simulator should perform all simu-
lations in the base band. There is still one imperfection that originates
from the RF block and that not can be dismissed. Most of the distor-
tion in the transmitter chain arises in the power ampliﬁer at maximum
output. This distortion will spread the symbols from its constellation
points. The error vector magnitude (EVM) is deﬁned in equation 4.1
and ﬁgure 4.3, and it is a measure of the diﬀerence between the con-
stellation point (zn) and the measured symbol point (zˆn).
The trend today is to achieve lower and lower distortion, but it is
reasonable to assume at least 5% EVM in the uplink. In this model the
TX distortion is modulated as additive white Gaussian Noise (AWGN).
This can be considered as a worst case scenario.
Figure 4.3: The error vector magnitude is used as a measure of the distortion.
The solid point is the constellation point and the other one is
the received symbol.
EV Mrms =
√∑
n |zˆn − zn|2∑
n z
2
n
(4.1)
Simulator receiver chain
Consider ﬁgure 4.1 and the receiver chain in the middle. This receiver,
with all sub blocks, is shown in ﬁgure 4.4. The downlink modulator
is only generating thermal noise, modeled as AWGN. The interference
problem is largest at high TX output power levels. High levels are used
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if the mobile phone is far away from the base station and the desired
RX signals can thus be assumed to be placed below the thermal noise
ﬂoor. This complexity reduction will therefore not aﬀect the model
accuracy. After the downlink modulator, the signals will pass through
a RF block. Input signals to this block are both the downlink signal
and the leakage signal from the transmitter chain. The RF block in
Figure 4.4: Implemented receiver chain in the simulator model.
the receiver contains three diﬀerent sub blocks. First the interference
is created with the TX leakage signal according to the interference
expression in equation 4.2. The equation gives the interference in one
channel. The coeﬃcients in the I- and Q-channels will be diﬀerent but
are for simplicity both set to one in the simulator model.
yBB,undesired(t) = coeﬀ · (I2TX(t) + Q2TX(t)) (4.2)
This interference signal arises after the mixers in the receiver and is
then enclosed by the analog base band ﬁlter. The second sub block
in the RF block is thus an analog low pass ﬁlter. This ﬁlter was here
chosen as a fourth-order analog Butter-worth ﬁlter with a cut-oﬀ fre-
quency of 2.5 MHz. The third sub block will model the delay in the
TX/RX path, or more exactly the spreading in delay. It is reasonable
to assume that a nominal path delay can be measured from a set of
transceiver ASICs. The delay originates from all the analog blocks in
both the transmitter and receiver. However, the analog base band ﬁl-
ter in the receiver is dominating because of its higher ﬁlter order and
will therefore also contribute with most of the delay. The designed
Butter-worth ﬁlter has an initial group delay of approximately 200 ns
and it is reasonable to assume a 5% spreading in bandwidth between
diﬀerent ASICs and therefore also in group delay. This results in a 10
ns spreading in the TX/RX path delay.
The base band functions are subdivided in two diﬀerent blocks with
the subtraction of the cancellation signal in between. The ﬁrst block
contains decimation and a DC subtractor. All decimation is modeled to
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be performed in one stage. An eigth order Chebyshev Type I low pass
ﬁlter is located in front of the downsampling unit as an anti-aliasing
ﬁlter1. In which order the DC subtractor and RRC ﬁlter is placed in a
state of the art WCDMA receiver is mathematical equivalent. Since the
receiver contain DC components generated in diﬀerent receiver blocks,
it is impossible to distinguish the DC component (caused by the in-
terference) from other DC components. To get rid of the DC problem
and consequently make the design of a cancellation block easier, the
DC subtractor is located before the RRC ﬁlter. The RRC ﬁlter is the
same ﬁlter as in the transmitter chain.
Simulator reference chain
To be able to evaluate the performance of the cancellation block, the
received signal (marked in ﬁgure 4.3) must be compared with an ideal
received signal. The reference receiver chain is located in the reference
section in ﬁgure 4.1 and contains exactly the same block as the other
receiver chain except for the added interference and the subtracted
cancellation signal. The error signal can then be calculated as the dif-
ference between the reference signal and the received signal, as depicted
in ﬁgure 4.1.
There is no reason to add imperfections to a model that only will
increase the model complexity and not improve the study of a proper
cancellation algorithm. Two dominating imperfections in the tran-
ceiver have therefore been taking into consideration in this simulator.
Besides that, the implemented analog low pass, will contribute with an
additional imperfection.
• Transmitter distortion
• TX/RX path delay
• RX LP-ﬁlter
1The decimate command in matlab uses this filter as a default anti-aliasing filter.
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Chapter 5
Cancellation Block Design
The interference problem described in the previous chapters will de-
crease the sensitivity of the receiver and therefore high demands are
put on linearity in RF as well as in base band receiver blocks. The state
of the art solution to minimize the transmitter leakage signal is to use
a physical larger and steeper duplex ﬁlter, which results in higher cost
and larger in-band loss.
This chapter will present a solution to suppress the interference,
which is based on the knowledge of the interference “proﬁle”. The
chapter is subdivided into two main sections. First, the design of a
cancellation algorithm is studied and a ﬁrst basic approach solution is
presented. Diﬀerent design options and optimization possibilities will
then be discussed. Even if this section just concerns the design of the
cancellation block at algorithm level, the fact that the algorithm should
be possible to implement in hardware cannot be dismissed. Some design
outlines can therefore be determined at an early stage in the design
process and will thus point out the direction of the design. The chapter
will begin with a brief presentation of adaptive ﬁlters in general and
deﬁne some requirements for convergence and stability. The hardware
aspect will be considered in the next section of this chapter and an
architecture will be presented and practical considerations concerning
implementation in hardware will be discussed, where cost (area), power
consumption and performance (speed) are the main issues.
5.1 Algorithm Design
5.1.1 A Typical LMS Application
Adaptive ﬁlters are used in many diﬀerent applications where the statis-
tical environment is not completely known. The ﬁlter consists basically
of one part performing the ﬁltering of the input signal and one algo-
rithm part whose task is to control the ﬁlter coeﬃcients in some eﬃcient
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way. The LMS algorithm works by the principle that it minimizes the
mean square error of the output signal.
Interference cancellation is a typical application for an adaptive
ﬁlter. Consider the system in ﬁgure 5.1 where an adaptive ﬁlter is
used to cancel out interference in the primary signal and thus improve
the systems signal-to-noise ratio. The system consists of a primary
signal containing a desired signal and undesired noise together with a
reference signal containing a measured copy of the noise. If the noise
in the primary signal and the measured noise in the reference signal
are correlated it is possible to suppress the interference.
Figure 5.1: The interference cancellation is a typical application for an adap-
tive ﬁlter.
The LMS algorithm starts from a predetermined initial condition
and is then iteratively updating the ﬁlter tap values, w, according to
equation 5.1 [14]. Both the reference signal and the error signal are used
in the updating process and are represented with u and e respectively.
The algorithm is controlled with a parameter μ which determines the
size of the step towards the new coeﬃcient values.
w(n + 1) = w(n) + μu(n)e∗(n) (5.1)
The main advantage with the LMS algorithm is its simplicity, but it
has a relatively slow rate of convergence [14].
It exists a huge number of other adaptive ﬁlter algorithms with both
faster convergence and better over all performance, but if the rate of
convergence for the LMS turn out to be enough it can with advantage
be implemented in hardware.
5.1.2 LMS Stability and Steady-state Analysis
Because of the LMS feedback loop it is not guaranteed that the algo-
rithm will converge. If the chosen step-size parameter is too large the
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ﬁlter coeﬃcients will diverge, and a maximum value of the step-size
must therefore be determined when designing with adaptive ﬁlters. A
complete mathematical analysis of the LMS stability does not exist
[14], but instead some rules that can be used in the design process are
deﬁned. The condition for convergence is normally expressed as
0 < μ <
2
λmax
(5.2)
where λmax is the largest eigenvalue of the input data correlation matrix
R. Because the eigenvalues to the correlations matrices are often not
known, the rule of thumb in equation 5.3 can be used instead.
0 < μ <
1
Mru(0)
(5.3)
M is the length of the adaptive ﬁlter and ru is the correlation vector
for the input signal deﬁned as in equation 5.4 and 5.5. If the input
signal power can be estimated, the maximum step-size can also be
determined.
ru(k) = E{u(n)u∗(n− k)} (5.4)
ru(0) = E{u(n)u∗(n)} = E{|u(n)|2} (5.5)
The stability and rate of convergence are important, but it is not the
only design parameter that has to be considered in the design process.
Learning curves are a commonly used tool to study the performance
of an adaptive ﬁlter [14]. The ensamble-average-square-errror value,
deﬁned in equation 5.6, is then plotted versus number of iterations.
J(n) = E{|e(n)|2} (5.6)
If the step-size parameter is chosen to an appropriate value, J(n) will
converge against a constant value for an increasing number of itera-
tions. This “ﬁnal” value is often represented as J(∞). The LMS ﬁlter
coeﬃcients converges against the optimum Wiener solution1, without
reaching the optimum because of the gradient noise. The misadjust-
ment is deﬁned according to equation 5.7 and is hence the ratio of the
LMS steady-state value and the mean square value with an optimal
wiener ﬁlter (Jmin). The equation is hence a measure of how far the
steady-state solution is from the optimal wiener solution.
M =
Jex(∞)
Jmin
=
J(∞)− Jmin
Jmin
(5.7)
1A Wiener filter is an optimum filter in the sense that the mean-squared error
signal between the desired output and the filtered output is minimized.
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The misadjustment is a proper evaluation parameter of the algorithm
performance in steady-state. Furthermore there is a trade-oﬀ between
fast convergence and small misadjustment and they are both controlled
by the step-size parameter. The LMS ﬁlter can also be seen to behave
as a low-pass ﬁlter with a time constant that is inversely proportional
to the step-size [14].
5.1.3 A First Basic Approach
It has earlier been declared that an interference in the primary signal
can be suppressed by creating a correlated replica of the interference
and let an adaptive ﬁlter minimize the squared error signal. In chap-
ter 3 the “proﬁle” of the interference in the base band was derived and
it was shown that interference in each channel (with diﬀerent coeﬃcient
values) could be expressed as
yBB,undesired(t) = coeﬀ · (I2TX(t) + Q2TX(t)) (5.8)
Both the inphase and quadrature components in equation 5.8 are known
apart from the distortion the leakage signal is exposed for in the uplink
power ampliﬁer. The magnitude of the base band interference will de-
pend on current TX/RX operation band (diﬀerent duplex ﬁlters) and
vary with the magnitude of the transmitter leakage signal.
The coeﬃcient value in equation 5.8 is on the other hand ASIC
and implementation speciﬁc and is above all determined of the IP2,
IP3 and LO leakage of the receiver. Slowly coeﬃcient variations with
temperature and voltage supply are however possible. Both channels
in the receiver are exposed for the same interference, but the coeﬃcient
values in the channels are usually diﬀerent.
The ﬁrst cancellation block design, called “A ﬁrst basic approach”,
is divided into two sub blocks; interference creation block and adaptive
ﬁlter block. The ﬁrst sub block tries to create an interference proﬁle
that corresponds to the real interference and the task of the second
block is, in an adaptive manner, to estimate the coeﬃcient value. This
ﬁrst cancellation design approach puts no demands on implementation
costs at all. The only requirement is to create a replica of the base band
interference that, at all costs, resembles the real interference as much
as possible. A block diagram of the entire cancellation block is shown
in ﬁgure 5.2, and the functionallity of the two subblocks are described
subsequently.
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Interference creation block
It is not possible to create a replica of the interference that exactly
resembles the real interference. The distortion in the transmitter power
ampliﬁer, the unknown TX/RX path delay, among others, will expose
the TX leakage signal for a diﬀerence that in this design approach
neither is measured nor estimated.
In ﬁgure 5.2 the interference creation block is marked with a dashed
rectangle and its task is to create a replica of the real base band in-
terference by using the TX data information and the knowledge of the
interference proﬁle from chapter 3. The magnitude of the interference
will depend on both chosen output power setting in the transmitter
and the TX/RX isolation of the duplex ﬁlter. Information about the
magnitude of the TX leakage signal is very useful for the interference
creation block to be able to create a similar replica of the interference.
It is therefore necessary to estimate the magnitude of the TX leakage
signal at the LNA input of the receiver by feed-forward the output
power settings and subtract the TX/RX isolation of the duplexer. The
leftmost multiplier in ﬁgure 5.2 is used to create approximately correct
magnitude of the TX leakage signal. Correct magnitude is not possible
to get, because a e.g. +3 dB change in software will not exactly result
in a +3 dB change in the power ampliﬁer. These diﬀerences in the
output power are accepted according to the 3GPP speciﬁcation [13].
The next step is to create the “proﬁle” of the interference. The I-
and Q-signals are ﬁrst individually squared and then added (compare
with equation 5.8). Because the interference products in the base band
are derived from a squared expression, the spectrum after the mixers in
the receiver will be approximately twice the TX-leakage bandwidth, i.e.
3.84 MHz. The analog lowpass ﬁlters after the mixers in the receiver
(used to remove adjacent channel interferers and blockers) will then
enclose the interference to the ﬁlter bandwidth.
In this ﬁrst approach, a digital sampled model of the analog low
pass ﬁlter will be used to aﬀect the interference in a similar way as
the low pass ﬁlters in the receiver. The similarities between an analog
low-pass ﬁlter and its digital equivalence will diﬀer with chosen sample
rate. It is in other words easier to create a better sampled model of
the analog ﬁlter at a higher sample rate. In this design (ﬁrst basic
approach) the cancellation block is assumed to work at double chip
rate, which is desirable for low power consumption.
Consider ﬁgure 5.2 again, the cancellation block is measuring the
TX signal directly before the DAC in the transmitter chain and is then
creating a replica of the base band interference after the analog low
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Figure 5.2: The ﬁrst basic approach of a cancellation block. Thicker lines
represent complex numbers.
pass ﬁlters, as describe above. It is important to measure the signal as
late as possible in the transmitter chain to avoid that the TX-signal is
aﬀected after the measuring point.
There are still at least two dominant imperfections (transmitter
distortion and TX/RX path delay) that will expose the TX leakage
signal for a diﬀerence that not exactly can be measured. This distortion
in the transmitter power ampliﬁer is in this design neither measured
nor estimated. It is however possible to compensate for the TX/RX
path delay. The analog low pass ﬁlter in the receiver chain is the most
dominating factor of this path delay, because of its larger bandwidth,
and by doing an equivalent sampled model of the analog low pass ﬁlter,
the group delay of the analog ﬁlter will also be estimated in a good
way. The spreading of group delay in the analog low pass ﬁlter that
originates from a spreading in bandwidth can however not in a simple
way be estimated. In this ﬁrst design approach, the LMS algorithm is
assumed to take care of the small variations in group delay.
There will also be a dominant delay in the digital blocks in the
receiver chain. This delay is exactly known and the cancellation block
must compensate for this. In ﬁgure 5.2 the compensation of the ana-
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log delay is in other words performed by the LPF block, while ZD is
assumed to compensates for delays in the digital domain.
The last block in the interference creation block is a DC subtractor,
as depicted in ﬁgure 5.2. The mixer in a direct conversion receiver will
convert the RF signal into base band in one stage and the RX due
to imperfections will give an undesired DC component [3]. Also the
interference will contain most of its power as DC and it will therefore
be confusing for the LMS algorithm to know which part of the DC
component that originates from the interference. If the DC component
is not removed, the LMS algorithm will converge against a much larger
value and not create a good replica of the interference. If the DC is
removed before the cancellation chain this problem can be avoid. A
DC subtractor is therefore also included in the cancellation chain.
Adaptive ﬁlter block
An accurate replica of the interference, except for the coeﬃcient value
in equation 5.8, has now been created in the interference creation block.
To be able to subtract the right amount of the interference the coeﬃ-
cient value must also be estimated. This can be done with a ﬁrst order
LMS adaptive ﬁlter. The LMS algorithm will minimize the squared er-
ror signal sample for sample and thus converge against the coeﬃcient
value. Because the I- and Q-channels necessarily do not have the same
coeﬃcient value, the squared error signal must be minimized in the two
channels separately and two LMS adaptive ﬁlters are needed.
It is not obvious in which bandwidth the LMS algorithm should
try to minimize the squared error, i.e. were the feedback should be
conected. The interference has a frequency contents from DC up to the
cut-oﬀ frequency of the analog base band ﬁlter in the receiver, which
is above the information bandwidth (1.92 MHz). In this ﬁrst basic
approach the cancellation block is assumed to work at double chip rate
and frequencies up to 3.84 MHz can thus be represented. The optimal
solution might be to minimize the squared error signal in a bandwidth
where the ratio between the interference power and the thermal noise
power is maximal. If this optimal solution should be used, a ﬁlter has
to be connected in the error feedback loop. This introduces a delay
in the loop, putting larger demands on the LMS algorithm concerning
robustness and stability.
For simplicity the squared error signal is therefore, in this ﬁrst basic
approach, minimized in the double information bandwidth (3.84 MHz).
Figure 5.2 shows that the feedback loop is connected directly after the
interference subtraction unit.
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5.1.4 Design Options and Optimizations
The interference creation block described in the previous section con-
tains a number of diﬀerent components. The sampled model of the
analog base band ﬁlter in the RX encloses the frequency content of
the interference replica and is in the same time compensating for the
dominating analog delay in TX/RX path. If this ﬁlter is replaced by a
block that only compensates for the mean delay in the path, the real
interference will contain more high frequency information and this will
cause a discrepancy between the real interference and its replica. This
discrepancy might be small in comparison to other diﬀerences between
the paths. Simulations, in later chapters, will show its inﬂuence.
Figure 5.3: The sampled model of the analog base band ﬁlter is here removed
and replaced by a delay component that only compensates for
the mean analog delay.
If it is assumed that the frequency content is equally distributed
over the entire ﬁlter bandwidth, the mean compensation delay can be
chosen as the mean delay marked with a red dashed line in ﬁgure 5.4.
The step-size parameter to the LMS algorithm is the only control-
lable parameter for the entire cancellation block and it is neither sure
nor probable that it exists an optimal step-size parameter for all possi-
ble situations. A more ﬂexible solution is therefore depicted in ﬁgure 5.5
where a RAM memory is used to save diﬀerent step-size parameters.
In the ﬁrst basic approach presented in the previous section, the
LMS initial coeﬃcient value is set to zero. It is therefore probable that
a larger step-size must be used in the ﬁrst slots to quickly converge
against the coeﬃcient value, but with a larger amount of gradient dis-
tortion. The step-size parameter can then gradually be decreased to
minimize the gradient noise. Because the LMS algorithm also oﬀers
a tracking behavior, the step-size should not be chosen to small. The
coeﬃcient value cannot be considered constant over time. It might be
a variation with temperature and power supply, but above all with the
error between the actual TX output power and the feed-forward infor-
mation about the power. This will directly aﬀect the coeﬃcient values
in every slot. An output power error like this is always present and the
speciﬁed error tolerance is diﬀerent for diﬀerent power steps [15]. One
Cancellation Block Design 37
0 0.5 1 1.5 2 2.5 3 3.5
x 106
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
x 10−7
Frequency (Hz)
D
el
ay
 (s
)
Group delay for the sampled model of the analog Butter−worth filter
Figure 5.4: The group delay for a digital butter-worth ﬁlter with a 2.5 MHz
cut-oﬀ frequency. The red dashed line marks chosen compensa-
tion delay.
solution is therefore to specify diﬀerent step-sizes for diﬀerent output
power levels as depicted in ﬁgure 5.5. This is just a design option and
it is not yet established that this is worthwile.
5.2 Hardware Implementation Proposal
5.2.1 Hardware Architecture
An LMS adaptive ﬁlter can generally be divided into one FIR ﬁlter
block (F-block) performing a general ﬁltering, and one weight coef-
ﬁcient update (WUD) block, that updates the ﬁlter coeﬃcients [16].
The tap value in the ﬁlter block is updated every iteration. The im-
plementation proposal in ﬁgure 5.6 is not optimized in any meaning,
but instead it is a direct translation of the design in ﬁgure 5.2 into
hardware. In this application the F-block consists, as described before,
of a ﬁlter with only one tap.
5.2.2 Practical Considerations
Before an architecture is implemented in hardware it has to be opti-
mized. The hardware proposal in the previous section is not optimized
at all, but more a direct translation of the design into hardware.
It is always a trade-oﬀ between cost (area), power consumption and
performance (speed). Power reducing can be done at diﬀerent stages
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Figure 5.5: Enhanced adaptive ﬁlter block with a RAM memory to save
step-size parameters.
in the design process [15]. The ﬁrst step is to optimize the design at
algorithmic level, which is maybe the most challenging part. It exists
many various options and it is not always obvious which design option
that is the best concerning power consumption. At lower levels the
design parameters are limited making the optimization problem easier
[15].
A trend today is to implement digital as well as analog systems in
CMOS technology to beneﬁt from advantage of a lower DC power dis-
sipation. The most power dissipation in a CMOS circuits is consumed
during switching and can be expressed as in equation 5.9 [15].
Pswitching = α · CL · V 2DD · fclk (5.9)
where α is the switching activity factor, CL the load capacitance, VDD
the supply voltage and fclk the block clock frequency. In digital CMOS
circuits, the switching power dissipation above can be responsible for as
much as 90% of the total power consumption [15]. The supply voltage
has the largest inﬂuence, but is determined by the technology process
and cannot easily be reduced. The sample rate (fclk) must however be
optimized.
In the ﬁrst basic approach design presented in previous sections,
the cancellation block is running at a sample rate that is equal to twice
the chip rate. This can be considered as a relatively low sample rate.
The power dissipation can also be optimized by pipelining. If the ar-
chitecture is pipelined, the critical path is reduced and the capacitance
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(Ccharge) that is charged/uncharged every clock cycle is also reduced
[16]. The total capacitance of the system remains the same, but if the
capacitance between two delay elements is reduced, the supply voltage
to the block can also be reduced.
Another possible way to eﬀectively reduce the power dissipation is
to let the cancellation block enter sleep-mode if the distortion is weak
and the block does not bring any particularly suppression. This is the
case at lower output power levels.
In digital implementations no coeﬃcient values or signal values can
be represented with inﬁnite precision. The eﬀect of ﬁnite word lengths
must therefore also be taken into account. One problem that might
occur is that the LMS stop adapting when the μe(n)u(n) term in equa-
tion 5.1 is smaller than the least signiﬁcant bit of the tap value that is
updated [14]. This phenomenon is called stalling.
Figure 5.6: A direct translation of the design in ﬁgure 5.2 into hardware.
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Chapter 6
Simulation and Measurement Results
This chapter will present both results from simulations and results
from hardware measurements on a WCDMA transceiver ASIC. The
simulation results are all produced with the simulator environment de-
scribed in chapter 4. This chapter includes, among others, simulations
over many WCDMA slots with diﬀerent TX leakage magnitudes. These
simulations can be referred as typical transmission simulations and will
in a good way evaluate the improvement of the system by using the
cancellation block.
6.1 Simulation Results
6.1.1 General Simulation Deﬁnitions
In chapter 4 the transceiver model with all added imperfections was
explained in detail. The points below will again explain some of the
most important model considerations to simplify the understanding of
ﬁgures and plots in this chapter.
• Downlink test signal
All simulations are performed without a desired downlink signal.
Instead only thermal noise, modeled as AWGN, is applied at the
receiver input. This is a correct simpliﬁcation since scrambled
downlink signals are placed below the thermal noise ﬂoor in the
interval where the TX leakage is a problem, as described in sec-
tion 4.2.3.
• Interference test interval
The interference power versus the thermal noise power, both mea-
sured in the base band, is in all simulations chosen in the interval
-10 to 20 dB. Notice that the -10 dB test case in the simulation
results sections hence is referred to a 10 dB weaker interference
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power compared to the thermal noise power. The power of DC
component in the interference is included in the test intervall.
• Power measurements
The interference and thermal noise power are both measured in
the base band as a RRC ﬁltered mean power according to the
3GPP user equipment test speciﬁcation [13].
• TX distortion
The added distortion in the transceiver uplink is modeled as
AWGN. The error vector magnitude (EVM) is used as a mea-
sure of the transmitter distortion. This is explained more in sec-
tion 4.2.3.
• Coeﬃcient value The optimal interference coeﬃcients in the
I- and Q-channels are both set ﬁx to 1 in the simulator model.
This makes it easier to study the plots since the LMS adaptive
coeﬃcients then also should converge against 1.
• Error signal
The error signal is deﬁned as the diﬀerence between the output
signal from the reference receiver chain and the receiver with
added interference. The two parallel receiver chains are shown in
ﬁgure 4.1 and the error signal is also marked out.
• System NDR
The system NDR(noise to distortion) is deﬁned as the ratio be-
tween the reference receiver output signal (thermal noise) and the
error signal deﬁned above.
• Normal Simulator Condition (NSC) This condition is ref-
ered as a normal condition for the transceiver model with a 5%
EVM in the uplink and a TX/RX path delay spreading of 10 ns.
6.1.2 Classiﬁcation of Simulation Results
The cancellation block was in chapter 5 divided into two sub blocks;
interference creation block and adaptive ﬁlter block. It is therefore
suitable to evaluate and present the simulation results by ﬁrst study
the two subblocks individually and then evaluate the performance of
the entire cancellation block. The following classiﬁcation of simulation
results is therefore used:
• Performance of the interference creation block.
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• Performance of the LMS Algorithm block
• Performance of the entire cancellation block from a system point
of view
The ﬁrst two items will more point out diﬀerent limitations in the
two subblocks. How these limitations aﬀect the performance of the
cancellation block in the entire system will not be disscussed. The
third item (and also section) will therefore with system simulations
summarize their inﬂuences from a system point of view.
6.1.3 Performance of the Interference Creation Block
Spectrum analysis of the interference
To be able to create a replica of the interference that in a good way
resembles the real interference, the interference spectrum must be ana-
lyzed. The interference spectrum in ﬁgure 6.1 (a) contains frequencies
all the way from DC to twice the TX leakage signal bandwidth (3.84
MHz). Further, most of the interference power is placed at DC. The
base band low pass ﬁlter in the receiver aﬀects the interference spec-
trum and encloses the bandwidth to the ﬁlter bandwidth, which is
shown in ﬁgure 6.1 (b).
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Figure 6.1: (a) Simulated distortion spectrum at the mixer output in the
receiver caused by a TX-leakage signal with only one DPDCH
channel. (b) Simulated distortion spectrum at the output of the
analog base band ﬁlter caused by the same TX-leakage signal.
Sampled model of analog base band ﬁlter
It was described in the cancellation block design chapter that the in-
terference creation block can be implemented in diﬀerent ways. The
ﬁrst option, that also was used in the ﬁrst basic approach design, was
to implement a digital sampled model of the analog base band ﬁlter to
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enclose the bandwidth of the interference signal and hence aﬀect the
interference in the same way as the low pass ﬁlter in the receiver.
A sampled model of the ﬁlter can be created at diﬀerent sample
rates. In ﬁgure 6.2 the frequency response and group delay for a fourth
order digital Butter-worth ﬁlter, created at diﬀerent sample rates, can
be studied. If a low sample rate is used, i.e. two times the chip rate,
there will be a diﬀerence in both frequency response and group delay.
How this diﬀerence in ﬁlter frequency response and group delay will af-
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Figure 6.2: (a) Frequency response of a fourth-order Butter-worth lowpass
ﬁlter. (b) The group delay for the same digital lowpass ﬁlter
fect the signal is depicted in ﬁgure 6.3 for sample rates of two times the
chip rate and four times the chip rate. It can be seen that the created
replica of the interference signal, even at low sample rates, overlaps
the real interference in a good way. Notice that the diﬀerence between
the signals is studied without added TX distortion and the observed
diﬀerence is hence caused by the digital ﬁlter implementation only. In
comparison to the TX distortion, this diﬀerence can be considered to
be very small even at low sample rates.
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Figure 6.3: (a) Replica of interference signal created at two times the chip
rate. (b) Replica of interference signal create at four times chip
rate
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If the sampled ﬁlter model is removed from the cancellation chain
and replaced by a block that only adjusts for a mean group delay as
described in section 5.1.4, the signals will diﬀer a lot more. Figure 6.4
shows the interference replica, created at twice the chip rate and the
real interference, with no added TX distortion. In ﬁgure 6.4 (a) the
interference replica signal is not adjusted for any delay from the analog
base band ﬁlter. In ﬁgure 6.4 (b) the signal is adjusted with a mean
delay in the ﬁlter bandwidth as described in section 5.1.4. Hence, the
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Figure 6.4: (a) Replica of interference without sampled Butter-worth ﬁlter
in the interference creation block. (b) No digital Butter-worth
ﬁlter in the cancellation chain, but the signal is adjusted with a
mean delay.
simpliﬁcation to substitute the sampled model of the analog base band
ﬁlter with only a compensation of a mean delay will cause a larger
diﬀerence between the signals. It can not yet be established if this
diﬀerence plays an important roll for the LMS algorithm to perform
well. This will be examined from a system point of view in section 6.1.5
6.1.4 Performance of the LMS Algorithm
In the previous section simulation results for the performance of the
interference creation block was presented for two diﬀerent design op-
tions. The inﬂuence of the sample rate on the replica of the interference
signal was also investigated. In this section the simulation results will
focus on the performance of the adaptive ﬁlter block.
Step-size investigation
The step-size (μ) is the only controllable parameter for the LMS algo-
rithm. For a large step-sizes the LMS algorithm will converge faster but
will also be more unstable. There exists a maximal value of the step-
size when the LMS algorithm converges, this value can not be exceeded.
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Figure 6.5 shows an example of the convergence with a step-size that
is chosen close to the maximum value.
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Figure 6.5: Convergence of the LMS-coeﬃcient with a large step-size (μ=2)
Chapter 5 contained a rule of thumb to calculate maximum step-
size. In this example the mean power of the tap-input to the LMS
algorithm was, in the simulator, calculated to
E{|u(n)|2} = 0.086 (6.1)
By using equation 5.3 (with M=1) the maximum step-size was esti-
mated to 11.6. Actually the LMS algorithm was converging all the
way up to μ approximately equal to 20, but with a transient distortion
that was not reasonable. For step-sizes over 20 the LMS algorithm (in
this example) will not converge. This conﬁrms the assumption that
estimation of the maximum step-size with the equations given in chap-
ter 5 is only a coarse estimation. In reality the step-size parameter has
to be chosen by a comfortable margin of at least 1/10 of the maximum
value.
LMS Misadjustment
The misadjustment, deﬁned in section 5.1.2, is a good measure of
how well the LMS algorithm performs in a speciﬁc environment. The
ensemble-average-squared value, i.e. an average value over an ensemble
of adaptive ﬁlters, is plotted versus number of iterations. This simula-
tion has been performed for three diﬀerent interference test cases (-10
dB, 0 dB and 10 dB) and are shown in ﬁgure 6.6 to 6.8. A reference
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level (Jmin) is also included in the ﬁgures, indicating the squared error
achieved if the LMS ﬁlter uses the optimal wiener coeﬃcient values.
The ﬁgures (6.6 to 6.8) show the LMS convergence at start-up, that
is, the convergence the very ﬁrst time the cellular phone begins a data
transmission. The cancellation block is, as described in chapter 5, in
sleep-mode between two transmissions to reduce power consumption.
Next time the cancellation block is enabled, i.e. before the next data
transmission, two diﬀerent design options are possible. The coeﬃcient
values for the I- and Q-channels can be saved between two data trans-
missions and the algorithm start therefore its updating process from
this value and not from zero. Another option is to let the algorithm
starts from zero every time and hence not implement more complexity
in the algorithm. This is a simpler algorithm, with maybe satisfactory
rate of convergence.
The principle idea with these three learning curves is to see whether
the algorithm has the ability to converge in a single slot at start-up
and to investigate its steady-state value. The LMS algorithm works
at double chip rate in these simulations and one slot is therefore 5120
iterations.
It can be established that it is possible, in all three test cases, to
converge in a single slot at start-up. The achieved misadjustment is
however dependent of the interference magnitude and chosen step-size.
Misadjustments for diﬀerent step-sizes and test cases are summarized in
table 6.1. These values give just a hint of how well the LMS algorithm
performs for diﬀerent interference magnitudes and step-sizes. With a
low magnitude of the interference, the LMS algorithm has diﬃculties to,
in a good way, estimate the coeﬃcient. The misadjustment is therefore
also relatively large.
It is not established that the algorithm must converge in one single
slot at start-up, but the algorithm have at least the ability.
Table 6.1: Misadjustments, deﬁned in section 5.1.2, for diﬀerent step-sizes
and three diﬀerent test cases.
Test case LMS step-size Misadjustment
-10dB 0.05 63 %
0.1 144 %
0 dB 0.005 10 %
0.05 67 %
10 dB 0.0008 1 %
0.05 73 %
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Figure 6.6: +10 dB test case. The algorithm is enabled after 1000 samples.
A slot is 5120 iterations long and ends around sample 6000.
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Figure 6.7: 0 dB test case. The algorithm is enabled after 1000 samples. A
slot is 5120 iterations long and ends around sample 6000.
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6.1.5 Performance of the Cancellation Block (System Simulations)
In the two previous sections, the subblocks in the cancellation chain
have been examined individually. This has only indicated the limita-
tions or the capacity of the two subblocks, but no simulations have yet
been performed for the entire system.
This section will present two diﬀerent kinds of system simulations;
a typical transmission scenario and evaluation of the system NDR in
the entire interference test interval. The ﬁrst simulations are not only
performed to investigate the ability of the cancellation block to sup-
press the interference, but also to illustrate the convergence of the LMS
coeﬃcients and the suppression of the squared error signal in every slot.
This illustration makes it easier to understand that inﬂuence the LMS
step-size has to the gradient noise and rate of convergence and put it
in relation with the WCDMA slot time.
In the second section the system NDR is simulated versus the entire
interference test interval. The system NDR is the noise to distortion
ratio and is deﬁned in section 6.1.1 This will be done for both diﬀerent
transmitter distortions as well as for diﬀerent TX/RX paths delays to
see their impact on the suppression. In section 6.1.3 the diﬀerences be-
tween the real interference and its replica at diﬀerent sample rates and
for two diﬀerent design options was studied without telling anything
about the impact on the system. These simulations will now also be
performed at system level to show if these simpliﬁcations and changes
concerning sample rate decrease the improvement of the system NDR.
Typical transmission scenario
One way to evaluate the performance of the cancellation block in the
complete system is to simulate a realistic transmission scenario. This
can be performed by a simulation over many WCDMA slots with dif-
ferent output power levels in every slot. Because the mobile phone
change output power level in every slot this can be considered as a
typical transmission scenario. It is assumed that the mobile phone
already has established a connection with the strongest base station,
i.e. the mobile phone is synchronized with a base station. The mobile
phone can then estimate approximately path attenuation in the uplink
if the base station output power is known, by measuring the received
signal strength in a control channel [17]. With this information, the
mobile phone can estimate necessary output transmission power. A
mobile phone can hence be assumed, in the ﬁrst slot, to send with an
arbitrary output power eﬀect less than Pmax (equal 24 dBm in class 3).
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Three ten slots scenarios are simulated with the output power changed
in ±1,±2 or ±3 dB step and with an initial interference magnitude
starting at an arbitrary chosen level in the test interval. The ﬁrst sce-
nario is a ﬁxed step-size scenario, where the LMS algorithm is using
a ﬁxed-step-size in all slots. The step-size is chosen relatively large to
ensure convergence in the ﬁrst slot. The next approach is to use a
much smaller step-size. The LMS algorithm will then not converge in
the ﬁrst slot. The third and last approach is to use diﬀerent step-sizes
in the ﬁrst and following slots. The default step-size is also in this
simulation chosen relatively large (to ensure convergence) and is then
decreased in the second slot. The three simulated ten slot scenarios
are
A Fix step-size (large)
B Fix step-size (small)
C Variable-step size
Except for the step-size parameter, exactly the same settings are used
in the three simulations. This includes a 5% added TX distortion and
a 10 ns spreading in TX/RX path delay, earlier deﬁned as NSC.
A. Fix large step-size
The simulation over ten WCDMA slots with diﬀerent output power
level and consequently also diﬀerent interference magnitude is depicted
in ﬁgure 6.9. It can further be seen in the ﬁgure that the cancellation
block is turned on in slot 1 and that the LMS algorithm therefore starts
its update process from the initial condition (zero). The output power
is then randomly increased or decreased in every slot and the LMS
algorithm tries to estimate the coeﬃcient value. In this simulation a
large step-size (0.05) is used with the advantage of quick convergence
in the ﬁrst slot, but with a large uncertainty in the estimation of the
coeﬃcient value.
B. Fix small step-size
Consider now ﬁgure 6.10 instead. If a smaller step-size is used the LMS
algorithm can perform a better estimation of the coeﬃcient value, but
on the other hand is the rate of convergence much lower. The squared
error is therefore not optimally suppressed in the ﬁrst slots.
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Figure 6.9: A typical data transmission scenario simulated over ten WCDMA
slots with a large step-size (0.05).
C. Variable step-size
The optimal solution should be to use a large step-size in the ﬁrst
slot to ensure quick convergence and then decrease the step-size to
much smaller value to not suﬀer from the large gradient noise in the
following slots. Figure 6.11 shows the simulated typical scenario with
two diﬀerent step-sizes.
These three step-size scenarios have been simulated at two diﬀerent
power level intervals, but with the same power steps between each slot.
The two power level intervals are itemed below.
• Low interference interval: The interference power versus the ther-
mal noise power is in the interval -10 to 0dB.
• High interference interval: The interference power versus the
thermal noise power is in the interval 10 to 20dB
Figure 6.12 shows the system NDR improvements during the two dif-
ferent power level intervals. The NDR is here calculated as a mean
value in every slot for the three diﬀerent step-sizes. A reference, sim-
ulated with the cancellation algorithm oﬀ, is added in the ﬁgure. It
can be seen, in ﬁgure 6.12, that if the ratio between the interference
power and the thermal noise is high (i.e. high interference interval) the
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Figure 6.10: A smaller step-size minimize the gradient noise.
step-size do not have the same inﬂuence of the system NDR, as if the
ratio is low (i.e. low power levels). At low power levels it can be clearly
seen that the variable step-size combine the advantages with both the
step-sizes. Since a mobile phone will transmit at both a low and a high
interference interval, the solution with the variable step-size cannot be
dismissed.
Evaluation of improvements in system NDR
Two aspects to further examine, is how the suppression of the interfer-
ence (or improvement in system NDR) is dependent of diﬀerent spread-
ing in TX/RX path delay and diﬀerent distortions in the uplink. These
two imperfections are neither estimated nor measured by the cancella-
tion block and will decrease the improvement.
Figure 6.13 - 6.15 shows simulations over 16 WCDMA slots with
an interference magnitude starting at -10 dB and ending at +20 dB,
i.e. covering the entire interference test interval in steps of 2 dB. Every
NDR values are, in the ﬁgures, calculated as a mean value in every
slot. The ﬁgures are only showing the improvement in system NDR
after the LMS coeﬃcients have converged, i.e. the suppression of the
interference at start-up will not be concerned. Furthermore, a reference
line is added to the ﬁgures to show the system NDR with a disabled
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Figure 6.11: By using two diﬀerent step-sizes it is possible to beneﬁt of both
quick convergence and small gradient noise.
cancellation block.
It is shown that the cancellation block can, even at very low in-
terference levels (-10 dB) ﬁnd the coeﬃcients and provide suppression
(or improvement in system NDR). It is reasonable, as described in sec-
tion 4.2.3, to assume a 10 ns spreading in TX/RX path delay. The 50 ns
spreading in delay can therefore be considered as a very large spreading
and is more to indicate when the improvement of system NDR has been
halved. The same simulations have also been performed for diﬀerent
uplink distortions and are shown in ﬁgure 6.14. Increasing distortion
in the transmitter chain aﬀect however the interference suppression (or
improvement in system NDR) much more in comparison to the spread-
ing in delay and with a very high distortion, the cancellation block will
even decrease the NDR level. Anyhow, a 20% distortion in the trans-
mitter chain is not reasonable and according to the 3GPP speciﬁcation
the distortion shall not exceed 17.5% in the uplink [13].
The starting point in the ﬁrst basic approach, designed in chapter 5
was to create a replica of the base band interference that, at all costs,
resembles the real interference as much as possible. A sampled model
of the analog base band ﬁlter was therefore added in the cancellation
path. In section 5.1.4, a design option was to remove this block and
substitute it with a block that only compensates for a mean delay in
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Figure 6.12: The improvement of the system NDR with an implemented can-
cellation block between the TX and RX chain in the transceiver.
(a) Simulations in a the low interference interval. (b) Simula-
tions in the high interference interval.
the ﬁlter. A larger diﬀerence between the real interference and its
replica will then occur. This diﬀerence was studied in section 6.1.3 but
it was never shown how much the reduction in hardware aﬀected the
improvement of the system NDR.
In ﬁgure 6.15, both a reference with the cancellation block oﬀ as
well as a reference line showing the ﬁrst basic approach design (FBA),
simulated with a sample rate equal twice the chip rate, are added in
the ﬁgure.
To increase the sample rate, in the cancellation block, and thus also
increase the power dissipation does not improve the performance. It is
suﬃciently good to create the replica of the interference at twice the
chip rate. The two curves in ﬁgure 6.15 will overlap each other.
Furthermore is it shown that the cancellation block still improves
the system NDR without a sampled model of the analog ﬁlter, but no
as good as with the sampled model of the ﬁlter in the chain. With a low
sample rate (two times the chip rate) is it also harder to compensate
for a mean ﬁlter group delay. Every sample shift in the delay block
represents then a much longer time. If a higher sample rate, e.g. four
times the chip rate, is used the delay compensation can rather exactly
be set to the mean ﬁlter delay and the suppression of the interference
is therefore also better.
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Figure 6.13: The impact of the system NDR with a spread in TX/RX path
delay. Simulations are performed over 16 WCDMA slots with
a ﬁx 5 % TX distortion.
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dition.
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6.2 Measurement Results
Hardware measurement have been performed on a WCDMA transceiver
ASIC with the purpose to examine the proﬁle of the interference and
to verify the functionality of the cancellation block.
The main idea was to recreate a similar environment that the
transceiver ASIC is exposed for during data transmission, i.e. expose
the receiver in the ASIC for the interference caused by the transceiver
itself. The leakage signal from the LO is always present and must there-
fore not be generated. The TX leakage signal is on the other hand only
present during simultaneously transmission and the simplest and also
most controllable way to generate this signal is by an external signal
generator.
The RF signal is generated with an SMIQ and connected, via a
notch ﬁlter, to the LNA input of the receiver. The SMIQ is used to
convert a base band information signal into RF frequency. The base
band signal can be generated internally in the SMIQ or generated in
matlab and transmitted to the SMIQ via an AMIQ. An AMIQ is a
modulation generator (or I/Q source) which can be controlled by a
computer. The measurement setup and all details can be studied in
appendix B.
The purpose with this measurement was to examine the interference
phenomena in the base band caused by the internal LO leakage and TX
leakage signal. The frequency of the TX leakage signal should be set
a duplex distance away from the LO frequency and with an amplitude
level of approximately -25 dBm. Test conditions, instrument settings
and ASIC register settings are further explained in appendix B.
If the linearity performance of the ASIC is suﬃciently bad and the
TX leakage signal, described above, is connected to the LNA input, an
interference signal will arise in the base band. The information signal
is a pure 50 kHz sinusoidal with an added DC oﬀset, which will avoid
the signal to become negative, and is expressed in equation 6.2 and
also shown at the top of ﬁgure 6.16.
m(t) = 1 + cos(ωmt) (6.2)
This signal is modulated onto a RF carrier in the SMIQ and will then
become a 100% amplitude modulated signal according to equation 6.3.
The frequency of the carrier (ωc ) is set a duplex distance away from
the frequency of the receiver LO, i.e. at the TX frequency.
s(t) = m(t) · cos(ωct) = (1 + cos(ωmt)) · cos(ωct) (6.3)
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In chapter 3 the theory behind the proﬁle of the base band interference
was described and derived. The interference is a squared version of the
information signal and with the information signal given in equation 6.2
the interference will contain the frequency components expressed in
equation 6.4.
yBB,undesired(t) = m2(t) = (1+cos(ωmt))2 =
3
2
+2·cos(ωmt)+12 ·cos(2ωmt)
(6.4)
The undesired signal contains a DC component, a component at the
information frequency and a component at twice the information fre-
quency. In ﬁgure 6.16 the interference is shown in the time domain,
where the signal in the middle and the signal at the bottom is the
base band interference signal in the I- and Q-channel respectively. The
oscilloscope was set in average mode to give a clearer picture of the in-
terference. Figure 6.17 is taken from the spectrum analyzer and shows
the tone at the information frequency (ωm).
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Figure 6.16: This ﬁgure is taken from the digital oscilloscope. The signal at
the top is the 50 kHz input signal and the two others are the
interference signals in the base band for the I- and Q-channel
respectively.
Figure 6.17: This ﬁgure is taken from the spectrum analyzer showing the
interference tone at 50 kHz.
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Consider ﬁgure 6.16 again, the interference signal in the middle
was sampled and recorded with the digital oscilloscope and plotted in
matlab (ﬁgure 6.18). A cancellation signal was then created in the sim-
ulator, with the cancellation block described in chapter 5. Because of
unknown external delays in diﬀerent instruments etc, the cancellation
signal was manually adjusted in time to overlap the real interference.
The cancellation signal and how it converges against the optimal value
is shown in ﬁgure 6.18. The suppression of the base band interfer-
ence can be studied in ﬁgure 6.19. No desired signal was used in these
measurements.
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IM2 tone and convergence of cancellation signal
sample
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IM2 and rx noise
Figure 6.18: The blue signal is the sampled interference signal in the base
band. The red one is the cancellation signal created in the sim-
ulator. Because the delay in the instruments etc are unknown,
the cancellation signal is manually adjusted in time to overlap
the real interference signal. Used step-size is 0.0001.
A created simulation model is always a simpliﬁcation of the reality.
No validity check has been possible to do of the implemented matlab
model. Instead the interference proﬁle has been veriﬁed and the ability
of the cancellation block to create a similar replica of the interference.
The performance of the cancellation block in a real situation, i.e. with
a WCDMA modulated TX leakage signal, has not been examined. It
can still be considered that the implemented LMS algorithm converges
and that the squared error signal is suppressed.
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Figure 6.19: The interference signal is gradually suppressed after the cancel-
lation block has been switch on. The red dash dotted line marks
the standard derivation of the thermal noise (desired signal).
Most of the interference is thus suppressed. Used step-size is
0.0001.
Chapter 7
Conclusions and Future Work
7.1 Conclusion
The thesis presents a design of a cancellation algorithm to digitally
suppress base band interference in a direct conversion WCDMA re-
ceiver. The cancellation block, placed in the digital domain between
the transmitter and the receiver, has been designed around the well
known adaptive least mean square (LMS) algorithm. It was, however,
not in advance established that the LMS algorithm would provide suf-
ﬁcient performance, especially concerning its rate of convergence and
steady-state value. If the performance is satisfactory, the LMS can
with advantage be implemented in hardware.
Simulations have pointed out that the improvement of the cancella-
tion block is not limited by the choice of the LMS algorithm. Instead,
the algorithm provides both suﬃciently good rate of convergence and
a low misadjustment, with a proper chosen step-size parameter. The
algorithm has, according to simulations, the ability to converge to its
estimated optimal value in less than a single WCDMA slot. This is
true even at start-up if the algorithm starts its convergence from ini-
tial values equal zero.
The main limitation in improvement by using a cancellation block
is determined by the distortion in the transmitter uplink. This is an
imperfection that is neither estimated nor measured by the cancella-
tion block. The task of the cancellation block is to create a replica
of the interference that as much as possible resemble the real interfer-
ence. Simulations have further shown that it is enough to determine
a nominal delay between the interference and its created replica and
compensate with this delay in the cancellation block. The spreading in
delay between diﬀerent transceiver ASICs will aﬀect the improvement,
but not at all as much as the distortion in the uplink.
An implemented cancellation block can use diﬀerent sample rates,
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but there is no gain in creating the replica of the interference at a sam-
ple rate higher than two times the chip rate. From power dissipation
point of view a sample rate equal twice the chip rate should therefore
be used to create the replica of the interference.
Even if the uplink distortion is the dominating imperfection it is
still important to carefully choose proper simpliﬁcations in the cancel-
lation block. Badly chosen simpliﬁcations will directly inﬂuence the
improvement by using this cancellation block.
7.2 Future Work
Since this Master Thesis just is a ﬁrst research of a cancellation al-
gorithm at system level, there are still some future works to consider.
The step-size is the only controllable parameter for the algorithm and
more work is needed concerning step-size optimization. All simula-
tions have been performed in ﬂoating-point simulator environment and
quantization eﬀects must further be examined. Since the distortion in
the transmitter is the main limitation of the improvement, more stud-
ies in this area are needed. Another future work is to optimize the
cancellation block, i.e. to create a replica of the interference at lower
hardware cost.
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AppendixA
Weakly Nonlinear Frequency
Components of a Two Signal Excitation
x(t) y(t)
wA wB 
Figure A.1: Two signal excitation of a weakly nonlinear ampliﬁer
Assume the ampliﬁer in ﬁgure A.1 to be a weakly nonlinear ampli-
ﬁer, approximated by a third order Taylor serie extension according to
equation A.1. Table A.1 contains all frequency components at the out-
put of the ampliﬁer if the input signal is a combination of two sinusoidal
signals according to equation A.2.
y(t) = k1x(t) + k2x(t)2 + k3x(t)3 + . . . (A.1)
x(t) = A cos(ωAt + ϕA) + B cos(ωB + ϕB) (A.2)
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Table A.1: Tones at the output of a weakly nonlinear block.
Frequency, ω Phase, ϕ Factor Type
0 0 12A
2k2 + 12B
2k2 DC
ωB − ωA ϕB − ϕA ABk2 IM2
2ωA − ωB 2ϕA − ϕB 34A2Bk3 IM3
ωA ϕA Ak1 + 34A
3k3 + 32AB
2k3 Fundamental
ωB ϕB Bk1 + 34B
3k3 + 32A
2Bk3 Fundamental
2ωB − ωA 2ϕB − ϕA 34B2Ak3 IM3
2ωA 2ϕA 12A
2k2 HD2
ωB + ωA ϕB + ϕA ABk2 IM2
2ωB 2ϕB 12B
2k2 HD2
3ωA 3ϕA 14A
3k3 HD3
2ωA + ωB 2ϕA + ϕB 34A
2Bk3 IM3
ωA + 2ωB ϕA + 2ϕB 34B
2Ak3 IM3
3ωB 3ϕB 14B
3k3 HD3
AppendixB
Measurements
B.1 Measurement settings
The measurements where performed on a WCDMA transceiver ASIC
with the following settings.
Test condition:
Operating band: II
Duplex distance: 80MHz
Temperature: 25oC
WCDMA receiver settings:
LO frequency: 1930 MHz
RX PGA: maximum
Jammer settings (TX leakage):
Jammer carrier frequency: 1850 MHz
Modulated signal frequency: 50 kHz
Power level: -24dBm
B.2 Measurement setup
The test connection in ﬁgure B.1 was used in all measurements. The
jammer signal was connected to the LNA input (high band, band II)
and the interference was studied at the output of the analog base band
ﬁlter. Three diﬀerent instruments were used to examine the interfer-
ence; a digital oscilloscope, a spectrum analyzer and a vector analyzer.
All instruments were synchronized with a 10 MHz reference signal taken
from the ASIC via a PLL-card. The registers in the ASIC and the input
signal to the AMIQ were both controlled by a computer.
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Figure B.1: Block diagram of the measurement setup.
