Abstract. Tridiagonal operators with complex coefficients are considered. The correspondence between dynamics of high order Toda equations for the coefficients of the operator and its resolvent function is established. It gives a method to solve an inverse problem -integration of high order Toda equations with complex initial data -based on Padé approximants and continued fractions for the resolvent function.
Introduction
As it has been discovered by J. Moser ([8] , see also [9] ), the dynamic of the solutions of the Toda equations by a Jacobi matrix
In the work [2] the following result has been proved.
THEOREM .
For an arbitrary natural number p, the dynamics of the solutions of the equations
where by (J p ) k,j we mean the element of the matrix J p in position (k, j), with initial data (1.1), corresponds to the following evolution of the spectral measure of the operator J
Remark . For p = 1 (1.5) becomes (1.2).
Here we generalize this result for the case of an arbitrary bounded complex initial data. In this case in general the operator J is no longer self-adjoint and therefore the notion of real valued spectral measure is loosing sense. However it is possible to establish a simple evolution of the resolvent function 6) for the resolvent operator
associated with the operator J. We will prove the following result.
Theorem 1.
For an arbitrary p ∈ N the dynamics of the solutions of the high order Toda equations (1.4) with an arbitrary bounded complex initial data corresponds to the following evolution of the resolvent function for the operator J
where Γ is an arbitrary contour of a bounded simple connected domain Ω which contains the infinity point and belongs to the resolvent set of the operator J, i.e.
We present a proof of this result in section 3. In section 2 we consider diagonal Padé approximants and continued fractions for the resolvent function W of the J-operator with complex coefficients. Note that the expansion of the resolvent function in continued fraction generates the coefficients of the J-operator. This gives a procedure for the solution of the inverse spectral problem -determination of the operator J by means of the resolvent function W . At the same time it gives a procedure of integration of the equation (1.4) for complex initial data.
Padé Approximants and spectral problems for tridiagonal operator with complex coefficients
Rational approximants for the resolvent can be applied to solve spectral problems for operators (see for example [1] , [3] , [6] and the survey [7] ).
Here we highlight some properties of the Padé approximants of resolvent function (1.6) which can be taken as a basement for the solution of the spectral problem.
By definition, the diagonal Padé approximants of index n, Π n , for the power series
is a rational function
such that 
is that their numerators and denominators satisfy a three term recurrence relation
, n ∈ N with initial data q 0 = 1 , q −1 = 0 and p 0 = 0 , p −1 = 1, where (a n ) and (b n ) are the coefficients of the matrix J in (1.3) (see for example [1, 9] ). This property is equivalent to the fact that the diagonal Padé approximants are the convergents of the continued fraction expansion for the power series (2.3), i.e.
This relation between the coefficients of the operator J and the rational approximants for its resolvent function gives a procedure for the solution of direct and inverse problems for the operator J with complex coefficients. Thus, the direct problem, i.e. the determination of the resolvent function by means of the coefficients {a n , b n } of the operator J, can be solved by direct computation of the coefficients w ν = J ν e 0 , e 0 (2.5) of the resolvent function and then, applying the theory of uniform convergence of the diagonal Padé approximants to the resolvent function(see [4] ). Hence, the resolvent function can be obtained in some points of the resolvent set. The inverse problem, i.e. the determination of the coefficients {a n , b n } of the operator J by means of the resolvent function W , can be solved by computing the coefficients of the power series expansion for W ,
and then, applying the algorithm of expansion of a power series (2.1) for the resolvent function in the continued fraction (2.4) we obtain the coefficients {a n , b n }.
Evolution of spectral data for high order Toda lattices
In this section we present a proof of the Theorem 1 stated in the introduction. Firstly we mention that Theorem 1 is a corollary of the following result.
Theorem 2. If the coefficients {a n , b n } of the operator J satisfy the equation (1.4) then the coefficients of the resolvent function, w ν , satisfy the following equation
and conversely.
Remark . For p = 1 and real self adjoint operator J the equation (3.1) has been obtained by Kac and Moerbeke [5] .
In fact, substituting (1.7) in (2.6) and differentiating in t we obtain (3.1). Thus, high order Kac and Moerbeke equation (3.1) for the dynamics of the coefficients of the resolvent function are equivalent to the evolution of the resolvent function given by (1.7). It remains to prove that high order Kac and Moerbeke equation for the coefficients {w ν } of the resolvent function w(t) are equivalent to the high order Toda equations for the coefficients {a n , b n } of the operator J.
Proof of Theorem 2. Equations (1.4):
can be rewritten in the matrix form
where
The equation (3.3) is called Lax representation for (1.4). To check the equivalence of (3.3) and (3.2), we take (3.3) for nonzero elements of the matrix
The first equations in (3.2) and (3) coincide. Concerning the second ones, we see that the identity
holds true, because of (J p+1 ) n,n+1 = (J p J) n,n+1 = (J p ) n,n (J) n,n+1 + (J p ) n,n+1 (J) n+1,n+1 + (J p ) n,n+2 (J) n+2,n+1
and at the same time (J p+1 ) n,n+1 = (JJ p ) n,n+1 = (J) n,n−1 (J p ) n−1,n+1 + (J) n,n (J p ) n,n+1 + (J) n,n+1 (J p ) n+1,n+1 .
Thus, the Lax representation (3.3) for the high order Toda equations (1.4) and (3.2) is proved. We notice, that in the representation of the matrix A in the form (3.4) we can put any values instead of the zeros at the right-upper corner and left-down corner. Because of the tridiagonality of J, it does not affect to the equation (3.3) . So it will be convenient for us to use the matrix A in the
