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Abstract
We give new characterizations of the subsets S of the unit disc D of the complex plane such that
the topology of the space A−∞ of holomorphic functions of polynomial growth on D coincides with
the topology of space of the restrictions of the functions to the set S. These sets are called weakly
sufficient sets for A−∞. Our approach is based on a study of the so-called (p, q)-sampling sets
which generalize the A−p-sampling sets of Seip. A characterization of (p, q)-sampling and weakly
sufficient rotation invariant sets is included. It permits us to obtain new examples and to solve an
open question of Khôi and Thomas.
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0. Introduction
In this article we study the weakly sufficient sets of the space A−∞ of holomorphic
functions on the disc of polynomial growth. The space A−∞ is the union of the Banach
spaces A−p,p > 0, of all the holomorphic functions f on the unit disc such that
‖f ‖p := sup
z∈D
|f (z)|(1− |z|2)p <∞.
The LB-space A−∞ equipped with its natural inductive limit topology was studied by
Korenblum [15], compare [11, Section 4.3]. The space A−∞ is known to be isomorphic to
the dual of the Fréchet space of holomorphic functions on the disc which are smooth up to
the boundary and therefore it is isomorphic (via Taylor series representation) to the strong
dual s′ of the space s of rapidly decreasing sequences.
Weakly sufficient sets are those sets such that the topology induced by the restrictions
to the set coincides with the original topology of the weighted inductive limit, compare
Theorem 2.1. Sufficient sets were introduced by Ehrenpreis in 1970 [10]. Sufficient and
weakly sufficient sets of various weighted inductive limits of spaces of entire functions
were studied by Taylor [26] and by Schneider [20]. Abanin [1], Korobeinik [16] and Na-
palkov [18] gave further characterizations of weakly sufficient sets, and they proved that
every weakly sufficient set is sufficient if the weighted inductive limit is a Montel space,
so for A−∞ both notions coincide.
Sampling sets for A−p are those sets such that the norm topology induced by the
restrictions to the set coincides with the original topology of A−p . The sampling sets (as
well as interpolation sets) for A−p were characterized by Seip in [23] (compare [24] and
[11, Section 5]) in terms of certain densities. Horowitz et al. in [13] defined the sampling
sets for A−∞ as those satisfying that the restriction of the function to the set determines the
type of growth of the function. This notion is somehow “isometric” in spirit. The notion of
weakly sufficient set is a natural corresponding “isomorphic” counterpart. The relation of
sampling sets and weakly sufficient sets was investigated by Khôi and Thomas in [14].
Our characterization of weakly sufficient sets for A−∞ given in the first main result
(Corollary 2.3) and a characterization of sampling sets for A−∞ defined in [13] (Corollary
2.4), require certain functional analytic tools (Theorem 2.1), and depend on the estimate
‖f ‖q  C‖f ‖p,S, (1)
where S ⊆ D, p  q and ‖f ‖p,S := supz∈S |f (z)|(1 − |z|2)p which plays a central role
for the whole paper. We could require this estimate to hold for various classes of functions
f : H∞, A−q , A−∞ or the class of all holomorphic functions H(D). If the estimate (1)
holds for the second or the third space then the set S will be called (p, q)-sampling or
(p, q)-dominating, respectively. As easily seen, for discrete S we always find f ∈ H(D)
violating (1) but, as we will see, every (p, q)-sampling (-dominating) set contains a discrete
subset with the same property (Proposition 1.2). Moreover, in connection with one of the
main results (Theorem 1.4) we show a surprising fact that a discrete set can be (p, q)-
sampling without being (p, q)-dominating (Example 1.5). Contrary to that, as was pointed
out to us by the referee, for rotation invariant sets S, the estimate (1) either holds for
all these classes of functions or for none (compare Proposition 3.2). In this case we give
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a complete characterization of the (p, q)-sampling sets which are rotation invariant, see
the second main result, Theorem 3.5. It implies a characterization of rotation invariant
weakly sufficient sets, see Corollary 3.6. A necessary geometric condition for the property
of being (p, q)-sampling set for arbitrary sets is presented in Theorem 3.1 although, as we
show, the condition is not sufficient. In Section 4 an open problem of Khôi and Thomas
[14, Open Question 2, p. 441] is solved with our Example 4.5. Our point of view and the
new characterizations enable us to give more examples in this last section. Our approach
combines complex analytic and functional analytic methods and, in particular, implicitly
exploits the concept of the essential weights of [3] (see the proofs of 1.4, 3.3 and 4.4).
Our notation is standard and we refer the reader to the book [11] for spaces of ana-
lytic functions, and to [17] for functional analysis. For modern theory of locally convex
inductive limits and LB-spaces see [2]. By D(z, r) we denote the open disc of radius r and
center z.
1. (p, q)-sampling sets
A subset S of D is called (p, q)-sampling ((p, q)-dominating) for p  q if there is
a constant C > 0 such that for all f ∈ A−q (f ∈ A−∞, respectively) we have ‖f ‖q 
C‖f ‖p,S . We denote by C(p,q,S) and, respectively, C∞(p, q,S) the smallest constant
C > 0 in the inequality above. The (p,p)-sampling sets are called sampling sets for A−p
by Seip [23]; see also [11, Section 5.2]. Clearly, every (p, q)-sampling set, p  q , is a set of
uniqueness forA−q . In [14], the propertyA−p(S) := {f ∈A−∞: ‖f ‖p,S <∞}⊆A−q(D)
was studied. By [14, Lemma 2, Proposition 3], this means exactly that S is (p, q)-
dominating.
Denote by Σ(S) and Σ∞(S) the set of pairs (p, q) such that S is (p, q)-sampling
and (p, q)-dominating, respectively. Clearly Σ∞(S) ⊆ Σ(S), and (p, q) ∈ Σ∞(S) im-
plies that (p, q ′) ∈ Σ(S), for any q ′  q . Nevertheless, in general Σ(S) = Σ∞(S) (see
Example 1.5), this means that the restriction f ∈A−q in the definition of (p, q)-sampling
plays an essential role!
Proposition 1.1. Let S be a (p, q)-sampling set. Then S¯ ⊇ T := {z: |z| = 1} and S is also
(p/m,q/m)-sampling for every m ∈ N, in particular, if Σ(S) = ∅, then (0,0) ∈ Σ(S).
Moreover, the following sets are also (p, q)-sampling:
1. S1 := S ∩D and C(p,q,S)= C(p,q,S1),
2. ϕ(S) whenever ϕ :D→D is a conformal automorphism and
C
(
p,q,ϕ(S)
)

(
2
1− |ϕ(0)|
)q−p
C(p,q,S),
3. S \D(0, r) and C(p,q,S \D(0, r))ψ(C(p,q,S), r), where ψ : ]1,∞[× ]0,1[→
]1,∞[ is a function depending only on q but not on p and S,
4. S \ Γ for every finite union Γ of H∞-interpolating sequences, in particular, if Γ is
finite.
The same result holds for (p, q)-dominating sets.
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We call a sequence (zn)n ∈N⊆D an H∞-interpolating sequence if for every bounded
sequence (wn)n ∈ N ⊆ C there is a function g ∈ H∞(D) such that g(zn) = wn for every
n ∈N. These sets were characterized by Carleson (see [12, Theorem on p. 203]).
Proof. By the same proof as in [14, Remark on p. 441] it follows that S is (p/m,q/m)-
sampling. The proof of the part 1 is obvious. For the part 2 use the known form of
conformal automorphisms of the disc and observe that
Tq,z :H(D)→H(D), Tq,z(f )(w) := f
(
ϕz(w)
)
ϕ′z(w)q, for f ∈H(D), w ∈D,
is an isometry on A−q . Since the part 3 will not be used in the sequel we omit its long
proof.
The part 4: By Theorem 3.6 and Remark (i) below in [6], Γ is a zero set of a Blaschke
product g (i.e., ‖g‖∞ = 1) such that there is a constant C > 0 such that for every f ∈A−q ,
‖gf ‖q  C‖f ‖q . (2)
Assume that S \ Γ is not (p, q)-sampling. Then for every n ∈ N there is fn ∈ A−q such
that
‖fn‖p,S\Γ < 1/n, ‖fn‖q = 1.
Clearly,
‖fng‖p,S < 1/n, but ‖fng‖q > C.
Observing that (2) holds for f ∈A−∞, we prove the dominating case. ✷
The pseudohyperbolic metric ρ on D is defined by
ρ(z,w) := |ϕz(w)|, ϕz(w) := w− z1− z¯w , z,w ∈D.
The following perturbation result should be compared with [7, Theorem 6] and [8,
Lemma 18] (see also [13, 3.11]).
Proposition 1.2. Let S ⊆ D be a (p, q)-sampling set with p  q and ψ : [0,1[→ [0,1/2[
be an increasing function such that
lim
x→0+
ψ(x)
xt
= 0
for every t > 0. Suppose that S0 ⊆D satisfies the following condition
∀z ∈ S ∃w ∈ S0, ρ(z,w)ψ
(
1− |w|2), (3)
then S0 is also (p, q)-sampling. In particular, for every subset S of D there is a discrete
subset S0 of S such that Σ(S)=Σ(S0). The same result holds for (p, q)-dominating sets.
Proof. We may add to S0 finitely many points to improve the inequality (3) to
ρ(z,w) δ
(
1− |w|2)q−p
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for a fixed suitably small δ. By assumption, for each f ∈A−q , we have
‖f ‖q  C(p,q,S)‖f ‖p,S.
If f = 0, f ∈A−q , and ε ∈ ]0,1[, there is z ∈ S with
‖f ‖q  C(p,q,S)(1+ ε)|f (z)|
(
1− |z|2)p.
For this z ∈ S, we find w ∈ S0 with ρ(z,w) δ(1− |w|2)q−p . Therefore
‖f ‖q C(p,q,S)(1 + ε)|f (w)|
(
1− |w|2)p
+C(p,q,S)(1 + ε)∣∣f (z)(1− |z|2)p − f (w)(1− |w|2)p∣∣.
As ρ(w, z) 1/2, we can apply the following version of [11, Lemma 5.1] which holds for
all f ∈H(D) and each a, b ∈D with ρ(a, b) 1/2, r := (1+max(|a|, |b|))/2,∣∣(1− |a|2)pf (a)− (1− |b|2)pf (b)∣∣Cpρ(a, b)‖f ‖p,D(0,r),
to get ∣∣f (z)(1− |z|2)p − f (w)(1− |w|2)p∣∣
 Cpρ(z,w)‖f ‖q sup
{(
1− |ζ |2)p−q : |ζ | 1+max(|z|, |w|)
2
}
.
Since ρ(z,w) 1/2, we have
1
3
 1− ρ(z,w)
1+ ρ(z,w) 
(1− |z|2)
(1− |w|2) 
1+ ρ(z,w)
1− ρ(z,w)  3
and, for |ζ |  (1 + max(|z|, |w|))/2, we get (1 − |ζ |2)p−q  12q−p(1 − |w|2)p−q . This
implies∣∣f (z)(1− |z|2)p − f (w)(1− |w|2)p∣∣ Cpρ(w, z)‖f ‖q12q−p(1− |w|2)p−q .
Consequently, for δ min(1/2, (2Cp12q−pC(p,q,S)α)−1), α > 1, we have
‖f ‖q C(p,q,S)(1 + ε)|f (w)|
(
1− |w|2)p
+ 2C(p,q,S)Cpρ(w, z)‖f ‖q12q−p
(
1− |w|2)p−q
 (1+ ε)C(p,q,S)‖f ‖p,S0 +
1
α
‖f ‖q .
This implies
‖f ‖q  α
α − 1 (1+ ε)C(p,q,S)‖f ‖p,S0,
from where the conclusion follows.
To get the result for (p, q)-dominating sets one observes that if f ∈A−∞, ‖f ‖p,S =∞,
then ‖f ‖p,S0 =∞ (use the same argument as above based on [11, Lemma 5.1]). ✷
Lemma 1.3. For each z0 ∈D and for each p > 0 there is
g ∈A−p, ‖g‖p  1 and |g(z0)|
(
1− |z0|2
)p = 1.
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Proof. We take g(z) := 1/(1 − (e−iθ0z)2)p , for z0 = |z0|eiθ0 = 0 and g(z) ≡ 1 if
z0 = 0. ✷
For a discussion of weights satisfying similar properties (called essential weights in [8,
25]), we refer the reader to [3,5].
Theorem 1.4. If (p, q) ∈Σ(S) ((p, q) ∈Σ∞(S), respectively) for some S ⊆D, then{
(r, s) ∈ ]0,∞[×]0,∞[: r  p,q − (p− r) s  q}⊆Σ(S),{
(r, s) ∈ ]0,∞[×]0,∞[: r  p,q − (p− r) s}⊆Σ∞(S).
In particular, Σ(S) and Σ∞(S) are connected and contained in the closures of their
respective open interiors.
Proof. If r  p and f ∈A−q , then
‖f ‖q  C(p,q,S)‖f ‖p,S  C(p,q,S)‖f ‖r,S,
and S is (r, q)-sampling. It is enough to show that S is (r, q − p + r)-sampling for each
r < p.
Suppose that this is not the case, setting t := q−p+ r , for each k ∈N, there is fk ∈A−t
such that
1 = ‖fk‖t > k‖fk‖r,S.
For each k ∈N we find zk ∈D with
|fk(zk)|
(
1− |zk|2
)t  1/2.
By our Lemma 1.3 above, we find for each k ∈ N a function gk ∈ A−(p−r) with ‖gk‖p−r
= 1, gk(zk)(1− |zk|2)p−r = 1. Clearly, we have gkfk ∈A−q , and
‖gkfk‖q  |gk(zk)fk(zk)|
(
1− |zk|2
)q  1/2.
On the other hand
‖gkfk‖p,S  sup
z∈S
|fk(z)|
(
1− |z|2)r‖gk‖p−r  1/k,
which is a contradiction, since S is (p, q)-sampling.
To prove the dominating case it suffices to consider f ∈ A−∞, ‖f ‖t =∞ but ‖f ‖r,S
<∞. To prove connectedness we use Proposition 1.1. ✷
It may happen that a set is (p, q)-sampling for some q but not for a bigger q1. This
shows, in particular, that we cannot improve Theorem 1.4.
Example 1.5. For an arbitrary fixed 0 < p <∞ there is a set S ⊆ D such that Σ(S) =
{(r, s): r < p, r  s < p} but Σ∞(S)= ∅.
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First, we define
D(S, r) := 1− log(1− r2) ·
∑
z∈S, 1/2<|z|<r
log
1
|z| ,
if the sum is finite, and D(S, r) :=∞ otherwise. Then we denote
D+(S) := lim sup
r→1−
sup
ζ∈D
D
(
ϕζ (S), r
)
, D−(S) := lim inf
r→1−
inf
ζ∈DD
(
ϕζ (S), r
)
.
Finally, a set S ⊆ D is called separated if there is a constant δ > 0 such that the
pseudohyperbolic distance of any two distinct elements of S is bigger than δ.
We take a separated set S such that D+(S) = D−(S) = p which is a zero set of a
function belonging to A−p (for a construction of such a function see [22, Theorem 2], and
for the proof that its zero set has the required densities see [9] or [21]). The set S is not a
set of uniqueness for A−q , q  p, so it cannot be (p, q)-sampling for q  p. On the other
hand, by [23] (see [11, Theorem 5.18]), S is (r, r)-sampling for r < p. The claim follows
from Theorem 1.4.
2. Weakly sufficient subsets for A−∞
We obtain characterizations of weakly sufficient sets for A−∞ which complement the
results of [13] and [14].
By definition (cf. [11,23]) a subset S of D is A−p sampling if the restriction map
R :A−p → l∞(S,wp), R(f )= f |S
is a topological isomorphism into. Here wp(z) := (1− |z|2)p and
l∞(S,wp) :=
{
ψ :S→C: ‖ψ‖p,S := sup
x∈S
|ψ(x)|wp(x) <∞
}
.
The set S is called weakly sufficient (cf. [1,16,18]) if A−∞ = indp∈NA−p(S) holds
topologically. The definition of sufficient sets will be omitted here. It is proved in the
papers mentioned above that both notions are equivalent in our situation. Every weakly
sufficient set is a set of uniqueness for A−∞, i.e., it is not a zero set of a non-zero function
belonging to A−∞.
Our first statement is mostly known and it clarifies the connection with sampling sets.
The only condition which we cannot find explicitly in the literature is 4 (although some
ideas of that type appear implicitly in [16]).
We denote l−∞∞ := indn∈N l∞(S,wn) which is a complete (LB)-space; see [4].
Theorem 2.1. The following conditions are equivalent for a subset S ⊆D:
1. S is weakly sufficient for A−∞.
2. A−p(S) is a Banach space for each p ∈N.
3. ∀p ∃q  p: A−p(S)⊆ A−q(D) algebraically.
4. The restriction map R :A−∞→ l−∞∞ , Rf := f |S , is a topological isomorphism into.
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Proof. The equivalence of 1 and 2 was proved by Schneider [20]. From Abanin [1] and
[14, Proposition 1] follows that 3 and 1 are equivalent.
To prove the equivalence of 1 and 4 in our general setting, we observe first that there
are continuous linear maps
A−∞ I−→ ind
p∈N
A−p(S) R−→ l−∞∞ ,
where I is the identity map and R is the restriction. If 4 holds, R ◦ I is a topological
isomorphism, which implies that I is a topological isomorphism, hence 1 holds. Suppose
conversely that 1 holds. Since S is a set of uniqueness, R is injective. By assumption,
indp∈NA−p(S) = A−∞ is a (DFS)-space, hence a Montel space, and l−∞∞ is a complete,
hence a regular, LB-space. By Bearnstein’s lemma [19, 8.3.55], [17, 26.26], to show that
R :A−∞→ l−∞∞ is a topological embedding, it is enough to show that R−1(B) is bounded
in A−∞ for every bounded subset B of l−∞∞ . Every bounded subset of the latter space is
contained in a set of the form
B = {ψ ∈ l−∞∞ : ‖ψ‖p,S C}.
This implies that R−1(B) is bounded in A−p(S), hence in indp∈NA−p(S) = A−∞. The
proof of the equivalence of 1 and 4 is complete. ✷
We utilize now the results of Section 1 to find more characterizations of weakly
sufficient sets for A−∞. We think they are easier to handle, and they permit us to give
new examples in Section 4.
We define
q∞S (p) := inf
{
q  p: A−p(S)⊆A−q},
qS(p) := inf
{
q  p: S is (p, r)-sampling for every r > q
}
.
We set qS(p)=∞ or q∞S (p)=∞ if the corresponding set is empty. The function q∞S (p)
is denoted by q(p) in [14, p. 441]. The sets S ⊆ D called in the paper [13] sampling sets
for A−∞ are exactly those for which q∞S (p)= p for every p > 0.
Both functions are non-decreasing and, from Theorem 1.4, strictly increasing wherever
they are finite. It follows from [14, Lemma 2, Proposition 3] that qS(p) q∞S (p) for each
p > 0 and, by the proof of Proposition 1.1, that qS(p/m)  qS(p)/m and q∞S (p/m) 
q∞S (p)/m for every m ∈ N. This implies that if qS(p) <∞ (or q∞S (p) <∞) for some
p > 0, then limt→0+ qS(t)= 0 or limt→0+ q∞S (t)= 0.
It turns out that both functions qS and q∞S are closely related.
Theorem 2.2. For every set S ⊆ D and any 0 < p′ < p, q∞S (p′)  qS(p). In particular,
qS(p) q∞S (p) limt→p+ qS(t).
Proof. If qS(p) =∞ for every p > 0 then the inequality holds. Assume that qS(p) <∞
for some p > 0. By Proposition 1.2, we may assume that S is discrete.
We first show that S is a set of uniqueness for A−∞. Indeed, suppose that f ∈ A−∞
vanishes on S. This implies ‖f ‖p,S = 0 for each p > 0. There is t > 0 such that f ∈A−q
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for each q > t . As qS(p) <∞, for each q > qS(p), we have ‖f ‖q  Cq‖f ‖p,S . We have
‖f ‖q = 0 and thus f = 0.
The rest of the argument is based on an idea of Seip [23, pp. 36–37], also see [13, Proof
of Lemma 2.1].
As S is discrete, we write S = (zn)n ∈N. It suffices to show that if f ∈A−q , q > qS(p)
and f ∈ A−p′(S), γ := p − p′ > 0, then f ∈ A−(q−γ )(D). The set S is (p, q)-sampling,
i.e.,
‖f ‖q  C‖f ‖p,S for every f ∈A−q. (4)
There is M > 0 such that
sup
N
(
1− |zn|2
)p′ |f (zn)|M <∞. (5)
This implies
lim
n→∞
(
1− |zn|2
)p|f (zn)| = 0. (6)
As before we denote wt(z) := (1− |z|2)t , t > 0, z ∈ S. The map
Q :A−q → l∞(S,wq), Q(h) :=
(
h(zn)
)
n
∈N, h ∈A−q,
is well defined, linear, continuous, and injective (since S is a set of uniqueness for A−∞).
Moreover, Q(f ) ∈ c0(S,wp).
For each h ∈A−q such that Qh ∈ c0(S,wp), we can apply (4) to get
‖h‖q C‖Qh‖c0(S,wp). (7)
For each ζ ∈D, we consider the continuous linear functional ψζ on A−q defined by
ψζ (h) := h(ζ )
(
1− |ζ |2)q .
Clearly (Lemma 1.3) ‖ψζ ‖(A−q)′ = 1, and ψζ ◦Q−1 is a continuous linear functional on
a subspace ImQ ∩ c0(S,wp) of the Banach space c0(S,wp) with norm less or equal to
C > 0 by (7).
We apply the Hahn–Banach theorem to get, for each ζ ∈ D, a sequence (gn(ζ ))N ∈ l1
with
∞∑
n=1
|gn(ζ )| C (8)
such that
h(ζ )
(
1− |ζ |2)q = ∞∑
n=1
(
1− |zn|2
)p
h(zn)gn(ζ ), (9)
for each h ∈A−q with Q(h) ∈ c0(S,wp).
Since (1− |ζ |2)/(1− ζ¯ z) 2, we can apply (9) to the function
h(z) := f (z)
(
(1− |ζ |2)
1− ζ¯ z
)γ
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to get
(
1− |ζ |2)qf (ζ )= ∞∑
n=1
(
1− |zn|2
)p( (1− |ζ |2)
1− ζ¯ zn
)γ
f (zn)gn(ζ )
and (
1− |ζ |2)q−γ |f (ζ )| ∞∑
n=1
(
1− |zn|2
)p−γ ∣∣∣∣ (1− |zn|2)1− ζ¯ zn
∣∣∣∣γ |f (zn)||gn(ζ )|.
Let us take 0 < γ < p− p1. Therefore, for each ζ ∈D,
(
1− |ζ |2)q−γ |f (ζ )| 2γ ∞∑
n=1
(
1− |zn|2
)p1 |f (zn)||gn(ζ )|.
By (5) and (8) we conclude
‖f ‖q−γ  2γCM.
This implies f ∈A−(q−γ )(D) and completes the proof by repeating this argument. ✷
Corollary 2.3. The following conditions are equivalent for S ⊆D:
1. S is weakly sufficient for A−∞.
2. q∞S (p) <∞ for every p > 0 or, equivalently, qS(p) <∞ for every p > 0.
3. There is a discrete subset S0 of S satisfying one (or both) of the conditions above.
Corollary 2.4. The set S ⊆D is a sampling set for A−∞ in the sense of [13] if and only if
qS(p)= p for every p > 0.
3. A characterization of the rotation invariant (p, q)-sampling sets
We start with a necessary condition for a set to be (p, q)-sampling in the spirit of Seip
[23]. This condition is expressed as a lower estimate for those q such that S is (p, q)-
sampling. First we need the following notation for S ⊆D and 0 < r < 1:
D∗(S, r) := 1− log(1− r2) ·
∑
z∈S, |z|<r
log
1
|z| ,
if the sum is finite and 0 /∈ S, and D∗(S, r) :=∞ otherwise.
Theorem 3.1. If S ⊆D is (p, q)-sampling, then
q  p+ lim sup
|ζ |→1−
sup
r∈]0,1[
(
p−D∗
(
ϕζ (S), r
))( log(1− r2)
log(1− |ζ |)
)
. (10)
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Proof. Let us take ζ ∈ D and 0 < r < 1. If S′r := ϕζ (S) ∩ D(0, r) is a finite set not
containing zero, then we can define
f (w) :=
∏
z∈S ′r
z−w
|z|(1− z¯w) .
Clearly, ‖f ‖q  1. On the other hand, by Proposition 1.1 we have
(1− |ζ |)q−p
2q−pC(p,q,S)
 sup
w∈ϕζ (S)
(
1− |w|2)p|f (w)| exp(∑
z∈S ′r
log
1
|z| − p log
1
1− r2
)
.
This implies
(q − p) log 1
(1− |ζ |2)
 p log 1
1− r2 −
∑
z∈S ′r
log
1
|z| − logC(p,q,S)− (q − p) log 2,
which completes the proof. ✷
Let us compare the above result with the criterion of Seip [23], [11, Theorem 5.18],
for (p,p)-sampling: S is (p,p)-sampling if and only if S contains a separated subset S0
with D−(S0) > p. By Example 1.5, the condition in Theorem 3.1 cannot be sufficient. The
presented estimate means also that qS is not smaller than the right-hand side of (10). Un-
fortunately, this estimate is also far from being optimal: for the rotation invariant sets E(A)
considered below the right-hand side of the estimate is not bigger than 2p while for every
M > 1 there is a suitable choice of A such that qE(A)(p) =Mp (see Corollary 3.6 and
Example 4.2). Since the proof above uses the full strength of Seip’s proof in [23], compare
[11, Section 5], of characterization of (p,p)-sampling sets, we realize that the correspond-
ing characterization of (p, q)-sampling sets, p < q , needs completely new ideas.
We present a geometric characterization of rotation invariant (p, q)-sampling sets.
Every such a set is of the form
E(A) := {z ∈D: |z| ∈A},
where A is a fixed subset of [0,1[. By Proposition 1.1, it suffices to consider only closed
subsets of D. Since E(A) = E(A), we will assume later on that A is a closed subset of
[0,1[. Clearly, ]0,1[\A is a union of open pairwisely disjoint intervals. We call each such
a maximal interval ]a, b[ a gap in A. Sets which are unions of a sequence of concentric
circles were studied in [13] and [14]. They are defined as follows:
E(r) := {z ∈D: |z| = rn for some n ∈N},
where r = (rn)n ∈ N denotes here, and in what follows, a strictly positive and strictly
increasing sequence tending to one. Clearly, E(r) is rotation invariant.
Contrary to the general case, for rotation invariant S it does not matter if we test the
inequality ‖f ‖q  C‖f ‖p,S for all f holomorphic or f ∈ A−∞ or f ∈ A−q or even
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f ∈ H∞. We thank the referee for this useful observation. Indeed, by the maximum
principle for arbitrary holomorphic function f , fr(z) := f (rz), r ∈ (0,1)
‖fr‖p,E(A) = sup
ρ∈A
(
1− ρ2)p sup
|z|=ρ
|f (rz)| sup
ρ∈A
(
1− ρ2)p sup
|z|=ρ
|f (z)| = ‖f ‖p,E(A),
so if for any h ∈H∞ the following inequality holds ‖h‖q  C‖h‖p,E(A), then
‖fr‖q C‖fr‖p,E(A)  C‖f ‖p,E(A).
Letting r → 1 for this fixed f and every individual z ∈D, we obtain ‖f ‖q  C‖f ‖p,E(A).
In particular, we obtain:
Proposition 3.2. Σ∞(E(A))=Σ(E(A)) holds for any closed set A⊆ [0,1[.
A function η : ]0,1[ → ]0,∞[ is logarithmically convex if ϕ(t) := logη(et) is convex
in ]−∞,0[.
Lemma 3.3. Let A⊆ [0,1[ be a closed set and 0 < p  q . Then E(A) is (p, q)-sampling
if and only if the family
V (a, b) := log
(
log 1
a
/
log 1
b
)
1− log 1
b
/
log 1
a
− log
(
log
1
a
)
+ q
p
· log
(
log b
a
log
(
log 1
a
/
log 1
b
)),
is bounded above, where (a, b) runs through all gaps in A.
Proof. We observe first that the weights (1 − |z|2)p and (log 1|z| )p , p > 0, are equivalent
near the boundary, as limr→1−(1 − r2)/(− log r) = 2. We denote by w the supremum of
all logarithmically convex functions on ]0,1[ such that w(t) (log 1
t
)−p for all t ∈A. The
function w is logarithmically convex. We now show that E(A) is (p, q)-sampling if and
only if
sup
r∈]0,1[
w(r)
(
log
1
r
)q
<∞. (11)
Assume first that (11) holds. Let f ∈A−q ⊆H(D) satisfy
sup
{
|f (z)|
(
log
1
t
)p
: |z| = t, t ∈A
}
= 1.
By the Hadamard three circle theorem, for each r ∈ ]0,1[, we have
max|z|=r |f (z)|w(r)D
(
log
1
r
)−q
D′(1− r2)−q .
This yields
sup
z∈D
|f (z)|(1− |z|2)q = ‖f ‖q D′,
and E(A) is (p, q)-sampling. We suppose now that
sup
r∈]0,1[
w(r)
(
log
1
r
)q
=∞.
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Define the weight v(z) := 1/w(|z|), z ∈D. We find (zn)N ⊆D such that
lim
n→∞
v(zn)
(1− |zn|2)q = 0.
By [5, Lemma 5, Proposition 7], for each n, there is a polynomial fn such that ‖fn‖v  1
and |fn(zn)|v(zn) η. We have ‖fn‖p,S  1/δ, fn ∈A−q and
lim
n→∞|fn(zn)|
(
1− |zn|2
)q =∞.
Thus E(A) is not (p, q)-sampling.
We set ψ(t) := logw(et ), t ∈ ]−∞,0[. Condition (11) is equivalent to
sup
t<0
(
ψ(t)+ q log(−t))<∞. (12)
We evaluate this condition further to show that it is equivalent to boundedness of V (a, b).
Since the function γ (t) := p log( 1|t |) is convex, we have for et ∈A thatψ(t)= p log( 1|t |)
and ψ is affine in the interval ] loga, logb[, where (a, b) is a gap in A. Thus, for t in this
interval, ψ(t) coincides with
ψ1(t)=
p log
(
log 1
a
/
log 1
b
)
log b
a
(
t + log 1
a
)
− p log
(
log
1
a
)
.
The maximum of ψ1(t)+ q log(−t) is attained at the point −q log ba /(p log(log 1a / log 1b ))
and the value of the maximum is equal to −q + q log q
p
+ pV (a, b). This permits us to
conclude that (12) holds if and only if V (a, b) is bounded. ✷
Corollary 3.4. For a closed set A ⊆ [0,1[ and for a fixed M  1, the set E(A) is either
(p,Mp)-sampling for each p > 0 or for no p > 0. In particular, if E(A) is (p, q)-sampling
for some p < q , then E(A) is weakly sufficient.
Proof. For the first part of the statement observe that supV (a, b) only depends on M . The
set E(A) is weakly sufficient by Corollary 2.3. ✷
The following theorem improves [13, Proposition 2.4] and [14, Proposition 5] and it
gives the full characterization of pairs (p, q) for which E(A) is (p, q)-sampling.
Theorem 3.5. For a closed set A⊆ [0,1[ and p < q the set E(A) is (p, q)-sampling if and
only if the family
W(a,b) :=
(
− log
(
log
1
b
))
+ q
p
log
(
log 1
a
− log(log 1
a
))
is bounded above, where (a, b) runs through the sequence of all gaps of A.
Remarks. (a) We cover more general class of sets (rotation invariant ones instead of
E(r)) than in [14, Proposition 5]. Even for E(r) we get more precise information; in [14,
Proposition 5] the authors find q∞E(r) while here we get a precise description of Σ(E(r)).
This, in particular, allows to construct Examples 4.1 and 4.2.
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(b) The proof of Proposition 5 on p. 443 of [14] has a gap: the authors used [13,
Theorem 3.1] for non-increasing (and even non-equivalent to any increasing function)
functions k˜j . Moreover, they implicitly assume that the constant in max|z|=r log |f (z)| =
k˜j (r)+O(1) does not depend on j . Another proof is sketched on pp. 444–446 in [14]. The
referee pointed out that the erroneous choice of k˜j can be replaced by one function
k˜(u) := min((q + 1)(u− unj )+ punj , pu1+nj ),
and the proof is repaired because k˜(u′nj )− qu′nj →∞ as j →∞ and
u′nj :=
p
q + 1 (u1+nj − unj )+ unj .
Proof of Theorem 3.5. We show that boundedness of V (a, b) is, in fact, equivalent to
boundedness of W(a,b). Without loss of generality we consider only gaps (a, b) such that
1/e < a,b. We denote by G(A) the set of all such gaps of A.
We select α ∈R such that 1< α < q/p, and we set
G1 :=
{
(a, b) ∈G(A): log
(
log 1
b
)
log
(
log 1
a
) > α}, G2 =G(A) \G1.
Assume that W(a,b) are bounded. We prove first that the sequence {V (a, b): (a, b) ∈
G2} is bounded above. Indeed, if (a, b)∈G2, then
1 <
log 1
a
log 1
b
<
(
log
1
a
)1−α
.
Since the function h(x) :=− logx/(1− x), x ∈ ]0,1[ is decreasing and h(x) 1 for each
x ∈ ]0,1[, we have
1
log
(
log 1
a
/
log 1
b
)
1− log 1
b
/
log 1
a
<
(1− α) log(log 1
a
)
1− (log 1
a
)α−1 .
Consequently, for the third summand in the expression of V (a, b), we have
log
(
log b
a
log
(
log 1
a
/
log 1
b
)) log log b
a
− log
(
1− log
1
b
log 1
a
)
= log(− loga).
This yields, for (a, b)∈G2,
V (a, b) log
(
log
1
a
)(
(1− α)
1− (log 1
a
)α−1 +( qp − 1
))
.
Since the first factor is negative and the second one tends to (q/p− α) as a, b→ 1−, the
conclusion follows.
Now, if (a, b) ∈G1, we have
log
(
log
1
b
)
< α log
(
log
1
a
)
and 0<
log 1
b
log 1
a
<
(
log
1
a
)α−1
.
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Accordingly
lim
a,b→1−, (a,b)∈G1
log 1
b
log 1
a
= 0
and {V (a, b): (a, b)∈G(A)} is bounded above if and only if the sequence
V˜ (a, b) := V (a, b)
(
1− log
1
b
log 1
a
)
, (a, b) ∈G1,
is bounded above. We have
V˜ (a, b) :=− log
(
log
1
b
)
+ log
(
log
1
a
)( log 1
b
log 1
a
)
+ q
p
log
(
log b
a
log
(
log 1
a
/
log 1
b
)
)
− q
p
log
(
log b
a
log
(
log 1
a
/
log 1
b
))( log 1b
log 1
a
)
=:A(a,b)+B(a, b)+C(a, b)− q
p
D(a, b).
Since (log 1
a
)α−1 log(log 1
a
) < B(a, b) < 0, and limx→0+ xα−1 logx = 0,
sup
(a,b)∈G1
|B(a, b)|<∞. (13)
On the other hand, if {W(a,b): (a, b) ∈G1} is bounded above then
lim
t→1−
sup
{
log
(
log 1
b
)
log
(
log 1
a
) : (a, b) gap in G1, a, b t
}
 q
p
<∞ (14)
holds.
Indeed, we write x(t) := − log (− log t). As t → 1−, then x(t)→+∞. We have, for
a, b large enough,
W(a,b)= x(b)− q
p
(
x(a)+ logx(a))> x(b)−( q
p
+ ε
)
x(a).
By the boundedness of W(a,b), for a, b large enough x(b) < (q/p+ 2ε)x(a). This gives
(14).
The condition (14) implies that {D(a,b): (a, b) ∈G1} is bounded from below. Indeed,
by (14), for some C <∞,
α
(− log(− loga))<− log(− logb) < C(− log(− loga)), for (a, b)∈G1,
therefore
D(a,b) > (− loga)α−1 log
(− loga − (− loga)α
(1−C) log(− loga)
)
.
We leave to the reader to check that the right-hand side tends to 0 as t → 1−.
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Now, (14) implies that (− loga)C  (− logb) (− loga)α and this implies that
sup
(a,b)∈G1
(∣∣∣∣∣ log
(
log
(
log 1
a
log 1
b
))
− log
(
− log
(
log
1
a
))∣∣∣∣∣
+
∣∣∣∣log(log ba
)
− log
(
log
1
a
)∣∣∣∣
)
<∞. (15)
Since ∣∣A(a,b)+C(a, b)−W(a,b)∣∣ q
p
M, (16)
where M denotes the expression on the left-hand side of (15), thus (15) and the bound-
edness of W(a,b) implies the boundedness of A(a,b)+C(a, b).
Let us assume now that V (a, b) are bounded. It follows, as before, that V˜ (a, b) is
bounded. By (13) and as D(a,b) is negative (since a > e−1),
sup
(a,b)∈G1
(
A(a,b)+C(a, b))<∞. (17)
If (a, b) ∈G2, then
W(a,b)
(
q
p
− α
)
log
(
log
1
a
)
 0.
We prove that (17) implies (14). Indeed, if (14) does not hold then there is β0 > qp and
(a, b) ∈G1 arbitrarily near 1 such that log 1b = (log 1a )β , β > β0, therefore, for a, b close
enough to 1 we can estimate from below log b
a
by 12 log
1
a
and thus
A(a,b)+C(a, b)
=− log
(
log
1
b
)
+ q
p
log
(
log
b
a
)
− q
p
log
(
log
(
1(
log 1
a
)β−1
))
>
(
β0 − q
p
)(
− log
(
log
1
a
))
+ q
p
log
1
2(β − 1) −
q
p
log
(
− log
(
log
1
a
))
.
The latter expression is unbounded as a→ 1−; a contradiction.
Since we have already proved that (14) implies (15), it follows by (16) that W(a,b) is
bounded for (a, b) ∈G1. This completes the proof. ✷
Corollary 3.6. If for a closed set A⊆ [0,1[ we define
M := lim
t→1−
sup
{
log
(
log 1
b
)
log
(
log 1
a
) : (a, b) a gap of A, a, b > t}
= lim
t→1−
sup
{
log(1− b)
log(1− a) : (a, b) a gap of A, a, b > t
}
then q∞E(A) = qE(A) =Mp for each p > 0. In particular, E(A) is weakly sufficient if and
only if M <∞.
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Proof. If q/p >M , for t  t (0), a, b > t we have
log(− logb)
log(− loga) < α <
q
p
.
Therefore, letting t → 1, a, b > t , we have W(a,b)→−∞, and E(A) is (p, q)-sampling
by Theorem 3.5. Thus qE(A)(p) = Mp follows from the proof of (14) above. This
completes the proof by Corollary 2.3 ✷
4. Examples
We complete the paper with some examples which solve open questions and which
show that the set Σ(S) might be quite complicated. It is proved in [13, Example 2.5], that
there is a set S ⊆D such that Σ(S)= {(p, q): q > p}. We show more.
Example 4.1. For any M  1 there exists an increasing sequence r = (rn)n ∈N, rn → 1−,
such that Σ(E(r))= {(p, q): q >Mp}.
It suffices to prove the case M > 1. We define inductively r as
(− log rn+1)= (− log rn)
M
(− log(− log rn))M+1 .
The result follows from Theorem 3.5 and Corollary 3.6 by simple calculations.
The example above shows that the set Σ(S) can be open. It turns out that it can be also
closed.
Example 4.2. For every M  1 there is a sequence r like in the previous example such that
Σ(E(r))= {(p, q): q Mp}.
For M = 1 it suffices to take a sequence with rn := 1 − (1 − ε)n. It is easily seen
that for a suitable small ε > 0 the obtained set is (p,p)-sampling for every p > 0 (see
Proposition 1.2). For M > 1 we just take inductively (− log rn+1)= (− logrn)M and apply
Theorem 3.5.
Khôi and Thomas [14, Open Question 2] asked on p. 441 if the function q∞S must always
be a linear function. We solve the problem in the negative with the Example 4.5.
Lemma 4.3. If S1, S2 ⊆D satisfy D+(S1)=D−(S1)= p and D−(S2)= 0, then D−(S1 ∪
S2)= p.
Proposition 4.4. Let S ⊆ D and let v be a weight on D such that
v(z)
(
1− |z|2)s for z ∈ S and inf
z∈D
v(z)
(1− |z|2)q = 0.
Let Γ be the zero set of a holomorphic function g such that |g(z)|(1−|z|2)p ·ρ(z,Γ )−1 is
bounded above and bounded away from zero. If there is η > 0 such that for all z ∈D there
is f ∈H∞ with ‖f ‖v  1 and |f (z)|v(z) > η, then S ∪Γ is not (p+ s, q +p)-sampling.
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Proof. We select a sequence (zn)n∈N in D such that v(zn)/(1 − |zn|2)q → 0. We find
‖fn‖v  1, fn ∈H∞(D), such that
|fn(zn)|v(zn) C.
Clearly, |fn(zn)|(1− |zn|2)q →∞. Taking f˜n := fn/‖fn‖q we get ‖f˜n‖v → 0, thus∥∥f˜n∥∥s,S → 0 but ∥∥f˜n∥∥q = 1.
By [11, Lemma 5.1], there is a pseudohyperbolic disc <(wn, t), t > 0, such that, for all
z ∈<(wn, t), we have∣∣f˜n(z)∣∣(1− |z|2)q  1/2.
By the properties of g, there is a universal constant C1 such that for every n ∈ N there is
z˜n ∈<(wn, t) with |g(z˜n)|(1− |z˜n|2)p  C1. We set hn := f˜ng. We have, for each n,
|hn(z˜n)|
(
1− |z˜n|2
)p+q  (1/2)C1.
On the other hand,
‖hn‖p+q 
∥∥f˜n∥∥q · ‖g‖p <∞ but ‖hn‖p+s,S  ∥∥f˜n∥∥s,S · ‖g‖p,S → 0.
This completes the proof. ✷
Here is the example which solves the problem of Khôi and Thomas [14, Open Ques-
tion 2].
Example 4.5. For every 0 <p0 <p there is a set S0 ⊆D, D−(S0)= p such that
1. ∀p1 >p, qS0(p1) p+ pp0 (p1 − p) > p1;
2. ∀p1 <p0, qS0(p1)= p1.
Let us take S := E(r) for an increasing sequence r = (rn)n ∈ N tending to 1 and
satisfying
lim sup
n→∞
log(1− rn+1)
log(1− rn) =M :=
p
p0
.
Let Γ be the zero set of a function g constructed by Seip [22, Theorem 2] such that
|g(z)|(1− |z|2)p ≈ ρ(z,Γ )
with the density D+(Γ )=D−(Γ )= p (for the calculation of the density see [9]).
By Corollary 3.6, qS(p1)=Mp1 for every p1 > 0 while Γ is (p1,p1)-sampling exactly
for p1 < p by [23, Theorem 1.1], see [11, Theorem 5.18]. Therefore for S0 := S ∪ Γ we
have
qS0(p1)= p1 for p1 <p.
We define
v(z) := sup
{
|f (z)| : f ∈H∞(D), sup
z∈S
|f (z)|(1− |z|2)p1−p  1},
for a fixed p1 > p. By Theorem 3.5, the assumptions of Proposition 4.4 are satisfied for
s = p1 − p, q < Ms. Thus S0 is not (p1,p + q)-sampling. By [14, remarks after Prop-
osition 5], D−(S)= 0, by Lemma 4.3, D−(S0)= p.
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