Abstract. Visualization of medical data requires the extraction of surfaces that represent the boundaries of objects of interest. This paper describes a method that combines finding these boundaries accurately and ensuring that this surface consists of high quality triangles. The latter is important for subsequent visualization and simulation. We show that the surfaces created using this method are both accurate and have good quality triangles.
 Introduction
Analysis of D medical images is aided by creating D surface representations that describe the boundaries of anatomical structures. A triangle mesh facilitates viewing and manipulating the data easily. Apart from that, these meshes can be used to calculate metrics on its size and shape. Applications include computer aided diagnosis, surgical planning, and simulation.
Extracting a mesh, or segmenting data, requires detecting and grouping of parts in the data that share certain characteristics. A straightforward method to segment data is isosurfacing (e.g., Marching Cubes [] ), where points that share the same greyscale value (the isovalue) are assumed to describe the surface. However, this assertion does not always hold due to noise and bias (e.g., in Magnetic Resonance Imaging).
Another approach to segmenting is to identify objects by an edge: an abrupt change in greyscale intensity. By doing so, the exact greyscale value of the points on the boundary is not relevant. Edge detection is also hampered by noise due to the sensitivity of the derivative operator to high frequency noise. Therefore, a Gaussian derivative is often used to suppress noise. Unfortunately, the reduction of noise coincides with dislocation of edges. A good trade-off is achieved between detecting and locating edges and suppressing noise by using a scale-space approach [, ] .
The quality of an extracted mesh is important for subsequent processing steps, such as visualisation and finite element modeling methods. Here good quality triangles and a smooth mesh and are preferred and sometimes even required (see Section .). Surface extraction methods such as deformable models [, ] and snakes [, ] do not explicitly attempt to produce meshes of good triangle quality. Apart from that, deformable models and snakes require several parameters that have to be tuned for each case. Therefore, it is difficult to maintain reproducibility. The SurfaceNets method does take triangle quality into account, but is limited to isosurfaces [, ] . The conventional approach is to proceed after extraction by applying mesh improvement techniques. However, this is an undesirable situation because such techniques are purely geometrical and topological methods. The connection is lost between the mesh and the original data.
Summarizing, a good mesh extraction method should meet requirements concerning accuracy (edge detection), reproducibility (number of parameters), and smoothness and triangle quality of the generated mesh.
In this paper we present a new method that produces meshes that fulfill these criteria and does not lose the connection with the greyscale data. Our main contribution is the combination of two types of methods: multi-scale edge detection and mesh improvement. We will discuss several novel adaptations of the techniques used, and we show how the number of user-specified parameters is kept to a minimum.
In the next Section first each of the techniques indicated above is explained, followed by our method of applying these techniques. Section  shows the results of our method when applied to synthetic and to medical data. Conclusions and future research can be found in Section .
 Methods
To achieve the goals and criteria outlined in Section  a two-fold approach is used in which high quality scale-space edge detection and mesh improvement methods are combined. Our approach consists of alternating between edge-detection and mesh improvement until a desired result is obtained. Each of the separate methods is explained below, followed by aspects of the combination.
. Scale-space edge detection
Edge detection based on image gradients is the identification of intensity changes between a region of interest and its surroundings. The modulus of the first derivative of an image has a local maximum at locations corresponding to edges. However, highfrequency noise will yield local maxima as well. Therefore, noise suppression is necessary. A common solution to this problem is to apply a low-pass filter to the image. Although this suppresses noise, it dislocates and suppresses edges also. The Gaussian kernel optimises the criteria of good signal-to-noise ratio and good localisation simultaneously [] . The parameter σ of the Gaussian kernel determines the level of smoothing that is applied to the image.
Scale-space theory embeds an image in a one-parameter family of derived images: the scale space [, ] . A stack of images is created by convolving the original image with increasingly smoothing Gaussian derivative kernels.
The image corresponding to the largest value for σ is severely blurred, but noise is suppressed. In this image the detection of edges is a simpler task. Once an edge is detected, the found location is taken as the initial position in the image corresponding to the next lower value for σ . This process continues until the lowest σ is reached. At this point the edge is localised completely.
In order to limit the search space a simple representation of the object to extract is required. This coarse segmentation does not need to be accurate but an estimate of the maximum distance from the mesh to the real object is required. The search for edges is limited to the region indicated by the mesh and the maximum distance.
The following three important points have to be addressed: ) selecting the upper and lower bound of σ , ) sampling the scale space, and ) locating the edge (selection of maximum).
The upper and lower bound σ selection is important because not every scale is relevant. The upper bound effectively determines the region of capture of the edge detector and is set equal to the maximum deviation of the initial mesh to the real object. The lower bound of σ is set equal to voxel length.
Next, a discrete set of σ 's between the upper and lower bound of σ is calculated. A straightforward linear sampling is not appropriate because this might lead to aliasing at fine scales and over-sampling at coarse levels of scale. We have chosen for a logarithmic sampling method described by σ i = n √ 2 i [] . The number n determines how many times σ is sampled per doubling of the scale parameter. By doing so, a proper and intuitive sampling is obtained because a large σ corresponds to a large stepsize and a small σ corresponds to a small stepsize.
At every vertex in the initial mesh the grey scale gradient vector is calculated. Along this vector the search for the edge is performed. The search window is made scalerelative to avoid distraction by spurious edges. The total width of the search window is set equal to 2σ . At five points along the line the modulus of the gradient is calculated with step size equal to 0.5σ . The point corresponding to the maximum value of the five points is the starting point in the next lower scale. Sampling the search window at 5 discrete positions introduces an uncertainty of half the step size . Because the lowest scale we encounter is σ = 1, the localisation will have an uncertainty equal to 0.25 voxel lengths. When going from one scale to the next lower the new search window is placed centered at the found maximum. If the new window exceeds the boundaries, it is translated along the gradient vector until it is completely located inside the region of capture. Without this correction the search could move outside the region of capture of the detector.
. Mesh improvement techniques
Mesh improvement techniques operate either on the geometry or the topology to improve the quality of a mesh [] (for measures of mesh quality see Section .). Geometric methods reposition vertices, whereas topological methods operate on the connections between the vertices. For our work we have chosen one of each type: Laplacian smoothing (geometric) and edge swapping (topological).
The Laplacian smoothing operator S L (see e.g., []) moves each vertex v i of a mesh to the average position of its N linked neighbour vertices v j bȳ
The position of each vertex in the mesh is updated after all new positions are calculated. Advantages of Laplacian smoothing are that it is a computationally inexpensive operation, it produces a mesh with a smooth surface, and it does not require any parameters to tune. Disadvantages of this method are that it does not guarantee an increase of the triangle quality (e.g., vertices placed symmetrically around a vertex), it shrinks the mesh, converges slowly, and it can introduce geometric errors.
A geometric error is an inversion of the triangle orientation, which is detected by an change in direction of the triangle normal (e.g., pointing outward from a closed object surface). To prevent geometric errors a region of constrained movement for each vertex is created. These regions should be mutually exclusive and collectively exhaustive. By doing so, the region of movement for each vertex is as large as possible without the possibility of geometric errors. Figure  shows three constraining regions. The first is a Voronoi region. Here, the regions are constructed by connecting the regions created by a Delaunay triangulation (i.e., the circumcircle of each triangle is an empty circle). The figure shows that if the mesh does not meet the Delaunay criterion the regions overlap. The second idea is to connect the midpoints of the edges as is shown in Figure  . The regions do not overlap, but do not cover the entire surface area either. We propose a new method where we create an allowable region of movement for each vertex by connecting the centroids of the triangles surrounding the vertex. This method covers the entire mesh surface and the regions are mutually exclusive.
Our centroid smoothing method S C prevents geometric errors and is expressed as a weighted sum of standard Laplacian smoothing S L and the current vertex v ī
Edge swapping is a technique to improve the quality of the triangles in a mesh. Each pair of triangles sharing an edge is considered as a quad with the edge as a diagonal. According to a criterion the edge is swapped, or not.
Here, the edge swapping algorithm proposed by [] and improved by [] is used. The algorithm improves the regularity of a mesh. For each quad in the mesh a relaxation index R i is calculated that depends on the connectivity number of each vertex. Let the degree of the four vertices be d 1 , d 2 , d 3 , and d 4 , then R i is defined by
2 . An edge is swapped if the relaxation index after swapping is closer to zero. This method actively creates vertices with connectivity number , which allows all the incident angles to be close to  degrees.
. Quality measures
The edge detector places vertices on the edge with an a priori known inaccuracy of 0.25σ . The inaccuracy of a mesh is defined by the distance from the centroid of each triangle to the surface as defined by the edge detector, averaged over all triangles.
There is no generally agreed definition of mesh quality; the quality measure depends on the subsequent use of the generated mesh. For specific cases quality indicators can be derived based on the approximation function and a known target. More generally, the consensus appears to be that a good quality mesh consists of triangles with not too small and not too large angles. Apart from that, meshes with regular or smoothly varying elements are "visually pleasing" [] .
A simple approach is to define the equilateral triangle as the highest quality triangle. Straightforward expressions of the quality of a triangle are the ratio of the shortest edge to the longest edge and the ratio of the smallest to the largest angle. Both criteria define the equilateral triangle as the perfect triangle with quality  (one). However, it is required that an ideal mesh (with average quality ) consists of equal-area triangles. Therefore, a third criterion is considered that weighs the area A of the triangle in the quality measure [] (the area of a unit equilateral triangle is √ 3/4. The criteria are:
where edges are indicated by e i , angles are represented by α, β and γ and A denotes the area of the triangle. Figure  shows a graphical representation of the behaviour of the quality functions in a specific situation. Clearly, the q length criterion is not well behaved, because for increasingly lower quality triangles the criterion outcome increases. The q angle and q area criteria are well behaved because they are bijective and monotous mappings. We have chosen the q area criterion for our experiments.
. Protocol
We have described three processes that are necessary to extract a mesh with accuracy and quality. Here we describe the protocol consisting of successive applications of each of the methods. The consecutive steps in the method are: ) Edge detection (ED), ) Edge swap (ES), ) (Multiple) improvement steps (S), ) repeat steps ,, and  until desired quality is reached, and ) a final ED and ES.
The first step should be an edge detection step to ensure that all the vertices are positioned on the boundary. Next, we proceed by regularising the mesh using the edge swap. We have found in our experiments that smoothing steps after an edge swap converge faster than starting without an edge swap. Subsequently, one or more modified Laplacian smoothing steps are applied, followed by and edge detection step and edge swap. The region of capture of the edge detector is known and, therefore, several smoothing steps can be applied to achieve faster mesh improvement. The distance that each vertex travels from its initial position is calculated and if this distance exceeds the region of capture of the edge detector the next cycle is started. When the quality of the triangles has reached a desired value the sequence is ended with an edge detection step and an edge swap to ensure that each vertex is on the boundary. 
 Results
The method was applied to D images of a sphere and CT images of a human wrist. A grey scale volume (100 × 100 × 100) containing a sphere of diameter 25 placed at the centre is used to test our method. Table  shows the results from a run of the complete protocol. The table shows that the difference between each radius of the mesh after an edge-detection step (ED) and the real radius never exceeds 0.25. Therefore, the vertices are placed within the precision of the edge detector. The convergence of modified smoothing steps (S) is slow, but several steps can be applied before ED is necessary. The variance after a modified smoothing step is lower than after ED. This can be attributed to the low-pass nature of smoothing and the high-pass nature of edge detection. Note that the variance after ED is a tenth of the initial variance. Figure  shows a histogram of the triangle quality of the mesh before and after processing by our method. Clearly, the method removes low-quality triangles and increases the amount of high-quality triangles. Similar results are obtained where the sphere was corrupted with additive Gaussian noise (σ = 2).
Next, we present some of the results obtained from a CT dataset of a human wrist. Four different metacarpal bones were processed: the os lunatum, the os scaphoid, the os triquetrum, and the os trapezium (see Figure ) . Table  shows the results of the protocol. From the table it follows that the quality obviously increases and the inaccuracy decreases for all bones. The os lunatum and the os scaphoid allow more modified smoothing steps until an edge detection is required. Figure  shows histograms of triangle quality of the os scaphoid and the os lunatum before and after processing. The histograms show a distinct improvement of the mesh quality.
 Conclusions
We have created a high-quality scale-space edge detector that requires an initial approximation of the shape to extract and an upper bound estimate of the deviation from the actual object. A method to improve the mesh without generating geometric errors was shown. Both methods were succesfully coupled by the sequential application protocol. The meshes generated by our method are both accurate and consist of triangles of high quality. Apart from the initial mesh and the maximum deviation of this mesh, the only input required from a user is the desired quality of the mesh. Further research will focus on adjusting the resolution of the mesh. Validation using phantom models in CT and MRI modalities is planned.
