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Abstract—The development of routing protocols for underwa-
ter sensor networks (UWSNs) faces with different challenges,
the most notable of which is perhaps how to deal with a void
communication area. Over the past few years, some underwater
protocols equipped with the void-handling techniques have been
proposed to address this issue. The majority of them; however,
are unable to detect and bypass the trapped nodes which can also
lead a packet to become stuck in a void node. In this paper, we
propose a new stateless routing protocol, called Energy-efficient
and Void Avoidance Depth Based Routing (EVA-DBR) protocol
which uses different control packets to detect the void and
trapped nodes locally in the different area of network topology
and then to exclude them from the routing paths using a passive
participation approach. To the best of our knowledge, EVA-DBR
is the first fully stateless routing protocol which can locally detect
and bypass the trapped nodes in addition to the void nodes in
UWSNs. The updating phase for sending the control packets is
performed with the least possible cost, by eliminating the need
for ACK packets. As an opportunistic routing protocol, EVA-
DBR employs an adaptive forwarding area which can be resized
and replaced according to the density and placement of the
forwarding candidate nodes to enhance the energy efficiency and
reliability. The results of our extensive simulation study indicate
that EVA-DBR outperforms other protocols regarding the routing
performance metrics.
I. INTRODUCTION
Nowadays, underwater sensor networks (UWSNs) has be-
come a supportive means of ocean monitoring and resource
discovery. Underwater sensor nodes are deployed in different
depths of the region of interest to collect aquatic information
and forward them to any one of the sinks on the surface [1],
[2]. Sink nodes then deliver the accumulated information to
the monitoring centre via the terrestrial radio links for further
analysis, as shown in Fig. 1. Each underwater sensor node
takes advantage of the acoustic transmission due to restrictions
on the use of radio waves in the underwater environment. Each
node also is equipped with a pressure gauge to measure its
depth when deployed in the water [3]–[7]. Underwater routing
protocols are aimed to improve the packet delivery with
minimum cost in UWSNs in which greedy routing protocols
are the most prominent approaches [2].
In greedy routing protocols, there is no need to discover and
maintain the full path from the source node to the destination
which makes them scalable to be used in the large networks
with many nodes. Instead, only the information of one-hop
or two hops is maintained in each node which eliminates the
need for updating the long route path via the high overhead
routing tables and routing messages [2]. However, in some
cases, greedy forwarding may fail because the forwarding node
cannot find any qualified node with a positive advancement
towards the destination, so the packet is dropped even though
there is a valid path from the sender to the destination.
This phenomenon is called the communication void or local
maximum [8].
For terrestrial sensor networks, greedy routing protocols
seem fully mature and efficient to handle void area [8].
However, these protocols are quite impractical to be applied
directly in the underwater environment, due to the different
characteristics of UWSNs such as three-dimensionality, nodes
mobility, low available bandwidth, slow propagation speed,
ineffectiveness of Global Positioning System (GPS), energy
constraints, and a lossy environment [1], [9]. Therefore, de-
signing an efficient void-handling technique to improve the
greedy routing protocol efficiency in UWSNs is crucial.
Several routing protocols have been proposed for UWSNs
over the past few years. In some of these protocols, the void
nodes can be detected and avoided thoroughly; however, few
of them can deal with the trapped nodes issue. The trapped
nodes are those that involving them in packet forwarding
leads a packet to terminate in a void node [4], [7]. An
efficient stateless routing protocol should proactively discover
the trapped nodes in a preprocessing phase and avoid them
during the packet forwarding.
Motivated by the above considerations, in this paper, we
propose an energy-efficient and void avoidance depth based
routing protocol (EVA-DBR) to address the unique chal-
lenges of UWSNs. EVA-DBR proactively detects the void and
trapped nodes and bypass them during the routing phase with
a passive participation approach. In EVA-DBR, the void and
trapped nodes can locally be discovered without imposing any
significant overhead, which makes it a simple and scalable
approach for void detection and bypassing in UWSNs. By
eliminating the need for ACK packets during the updating
phase, less energy is consumed by EVR-DBR. It can also
adjust its forwarding area according to the density of area
ahead which is beneficial to increase the reliability in a sparse
area, or reduce the energy consumption resulted from the
duplicate packets in a high-density area. The holding time
calculation is also further optimised by using the estimated
distance and two hops depth information.
The rest of this paper is organised as follows: In Section
II, we review the related work in the field. In Section III, we









Fig. 1: Network architecture
IV, the details of the EVA-DBR protocol are presented after
investigating the void and trapped nodes issue. In Section V,
we evaluate the performance of EVA-DBR through simula-
tions. In Section VI, we conclude the paper and discuss future
work.
II. RELATED WORK
In this section, we review some routing protocols which
have been proposed for UWSNs by classifying them into two
groups: location-based and depth-based. The main difference
between them is related to the location service which is
responsible for determining the position of the nodes. The
routing protocols in the location-based category assume that
underwater nodes are aware of full coordinates of themselves
with the aid of some localisation services. In this category,
a node is called a void node, if it cannot find any other
neighbouring node with the shorter geographical distance to
the destination [2].
There is a group of location-based and vector-based routing
protocols such as VBF [10], HH-VBF [11], and AHH-VBF
[12], which confine the group of forwarding nodes within
a virtual pipeline faced toward the only sink on the water
surface. However, no solution when facing with a void in the
pipeline is provided. VBVA [13] is another vector-based proto-
col which is equipped with a reactive void handling-technique.
VBVA uses two procedures, vector-shift and back-pressure to
deal with the convex and concave void, respectively. However,
VBVA is very complicated to be adopted in a real underwater
environment because it allows a packet be trapped in a concave
hole and then be recovered using a time-consuming procedure
which increases the end-to-end delay.
Another group of location-based protocols, like GEDAR
[14], DCR [15] and GR+DTC [16], exploits a network topol-
ogy control scheme in which all void nodes can move verti-
cally to be connected to a non-void node. However, topology
adjustment of nodes consumes high energy which is only
justified when used in the long-term applications.
Depth-based routing protocols are simplified to use only
depth information to route the packets, instead of using the
full 3D geographical coordinates. In this category, a node is a
void node if all of its neighbouring nodes have a higher depth
value than itself. DBR [17], and DBMR [18] are depth-based
protocols which have not addressed the void problem. In these
protocols, each node relays the packet to the neighbouring
nodes with lower depth until the packet is delivered to any
sink on the surface. HydroCast [3] represents a pressure-based
routing protocol which handles the void by using a local lower-
depth-first recovery method. However, the recovery route
discovery and maintenance incur high overhead, especially
when the recovery path is very long.
There is also a group of pressure-based and soft-state
routing protocols like VAPR [4], IVAR [5], and OVAR [6], [7]
which can keep the packets away from the void and trapped
nodes during the packet forwarding by using the reachability
information such as hop count distance and forwarding direc-
tion. However, they are not as scalable as a stateless approach.
Sometimes changing the status of a node can also alter the
status of many other nodes resulting in high overhead.
WDFAD-DBR [19] is another pressure-based routing proto-
col in which void nodes can take themselves out of the packet
forwarding to provide the opportunity for other available can-
didate nodes. In WDFAD-DBR, the forwarding area is divided
into a primary forwarding area (Reuleaux triangle) which is
constant all the time, and two auxiliary forwarding areas which
may adaptively expand based on the node density and channel
quality. However, WDFAD-DBR cannot identify the trapped
nodes in advance. As another problem, in WDFAD-DBR,
corresponding ACKs in response to each transmitted control
packet wastes the network resources. Furthermore, using a
fixed primary forwarding area may confine the flexibility
of routing to select and modify the forwarding nodes when
confronting with different circumstances.
III. SYSTEM MODEL
In this section, the network architecture and acoustic prop-
agation model are described in details.
A. Network architecture
An UWSN has a 3D network topology consisted of an-
chored, relay and sink nodes, as shown in Fig. 1. In a multi-
sink network model, sink nodes are placed on the water surface
as the final destination. They are equipped with both acoustic
and radio modems for underwater and land communications,
respectively. Anchored nodes are placed at the bottom of the
ocean to sense and collect information and deliver it to one
of the sinks by using the relay nodes, which are deployed
at different depths in between. Then, sink nodes can transmit
the collected information to the monitoring centre via satellite
for further analysis [10], [11], [17]. The position of relay
nodes are continuously changed in the horizontal direction due
to the water current: however, this movement is negligible
in the vertical direction [12], [19]. It is also assumed that
each node knows its current depth by using an embedded
pressure gauge. Furthermore, each node can detect Received
Signal Strength Indicator (RSSI) which is used to measure the
distance between two nodes [19].
B. Acoustic propagation model
The Thorp model [20] is used for describing the underwater
acoustic propagation and transmission models. The path loss
or acoustic channel attenuation over distance d is expressed
as [20]:















Fig. 2: Void problem in depth-based routings
where f is the signal frequency and α(f) is the absorption
coefficient which is defined by the Thorp model. Further-
more, A0 represents a unit-normalizing constant, and k is the
geometric spreading factor which is set to 1.5 for practical
scenarios. The underwater noises are dominant in the different
frequency regions and are composed of four main components
of turbulence PNt(f), shipping PNs(f), waves PNw(f) and
thermal energy PNth(f) which can be expressed as [7], [12]:
PN(f) = PNt(f) + PNs(f) + PNw(f) + PNth(f) (2)
By considering the attenuation and underwater environment
noise models, the signal-to-noise ratio (SNR) over distance d





where PR(f) represents the transmission power with fre-
quency f at the forwarding node. Decoding of the received
packet can be done when SNR at the receiver is greater than
the detection threshold.
IV. EVA-DBR ROUTING PROTOCOL
In this section, our proposed routing protocol, called
Energy-efficient and Void Avoidance Depth Based Routing
(EVA-DBR), is presented. In EVA-DBR, in addition to de-
tecting the void nodes, the trapped nodes can also be locally
detected and then become inactive in the routing phase to
provide more chance for other regular nodes to forward
the data packets. Furthermore, periodical updating phase is
designed to send an updating packet in each updating interval
without the need to receive any ACK from the neighbouring
nodes. The updating packets are used to keep updating the
nodes about the neighbouring nodes status. Finally, by using an
adaptive forwarding area, the aims of suppressing the duplicate
packets in a dense density, or including a greater number of
candidate nodes in a sparse density, is achieved.
A. Problem description
In the category of depth-based routing protocols, each
forwarding node forwards the packets to the neighbouring
nodes with the lower depth than itself. The neighbouring nodes
with lower distance from the surface, have higher priority to
forward the packet [3]. According to our routing criteria, an
underwater sensor node is called a regular node when it has
access to a neighbouring node with lower depth than itself.
For example, node c in Fig. 2 is a regular node because it
can see another regular node j in its neighbourhood with the
lower depth.
Unlike a regular node, a void node is defined as an un-
derwater node which cannot find any qualified node with a
lower depth towards the water surface. The packets reached
at a void node must be dropped in a depth-based routing
protocol without a void handling mechanism [3]–[5]. For
instance, nodes f and t are the void nodes since there exist no
nodes above them. Thus, in a greedy depth-based forwarding
like DBR [17], when a void node is considered as one of
the candidate nodes, it obtains higher priority to forward the
packet since it has lower depth than other candidate nodes.
Subsequently, transmission by a void node may suppress other
candidate nodes from forwarding the packet, resulting in the
packet dropping.
Additionally, there is another kind of nodes which can see
any other node above; however, forwarding packets to these
nodes eventually leads the packets to get stuck in a void node.
These group of nodes are called the trapped nodes [4], [7].
For example, if node b forwards a packet to node e, instead of
node h, the packet is eventually stuck in node t. The routing
efficiency can obviously be increased if the trapped nodes
are also exempted from the packet forwarding. Our proposed
routing protocol is, to the best of our knowledge, the first
stateless routing protocol which is also able to bypass the
trapped nodes.
B. Overview of EVA-DBR protocol
EVA-DBR is a stateless routing protocol which only relies
on the information received from one-hop neighbours for
void detection and bypassing in the routing phase. Initially,
all nodes are considered as regular nodes in the network.
However, over time, void and trapped nodes are detected using
the received information from the neighbouring nodes.
In the routing phase, in a passive participation manner,
all void and trapped nodes remove themselves from the
packet forwarding candidates, providing an opportunity for
the regular nodes to increase the packet delivery probability
in each transmission. In a sparse region, EVA-DBR may let
the duplicated transmissions to increase the packet delivery
probability; however, in a dense area, the forwarding area
is limited to suppress the duplicate packets. Furthermore,
EVA-DBR takes advantage of the relative distance and two
hops depth information to further optimise the holding time
calculation. Algorithm 1 details the two phases of EVA-DBR:
updating phase and routing phase.
C. Updating phase
In EVA-DBR, each regular node periodically broadcasts
a control packet including the packet type, node ID, node
type, and node depth to inform the neighbouring nodes about
its current status. Each node keeps a neighbouring table
to maintain the required information about its neighbouring
nodes. Upon receiving a control packet, each receiving node
updates its neighbouring table based on the received control
packets. Each receiving node also sets an invalidation timer
for a neighbouring node after receiving a control or data
packet. The invalidation timer is reset upon reception of new
information from the node. Otherwise, the neighbouring node
4Algorithm 1 EVA-DBR Routing Algorithm
1: nodei receives a pkt
2: dp = pkt.depth
3: dc = nodei.depth
4: ∆d = (dp − dc)
5: Compute Distance using Init RSSI and Rec RSSI
6: Switch pkt.type
7: Case 1: Control Packet
8: if pkt.nodetype = regular then
9: timeinv = timenow + Tinv
10: Add or update the entry in nodei.NeighTable
by using (dp, Distance, timenow , timeinv )
11: if dp < dc then
12: nodei.timevoid = timenow + Tvoid
13: Compute EPA according to Distance and ∆d
14: if EPA > EPAmax then
15: EPAmax = EPA




20: if (pkt.nodetype = void or pkt.nodetype = trapped) then
21: Remove nodepkt.nodeID from nodei.NeighTable
22: Recheck type of nodei and nodei.candidatebest
23: if (nodei.type = void or nodei.type = trapped) then
24: pkt.nodetype = nodei.type





30: Case 2: Data
31: timeinv = timenow + Tinv
32: Add or update the entry in nodei.NeighTable
by using (dp, Distance, timenow , timeinv )
33: R = pkt.rangearea
34: IDb = pkt.candidatebest
35: Get Distancei,IDb from nodei.NeighTable
36: if (dc < dp and nodei.type = regular
and Distancei,IDb <= R )
37: Search dn in nodei.NeighTable
38: Calculate Thold according to dc and dn




is removed from the neighbouring table when the invalidation
timer is expired.
Each entry of neighbouring table contains the neighbouring
node ID and depth, the distance between the current node
and the neighbouring node, time of receiving the packet,
and invalidation time of the neighbouring node. The relative
distance between each pair of nodes can be computed via the
difference between RSSI of initial and received signals [19].
If all the nodes are homogeneous in terms of the transmission
power, the initial RSSI would be known to each node. By
using the Thorp propagation model [20], each node computes
its distance to all neighbouring nodes and keeps it at the
neighbouring table.
For the updating phase, there are some issues which should
be addressed properly to increase the network performance.
First, broadcasting a control packet at the same time by
regular nodes may result in collisions in the network. Thus, in
order to prevent the collision problem, each node selects its
transmission time randomly from a particular interval. Second,
if the updating operation is carried out very frequently, it may
lead to increase in energy consumption. Thus, the updating
phase period should be carefully specified depending mainly
on the water current speed. Moreover, in our model, the nodes
are exempt from sending back any ACK to the sender node
which leads to more energy saving.
In EVA-DBR, void node detection can be performed in a
timer-based approach. In this way, each node can set a void-
detection timer upon starting its operation. During this time,
the node waits for a packet from the neighbouring nodes with
lower depth. Upon receiving a control or data packet from a
neighbouring node with the lower depth, receiving node resets
its void-detection timer. If no neighbouring node with lower
pressure is sensed before the expiration of the void detection
timer, node announces itself as a void node by broadcasting a
control packet without any delay for its neighbours which are
located below. Sometimes nodes have already received some
control packets from other nodes with lower depth; however,
over time, topology is changed, and they may become a void
node which again can be detected using the void-detection
timer. A void detection can be announced immediately because
void nodes are not in the transmission range of each other,
hence, there is no chance of collision. For example, if another
void node places above node t in Fig. 2, it is no longer a void
node but becomes a trapped node for this newcomer void node.
The void-detection timer should be long enough and more than
the maximum range of the updating timer to have a reliable
outcome for the void and trapped node detection.
Furthermore, trapped nodes can be detected by an event-
driven approach. Upon receiving a control packet from a void
node, each node updates its neighbouring table and checks
whether it still has any regular neighbour with lower depth
than itself or not. If the void node is the only neighbouring
node with the lower depth in the neighbourhood, in a similar
way, receiving node announces itself as a trapped node by
broadcasting a control packet including its ID and its current
status. Similarly, when a node receives a control packet from
a trapped node, it updates the status of the trapped node in
the neighbouring table and checks its current status. If its
neighbouring table does not include any node with lower
depth except the trapped node, it also marks itself as a
trapped node and broadcast a control packet to inform other
nodes. This procedure stops when all trapped nodes in a local
area are detected. In this way, all void and trapped nodes
in different places of the network topology can locally be
identified without needing to know the network topology.
During the updating phase, each regular node also selects
the best candidate node in terms of the Expected Packet Ad-
vancement (EPA) among the neighbouring nodes with lower
depth, to be used as a reference node in the opportunistic
data forwarding. The expected packet advancement of each
neighbouring node can be measured by P × ∆d, where ∆d
is the depth difference between the forwarding node and
receiving node, and P is the packet error probability over the
distance between these two nodes. The bit error probability








1 + SNRavg(d, f)
)
(4)
5where SNRavg(d, f) is the average signal-to-noise ratio over
distance d with frequency f which can be calculated using Eq.
3. Accordingly, the delivery probability of a data packet with
size n bits over distance d can be expressed as follows [3]:
P = (1− Pe(d))n (5)
The packet delivery probability has an inverse relationship
with the traversed distance. Thus, a neighbouring node with
the lowest depth may not necessarily be a qualified node for
relaying the packet due to its less chance to receive the data
packet without any error. In order to find the best candidate
node, upon reception of a control packet, each receiving node
computes the EPA of the sending node and updates its best
candidate node ID if it is required.
D. Routing phase
The aim of the routing phase is to deliver a data packet
to one of the sinks on the water surface. To accomplish a
successful delivery, each packet is required to be delivered
successfully at each hop towards one of the destinations. Thus,
to demonstrate the routing phase, we investigate the packet
forwarding at each hop.
Due to high bit error rate, each forwarding node should
take advantage of a group of candidate nodes at each hop
to successfully relay the data packet [9]. Having only one
candidate node to forward the packet may lead to the energy
wastes, due to increasing in the number of retransmissions
resulted from the high bit error probability [7]. At the other
extreme, if all receiving nodes participate in the packet for-
warding, it is a purely flooding which also wastes the network
resources. Thus, an efficient routing protocol should employ
some constraints to limit the number of participating nodes
to obtain an ideal forwarding set in terms of expected packet
advancement [21]. Moreover, during the routing phase, each
node also can update the neighbouring table according to
the information extracted from the data packet header. This
feature aids to obtain fresh information about the neighbouring
nodes and to extend the updating phase duration. Data header
includes the packet type, node ID, node depth, the sequence
number of the packet, the range of the forwarding area, and
ID of the best candidate node.
Forwarding node selection criteria: In EVA-DBR, when a
node receives a data packet, it first updates its neighbouring
table and then checks its eligibility to whether participate in
the packet forwarding or not. If it is not an eligible candidate
node for packet forwarding, it only drops the received packet.
For more energy saving, the nodes only read the header of the
packet for early acceptance or rejection. In order to be placed
among the candidate nodes, the receiving node should satisfy
some conditions. First, the receiving node should have lower
depth and be placed at the upper hemisphere of the forwarding
node transmission coverage area. Second, the receiving node
should be a regular node, not a trapped or void node. The
trapped and void nodes which have already been detected, only
drop the received packet. Third, the receiving node should
be placed within the forwarding region which requires that
its relative distance to the best candidate node is smaller


























Fig. 3: Forwarding area in EVA-DBR
area simply drop the received packets since they are located
within the suppression region. For instance, in Fig. 3, only the
neighbouring nodes a, c, d, e, n along with the best candidate
node b, participate in the packet forwarding.
Forwarding area features: The forwarding area can be
resized dynamically, while it has a significant impact on the
duplicate packets suppression in a dense area and also on the
reliability enhancement in a sparse area. At each hop, each
forwarding node can select a forwarding range according to the
density of the area ahead. The number of nodes with the lower
depth can be extracted from the neighbouring table to adopt
the forwarding area size. If the number of regular nodes with
lower depth is more than a maximum threshold, the minimum
forwarding range, which is set to R/4 in our model, can be
selected to store in the data packet header to suppress the
largest possible number of duplicate transmissions. On the
contrary, if the number of regular nodes with lower depth
is less than a minimum threshold, the maximum forwarding
range, which is set to R in our model, can be adjusted to
increase the reliability of packet transmission. In a similar
way, if the area ahead density varies from the minimum to the
maximum threshold, the forwarding range can also be selected
within the interval [R/4, R]. It should be noted that there is no
hidden node within the forwarding node set if the forwarding
range is set less than R/2 since all nodes are placed within
the transmission range of each other.
Holding time calculation: Eventually, all eligible candidate
nodes should set a forwarding timer for packet transmission.
In EVA-DBR, the forwarding time is computed using the two
hops advancement. Upon receipt of a data packet, each candi-
date node (cn) searches its neighbouring table to find a node
with the lowest depth (cn+1) and then calculates the holding
time based on the depth difference between the previous hop
forwarding node (cn−1) and this next-hop neighbouring node
(cn+1). It then updates the two fields of the depth and ID
of the best candidate node in the date packet header and
sets a forwarding timer according to the holding time. If
the forwarding timer expires and another transmission of this
packet is not yet heard, it transmits the packet; otherwise, it
drops the packet.
6The holding time which is used to calculate the forwarding
time should satisfy some conditions to assure priority-based
scheduling of the candidate nodes and also suppressing the
duplicate packets. First, the holding time should decrease
with the increase of the depth difference from the forwarding
node. Second, the holding time should be long enough to let
other candidate nodes to hear the packet transmission before
forwarding the same packet. In EVA-DBR, each candidate








where R and νsound are the transmission range of the node,
and the propagation speed of sound in the water, respectively.
D is the relative distance between the forwarding node to
the candidate node which can be calculated based on the
difference between initial RSSI and received RSSI of the
transmission signal [19]. H is the depth difference sum of
two hops which can be calculated by H = αhi + (1−α)hi+1
where hi is the depth difference from the forwarding node to
the candidate node and hi+1 is the depth difference from the
candidate node to the next hop candidate node with the lowest
depth and α is the weighting coefficient which is within the
interval [0, 1]. TDelay is the predefined maximum delay which
should be long enough to be able to suppress the transmission
of lower priority nodes before relaying the packet.
The first part of Equation 6 is considered to ensure the
priority among the candidate nodes for packet forwarding
based on the two hops advancement and, the second part
of the equation is intended to compensate the propagation
delays from the forwarding node to all candidate nodes. If the
fixed value of TDelay is set high, the holding time of packets
increases which eventually leads longer end-to-end delay and
less transmission reliability; however, it contributes to more
energy saving since a greater number of redundant packets
can be suppressed. In contrast, if TDelay is set low, the end-
to-end delay and packet failure rate decrease; however, energy
consumption increases due to the inability to suppress some
lower priority nodes. Therefore, there is a tradeoff between the
energy consumption and latency in determining the amount
of TDelay which can be set according to the performance
objectives during the network operation.
V. EXPERIMENTAL RESULTS
In this section, the details of our simulation study and also
the performance results are presented using Aqua-Sim, an NS-
2 based simulating software for underwater acoustic networks,
to evaluate EVA-DBR against DBR, and WDFAD-DBR in a
multi-sink architecture.
A. Simulation setup
In the simulation, we use CSMA MAC protocol without
using its RTS/CTS and ACK mechanism to offset the effects of
high propagation delay in the underwater environment. When
a forwarding node senses channel is free, it forwards the
packet; otherwise, it will back off. After five times back-off,
the forwarding node discards the data packet. The nodes need
to listen to the channel continuously to suppress any duplicate
packet which is already relayed by another candidate node.
The underwater acoustic communication channel described
in Section III is used in our simulation. We deploy the relay
nodes (ranging from 400 to 800) randomly in a 500m ×
500m × 1000m 3D field which makes it a sparse and deep
network. The transmission power and the receiving power
threshold for a packet are set to 90 dB re µ Pa and 10
dB re µ Pa, respectively. Each node also consumes 2 W
and 0.75 W energy for sending and receiving a packet,
respectively, while the idle power consumption is equal to 8
mW . The transmission of nodes is considered as 100 meters.
Each node generates a data packet every 1 seconds which
is long enough to prevent the interference of two continuous
packets. The bit rate is set to 10 kbps. The value of weighting
coefficient α is set to 0.6 to make the routing decision more de-
pendent on the current node depth, to obtain a forwarding area
with more unvisited candidate nodes, which can improve the
reliability of routing. The TDelay in Eq. 6 is set as 2R/νsound.
Following a Random Walk 2D mobility model, relay nodes
move horizontally (in the X-Y plane) at the speed of 2 m/s.
The source node is randomly placed at the bottom of the ocean
with depth 1000 m and its position is fixed by the end of
each simulation run. Furthermore, we consider 5 sink nodes
to collect the information at locations (250; 250; 0), (125; 125;
0), (125; 375; 0), (375; 125; 0), (375; 375; 0). The data packet
size is fixed at 50 Byte, because at each hop, only the ID of
the best candidate node is included in the data packet header,
not all forwarding candidate nodes IDs. The acoustic signal
propagation speed is set to 1500 m/s for a deep underwater
environment. The updating interval varies randomly in a range
from Tupdate to (Tupdate+Tupdate×20%) where Tupdate is set
to 50 s. The node invalidation time, Tinvalid, and node void
detection timer, Tvoid, are also considered as 60 seconds. All
the results are averaged over 25 runs for randomly generated
topologies while the simulation time for each round is set to
1000 seconds.
B. Results and Analysis
In this section, we assess the performance of EVA-DBR
against those of DBR, and WDFAD-DBR in terms of packet
delivery ratio, energy tax, end-to-end delay, forwarding num-
ber, and traversed distance.
Packet Delivery Ratio (PDR): It is defined as the ratio of the
number of packets successfully received by the sink nodes to
the number of packets sent by the source node. The results for
the packet delivery ratio in different node density are shown in
Fig. 4. For all these protocols, PDR increases by increasing the
number of nodes, since the network topology becomes more
connected which reduces the probability of void occurrence.
As can be seen, EVA-DBR always has higher PDR than
those of DBR and WDFAD-DBR. It is because EVA-DBR
can exclude all the routes leading to a trapped or void area,
and give the chance of packet delivery to the regular nodes.
On the other hand, DBR does not have any void-handling
technique, and there is also no mechanism for the trapped
area avoidance in WDFAD-DBR. Furthermore, EVA-DBR can
adjust the size of forwarding area according to the node density
of area ahead which increases the chance of packet delivery
by including more candidate nodes when density is low or
































Fig. 4: Packet delivery ratio vs.
node density




































Fig. 5: Energy consumption
per message vs node density

































Fig. 6: Average end-to-end delay vs
node density
by reducing the number of collisions when density is high.
Finally, the updating phase in EVA-DBR can be performed
more frequently which can provide the fresher information
for the packet forwarding. However, due to high overhead of
WDFAD-DBR in sending and receiving the ACK packets, the
updating phase should be performed less frequently leading to
performance reduction for packet delivery.
Energy tax: The energy tax is measured in millijoule (mj)
in terms of the average energy consumed per node and per
message to successfully deliver a packet to a sink node.
The energy tax of routing protocols in different node density
are shown in Fig. 5. As can be seen, the energy tax of
routing protocols intends to decrease with the increase of node
number, as more data packets can successfully be delivered in
a well connected dense network.
EVA-DBR has the lowest energy consumption among the
routing protocols. First of all, in EVA-DBR, when a for-
warding node encounters a dense area, its forwarding area
size and position can be adjusted to suppress the redundant
packet transmissions. However, in a dense network, many
nodes may be placed in the upper hemisphere of DBR and
also in the fixed primary area of WDFAD-DBR (auxiliary
area) leading to increase in the number of packet receptions,
transmissions, and collisions. Second, in a sparse density for
DBR and WDFAD-DBR, many packets are dropped due to get
stuck in the trapped and void area resulting in more energy
waste. However, EVA-DBR can reduce the energy waste of
stuck packets by excluding the routes leading to the void
nodes. Third, the updating phase in EVA-DBR is performed
at significantly lower energy cost compared to WDFAD-DBR,
by eliminating the need for ACK packets.
End-to-end delay: It is defined as the average delay time
taken from the moment of the creation of packets at the source
node until successfully being delivered to the sink node. In a
multi-sink architecture, due to the fact that a packet may be
delivered to different sink nodes at different times, the shortest
end-to-end delay is used in the simulation results. As can be
observed from Fig. 6, the end-to-end delay for each protocol
decreases with the increase of node number because each
forwarding node can find more qualified nodes with greater
advancement toward the surface when the network is dense.
The nodes with more advancement also have shorter holding
time which reduces the total holding time of the packet.
As shown in Fig. 6, the latency of EVA-DBR is lower
than other protocols. First of all, EVA-DBR and WDFAD-
DBR take advantage of two hop advancements to calculate
the holding time, but DBR uses only one hop advancement.
Second, as the traversed distance and hop number for EVA-
DBR are lower than other protocols, its end-to-end delay also
becomes less compared to other protocols. Third, in EVA-
DBR, the candidate nodes with higher expected packet ad-
vancement are selected without regarding their locations which
are beneficial to reduce the latency; however, in WDFAD-
DBR, most of the packets forwarding are limited within a
fixed primary forwarding region which reduces the flexibility
and consequently increases the latency. Fourth, the holding
time calculation in EVA-DBR is more optimised compared
to WDFAD-DBR, because EVA-DBR takes into account the
exact value of propagation delay from the forwarding node
to all candidate nodes and not only the worst case value for
the holding time calculation, as it can be observed from the
second part of Eq. 6. Finally, in EVA-DBR, the number of
collisions and retransmissions reach the least amount possible
which is useful to reduce the packet delivery time.
Forwarding number: It shows the average number of trans-
missions by each node during the simulation time. The for-
warding number has a considerable impact on the energy
expenditure and number of packet collisions. The results for
the forwarding number is shown in Fig. 7.
The forwarding number in EVA-DBR is always lower than
other protocols. First of all, EVA-DBR has more flexibility to
resize and place the forwarding area in a particular position.
However, DBR uses all neighbouring nodes with lower depth
at each hop, and WDFAD-DBR only can resize its auxiliary
areas and not its primary forwarding area. Second, EVA-DBR
can also suppress the packet transmissions from all void and
trapped nodes. However, DBR cannot deprive the void and
trapped nodes from packet forwarding and WDFAD-DBR can
only prevent the void nodes from the packet transmissions
and not the trapped nodes. Third, finding the shortest path
for each data packet towards a destination in EVA-DBR also
has the contribution in the reduction of forwarding number in
comparison to DBR and WDFAD-DBR.
Traversed distance: The traversed distance is defined as the
average total traversed distance by each packet from the source
to the sink node. Due to the fact that each packet may be
delivered to different sinks with various paths, the shortest
traversed path is used in the simulation results. The traversed
distance has an impact on other parameters, in particular on the
amount of end-to-end delay. The results for traversed distance




































Fig. 7: Forwarding number vs node density











































Fig. 8: Average traversed distance vs node density
is shown in Fig. 8. As can be observed, the average traversed
distance decreases by increasing the node density. In sparse
scenarios, the shortest path to the sink is not always covered
by some nodes, and consequently, a longer path may be taken
to reach the destination. On the other hand, in dense scenarios,
the chance of finding the shorter routes is higher.
EVA-DBR is able to find the shorter routes for delivering
the packets in comparison to other protocols. First of all,
considering the two hop advancements in WDFAD-DBR and
EVA-DBR contributes to finding the shorter routing path
compared to DBR, which uses only one hop advancement.
Second, EVA-DBR has the flexibility to place its forwarding
area everywhere to cover more candidate nodes with greater
advancement; however, other protocols are deprived of such
ability.
VI. CONCLUSION AND OPEN RESEARCH ISSUES
The void communication problem is considered as one of
the most challenging factors when designing routing protocols.
In this paper, we have proposed EVA-DBR, a depth based
and stateless routing protocol which can bypass both void
and trapped areas by applying a preventive void-handling
technique. EVA-DBR exploits the local information obtained
from the updating phase, detects the void and trapped nodes
to exclude them from the packet forwarding candidates set,
adjusts the forwarding area based on the network density
and, finally, calculates the holding time for each forwarding
node based on the energy-reliability trade-off constraints. The
simulation results have demonstrated that EVA-DBR signifi-
cantly decreases packet loss, energy consumption, end-to-end
delay, forwarding number and traversed distance in sparse
to dense scenarios. As future work, we plan to design an
efficient underwater MAC protocol for EVA-DBR to improve
the network performance in terms of reducing the number of
collisions.
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