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Abstract
We present a detailed algebraic study of the N = 2 cohomological set–up describing the
balanced topological field theory of Dijkgraaf and Moore. We emphasize the role of N = 2
topological supersymmetry and sl(2,R) internal symmetry by a systematic use of superfield
techniques and of an sl(2,R) covariant formalism. We provide a definition of N = 2
basic and equivariant cohomology, generalizing Dijkgraaf’s and Moore’s, and of N = 2
connection. For a general manifold with a group action, we show that: i) the N = 2 basic
cohomology is isomorphic to the tensor product of the ordinary N = 1 basic cohomology
and a universal sl(2,R) group theoretic factor: ii) the affine spaces of N = 2 and N = 1
connections are isomorphic.
PACS no.: 0240, 0460, 1110. Keywords: Topological Field Theory, Cohomology.
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0. Introduction
Topological quantum field theories are complicated often fully interacting local renor-
malizable field theories, yet they can be solved exactly and the solution is highly non
trivial. Expectation values of topological observables provide topological invariants of the
manifolds on which the fields propagate. These invariants are independent from the cou-
plings and to a large extent from the interactions between the fields. At the same time,
topological field theories are often topological sectors of ordinary field theories. In this way,
they are convenient testing grounds for subtle non perturbative field theoretic phenomena.
See f. i. refs. [1–3] for an updated comprehensive review on the subject and complete
referencing.
N = 1 cohomological topological field theories have been the object of intense and
exhaustive study. They can be understood in the framework of equivariant cohomology of
infinite dimensional vector bundles [4–9] and realized as Mathai-Quillen integral represen-
tations of Euler classes [10–13]. The resulting formalism is elegant and general and covers
the important case where the quotient by the action of a gauge symmetry group is re-
quired. Each of these models describes the differential topology of a certain moduli space,
depending on the model considered: the field theoretic correlation functions of topological
observables correspond to intersection numbers on the moduli space.
N = 2 cohomological topological field theories were discovered quite early [14–17],
but they did not arouse much interest until recently when it became clear that they might
provide important clues in the analysis of S duality in supersymmetric Yang–Mills theory
and in the study of the world volume theories of D–branes in string theory.
In ref. [18], Vafa and Witten performed an exact strong coupling test of S duality
of N = 4 supersymmetric 4–dimensional Yang–Mills theory by studying a topologically
twist of the model yielding an N = 2 cohomological field theory. They showed that
the partition function is Z(τ) =
∑
k ak exp(2πiτk), where ak is the Euler characteristic
of the moduli space of k instantons, and tested S duality by analyzing the modularity
properties of Z(τ). Their work, inspired by the original work of Yamron [14], was soon
developed and refined in a series of papers [19–24]. In ref. [25], Bershadsky, Sadov and
Vafa showed that the three N = 2 cohomological topological field theories obtained by the
non topological twistings of N = 4 supersymmetric 4–dimensional Yang–Mills theory arose
from curved 3–branes embedded in Calabi-Yau manifolds and manifolds with exceptional
holonomy groups. Their analysis was continued and further developed in refs. [21,26–28],
where the connection with higher dimensional instantons was elucidated. In ref. [29], Park
constructed a family of Yang-Mills instantons from D–instantons in topological twisted
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N = 4 supersymmetric 4–dimensional Yang–Mills theory. In ref. [30], Hofman and Park
worked out a 2–dimensional N = 2 cohomological topological field theory as a candidate for
covariant second quantized RNS superstrings, which they conjectured to be a formulation
of M theory.
All the endeavors mentioned above, and many other related ones, which we cannot
mention for lack of space, show that N = 2 cohomological topological field theories are
relevant in a variety of physical and mathematical issues. In spite of that, the body of
literature devoted to the study of the geometry of such models is comparatively small. In
ref. [17], Blau and Thompson worked out a Riemannian formulation of N = 2 topological
gauge theory using N = 2 topological superfield techniques. In ref. [31], Dijkgraaf and
Moore showed that all known N = 2 topological models were examples of “balanced topo-
logical field theories” and developed a cohomological framework suitable for their study.
In ref. [21], Blau and Thompson proved the equivalence of their earlier formulation and
Dijkgraaf’s and Moore’s. These studies show that the partition function of every N = 2
topological model calculates the Euler characteristic of some moduli space of vanishing
virtual dimension. They also indicate that the appropriate cohomological scheme is pro-
vided by N = 2 basic or equivariant cohomology. The present paper aims at a systematic
study of the latter developing the ideas of [31].
In general, a cohomological topological field theory is characterized by a symmetry
Lie algebra g, a graded algebra of fields f and a set of graded derivations on f generating
a Lie algebra t. In turn, the topological algebra t provides the algebraic and geometric
framework for the definition of the topological observables [1].
As is well–known, in N = 1 cohomological topological field theory, t is generated by
four derivations k, d, j(ξ), l(ξ), ξ ∈ g, of degrees 0, 1, −1, 0, respectively, obeying the
graded commutation relations (2.1.14), (2.1.15a)–(2.1.15c), (2.1.16), (2.1.17a)–(2.1.17b)
and (2.1.18a)–(2.1.18c) below. k is the ghost number operator. d is the nilpotent topo-
logical charge. j(ξ), l(ξ) describe the action of the symmetry Lie algebra g on fields. The
elements α ∈ f are classified into the eigenspaces fp, p ∈ Z, of k. The N = 1 basic degree
p cohomology of f is defined by
j(ξ)α = 0, l(ξ)α = 0, ξ ∈ g, (0.1)
dα = 0, α ≡ α+ dβ, β ∈ fp−1, α ∈ fp. (0.2)
The N = 1 Weil algebra w, an essential element of the definition of the N = 1
equivariant cohomology of f, is generated by two g valued fields ω, φ of degrees 1, 2,
respectively. t acts on w according to (3.1.10a), (3.1.10b), (3.1.11a), (3.1.11b), (3.1.12a)–
(3.1.12d) below.
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k, d, j(ξ), l(ξ) can be organized into two N = 1 topological superderivation
H = k − θd, (0.3)
I(ξ) = j(ξ) + θl(ξ), ξ ∈ g. (0.4)
The Lie algebra structure of t is compatible with the underlying N = 1 topological su-
persymmetry, since the relevant commutation relations can be written in terms of the
superderivations H, I(ξ). Similarly, ω, φ can be organized into the g valued superfield
W = ω + θ
(
φ− 12 [ω, ω]
)
. (0.5)
The action of t on w can be written in terms of the superderivations H, I(ξ) and the
superfield W in a manifestly N = 1 supersymmetric way.
Analogously, in N = 2 cohomological topological field theory, t is generated by seven
graded derivations uA, A = 1, 2, tAB, A,B = 1, 2, symmetric in A,B, k, dA, A = 1, 2, j(ξ),
jA(ξ), A = 1, 2, l(ξ), ξ ∈ g, of degrees −1, 0, 0, 1, −2, −1, 0, respectively, obeying the
graded commutation relations (2.2.16a)–(2.2.16c), (2.2.17a)–(2.2.17j), (2.2.18a)–(2.2.18c),
(2.2.19a)–(2.2.19f), (2.2.20a)–(2.2.20f) below. The uA are a sort of homotopy operators
and constrain the cohomology of f, defined shortly, to an important extent. The tAB and
k are the generators of the internal sl(2,R) ⊕ R symmetry Lie algebra of t. The dA are
the nilpotent topological charges. j(ξ), jA(ξ), l(ξ) describe the action of the symmetry
Lie algebra g on fields. The elements α ∈ f are classified into the eigenspaces fn,p, n ∈ N,
p ∈ Z, of the invariants c, k of the internal algebra sl(2,R)⊕R. The N = 2 basic type n, p
cohomology of f is defined by
j(ξ)α = 0, jA(ξ)α = 0, l(ξ)α = 0, ξ ∈ g, (0.6)
dAα = 0, α ≡ α+
1
2
ǫKLdKdLβ, β ∈ f
n,p−2, α ∈ fn,p. (0.7)
It is possible to show, using the basic relation [dA, uB] =
1
2 (tAB + ǫABk), that this coho-
mology is trivial for p 6= ±n+ 1.
The N = 2 Weil algebra w, entering the definition of N = 2 equivariant cohomology, is
generated by four g valued fields ωA, A = 1, 2, φAB , A,B = 1, 2, symmetric in A,B, γ, ρA,
A = 1, 2, of degrees 1, 2, 2, 3, respectively. t acts on w according to (3.2.10a)–(3.2.10h),
(3.2.11a)–(3.2.11h), (3.2.12a)–(3.2.12l).
uA, tAB , k, dA, j(ξ), jA(ξ), l(ξ) can be organized into two N = 2 topological su-
perderivation
HA = uA +
1
2θ
K(tAK − ǫAKk)−
1
2ǫKLθ
KθLdA, (0.9)
I(ξ) = j(ξ) + θKjK(ξ) +
1
2 ǫKLθ
KθLl(ξ), ξ ∈ g. (0.10)
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The Lie algebra structure of t is compatible with the underlying N = 2 topological su-
persymmetry, since the relevant commutation relations can be written in terms of the
superderivations HA, I(ξ). Similarly, ωA, φAB , γ, ρA can be organized into the g valued
superfield
W = ωA + θ
K
(
φAK + ǫAKγ −
1
2
[ωA, ωK ]
)
+ 1
2
ǫMNθ
MθN
(
− 2ρA − ǫ
KL[ωK , φAL]
+ [ωA, γ] +
1
6 ǫ
KL[ωK , [ωL, ωA]]
)
. (0.11)
The action of t on w can be written in terms of the superderivations HA, I(ξ) and the
superfield W in a manifestly N = 2 supersymmetric way.
In the first part of this paper, we study the topological algebra t and the Weil algebra
w abstractly both in the N = 1 and in the N = 2 case. We show that their structure is
essentially dictated by rather general requirements of closure and topological supersym-
metry, called stability conditions, which can be defined for any value of N . In this way,
we show that all these algebraic structures can be derived from a single universal model
independent notion and also suggest an obvious method for generalizing them to higher
values of N . In the second part of the paper, we define basic and equivariant cohomology,
abstract connections and the Weil homomorphism both in the N = 1 and in the N = 2
case and study some of their properties. Finally, in the third part of the paper, we study
the cohomology of manifolds carrying a right group action and show that, in this important
case, the N = 2 type (k, k + 1) basic cohomology is isomorphic to the tensor product of
the N = 1 degree k basic cohomology and the completely symmetric tensor space
∨k−1
R
2
and that the affine spaces of N = 2 and N = 1 connections are isomorphic.
Throughout the paper, we stress the role of topological supersymmetry, also because
we feel that, on this score, confusing claims have appeared in the literature. This has
allowed us to discover the derivations uA and k introduced above, which are not mentioned
in ref. [31], but which are required by N = 2 topological supersymmetry and constrain
structurally the N = 2 cohomology.
The definition of N = 2 basic cohomology given above is more general than that used
in ref. [31], which is limited to the important case where n = 1. In our judgement, this
definition is more appropriate, yielding the aforementioned fundamental relation between
the N = 1 and N = 2 basic cohomologies of manifolds with a right group action.
This paper is organized as follows. In sect. 1, we introduce and precisely define the
crucial notion of stability. In sect. 2, we show that both the N = 1 and N = 2 topological
algebras can be derived in a model independent way by imposing non degeneracy and
stability. In sect. 3, we show similarly that non degeneracy and stability allow to obtain
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in abstract fashion both the N = 1 and N = 2 Weil algebra. In sect. 4, we define the
relevant notions of N = 1 and N = 2 basic cohomology, highlighting their similarities and
differences. In sect. 5, we study the Weil superoperation and its cohomology. In sect. 6,
we define N = 1 and N = 2 abstract connections, equivariant cohomology and the related
Weil homomorphism. In sect. 7, we apply our algebraic set up to study the cohomology
of manifolds carrying a right group action and work out the relation between N = 1 and
N = 2 cohomology. Finally, sect. 8 outlines future lines of inquiry.
1. Superalgebras, supermodules and stability
1.1. Z graded algebras and the corresponding superalgebras
All the vector spaces, algebras and modules considered in this section are real and Z
graded. If s is such a space, we denote by sk the subspace of s of degree k ∈ Z. If s = s0, s
is called ungraded.
Let N ∈ N. Let θA, A = 1, · · · , N , be a N–uple of Grassmann odd generators which
are conventionally assigned degree −1:
θAθB + θBθA = 0, A, B = 1, · · · , N ; degθA = −1, A = 1, · · · , N. (1.1.1)
The θA generate a Grassmann algebra ΛN [θ].
Let a be a Z graded algebra. The N superalgebra AN associated to a is the graded
tensor product algebra
AN = ΛN [θ]⊗ˆa (1.1.2)
with the canonical Z grading.
1.2. Stability
In this subsection, we introduce the notion of stability, which will play an important
role throughout this paper.
Let u and a be an ungraded real vector space and a Z graded real algebra, respectively.
Let T = {Tr|r ∈ R} be a finite subset of Hom(u,AN ).
Definition 1.2.1. T is called stable if:
i) for r ∈ R, there is pT r ∈ Z such that, for all x ∈ u, Tr(x) ∈ A
pT r
N ;
ii) for x ∈ u, x 6= 0, the Tr(x) are linearly independent;
iii) there are constants kT Ar
s ∈ R, r, s ∈ R, A = 1, · · · , N , such that, for x ∈ u,
∂ATr(x) = k
T
Ar
sTs(x), r ∈ R, A = 1, · · · , N, (1.2.1)
6
where ∂A = ∂/∂θ
A.
If u is an algebra, it is also required that:
iv) there are constants gT rs
t ∈ R, r, s, t ∈ R, such that, for x, y ∈ u,
Tr(x)Ts(y) = g
T
rs
tTt(xy), r, s ∈ R. (1.2.2)
For x ∈ u, denote by T(x) the linear span of the Tr(x). Then, by the above, T(x) is
stable under ∂A. Further, when u is an algebra, T(x)T(y) ⊆ T(xy).
The following remarks are in order.
a) By ii above, if u 6= 0, the constants kT Ar
s are uniquely determined; further, when u
is an algebra and uu 6= 0, the gT rs
t, also, are uniquely determined.
b) By grading reasons, when u 6= 0,
kT Ar
s = 0, unless pT r − p
T
s + 1 = 0; (1.2.3)
further, when u is an algebra such that uu 6= 0,
gT rs
t = 0, unless pT r + p
T
s − p
T
t = 0. (1.2.4)
c) As ∂A∂B + ∂B∂A = 0, one has
kT Ar
tkT Bt
s + kT Br
tkT At
s = 0, (1.2.5)
when u 6= 0; further, if u is an algebra, being ∂ATr(x)Ts(y)+ (−1)
pT rTr(x)∂ATs(y) =
gT rs
t∂ATt(xy) by (1.2.2), one has further
kT Ar
ugT us
t + (−1)p
T
rkT As
ugT ru
t = gT rs
ukT Au
t, (1.2.6)
when uu 6= 0.
d) If u is an algebra, there are further constraints on the gT rs
t coming from such prop-
erties as associativity, Jacobi relations, etc., when they hold.
Usually, the constraints (1.2.3)–(1.2.6), are so stringent that, given some extra non
singularity assumptions, allow the determination of the kT Ar
s and gT rs
t, up to the natural
equivalence relation associated to the non singular linear redefinition of the Tr.
Let a be Z graded real algebra. Let H = {Hr|r ∈ R} be a finite subset of AN .
Definition 1.2.2. H is called stable, if, defining
THr(x) = xHr, x ∈ R, (1.2.7)
T H = {THr|r ∈ R} is a stable subset of Hom(R,AN ) as defined above.
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We denote by H the linear span of the Hr. Then, H is a subalgebra of AN .
Let u, a, e, q be an ungraded real algebra, a Z graded real algebra, an ungraded real
left u module and a Z graded real left a module algebra, respectively. Let T = {Tr|r ∈ R},
M = {Mi|i ∈ I} be stable subsets of Hom(u,AN ) and Hom(e,QN ), respectively. Let
C ∈ Q0N such that ∂AC = 0.
Definition 1.2.3. We say that T acts C–stably on M on the left if:
i) if C 6= 0, then for m ∈ e, C is linearly independent from the Mi(m);
ii) for x ∈ u,
Tr(x)C = 0; (1.2.8)
iii) there are constants cTMri
j ∈ R, r ∈ R, i, j ∈ I, and bilinear maps ϕTMri : u×e 7→ R,
r ∈ R, i ∈ I such that, for any x ∈ u and m ∈ e,
Tr(x)Mi(m) = c
TM
ri
jMj(xm) + ϕ
TM
ri(x,m)C, r ∈ R, i ∈ I. (1.2.9)
When C = 0 above, we say that T acts stably on M on the left.
So, for any x ∈ u and m ∈ e, T(x)M(m) ⊆ M(xm)⊕ RC.
Note the following.
a) By the above definition, if ue 6= 0, the constants cMT ri
j are uniquely determined;
also, if C 6= 0, the maps ϕTMri are uniquely determined.
b) By grading reasons, when ue 6= 0,
cTMri
j = 0, unless pT r + p
M
i − p
M
j = 0; (1.2.10)
similarly, when C 6= 0,
ϕTMri(x,m) = 0, unless p
T
r + p
M
i = 0. (1.2.11)
c) As, by (1.2.9), ∂ATr(x)Mi(m)+(−1)
pT rTr(x)∂AMi(m) = c
TM
ri
j∂AMj(xm), one has
kT Ar
scTMsi
j + (−1)p
T
rkMAi
kcTMrk
j = cTMri
kkMAk
j , (1.2.12)
when ue 6= 0; further, as (Tr(x)Ts(y))Mi(m) = Tr(x)(Ts(y)Mi(m)),
gT rs
tcTMti
j − cTMsi
kcTMrk
j = 0, (1.2.13)
gT rs
tϕTMti(xy,m)− c
TM
si
jϕTMrj(x, ym) = 0, (1.2.14)
when ue 6= 0, C 6= 0, respectively.
Usually, the constraints (1.2.10)–(1.2.14), are so stringent that, given some extra non
singularity assumptions, allow the determination of the cTMri
j and ϕTMri, up to the
natural equivalence relation associated to the non singular linear redefinition of the Tr and
Mi.
Let a, e, q be an ungraded real algebra, an ungraded real vector space and a Z graded
real left a module algebra, respectively. Let H = {Hr|r ∈ R}, M = {Mi|i ∈ I} be stable
subsets of AN and Hom(e,QN ), respectively.
8
Definition 1.2.4. We say that H acts stably on M, if T H (cfr. def. 1.2.2) acts
stably on M as defined above, where e has the structure of R module corresponding to that
of real vector space.
1.2. The N=1,2 cases
In this paper, we concentrate on the cases N = 1, 2. In this subsection, we introduce
notation suitable for these special N values.
Let a be a Z graded real algebra.
Let N = 1. In this case, one can set θ1 = θ for simplicity. If X ∈ Ap1 for some p ∈ Z,
then X is of the form
X = x+ θx˜ (1.3.1)
with x ∈ ap and x˜ ∈ ap+1. Note that
x = X
∣∣
θ=0
. (1.3.2)
Denoting ∂ = ∂/∂θ, we define
X˜ = ∂X. (1.3.3)
Clearly, X˜ ∈ Ap+11 . Indeed,
X˜ = x˜. (1.3.4)
Let N = 2. If X ∈ Ap2 for some p ∈ Z, then X is of the form
X = x+ θAx,A +
1
2ǫKLθ
KθLx˜ (1.3.5)
with x ∈ ap, x,A ∈ a
p+1 and x˜ ∈ ap+2 1. Note that
x = X
∣∣
θ=0
. (1.3.6)
Denoting ∂A = ∂/∂θ
A, we define
X,A = ∂AX. (1.3.7)
Clearly, X,A ∈ A
p+1
2 . Indeed,
X,A = x,A + ǫAKθ
K x˜. (1.3.8)
So,
x,A = X,A
∣∣
θ=0
. (1.3.9)
1 The totally antisymmetric symbols ǫAB , ǫ
AB are normalized so that |ǫ12| = |ǫ
12| = 1
and ǫAKǫKB = ǫBKǫ
KA = δAB .
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Finally, we set
X˜ = 1
2
ǫKL∂K∂LX. (1.3.10)
Clearly, X˜ ∈ Ap+22 , as
X˜ = x˜. (1.3.11)
The analysis of stability simplify considerably in the N = 1, 2 cases. In the N = 1
case, stability is an almost trivial notion. For N = 2, this is no longer so. The notion of
stability is nevertheless useful, since it shows quite clearly in what sense several N = 2
algebraic structures generalize their N = 1 counterparts.
2. Fundamental superstructures
Let d be a Z graded real Lie algebra, i.e. a Z graded real algebra whose product is
graded antisymmetric. Let g be a real ungraded Lie algebra.
2.1. The fundamental N=1 superstructure
Proposition 2.1.1. Let H ∈ D01. Assume that the set {H, H˜} is stable (cfr. def.
1.2.2). Let H the linear span of this set. Assume that
[H0,H1] = H1. (2.1.1)
Then, perhaps after substituting H by κH for some suitable κ ∈ R×, one has
[H,H] = 0, [H, H˜] = H˜,
[H˜, H˜] = 0.
(2.1.2a)− (2.1.2c)
Proof. It is straightforward to check that (2.1.2a)–(2.1.2c) are compatible with the
graded antisymmetry and Jacobi relations of D1. By stability and grading reasons, one has
[Hi,Hj ] ⊆ Hi+j , where H0 = RH, H1 = RH˜ and Hi = 0 else. So, (2.1.2a) holds. Further,
by stability (cfr. eq. (1.2.2)),
[H, H˜] = aH˜, (2.1.3)
where a ∈ R. Owing to (2.1.1), a 6= 0. Renormalize H into a−1H. Then, one can set a = 1
in (2.1.3), getting (2.1.2b). Applying ∂ to (2.1.2b), one obtains (2.1.2c).
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Proposition 2.1.2. Let I : g 7→ D1 be a homomorphism such that I(g) ⊆ D
−1
1 .
Assume that the set {I, I˜} is stable (cfr. def. 1.2.1). For ξ ∈ g, let I(ξ) the linear span of
the set {I(ξ), I˜(ξ)}. Assume that
[I−1(ξ), I0(η)] = I−1([ξ, η]), ξ, η ∈ g. (2.1.4)
Then, perhaps after substituting I by λI for some suitable λ ∈ R×, one has
[I(ξ), I(η)] = 0, [I(ξ), I˜(η)] = I([ξ, η]),
[I˜(ξ), I˜(η)] = I˜([ξ, η]), ξ, η ∈ g.
(2.1.5a)− (2.1.5c)
Proof. It is straightforward to check that (2.1.5a)–(2.1.5c) are compatible with the
graded antisymmetry and Jacobi relations of D1. By stability and grading reasons, one
has [Ii(ξ), Ij(η)] ⊆ Ii+j([ξ, η]), where I−1(ξ) = RI(ξ), I0(ξ) = RI˜(ξ) and Ii(ξ) = 0 else. So,
(2.1.5a) holds. Further, by stability (cfr. eq. (1.2.2)),
[I(ξ), I˜(η)] = aI([ξ, η]), (2.1.6)
where a ∈ R. Owing to (2.1.4), a 6= 0, if [g, g] 6= 0, or one can choose a 6= 0, if [g, g] = 0.
Renormalize I into a−1I. Then, one can set a = 1 in (2.1.6), getting (2.1.5b). Applying ∂
to this latter relation, one obtains (2.1.5c).
Proposition 2.1.3. Assume that [g, g] 6= 0. Assume that H and I satisfy the hy-
potheses of props. 2.1.1 and 2.1.2, respectively. Assume further that {H, H˜} acts stably
on {I, I˜} (cfr. def. 1.2.4). Assume finally that
[H0, I−1(ξ)] = I−1(ξ), ξ ∈ g. (2.1.7)
Then, one has
[H, I(ξ)] = −I(ξ), [H, I˜(ξ)] = 0,
[H˜, I(ξ)] = −I˜(ξ), [H˜, I˜(ξ)] = 0, ξ ∈ g.
(2.1.8a)− (2.1.8d)
Proof. It is straightforward to check that (2.1.8a)–(2.1.8d) are compatible with the
graded antisymmetry and Jacobi relations of D1 and with relations (2.1.2a)–(2.1.2c),
(2.1.5a)–(2.1.5c). By stability and grading reasons, one has [Hi, Ij(ξ)] ⊆ Ii+j(ξ), where
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Hi, Ii(ξ) have been defined above (2.1.3) and (2.1.6), respectively. Taking stability into
account (cfr. eq. (1.2.9)), one has
[H, I(ξ)] = aI(ξ), [H, I˜(ξ)] = bI˜(ξ), (2.1.9), (2.1.10)
where a, b ∈ R. By applying ∂ to (2.1.9) and using (2.1.10), one gets
[H˜, I(ξ)] = (a− b)I˜(ξ). (2.1.11)
Owing to (2.1.7), a 6= 0. From (2.1.5b) and the Jacobi identity, one has [H, I([ξ, η])] −
[[H, I(ξ)], I˜(η)]− [I(ξ), [H, I˜(η)]] = 0, which, upon using (2.1.9), (2.1.10), gives the relation
−bI([ξ, η]) = 0. As [g, g] 6= 0 and I(ζ) 6= 0 for ζ 6= 0 by stability, b = 0. From (2.1.3b)
and the Jacobi identity, [H˜, I(ξ)] − [H, [H˜, I(ξ)]] + [[H, I(ξ)], H˜] = 0, which, upon using
(2.1.9)–(2.1.11), gives a(a + 1)I(ξ) = 0. As g 6= 0 and I(ζ) 6= 0 for ζ 6= 0, a = −1.
Substituting the found values of a and b into (2.1.9)–(2.1.11), one gets (2.1.8a)–(2.1.8c).
(2.1.8d) is obtained by applying ∂ to (2.1.8c).
For an arbitrary ungraded Lie algebra g, relations (2.1.2a)–(2.1.2c), (2.1.5a)–(2.1.5c),
(2.1.8a)–(2.1.8d) define a Z graded real Lie algebra tθ. As shown by the above three
propositions, when g is not Abelian, tθ is the unique solution of a suitable set of stability
and non degeneracy conditions. When g is Abelian, tθ is a particular case of a certain class
of Z graded Lie algebras. We shall not investigate this issue any further.
Note that tθ ≃ t0 =: t. The Z graded real Lie algebra t is called fundamental N = 1
superstructure of g. It is defined in terms of the four generators h, h˜, i(ξ), ı˜(ξ), ξ ∈ g, sat-
isfying relations (2.1.2a)–(2.1.2c), (2.1.5a)–(2.1.5c), (2.1.8a)–(2.1.8d). More customarily,
one sets
k = h, d = −h˜, (2.1.12a), (2.1.12b)
j(ξ) = i(ξ), l(ξ) = ı˜(ξ), ξ ∈ g. (2.1.13a), (2.1.13b)
From (2.1.2a)–(2.1.2c), (2.1.5a)–(2.1.5c) and (2.1.8a)–(2.1.8d), one sees that k, d, j and l
satisfy the relations
[k, k] = 0, (2.1.14)
[k, d] = d,
[k, j(ξ)] = −j(ξ), [k, l(ξ)] = 0, ξ ∈ g,
(2.1.15a)− (2.1.15c)
[d, d] = 0, (2.1.16)
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[d, j(ξ)] = l(ξ), [d, l(ξ)] = 0, ξ ∈ g, (2.1.17a), (2.1.17b)
[j(ξ), j(η)] = 0, [j(ξ), l(η)] = j([ξ, η]),
[l(ξ), l(η)] = l([ξ, η]), ξ, η ∈ g.
(2.1.18a)− (2.1.18c)
Note that, by (2.1.14), k generates an ungraded Lie subalgebra
i ≃ R (2.1.19)
of t. i is called the internal symmetry algebra of the fundamental N = 1 superstructure t.
2.2. The fundamental N=2 superstructure
Proposition 2.2.1. Let HA ∈ D
−1
2 , A = 1, 2. Assume that the set {HA|A = 1, 2} ∪
{HA,B|A,B = 1, 2} ∪ {H˜A|A = 1, 2} is stable (cfr. def. 1.2.2). Let H the linear span of
this set. Assume that
[H−1,H0] = H−1. (2.2.1)
Then, perhaps after substituting HA by κA
BHB for a suitable matrix κ ∈ GL(2,R), one
has
[HA, HB] = 0, [HA, HB,C ] = ǫABHC ,
[HA, H˜B] = −HA,B , [HA,C , HB,D] = ǫABHC,D − ǫDCHB,A,
[HA,C , H˜B] = −ǫBCH˜A, [H˜A, H˜B] = 0.
(2.2.2a)− (2.2.2f)
Proof. It is straightforward to check that (2.2.2a)–(2.2.2f) are compatible with the
graded antisymmetry and Jacobi relations of D2. By stability and grading reasons, one has
[Hi,Hj ] ⊆ Hi+j , where H−1 =
⊕
A=1,2 RHA, H
0 =
⊕
A,B=1,2 RHA,B, H
1 =
⊕
A=1,2RH˜A
and Hi = 0 else. So, (2.2.2a) holds. Further, by stability (cfr. eq. (1.2.2)),
[HA, HB,C ] = aABC
KHK , [HA, H˜B] = bAB
KLHK,L, (2.2.3), (2.2.4)
where aABC
D, bAB
CD ∈ R are certain constants. Applying ∂C to (2.2.2a), one gets
[HA,C , HB]+[HB,C , HA] = 0. Substituting (2.2.3) into this relation and exploiting the lin-
ear independence of theHA, one has aABC
D+aBAC
D = 0, which entails aABC
D = ǫABaC
D
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for certain constants aA
B ∈ R. Now, on account of (2.2.1) and (2.2.3), the matrix
a = (aA
B) must be invertible. Redefine HA into (det a)
−1aA
KHK . The new HA sat-
isfy obviously the same assumptions as the old ones. Further, the new HA satisfy relations
(2.2.3), where, now, by construction, aABC
D = ǫABδC
D. In this way, we get (2.2.2b). Next,
applying ∂D to (2.2.2b), one gets [HA,C , HB,D] + ǫCD[H˜A, HB] = ǫABHC,D. From this
relation, using (2.2.2a), (2.2.2b) and the Jacobi identity, one obtains [HA,C , [HB,D, HE ]]−
[HB,D, [HA,C, HE ]]− ǫCD[[H˜A, HE ], HB]− ǫAB [HC,D, HE ] = 0. Substituting (2.2.2b) and
(2.2.4) into this identity and exploiting the linear independence of the HA, one finds that
bAB
CD = −δA
CδB
D. Substituting this expression back into (2.2.4), one obtains (2.2.2c).
Next, substituting (2.2.2c) into the relation [HA,C , HB,D] = ǫABHC,D + ǫDC [H˜A, HB] ob-
tained earlier, one gets (2.2.2d). (2.2.2e) follows from applying ∂C to (2.2.2c). Finally,
(2.2.2f) follows from applying ∂D to (2.2.2e).
Proposition 2.2.2. Let I : g 7→ D2 be a linear map such that I(g) ⊆ D
−2
2 . Assume
that the set {I, I˜} ∪ {I,A|A = 1, 2} is stable (cfr. subsect. 1.3). For ξ ∈ g, let I(ξ) be the
linear span of {I(ξ), I˜(ξ)} ∪ {I,A(ξ)|A = 1, 2}. Assume that
[I−2(ξ), I0(η)] = I−2([ξ, η]), ξ, η ∈ g. (2.2.5)
Then, perhaps after substituting I by λI for a suitable λ ∈ R×, one has
[I(ξ), I(η)] = 0, [I(ξ), I,A(η)] = 0,
[I(ξ), I˜(η)] = I([ξ, η]), [I,A(ξ), I,B(η)] = ǫABI([ξ, η]),
[I,A(ξ), I˜(η)] = I,A([ξ, η]), [I˜(ξ), I˜(η)] = I˜([ξ, η]), ξ, η ∈ g.
(2.2.6a)− (2.2.6f)
Proof. It is straightforward to check that (2.2.6a)–(2.2.6f) are compatible with the
graded antisymmetry and Jacobi relations of D2. By stability and grading reasons, one has
[Ii(ξ), Ij(η)] ⊆ Ii+j([ξ, η]), where I−2(ξ) = RI(ξ), I−1(ξ) =
⊕
A=1,2 RI,A(ξ), I
0(ξ) = RI˜(ξ)
and Ii(ξ) = 0 else. So, (2.2.6a), (2.2.6b) hold. Further, by stability (cfr. eq (1.2.2)), one
has
[I(ξ), I˜(η)] = aI([ξ, η]), (2.2.7)
where a ∈ R. Owing to (2.2.5), a 6= 0, if [g, g] 6= 0, or one can choose a 6= 0, if [g, g] = 0.
Renormalize, I into a−1I. Then, one can set a = 1 in (2.2.7), getting (2.2.6c). Applying
∂B to (2.2.6b) and using (2.2.6c), one gets (2.2.6d) readily. Applying successively ∂A and
∂A∂B to (2.2.6c), one gets (2.2.6e), (2.2.6f).
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Proposition 2.2.3. Assume that [g, g] 6= 0. Assume that H and I satisfy the hy-
potheses of props. 2.2.1 and 2.2.2, respectively. Assume further that {HA|A = 1, 2} ∪
{HA,B|A,B = 1, 2}∪{H˜A|A = 1, 2} acts stably on {I, I˜}∪{I,A|A = 1, 2} (cfr. def. 1.2.4).
Assume finally that
[H0, I−2(ξ)] = I−2(ξ), ξ ∈ g. (2.2.8)
Then, one has
[HA, I(ξ)] = 0, [HA, I,B(ξ)] = ǫABI(ξ),
[HA, I˜(ξ)] = 0, [HA,B, I(ξ)] = ǫABI(ξ),
[HA,C , I,B(ξ)] = ǫABI,C(ξ), [HA,B, I˜(ξ)] = 0,
[H˜A, I(ξ)] = −I,A(ξ), [H˜A, I,B(ξ)] = ǫAB I˜(ξ),
[H˜A, I˜(ξ)] = 0. ξ ∈ g.
(2.2.9a)− (2.2.9i)
Proof. It is straightforward to check that (2.2.9a)–(2.2.9i) are compatible with the
graded antisymmetry and Jacobi relations of D2 and with (2.2.2a)–(2.2.2f), (2.2.6a)–
(2.2.6f). By stability and grading reasons, [Hi, Ij(ξ)] ⊆ Ii+j(ξ), where Hi and Ii(ξ) have
been defined above (2.2.3) and (2.2.7), respectively. So, (2.2.9a) holds. Further, by stability
(cfr. eq. (1.2.9)),
[HA, I,B(ξ)] = aA
KǫKBI(ξ) [HA, I˜(ξ)] = bA
KI,K(ξ), (2.2.10), (2.2.11)
where aA
B, bA
B ∈ R. Applying ∂C to (2.2.9a) and (2.2.10), and using (2.2.10), (2.2.11) to
cast the relations so obtained, one gets further
[HA,B, I(ξ)] = aA
KǫKBI(ξ), [HA,C , I,B(ξ)] = aA
KǫKBI,C(ξ) + ǫBCbA
KI,K(ξ).
(2.2.12), (2.2.13)
Now, from (2.2.6e) and the Jacobi identity, [[HA, I,B(ξ)], I˜(η)] − [I,B(ξ), [HA, I˜(η)]] −
[HA, I,B([ξ, η])] = 0. Substituting (2.2.10), (2.2.11) into this relation and using (2.2.6e),
one obtains bA
KǫKBI([ξ, η]) = 0. As [g, g] 6= 0 and I(ζ) 6= 0 for ζ 6= 0 by stability, one
has bA
B = 0. Next, from (2.2.2b) and the Jacobi identity, one has [HA,C , [HD, I,B(ξ)]]−
[HD, [HA,C, I,B(ξ)]] − ǫAD[HC , I,B(ξ)] = 0. Substituting (2.2.10), (2.2.12), (2.2.13) into
this relation, one gets −ǫADǫ
BK [−aC
LaL
K + aL
LaC
K − aC
K ]I(ξ) = 0. Since g 6= 0 and
I(ζ) 6= 0 for ζ 6= 0, −aA
KaK
B + aK
KaA
B − aA
B = 0. It is a simple algebraic exercise to
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show that there are only two 2 by 2 real matrices satisfying this relation: aA
B = 0 and
aA
B = δA
B . The first solution is not admissible, because, by (2.2.12), it would violate
(2.2.8). So, the second holds. By substituting the values of aA
B and bA
B thus found in
(2.2.10)–(2.2.13), one gets (2.2.9b)–(2.2.9e). (2.2.9f) follows from applying ∂B to (2.2.9c).
(2.2.9g) follows from applying ∂C to (2.2.9d) and using (2.2.9e) to express the result.
Applying successively ∂B and ∂B∂C to (2.2.9g), one gets (2.2.9h), (2.2.9i).
For an arbitrary ungraded Lie algebra g, relations (2.2.2a)–(2.2.2f), (2.2.6a)–(2.2.6f),
(2.2.9a)–(2.2.9i) define a Z graded real Lie algebra tθ. As shown by the above three
propositions, when g is not Abelian, tθ is the unique solution of a suitable set of stability
and non degeneracy conditions. When g is Abelian, tθ is a particular case of a certain
class of Z graded Lie algebras. We shall not investigate this matter any further. Note the
analogy to the N = 1 case.
Note that tθ ≃ t0 =: t. The Z graded real Lie algebra t is called fundamental N = 2
superstructure of g. It is defined in terms of the six generators hA, hA,B , h˜A, i(ξ), i,A(ξ),
ı˜(ξ), ξ ∈ g satisfying relations (2.2.2a)–(2.2.2f), (2.2.6a)–(2.2.6f), (2.2.9a)–(2.2.9i). To
make contact with ref. [31], one sets
tAB = hA,B + hB,A, k = ǫ
KLhK,L,
uA = hA, dA = −h˜A,
(2.2.14a)− (2.2.14d)
j(ξ) = i(ξ), jA(ξ) = i,A(ξ), l(ξ) = ı˜(ξ), ξ ∈ g. (2.2.15a)− (2.2.15c)
From (2.2.2a)–(2.2.2f), (2.2.6a)–(2.2.6f) and (2.2.9a)–(2.2.9i), one sees that tAB, k, uA,
dA, j, jA and l satisfy the relations
[tAC , tBD] = ǫABtCD + ǫCBtAD + ǫADtBC + ǫCDtBA,
[k, tAB] = 0, [k, k] = 0,
(2.2.16a)− (2.2.16c)
[tAC , uB] = ǫABuC + ǫCBuA, [k, uA] = −uA,
[tAC , dB] = ǫABdC + ǫCBdA, [k, dA] = dA,
[tAB, j(ξ)] = 0, [k, j(ξ)] = −2j(ξ),
[tAC , jB(ξ)] = ǫABjC(ξ) + ǫCBjA(ξ), [k, jA(ξ)] = −jA(ξ),
[tAB, l(ξ)] = 0, [k, l(ξ)] = 0, ξ ∈ g,
(2.2.17a)− (2.2.17j)
16
[uA, uB] = 0, [dA, uB] =
1
2
(tAB + ǫABk),
[dA, dB] = 0,
(2.2.18a)− (2.2.18c)
[uA, j(ξ)] = 0, [uA, jB(ξ)] = ǫABj(ξ),
[uA, l(ξ)] = 0, [dA, j(ξ)] = jA(ξ),
[dA, jB(ξ)] = −ǫABl(ξ), [dA, l(ξ)] = 0, ξ ∈ g,
(2.2.19a)− (2.2.19f)
[j(ξ), j(η)] = 0, [j(ξ), jA(η)] = 0,
[j(ξ), l(η)] = j([ξ, η]), [jA(ξ), jB(η)] = ǫABj([ξ, η]),
[jA(ξ), l(η)] = jA([ξ, η]), [l(ξ), l(η)] = l([ξ, η]), ξ, η ∈ g.
(2.2.20a)− (2.2.20f)
Note that, from (2.2.16a)–(2.2.16c), tAB, k generate an ungraded Lie subalgebra
i ≃ sl(2,R)⊕ R (2.2.21)
of t. i is called the internal symmetry algebra of the N = 2 fundamental superstructure t
and plays an important role.
3. The Weil algebra
Let d be a Z graded real Lie algebra. Let z be a Z graded real left d module algebra
with unity 1, where the action of d on z is derivative, i. e. it obeys the graded Leibniz
rule. Finally, let g be an ungraded real Lie algebra.
3.1. The N=1 case
Proposition 3.1.1. Assume that [g, [g, g]] 6= 0. Assume that H and I satisfy the
hypotheses of props. 2.1.1 and 2.1.2, respectively. Let W : g∨ 7→ Z1 be a homomorphism
such that W (g∨) ⊆ Z11. Suppose {W, W˜} is stable and that {H, H˜} and {I, I˜} act stably
and 1–stably on {W, W˜} (cfr. defs. 1.2.3, 1.2.4), respectively, the module action of g on
g∨ being the coadjoint one. For µ ∈ g∨, denote by W(µ) the linear span of {W (µ), W˜ (µ)}.
Assume that
I−1(ξ)W1(µ) = R1, (3.1.1)
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for some ξ ∈ g, for fixed µ ∈ g∨, µ 6= 0, and for some µ ∈ g∨, for fixed ξ ∈ g, ξ 6= 0.
Finally, suppose that
I0(ξ)W1(µ) = W1(ad∨ξµ), (3.1.2)
for ξ ∈ g and µ ∈ g∨. Then, after perhaps redefining W into W ◦ f for some invertible
linear map f : g∨ 7→ g∨ and viewing W as an element of Z1 ⊗ g, one has
HW =W, HW˜ = 2W˜ ,
H˜W = −W˜ , H˜W˜ = 0,
(3.1.3a)− (3.1.3d)
I(ξ)W = ξ, I(ξ)W˜ = −[ξ,W ],
I˜(ξ)W = −[ξ,W ], I˜(ξ)W˜ = −[ξ, W˜ ], ξ ∈ g.
(3.1.4a)− (3.1.4d)
Proof. It is straightforward to check that (3.1.3a)–(3.1.3d) and (3.1.4a)–(3.1.4d)
are compatible with relations (2.1.2a)–(2.1.2c), (2.1.5a)–(2.1.5c) and (2.1.8a)–(2.1.8d).
By stability, 1–stability and grading reasons, HiWj(µ) ⊆ Wi+j(µ) and Ii(ξ)Wj(µ) ⊆
Wi+j(ad∨ξµ) ⊕ Rδi+j,01, where H
i and Ii(ξ) are given above (2.1.3) and (2.1.6), respec-
tively, and W1(µ) = RW (µ), W2(µ) = RW˜ (µ) and Wi(µ) = 0, else. We note further that
H1 = 0 and I(ξ)1 = 0 as H and I(ξ) act as derivations and 12 = 1. By stability (cfr. eq.
(1.2.9)), one has thus
HW (µ) = aW (µ), H˜W (µ) = bW˜ (µ), (3.1.5), (3.1.6)
where a, b ∈ R. Further, by 1–stability (cfr. eq. (1.2.9)), one has
I(ξ)W (µ) = ϕ(ξ, µ), I˜(ξ)W (µ) = cW (ad∨ξµ), (3.1.7), (3.1.8)
where ϕ : g × g∨ 7→ R is a bilinear map and c ∈ R. Next, from (2.1.8a), one has
the relation ([H, I(ξ)] + I(ξ))W (µ) = 0, which, upon using (3.1.5), (3.1.7), gives (1 −
a)ϕ(ξ, µ) = 0. As ϕ 6= 0, by (3.1.1), (3.1.7), a = 1. Next, by (3.1.2), (3.1.8), c 6= 0.
From (2.1.5c), one has the relation ([I˜(ξ), I˜(η)]− I˜([ξ, η]))W (µ) = 0, which, using (3.1.8),
yields c(c + 1)W (ad∨[ξ, η]µ) = 0. As, c 6= 0 and [g, [g, g]] 6= 0 and W (ν) 6= 0 for ν 6= 0
by stability, one has c = −1. Next, we write ϕ(ξ, µ) = 〈µ, φ(ξ)〉, where φ : g 7→ g is a
linear map, which on account of (3.1.1), (3.1.7) is invertible. From (2.1.5b), one has the
relation ([I(ξ), I˜(η)] − I([ξ, η]))W (µ) = 0, which, using (3.1.7), (3.1.8), gives the relation
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〈µ, [φ(ξ), η] − φ([ξ, η])〉 = 0. So, [φ, adη] = 0. Redefine W into W ◦ φ∨−1. After doing
so, (3.1.7) holds with ϕ(ξ, µ) = 〈µ, ξ〉, while (3.1.8) is formally invariant. In this way,
one obtains (3.1.4a), (3.1.4c). (3.1.4b) follows from applying ∂ to (3.1.4a) and using
(3.1.4c). (3.1.4d) follows from applying ∂ to (3.1.4c). Next, by (2.1.8c), one has the
relation [[H˜, I(ξ)] + I˜(ξ)]W (µ) = 0, which, by using (3.1.6), (3.1.4a)–(3.1.4c) gives −(b +
1)W (ad∨ξµ) = 0. As [g, g] 6= 0 and W (ν) 6= 0 for ν 6= 0, b = −1. By substituting the
values of a and b thus found into (3.1.5), (3.1.6), one gets (3.1.3a). (3.1.3c). (3.1.3b)
follows from applying ∂ to (3.1.3a) and using (3.1.3c). (3.1.3d) follows from applying ∂ to
(3.1.3c).
For an arbitrary ungraded Lie algebra g, relations (3.1.3a)–(3.1.3d), (3.1.4a)–(3.1.4d)
define a Z graded real left module algebra wθ of the graded real Lie algebra tθ (cfr. subsect.
2.1). As shown by the above propositions, when [g, [g, g]] 6= 0, wθ is the unique solution of
a suitable set of stability and non degeneracy conditions. Else, wθ is a particular case of a
certain class of Z graded left module algebra of tθ.
Note that wθ ≃ w0 =: w. w is called N = 1 Weil algebra of g and is a Z graded
real left module algebra of the fundamental N = 1 superstructure t of g (cfr. subsect.
2.1). It is defined in terms of the generators 1, w, w˜ and the derivations h, h˜, i(ξ), ı˜(ξ),
ξ ∈ g, satisfying relations (3.1.3a)–(3.1.3d), (3.1.4a)–(3.1.4d). However, in the standard
treatment, w is usually presented as follows. Define
ω = w, φ = w˜ + (1/2)[w,w]. (3.1.9)
Then, one has
kω = ω, kφ = 2φ, (3.1.10a), (3.1.10b)
dω = φ− (1/2)[ω, ω], dφ = −[ω, φ], (3.1.11a), (3.1.11b)
j(ξ)ω = ξ, j(ξ)φ = 0,
l(ξ)ω = −[ξ, ω], l(ξ)φ = −[ξ, φ], ξ ∈ g,
(3.1.12a)− (3.1.12d)
where k, d, j, l are given by (2.1.12a), (2.1.12b), (2.1.13a), (2.1.13b). Note that ω is just
another name for w. φ is by construction ‘horizontal’, i. e. satisfying (3.1.12b).
3.2. The N=2 case
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Proposition 3.2.1. Assume that [g, [g, g]] 6= 0. Assume that HA, A = 1, 2, and I
satisfy the hypotheses of props. 2.2.1 and 2.2.2, respectively. Let WA : g
∨ 7→ Z2, A = 1, 2,
be homomorphisms such that W (g∨) ⊆ Z12. Suppose that {WA|A = 1, 2} ∪ {WA,B|A,B =
1, 2}∪{W˜A|A = 1, 2} is stable and that {HA|A = 1, 2}∪{HA,B|A,B = 1, 2}∪{H˜A|A = 1, 2}
and {I, I˜} ∪ {I,A|A = 1, 2} act stably and 1–stably on {WA|A = 1, 2} ∪ {WA,B|A,B =
1, 2} ∪ {W˜A|A = 1, 2} (cfr. defs. 1.2.3, 1.2.4), respectively, the module action of g on
g∨ being the coadjoint one. For µ ∈ g∨, denote by W(µ) the linear span of {WA(µ)|A =
1, 2} ∪ {WA,B(µ)|A,B = 1, 2} ∪ {W˜A(µ)|A = 1, 2}. Assume that
I−1(ξ)W1(µ) = R1, (3.2.1)
for some ξ ∈ g, for fixed µ ∈ g∨, µ 6= 0, and for some µ ∈ g∨, for fixed ξ ∈ g, ξ 6= 0.
Finally, suppose that
I0(ξ)W1(µ) = W1(ad∨ξµ), (3.2.2)
for ξ ∈ g and µ ∈ g∨. Then, after perhaps redefining WA into λA
BWB ◦f for some matrix
λ ∈ GL(2,R) and invertible linear map f : g∨ 7→ g∨ and viewing W as an element of
Z2 ⊗ g, one has
HAWB = 0, HAWB,C = −ǫBCWA,
HAW˜B = −WA,B −WB,A, HA,CWB = −ǫBCWA,
HA,CWB,D = ǫCBWA,D − ǫDCWB,A, HA,CW˜B = −ǫBCW˜A − ǫACW˜B ,
H˜AWB = −WB,A, H˜AWB,C = ǫACW˜B ,
H˜AW˜B = 0,
(3.2.3a)− (3.2.3i)
I(ξ)WA = 0, I(ξ)WA,B = ǫABξ,
I(ξ)W˜A = −[ξ,WA], I,A(ξ)WB = ǫABξ,
I,A(ξ)WB,C = −ǫAC [ξ,WB], I,A(ξ)W˜B = −[ξ,WB,A],
I˜(ξ)WA = −[ξ,WA], I˜(ξ)WA,B = −[ξ,WA,B],
I˜(ξ)W˜A = −[ξ, W˜A], ξ ∈ g.
(3.2.4a)− (3.2.4i)
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Proof. It is straightforward to check that (3.2.3a)–(3.2.3i) and (3.2.4a)–(3.2.4i) are
compatible with relations (2.2.2a)–(2.2.2f), (2.2.6a)–(2.2.6f) and (2.2.9a)–(2.2.9i). By sta-
bility, 1–stability and grading reasons, one has HiWj(µ) ⊆ Wi+j(µ) and Ii(ξ)Wj(µ) ⊆
Wi+j(ad∨ξµ)⊕Rδi+j,01, where H
i and Ii(ξ) are given above (2.2.3) and (2.2.7), respectively,
and W1(µ) =
⊕
A=1,2 RWA(µ), W
2(µ) =
⊕
A,B=1,2 RWA,B(µ), W
3(µ) =
⊕
A=1,2 RW˜A(µ)
and Wi(µ) = 0, else. We note further that HA1 = 0 and I(ξ)1 = 0 as HA and I(ξ) act as
derivations and 12 = 1. Thus, by stability, (3.2.3a) holds and one has
HA,CWB(µ) = aABC
KWK(µ), H˜AWB(µ) = bAB
KLWK,L(µ), (3.2.5), (3.2.6)
where aABC
D, bAB
CD ∈ R. Further, by 1–stability, (3.2.4a) holds and one has
I,A(ξ)WB(µ) = ϕAB(ξ, µ), I˜(ξ)WA(µ) = cA
KWK(ad
∨ξµ), (3.2.7), (3.2.8)
where ϕAB : g×g
∨ 7→ R is a bilinear map and cA
B ∈ R. Now, by (2.2.2d), ([HA,C , HB,D]−
ǫABHC,D + ǫDCHB,A)WE(µ) = 0. Upon substituting (3.2.5) into this relation, one ob-
tains (aAEC
KaBKD
L − aBED
KaAKC
L + ǫABaCED
L − ǫDCaBEA
L)WL(µ) = 0. Since the
WA(ν) are linearly independent for ν 6= 0, aAEC
KaBKD
F −aBED
KaAKC
F +ǫABaCED
F −
ǫDCaBEA
F = 0. As is easy to see, this relation implies that the matrices aAB = (aACB
D)
form a 2 dimensional representation of the Lie algebra sl(2,R) ⊕ R. A simple Lie al-
gebraic analysis shows that either i) aABC
D = −ǫBCδA
D − ǫACaδB
D or ii) aABC
D =
−ǫACaB
D up to equivalence, where a, aA
B ∈ R. From (2.2.9e), one has the relation
([HA,C , I,B(ξ)] − ǫABI,C(ξ))WD(µ) = 0, which upon using (3.2.5), (3.2.7), entails that
−aADC
KϕBK(ξ, µ) − ǫABϕCD(ξ, µ) = 0. Substituting the expression of aACB
D found
above into this identity, one gets after some simple rearrangements aϕAB(ξ, µ) = 0 in
case i and ϕAB(ξ, µ) = 0 in case ii. As ϕAB cannot vanish by (3.2.1), (3.2.7), only case
i with a = 0 can occur. So, aABC
D = −ǫBCδA
D. Using this expression, one sees then
that ǫCDϕAB(ξ, µ) − ǫABϕCD(ξ, µ) = 0, which implies that ϕAB(ξ, µ) = ǫABϕ(ξ, µ) for
some bilinear map ϕ : g × g∨ 7→ R. Next, by (3.2.2), (3.2.8), the matrix c = (cA
B) is
invertible. From (2.2.6f), one has the relation [[I˜(ξ), I˜(η)] − I˜([ξ, η])]WA(µ) = 0, which,
using (3.2.8), yields cA
K(cK
L + δK
L)WL(ad
∨[ξ, η]µ) = 0. As, c is invertible, [g, [g, g]] 6= 0
and the WA(ν) are linearly independent for ν 6= 0, one has cA
B = −δA
B . Next, we write
ϕ(ξ, µ) = 〈µ, φ(ξ)〉, where φ : g 7→ g is a linear map, which on account of (3.2.1) is invert-
ible. From (2.2.6e), one has the relation ([I,A(ξ), I˜(η)]−I,A([ξ, η]))WB(µ) = 0, which, using
(3.2.7), (3.2.8), gives the relation ǫAB〈µ, [φ(ξ), η]−φ([ξ, η])〉 = 0. So, [φ, adη] = 0. Redefine
W into W ◦ φ∨−1. After doing so, (3.2.7) holds with ϕ(ξ, µ) = 〈µ, ξ〉, while (3.2.8) is for-
mally invariant. In this way, one obtains (3.2.4d), (3.2.4g). By applying ∂B to (3.2.4a) and
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using (3.2.4d), one obtains (3.2.4b). Applying ∂C to (3.2.4d) and using (3.2.4g), one ob-
tains (3.2.4e). Applying ∂C to (3.2.4b) and using (3.2.4e), one gets (3.2.4c). Applying ∂B,
∂C∂B to (3.2.4g), one gets (3.2.4h), (3.2.4i), respectively. Applying ∂D to (3.2.4e) and using
(3.2.4h), one gets (3.2.4f). Next, by (2.2.9h), ([H˜A, I,B(ξ)] − ǫAB I˜(ξ))WC(µ) = 0. Using
(3.2.6), (3.2.4d), (3.2.4e), (3.2.4g), this yields (ǫABδC
K + bAC
KLǫLB)WK(ad
∨ξµ) = 0. As
[g, g] 6= 0 and the WA(ν) are linearly independent for ν 6= 0, one has bAB
CD = −δA
DδB
C .
Substituting the expressions of aABC
D and bAB
CD obtained into (3.2.5), (3.2.6), one ob-
tains (3.2.3d), (3.2.3g). By applying ∂B to (3.2.3a) and using (3.2.3d), one obtains (3.2.4b).
Applying ∂D to (3.2.3d) and using (3.2.3g), one obtains (3.2.3e). Applying ∂D to (3.2.3b)
and using (3.2.3e), one gets (3.2.3c). Applying ∂C , ∂D∂C to (3.2.3g), one gets (3.2.3h),
(3.2.3i), respectively. Applying ∂E to (3.2.3e) and using (3.2.3h), one gets (3.2.3f).
For an arbitrary ungraded Lie algebra g, relations (3.2.3a)–(3.2.3i), (3.2.4a)–(3.2.4i)
define a Z graded real left module algebra wθ of the graded real Lie algebra tθ (cfr. subsect.
2.2). As shown by the above proposition, when [g, [g, g]] 6= 0, wθ is the unique solution of
a suitable set of stability and non degeneracy conditions. Else, wθ is a particular case of a
certain class of Z graded left module algebra of tθ. Note the analogy to the N = 1 case
Note that wθ ≃ w0 =: w. w is called N = 2 Weil algebra of g and is a Z graded real
left module algebra of the fundamental N = 2 superstructure t of g (cfr. subsect. 2.2). It
is defined in terms of the generators 1, wA, wA,B , w˜A of the derivations hA, hA,B , h˜A, i(ξ),
i,A(ξ), ı˜(ξ), ξ ∈ g satisfying relations (3.2.3a)–(3.2.3i), (3.2.4a)–(3.2.4i). To make contact
with ref. [31], we shall present w as follows. Define
ωA = wA, φAB =
1
2
(wA,B + wB,A + [wA, wB]),
γ = −1
2
ǫKLwK,L, ρA = −
1
2
w˜A −
1
2
ǫKL[wK , wA,L]−
1
6
ǫKL[wK , [wL, wA]].
(3.2.9a), (3.2.9b)
Then, one has
tACωB = ǫABωC + ǫCBωA, kωA = ωA,
tACφBD = ǫABφCD + ǫCBφAD + ǫADφBC + ǫCDφBA, kφAB = 2φAB ,
tABγ = 0, kγ = 2γ,
tACρB = ǫABρC + ǫCBρA, kρA = 3ρA,
(3.2.10a)− (3.2.10h)
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uAωB = 0, uAφBC = 0,
uAγ = −ωA, uAρB = φAB ,
dAωB = −
1
2
[ωA, ωB] + φAB − ǫABγ, dAφBC = −[ωA, φBC ] + ǫABρC + ǫACρB,
dAγ = −
1
2 [ωA, γ] + ρA dAρB = −[ωA, ρB]−
1
2 ǫ
KL[φKA, φLB],
+ 12ǫ
KL[ωK , φLA −
1
6 [ωL, ωA]],
(3.2.11a)− (3.2.11h)
j(ξ)ωA = 0, j(ξ)φAB = 0,
j(ξ)γ = ξ, j(ξ)ρA = 0,
jA(ξ)ωB = ǫABξ, jA(ξ)φBC = 0,
jA(ξ)γ = −
1
2
[ξ, ωA], jA(ξ)ρB = 0,
l(ξ)ωA = −[ξ, ωA], l(ξ)φAB = −[ξ, φAB],
l(ξ)γ = −[ξ, γ], l(ξ)ρA = −[ξ, ρA], ξ ∈ g,
(3.2.12a)− (3.2.12l)
where tA,B, k, uA, dA, j, jA, l are given by by (2.2.14a)–(2.2.14d), (2.2.15a)–(2.2.15c).
Note that ωA is just another name for wA. γ contains the information about h˜AwB not
exhausted by φAB . By construction φAB and ρA are ‘horizontal’, i. e. satisfy (3.2.12b),
(3.2.12d), (3.2.12f), (3.2.12h).
4. Superoperations and their cohomologies
Let g be an ungraded real Lie algebra.
4.1. N=1 superoperations and their cohomologies
Definition 4.1.1. a is called an N = 1 g superoperation if:
i) a is a Z graded real left module algebra of the fundamental N = 1 superstructure t of
g (cfr. subsect. 2.1);
ii) the action of t on a is derivative;
iii) a is completely reducible under the internal symmetry algebra i of t (cfr. subsect. 2.1),
the spectrum of the invariant k of i is integer and the eigenspace ap of k of the eigen-
value p ∈ Z is precisely the degree p subspace of a.
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So, a is acted upon by four graded derivations h, h˜, i(ξ), ı˜(ξ), ξ ∈ g, of degree 0,
+1, −1, 0, respectively, satisfying relations (2.1.2a)–(2.1.2c), (2.1.5a)–(2.1.5c), (2.1.8a)–
(2.1.8d), or, equivalently, by four graded derivations k, d, j(ξ), l(ξ), ξ ∈ g, of degree 0, +1,
−1, 0, respectively, satisfying relations (2.1.14), (2.1.15a)–(2.1.15c), (2.1.16), (2.1.17a)–
(2.1.17b), (2.1.18a)–(2.1.18c), the two sets of derivations being related as in (2.1.12a),
(2.1.12b), (2.1.13a), (2.1.13b).
Proposition 4.1.1. If a(r), r = 1, 2, are two N = 1 g superoperations, then their
graded tensor product a = a(1)⊗ˆa(2) is also an N = 1 g superoperation.
Proof. Indeed a satisfies the conditions stated in def. 4.1.1.
Let a be an N = 1 g superoperation.
The pair (a, d) is an ordinary differential complex, as the graded derivation d has
degree +1 and [d, d] = 0. Its cohomology H∗(a), defined in the usual way by
Hp(a) = (kerd ∩ ap)/dap−1, p ∈ Z, (4.1.1)
is the ordinary cohomology of the superoperation. Define
abasic =
⋂
ξ∈g
kerj(ξ) ∩ ker l(ξ). (4.1.2)
By (2.1.17a), (2.1.17b), abasic is d invariant. So, (abasic, d) is also a differential complex.
Its cohomology H∗basic(a)
Hpbasic(a) = (kerd ∩ a
p
basic)/da
p−1
basic, p ∈ Z, (4.1.3)
is the basic cohomology of the superoperation.
Proposition 4.1.2. Each non zero (basic) cohomology class of degree p defines a 1
dimensional representation of the internal Lie algebra i of invariant p.
Proof. Set k[x] = [kx] = p[x] for [x] ∈ Hp(a) ([x] ∈ Hpbasic(a)) with arbitrary repre-
sentative x ∈ an,p (x ∈ an,pbasic).
Though the above proposition is trivial, it is nevertheless interesting because of its
non trivial generalization to higher N .
4.2. N=2 superoperations and their cohomologies
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Definition 4.2.1. a is called an N = 2 g superoperation if:
i) a is a Z graded real left module algebra of the fundamental N = 2 superstructure t of
g (cfr. subsect. 2.2);
ii) the action of t on a is derivative;
iii) a is completely reducible under the internal symmetry algebra i of t (cfr. subsect. 2.2),
the spectrum of the invariant k of i is integer and the eigenspace ap of k of the eigen-
value p ∈ Z is precisely the degree p subspace of a.
So, a is acted upon by six graded derivations hA, hA,B , h˜A, i(ξ), i,A(ξ), ı˜(ξ), ξ ∈ g, of
degree −1, 0, +1, −2, −1, 0, respectively, satisfying relations (2.2.2a)–(2.2.2f), (2.2.6a)–
(2.2.6f), (2.2.9a)–(2.2.9i), or, equivalently, by seven graded derivations tAB , k, uA, dA,
j(ξ), jA(ξ), l(ξ), ξ ∈ g, of degree 0, 0, −1, +1, −2, −1, 0, respectively, satisfying relations
(2.2.16a)–(2.2.16c), (2.2.17a)–(2.2.17j), (2.2.18a)–(2.2.18c), (2.2.19a)–(2.2.19f), (2.2.20a)–
(2.2.20f), the two sets of derivations being related as in (2.2.14a)–(2.2.14d), (2.2.15a)–
(2.2.15c).
Besides k, i possesses another invariant, namely
c = −18 ǫ
KLǫMN tKM tLN . (4.2.1)
An irreducible representation of i is completely characterized up to equivalence by the
values of c and k, which we parametrize as 14 (n
2− 1) and p, respectively, where n ∈ N and
p ∈ Z. n is nothing but the dimension of the representation. Being completely reducible
under i, a organizes into irreducible representations of i. We denote by an,p the eigenspace
of c, k of eigenvalues 1
4
(n2 − 1), p, respectively. It follows that a has a finer grading than
the original one.
Proposition 4.2.1. If a(r), r = 1, 2, are two N = 2 g superoperations, then their
graded tensor product a = a(1)⊗ˆa(2) is also an N = 2 g superoperation.
Proof. Indeed a satisfies the conditions stated in def. 4.2.1.
Let a be an N = 2 g superoperation.
The graded derivations dA have degree +1 and satisfy [dA, dB] = 0. So, one may
define a double differential complex (a, dA). We do not define cohomology in the usual
way, as the standard definition would not be covariant with respect to i. Instead, we
propose the following definition generalizing that of ref. [31]. The ordinary cohomology
H∗(a) is labelled by the values of the invariants c, k of i and is defined as
Hn,p(a) = (∩A=1,2kerdA ∩ a
n,p)/ 1
2
ǫKLdKdLa
n,p−2, (n, p) ∈ N× Z. (4.2.2)
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The basic subspace of a is defined as
abasic =
⋂
ξ∈g
kerj(ξ) ∩ ∩A=1,2kerjA(ξ) ∩ ker l(ξ). (4.2.3)
Using (2.2.18d)–(2.2.18f), one can show that abasic is dA invariant. So, (abasic, dA) is also
a double differential complex. Its cohomology H∗basic(a) is defined
Hn,pbasic(a) = (∩A=1,2kerdA ∩ a
n,p
basic)/
1
2 ǫ
KLdKdLa
n,p−2
basic , (n, p) ∈ N× Z, (4.2.4)
where an,pbasic = a
n,p ∩ abasic, and is the basic cohomology of the superoperation.
The (basic) cohomology of any N = 2 superoperation a is structurally restricted, as
indicated by the following.
Proposition 4.2.2. One has
Hn,p(a) = 0, for p 6= ±n+ 1. (4.2.5)
Similarly,
Hn,pbasic(a) = 0, for p 6= ±n + 1. (4.2.6)
Proof. It is convenient for the time being to revert to the original basis hA, hB,C ,
h˜D of t, which allows for a more compact notation. Let x ∈ a such that h˜Ax = 0. Using
(2.2.2b), (2.2.2c), it is easy to show that
[hA + ǫ
KLhKhL,A]x− h˜A
1
2ǫ
KLhKhLx = 0. (4.2.7)
Apply now h˜B to the left hand side of this equation and contract with ǫ
BA. After a short
calculation exploiting (2.2.2c), (2.2.2e), one gets
[
− 12 ǫ
KLǫMNhK,MhL,N +
1
2 ǫ
KLhK,L
]
x− 12ǫ
KLh˜K h˜L
1
2 ǫ
MNhMhNx = 0. (4.2.8)
Using the relation hA,B =
1
2
(tAB−ǫABk), following from (2.2.14a), (2.2.14b), and (2.2.14c),
(2.2.14d) and (4.2.1) in (4.2.8), one gets finally
[
c+ 1
4
(1− (k − 1)2)
]
x− 1
2
ǫKLdKdL
1
2
ǫMNuMuNx = 0. (4.2.9)
If x ∈ an,p, (4.2.9) yields
1
4
[n2 − (p− 1)2]x− 1
2
ǫKLdKdL
1
2
ǫMNuMuNx = 0. (4.2.10)
(4.2.10) yields (4.2.5) immediately. (4.2.6) follows also from (4.2.10) upon checking that
for x ∈ abasic,
1
2 ǫ
MNhMhNx ∈ abasic as well, by (2.2.9a)–(2.2.9c).
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Proposition 4.2.3. The non trivial elements of Hn,p(a) (Hn,pbasic(a)) fill irreducible
representations of the internal symmetry algebra i of invariants n, p.
Proof. By (2.2.17c), (2.2.17d), if x ∈ an,p ∩ ∩A=1,2kerdA, then tABx, kx ∈ a
n,p ∩
∩A=1,2kerdA as well. Further, if x ∈
1
2 ǫ
KLdKdLa
n,p−2, tABx, kx ∈
1
2 ǫ
KLdKdLa
n,p−2, also.
One thus defines tAB [x] = [tABx] and k[x] = [kx], for any [x] ∈ H
n,p(a) with arbitrary
representative x ∈ an,p ∩ ∩A=1,2kerdA. This yields the first part of the proposition. The
statement extends to basic cohomology, by noting that tABx, kx ∈ a
n,p
basic whenever x ∈
a
n,p
basic, by (2.2.17e)–(2.2.17j).
Recall that the only irreducible n dimensional module of i = sl(2,R) ⊕ R is the
completely symmetric tensor space
∨n−1
R
2 up to equivalence. Hence, one has a tensor
factorization of the form
Hn,p(a) = Kn,p ⊗
∨n−1
R
2, (4.2.11)
Hn,pbasic(a) = K
n,p
basic ⊗
∨n−1
R
2, (4.2.12)
for certain real vector spaces Kn,p, Kn,pbasic.
5. The Weil superoperation and its cohomologies
Let g be an ungraded real Lie algebra.
5.1. The N = 1 case
Let w be the N = 1 Weil algebra of g (cfr. subsect. 3.1). Then, w is an N = 1
g superoperation (cfr. def. 4.1.1) called N = 1 Weil superoperation. Indeed, as shown
in subsect. 3.1, w is a Z graded real left module algebra of the fundamental N = 1
superstructure t of g, the action of t on w is derivative and w is obviously completely
reducible under the internal symmetry algebra i with k acting as the degree operator of w
by (3.1.10a), (3.1.10b).
Theorem 5.1.1. Hp(w) = 0 for p 6= 0 and
H0(w) ≃ R. (5.1.1)
Similarly, Hpbasic(w) = 0, for p 6= 2s with s ≥ 0, and
H2sbasic(w) ≃
(∨s
g∨
)
ad∨g
, s ≥ 0, (5.1.2)
where
(∨s
g∨
)
ad∨g
denotes the subspace of symmetrized tensor product
∨s
g∨ spanned by
the elements which are invariant under the coadjoint action of g.
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Proof. Below, we shall use the following notation. Let r ∈
∧∗
g∨⊗
∨∗
g∨. Let ξ ∈ Πg,
η ∈ g, where Πg is the Grassmann odd partner of g. We denote by r(ξ, η) the evaluation
of r on
∑
p,q≥0 ξ
⊗p ⊗ η⊗q. Every element z ∈ w is of the form z = r(w, w˜) for some
r ∈
∧∗
g∨ ⊗
∨∗
g∨ uniquely determined by z. As degw = 1, deg w˜ = 2, wp = 0 for p < 0
and w0 = R1. Hence, Hp(w) = 0 for p < 0 and H0(w) ≃ R, trivially. Let wp>0 =
⊕
p>0 w
p.
wp>0 is acted upon by the graded derivations h, h˜ and two more graded derivations i∗, ı˜∗
of degree −1, 0, respectively, defined by
i∗w = 0, i∗w˜ = w,
ı˜∗w = w, ı˜∗w˜ = w˜.
(5.1.3a)− (5.1.3d)
Identify i∗, ı˜∗ with the linear maps i∗(x) = xi∗, ı˜∗(x) = xı˜∗, x ∈ R, Then, h, h˜, i∗, ı˜∗ satisfy
relations (2.1.2a)–(2.1.2c), (2.1.5a)–(2.1.5c), (2.1.8a)–(2.1.8d) with g = R. It follows that
wp>0 is an N = 1 R superoperation. Switch now to the derivations k, d, j∗, l∗ defined
by (2.1.12a), (2.1.12b), (2.1.13a), (2.1.13b). By (2.1.17a), j∗ is a homotopy operator for
d, for l∗ commutes with j∗ and d, by (2.1.17b), (2.1.18b), and l∗ is invertible on wp>0,
by (5.1.3c), (5.1.3d) and the definition of wp>0. Thus, the cohomology of d is trivial on
wp>0. This proves the first part of the theorem. Every element z ∈ wbasic is of the form
z = r(φ) for some r ∈
(∨∗
g∨
)
ad∨g
uniquely determined by z. Indeed, z = r(ω, φ) for
a unique r ∈
∧∗
g∨ ⊗
∨∗
g∨, by an argument similar to that employed earlier, and, by
(3.1.12a)–(3.1.12d), the basicity conditions j(ξ)r(ω, φ) = 0, l(ξ)r(ω, φ) = 0 imply that
r has polynomial degree 0 in the first argument and is ad∨g invariant. It follows that
w
p
basic = 0 for p 6= 2s with s ≥ 0, as degφ = 2. So, H
p
basic(w) = 0 for p 6= 2s with
s ≥ 0. Let s ≥ 0. If z = r(φ) with r ∈
(∨s
g∨
)
ad∨g
, then dz = 0, by (3.1.11b) and
the ad∨g invariance of r. Hence, w2sbasic ∩ kerd = w
2s
basic. We thus have a linear injection
µ : w2sbasic ∩ kerd 7→
(∨s
g∨
)
ad∨g
given by z 7→ r. As, w2s−1basic = 0, µ induces a linear
bijection µˆ : H2sbasic(w) 7→
(∨s
g∨
)
ad∨g
.
5.2. The N = 2 case
Let w be the N = 2 Weil algebra of g (cfr. subsect. 3.2). Then, w is an N = 2
g superoperation (cfr. def. 4.2.1) called N = 2 Weil superoperation. Indeed, as shown
in subsect. 3.2, w is a Z graded real left module algebra of the fundamental N = 2
superstructure t of g, the action of t on w is derivative and w is obviously completely
reducible under the internal symmetry algebra i with k acting as the degree operator of w
by (3.2.10a)–(3.2.10h).
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Theorem 5.2.1. Hn,p(w) = 0, for (n, p) 6= (1, 0), and
H1,0(w) ≃ R. (5.2.1)
Similarly, Hn,pbasic(w) = 0, for (n, p) 6= (1, 0), (2s, 2s+ 1) with s > 0, and
H1,0basic(w) ≃ R, H
2s,2s+1
basic (w) ≃
(∨s
g∨
)
ad∨g
⊗
∨2s−1
R
2, s > 0. (5.2.2a), (5.2.2b)
Proof. Below, we shall use the following notation. Let r ∈
∧∗
(g∨⊗
⊗a
R
2)⊗
∨∗
(g∨⊗⊗b
R
2). Let ξ ∈ Πg ⊗
⊗a
R
2∨, η ∈ g
⊗b
R
2∨. We denote by r(ξ, η) the evaluation of
r on
∑
p,q≥0 ξ
⊗p ⊗ η⊗q. The above notation can be straightforwardly generalized to the
case where there are several ξ and η. Every element z ∈ w is of the form z = r(w,w,, w˜)
for some r ∈
∧∗
(g∨ ⊗ R2) ⊗
∨∗
(g∨ ⊗
⊗2
R
2) ⊗
∧∗
(g∨ ⊗ R2) uniquely determined by z.
As degwA = 1, degwA,B = 2, deg w˜A = 3, w
n,p = 0, for p < 0, and wn,0 = Rδn,11. So,
Hn,p(w) = 0, for p < 0, and Hn,0(w) ≃ δn,1R, trivially. Let w
p>0 =
⊕
n∈N,p>0 w
n,p. wp>0
is acted upon by the graded derivations hA, hA,B , h˜A and three more graded derivations
i, i,A, ı˜ of degree −2, −1, 0, respectively, defined by
i∗wA = 0, i
∗wA,B = 0, i
∗w˜A = wA,
i∗,AwB = 0, i
∗
,AwB,C = −ǫCAwB , i
∗
,Aw˜B = wB,A,
ı˜∗wA = wA, ı˜
∗wA,B = wA,B, ı˜
∗w˜A = w˜A.
(5.2.3a)− (5.2.3i)
Identify i∗, i∗,A, ı˜
∗ with the linear maps i∗(x) = xi∗, i∗,A(x) = xi
∗
,A, ı˜
∗(x) = xı˜∗,
x ∈ R. Then, hA, hA,B , h˜A, i, i,A, ı˜ satisfy relations (2.2.2a)–(2.2.2f), (2.2.6a)–(2.2.6f),
(2.2.9a)–(2.2.9i) with g = R. From this fact, it is easy to see that wp>0 is an N = 2
R superoperation. Switch now to the derivations tA,B, k, uA, dA, j
∗, j∗A, l
∗ defined by
(2.2.14a)–(2.2.14d), (2.2.15a)–(2.2.15c). By (2.2.19e), j∗A is a homotopy operator for dA,
for l∗ commutes with j∗A and dA, by (2.2.19f), (2.2.20e), and l
∗ is invertible on wp>0, by
(5.2.3g)–(5.2.3i) and the definition of wp>0. Indeed, using (2.2.19e), (2.2.19f), (2.2.20e),
one can show that
[
1
2 ǫ
KLdKdL,
1
2 ǫ
MN j∗Mj
∗
N
]
= −l∗(l∗ + ǫKLj∗KdL), (5.2.4)
where, by (2.2.17g), (2.2.17h), 12 ǫ
MN j∗Mj
∗
N maps w
n,p into wn,p−2. Thus, the cohomology
of dA is trivial on w
p>0. This proves the first part of the theorem. Let us examine next the
second part. As wn,p = 0, for p < 0, and wn,0 = Rδn,11, as shown earlier, and 1 is obviously
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basic, wn,pbasic = 0, for p < 0, and w
n,0
basic = Rδn,11. Consequently, H
n,p
basic(w) = 0 for p < 0.
and Hn,0basic(w) ≃ δn,1R. On the other hand, by prop. 4.2.2, eq. (4.2.6), H
n,p
basic(w) = 0 for
p 6= ±n + 1. So, the only potentially non vanishing cohomology spaces which are left are
Hn,n+1basic (w), n ≥ 1, which we shall analyze next. Every element z ∈ wbasic is of the form z =
r(φ, ρ) for some r ∈
(∨∗
(g∨⊗
∨2
R
2)⊗
∧∗
(g∨⊗R2)
)
ad∨g
uniquely determined by z. Indeed,
z = r(ω, γ, φ, ρ), for a unique r ∈
∧∗
(g∨ ⊗R2)⊗
∨∗
g∨ ⊗
∨∗
(g∨ ⊗
∨2
R
2)⊗
∧∗
(g∨ ⊗R2),
by an argument similar to that employed earlier in the proof, and, by (3.2.12a)–(3.2.12l),
the basicity conditions j(ξ)r(ω, γ, φ, ρ) = 0, jA(ξ)r(ω, γ, φ, ρ) = 0, l(ξ)r(ω, γ, φ, ρ) = 0
imply that r has polynomial degree 0 in the first two arguments and is adg invariant. Let
z = r(φ, ρ) ∈ wn,n+1basic . From (3.2.10c), (3.2.10d), (3.2.10g), (3.2.10h) and the representation
theory of i = sl(2,R)⊕R, one knows that the total number of internal indices A = 1, 2 and
the total degree carried by φAB , ρA in each monomial of r(φ, ρ) must be n−1+2ν and n+1,
respectively, where 2ν is the number of indices contracted by means of ǫAB . Further, the
n−1 uncontracted indices are totally symmetrized. So, the numbers mφ, mρ of occurences
of φAB , ρA in a given monomial must satisfy the equations 2mφ + 1mρ = n − 1 + 2ν,
2mφ+3mρ = n+1. Taking into account that mφ, mρ are non negative integers, one finds
that ν = 0, mφ = s − 1, mρ = 1, for n = 2s with s ≥ 1, and ν = 1, mφ = s, mρ = 0, for
n = 2s− 1 with s ≥ 2. Thus, the most general z ∈ wn,n+1basic is of the form
z = uA1···A2s−1(φA1As , · · · , φAs−1A2s−2 , ρA2s−1), n = 2s, s ≥ 1, (5.2.5a)
z = 1
2
ǫKLvA1···A2s−2(φA1As−1 , · · · , φAs−2A2s−4φA2s−3KφA2s−2L), n = 2s− 1, s ≥ 2,
(5.2.5b)
where uA1···A2s−1 ∈
(∨s−1
g∨ ⊗ g∨
)
ad∨g
totally symmetric in A1, · · · , A2s−1, v
A1···A2s−2 ∈(∨s−2
g∨⊗
∧2
g∨
)
ad∨g
totally symmetric in A1, · · · , A2s−2. Suppose now that z ∈ w
n,n+1
basic ∩
∩A=1,2kerdA so that z, besides being of the form (5.2.5a), (5.2.5b), satisfies dAz = 0.
Suppose first that n = 2s. Using (5.2.5a), (3.2.11f), (3.2.11h), the symmetry properties
and the adg invariance of uA1···A2s−1 and taking into account that terms with a different
number of occurences of φAB , ρA are linearly independent, the condition dAz = 0 is
equivalent to the equations
ǫAAs−1u
A1···A2s−1(φA1As , · · · , φAs−2A2s−3 , ρA2s−2 , ρA2s−1) = 0, (5.2.6a)
1
2
ǫKLuA1···A2s−1(φA1As , · · · , φAs−1A2s−2 , [φKA2s−1 , φLA]) = 0. (5.2.6b)
As ρA is odd and u
A1···A2s−1 is totally symmetric in A1, · · · , A2s−1, (5.2.6a) entails that
uA1···A2s−1 is totally symmetric in its s arguments. Using this fact and the adg invariance
of uA1···A2s−1 , it is easy to see that (5.2.6b) is identically satisfied. Hence, uA1···A2s−1 ∈
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(∨s
g∨
)
ad∨g
. Conversely, if this holds, then (5.2.6a), (5.2.6b) are fulfilled. The above
analysis shows that w2s,2s+1basic ∩ ∩A=1,2kerdA is precisely the space of the z of the form
(5.2.5a) with uA1···A2s−1 ∈
(∨s
g∨
)
ad∨g
totally symmetric in A1, · · · , A2s−1. Thus, we
have a linear bijection µ : w2s,2s+1basic ∩ ∩A=1,2kerdA 7→
(∨s
g∨
)
ad∨g
⊗
∨2s−1
R
2 defined by
z 7→ (uA1···A2s−1)A1,···,A2s−1=1,2. We note next that w
2s,2s−1
basic = 0. Indeed, if z = r(φ, ρ) ∈
w
n,n−1
basic , the total number of internal indices A = 1, 2 and the total degree carried by φAB ,
ρA in each monomial of r(φ, ρ) must be n − 1 + 2ν and n − 1, respectively, where 2ν is
the number of indices contracted by means of ǫAB . So, the numbers mφ, mρ of occurences
of φAB , ρA in a given monomial must satisfy the equations 2mφ + 1mρ = n − 1 + 2ν,
2mφ + 3mρ = n − 1. Taking into account that mφ, mρ are non negative integers, one
finds that there are no solutions for n = 2s with s > 0, so that w2s,2s−1basic = 0 as announced.
Thus, the bijection µ above induces a bijection µˆ : H2s,2s+1basic (w) 7→
(∨s
g∨
)
ad∨g
⊗
∨2s−1
R
2.
Suppose next that n = 2s − 1. Using (5.2.5b), (3.2.11f), (3.2.11h), the (anti)symmetry
properties and the adg invariance of vA1···A2s−2 , the condition dAz = 0 is equivalent to the
equation
(s− 2)ǫKLǫAAs−2v
A1···A2s−2(φA1As−1 , · · · , φAs−3A2s−5 , ρA2s−4 , φA2s−3K , φA2s−2L)
+ vA1···A2s−2(φA1As−1 , · · · , φAs−2A2s−4 , ρA2s−3 , φA2s−2A)
+ ǫKLǫAA2s−3v
A1···A2s−2(φA1As−1 , · · · , φAs−2A2s−4 , ρK , φA2s−2L) = 0. (5.2.7)
Now, apply uB to this relation, using (3.2.11b), (3.2.11d), and then contract with ǫ
BA.
One gets then 12ǫ
KLvA1···A2s−2(φA1As−1 , · · · , φAs−2A2s−4φA2s−3KφA2s−2L) = 0. So, z = 0.
We conclude that w2s−1,2sbasic ∩ ∩A=1,2kerdA = 0. Thus, H
2s−1,2s
basic (w) = 0 as well.
5.3. The relation between the cohomologies of the N = 1 and N = 2 Weil superoper-
ations
Let w(n) denote the N = n Weil superoperations, n = 1, 2.
Corollary 7.3.1. One has
Hn,±n+1(w(2)) ≃ H±(n−
1
2
)+ 1
2 (w(1))⊗
∨n−1
R
2, (5.3.1)
Hn,±n+1basic (w(2)) ≃ H
±(n− 1
2
)+ 1
2
basic (w(1))⊗
∨n−1
R
2. (5.3.2)
Proof. Combine props. 5.1.1, 5.2.1.
Thus, the N = 1 and N = 2 cohomologies of w are intimately related.
6. Connections, equivariant cohomology and Weil homomorphism
Let g be an ungraded real Lie algebra.
6.1. The N = 1 case
Let a be an N = 1 g superoperation with unity, i. e. a as an algebra has a unity 1.
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Definition 6.1.1. A connection a on a is an element of a ⊗ g satisfying relations
(3.1.10a), (3.1.12a), (3.1.12c) with ω substituted by a.
The curvature of a is defined as usual as
f = da+ 1
2
[a, a]. (6.1.1)
It is easy to see that f satisfies relations (3.1.10b), (3.1.12b), (3.1.12d) with φ substituted
by f . In particular, being j(ξ)f = 0 for any ξ ∈ g, f is horizontal. a, f together fulfill
(3.1.11a), (3.1.11b).
We denote by Conn(a) the set of the connections of the N = 1 g superoperation a.
Conn(a) is an affine space modelled on a1 ⊗ g.
Proposition 6.1.1. Let r ∈
∧∗
g∨ ⊗
∨∗
g∨ be such that, for any connection a ∈
Conn(a), r(a, f) is a representative of some element of Hpbasic(a) (see above eq. (5.1.3a)
for the definition of the notation). Then, the basic cohomology class [r(a, f)] is independent
from the choice of a.
Proof. We follow the methods of ref. [32]. Consider the N = 1 superoperation s
generated by s, s˜ of degree 0, +1, respectively, with
hss = 0, hss˜ = s˜,
h˜ss = −s˜, h˜ss˜ = 0,
(6.1.2a)− (6.1.2d)
is(ξ) = 0, ı˜s(ξ) = 0, ξ ∈ g. (6.1.3a), (6.1.3b)
Next, we consider the graded tensor product superoperation s⊗ˆa and the subalgebra c of
s⊗ˆa generated by the elements of the form a(s), h˜sa(s), a˜(s), h˜sa˜(s), where a : R 7→ a⊗ g
is a polynomial such that, for fixed σ ∈ R, a(σ) is a connection on a and a˜(σ) = −h˜a(σ).
Next, we define a degree 0 derivation q on c by
qa(s) = 0, qa˜(s) = −h˜sa(s),
qh˜sa(s) = 0, qh˜sa˜(s) = 0.
(6.1.4a)− (6.1.4d)
Note that, for fixed σ ∈ R, a(σ), a˜(σ) satisfy relations (3.1.3a)–(3.1.3d), (3.1.4a)–(3.1.4d)
with w, w˜ replaced by a(σ), a˜(σ). Using this fact, one easily checks that
[q, h˜] = h˜s, [q, h˜s] = 0, (6.1.5a), (6.1.5b)
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[q, h+ hs] = 0, (6.1.6)
[q, i(ξ)] = 0, [q, ı˜(ξ)] = 0, ξ ∈ g. (6.1.7a), (6.1.7b)
Let r ∈
∧∗
g∨ ⊗
∨∗
g∨ be such that, for any connection a on a, r[a] := r(a, a˜) belongs to
abasic ∩ ker h˜. By (6.1.5a) and the fact that h˜r[a] = 0,
h˜sr[a(s)] = −h˜qr[a(s)]. (6.1.8)
We note that, by (6.1.2c), (6.1.2d), (6.1.4a), (6.1.4b), qr[a(s)] is necessarily of the form
qr[a(s)] = s˜α(s|a), where α(s|a) is a polynomial in s. From this expression and (6.1.2a),
(6.1.2b), it follows that hsqr[a(s)] = qr[a(s)]. By (6.1.6), one has then
hqr[a(s)] = q(h− 1)r[a(s)]. (6.1.9)
Further, from (6.1.7a), (6.1.7b) and the fact that i(ξ)r[a] = 0, ı˜(ξ)r[a] = 0,
i(ξ)qr[a(s)] = 0, ı˜(ξ)qr[a(s)] = 0, ξ ∈ g. (6.1.10a), (6.1.10b)
For any element x of s⊗ˆa of the form x = s˜α(s) with α(s) a polynomials in s, we define∫
[0,1]
x =
∫ 1
0
α(σ)dσ, where the right hand side is an ordinary Riemann integral. It is
obvious that, for any element of f(s) of s⊗ˆa polynomial in s, h˜sf(s) is of the above form
and −
∫
[0,1]
h˜sf(s) = f(1)− f(0). From (6.1.8), one has thus
r[a(1)]− r[a(0)] = h˜
∫
[0,1]
qr[a(s)]. (6.1.11)
By (2.1.12b), the right hand side of (6.1.11) belongs to da. From (2.2.12a), (6.1.9),
(6.1.10a), (6.1.10b), if r[a] belongs to apbasic for any connection a on a, then qr[a(σ)] belongs
to ap−1basic for σ ∈ R, so that
∫
[0,1]
qr[a(s)] belongs to ap−1basic, too.
Consider the N = 1 Weil g superoperation w (cfr. subsect. 5.1). Then ω is a
connection on w with curvature φ (cfr. eq. (3.1.9)).
Given an N = 1 g superoperation a with unity, one can define the graded tensor
product N = 1 g superoperation w⊗ˆa (cfr. subsect. 4.1). The latter is the equivariant
N = 1 superoperation associated to a. The equivariant cohomology of a is, by definition
the basic cohomology of w⊗ˆa:
Hpequiv(a) = H
p
basic(w⊗ˆa), p ∈ Z. (6.1.12)
An equivariant cohomology class of a is represented by elements of w⊗ˆa of the form
r(ω, φ), where r ∈
∧∗
g∨ ⊗
∨∗
g∨ ⊗ a. The Weil generator ω constitutes a connection
of w⊗ˆa. If a is a connection of a, a is a connection of w⊗ˆa as well. By prop. 6.1.1,
r(ω, φ) is equivalent to r(a, f) in equivariant cohomology. On the other hand, r(a, f) is a
representative of a basic cohomology class of a, which, by prop. 6.1.1, is independent from
a in basic cohomology. Thus, there is a natural homomorphism of H∗equiv(a) into H
p
basic(a),
called N = 1 Weil homomorphism.
6.2. The N = 2 case
Let a be an N = 2 g superoperation with unity.
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Definition 6.2.1. A connection (aA)A=1,2, on a is a doublet of a ⊗ g satisfying re-
lations (3.2.10a), (3.2.10b), (3.2.11a), (3.2.12a), (3.2.12e), (3.2.12i) with ωA substituted
by aA.
The derived connection
b = 1
2
ǫKLdKaL (6.2.1)
and the curvature and derived curvature
fAB =
1
2 (dAaB + dBaA + [aA, aB]),
gA = −
1
4 ǫ
KLdKdLaA −
1
2 ǫ
KL[aK , dLaA]−
1
6 ǫ
KL[aK , [aL, aA]]
(6.2.2a), (6.2.2b)
satisfy relations (3.2.10c)–(3.2.10h), (3.2.12b)–(3.2.12d), (3.2.12f)–(3.2.12h), (3.2.12j)–(3.
2.12l) with γ, φAB, ρA substituted by b, fAB, gA, respectively. In particular, being
j(ξ)fAB = 0, jA(ξ)fBC = 0, j(ξ)gA = 0, jA(ξ)gB = 0 for any ξ ∈ g, fAB, gA are
horizontal. aA, b, fAB, gA together satisfy (3.2.11b)–(3.2.11h).
We denote by Conn(a) the set of the connections of the N = 2 superoperation a.
Conn(a) is an affine space modelled on a2,1 ⊗ g.
Proposition 6.2.1. Let r ∈
∧∗
(g∨⊗R2)⊗
∨∗
g∨⊗
∨∗
(g∨⊗
∨2
R
2)⊗
∧∗
(g∨⊗R2) be
such that, for any connection (aA)A=1,2 ∈ Conn(a), r(a, b, f, g) is a representative of some
element of Hn,pbasic(a) (see above eq. (5.2.3a) for the definition of the notation). Then, the
basic cohomology class [r(a, b, f, g)] is independent from the choice of (aA)A=1,2.
Proof. We generalize the methods of ref. [32]. Consider the N = 2 superoperation s
generated by s, s,A, s˜ of degree 0, +1, +2, respectively, with
hsAs = 0, h
s
As,B = 0,
hsAs˜ = −s,A, h
s
A,Bs = 0,
hsA,Cs,B = −ǫBCs,A, h
s
A,B s˜ = −ǫAB s˜,
h˜sAs = −s,A, h˜
s
As,B = ǫAB s˜,
h˜sAs˜ = 0,
(6.2.3a)− (6.2.3i)
is(ξ) = 0, is,A(ξ) = 0, ı˜
s(ξ) = 0, ξ ∈ g. (6.2.4a)− (6.2.4c)
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Next, we consider the graded tensor product superoperation s⊗ˆa and the subalgebra c
of s⊗ˆa generated by the elements of the form aA(s), h˜
s
AaB(s), h˜
s
Ah˜
s
BaC(s), aA,B(s),
h˜sAaB,C(s), h˜
s
Ah˜
s
BaC,D(s), a˜A(s), h˜
s
Aa˜B(s), h˜
s
Ah˜
s
B a˜C(s), where aA : R 7→ a ⊗ g,
A = 1, 2, is a polynomial such that, for fixed σ ∈ R, aA(σ) is a connection of a and
aA,B(σ) = −h˜BaA(σ), a˜A(σ) =
1
2
ǫKLh˜K h˜LaA(σ). Next, we define a degree 0 derivation q
on c by
qaA(s) = 0, qaA,B(s) = −h˜
s
BaA(s),
qa˜A(s) = −ǫ
KLh˜sKaA,L(s), qh˜
s
AaB(s) = 0,
qh˜sAaB,C(s) = ǫAC
1
2
ǫKLh˜sK h˜
s
LaB(s), qh˜
s
Aa˜B(s) =
1
2
ǫKLh˜sK h˜
s
LaB,A(s),
q 1
2
ǫKLh˜sK h˜
s
LaA(s) = 0, q
1
2
ǫKLh˜sK h˜
s
LaA,B(s) = 0,
q 1
2
ǫKLh˜sK h˜
s
La˜A(s) = 0.
(6.2.5a)− (6.2.5i)
Note that, for fixed σ ∈ R, a(σ), aA(σ), a˜(σ) satisfy relations (3.2.3a)–(3.2.3i), (3.2.4a)–
(3.2.4i) with w, wA, w˜ replaced by a(σ), aA(σ), a˜(σ). Using this fact, one easily checks
that
[q, h˜A] = h˜
s
A, [q, h˜
s
A] = 0, (6.2.6a), (6.2.6b)
[q, hA,B + h
s
A,B] = 0, (6.2.7)
[q, i(ξ)] = 0, [q, i,A(ξ)] = 0, [q, ı˜(ξ)] = 0, ξ ∈ g. (6.2.8a)− (6.2.8c)
Using (6.2.6a), it is easy to show that
[
q, 1
2
ǫKLh˜K h˜L
]
= ǫKLh˜sK h˜L,
1
2
[
q,
[
q, 1
2
ǫKLh˜K h˜L
]]
= 1
2
ǫKLh˜sK h˜
s
L. (6.2.9a), (6.2.9b)
Let r ∈
∧∗
(g∨⊗R2)⊗
∨∗
(g∨⊗
⊗2
R
2)⊗
∧∗
(g∨⊗R2) be such that, for any connection aA,
A = 1, 2, on a, r[a] := r(a, a,, a˜) belongs to abasic ∩ ∩A=1,2ker h˜A. Using (6.2.9a), (6.2.9b)
and the fact that h˜Ar[a] = 0, it is easy to see that
1
2
ǫKLh˜sK h˜
s
Lr[a(s)] =
1
2
ǫKLh˜K h˜L
1
2
q2r[a(s)]. (6.2.10)
We note that, by (6.2.3g)–(6.2.3i), (6.2.5a)–(6.2.5f), 12q
2r[a(s)] is necessarily of the form
1
2q
2r[a(s)] = s˜α(s|a)+ 12 ǫ
KLs,Ks,Lβ(s|a), where α(s|a), β(s|a) are polynomials in s. From
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this expression and (6.2.3d)–(6.2.3f), it follows that hsA,B
1
2q
2r[a(s)] = −ǫAB
1
2q
2r[a(s)].
By (6.2.7), one has then
hA,B
1
2q
2r[a(s)] = 12q
2
(
hA,B + ǫAB
)
r[a(s)]. (6.2.11)
Further, from (6.2.8a)–(6.2.8c) and the fact that i(ξ)r[a] = 0, i,A(ξ)r[a] = 0, ı˜(ξ)r[a] = 0,
i(ξ) 12q
2r[a(s)] = 0, i,A(ξ)
1
2q
2r[a(s)] = 0, ı˜(ξ) 12q
2r[a(s)] = 0, ξ ∈ g.
(6.2.12a)− (6.2.12c)
For any element x of s⊗ˆa of the form x = s˜α(s)+ 12 ǫ
KLs,Ks,Lβ(s) with α(s), β(s) polyno-
mials in s, we define
∫
[0,1]
x =
∫ 1
0
α(σ)dσ, where the right hand side is an ordinary Riemann
integral. It is not difficult to show that, for any element of f(s) of s⊗ˆa polynomial in s,
1
2 ǫ
KLh˜sK h˜
s
Lf(s) is of the above form and
∫
[0,1]
1
2 ǫ
KLh˜sK h˜
s
Lf(s) = f(1) − f(0). From
(6.2.10),
r[a(1)]− r[a(0)] = 12 ǫ
KLh˜K h˜L
∫
[0,1]
1
2q
2r[a(s)]. (6.2.13)
By (2.2.14d), the right hand side of (6.2.13) belongs to 12 ǫ
KLdKdLa. From (2.2.14a),
(2.2.14b), (6.2.11), (6.2.12a)–(6.2.12c), if r[a] belongs to an,pbasic for any connection aA on
a, then 12q
2r[a(σ)] belongs to an,p−2basic for σ ∈ R, so that
∫
[0,1]
1
2q
2r[a(s)] belongs to an,p−2basic ,
too.
Consider the N = 2 Weil g superoperation w (cfr. subsect. 5.2). Then, ωA is a
connection of w with derived connection γ and curvature and derived curvature φAB , ρA
(cfr. eqs. (3.2.9a)–(3.2.9b)).
Given an N = 2 g superoperation a, one can define the graded tensor product N = 2 g
superoperation w⊗ˆa (cfr. subsect. 4.2). The latter is the equivariant N = 2 superoperation
associated to a. The equivariant cohomology of a is by definition the basic cohomology of
w⊗ˆa:
Hn,pequiv(a) = H
n,p
basic(w⊗ˆa), (n, p) ∈ N× Z. (6.2.14)
An equivariant cohomology class of a is represented by elements of w⊗ˆa of the form
r(ω, γ, φ, ρ), where r ∈
∧∗
(g∨ ⊗ R2) ⊗
∨∗
g∨ ⊗
∨∗
(g∨ ⊗
∨2
R
2) ⊗
∧∗
(g∨ ⊗ R2) ⊗ a. The
Weil generator ωA constitutes a connection of w⊗ˆa. If aA is a connection of a, aA is a
connection of w⊗ˆa as well. By prop. 6.2.1, r(ω, γ, φ, ρ) is equivalent to r(a, b, f, g) in
equivariant cohomology. On the other hand, r(a, b, f, g) is a representative of a basic
cohomology class of a, which, by prop. 6.2.1, is independent from aA in basic cohomology.
Thus, there is a natural homomorphism of Hn,pequiv(a) into H
n,p
basic(a), called N = 2 Weil
homomorphism.
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7. Superoperations of a smooth manifold with a group action
LetM be a smoothm dimensional real manifold. Thus,M is endowed with a collection
of smooth charts (Ua, xa), a ∈ A, in the usual way. Let M carry the right action of a real
Lie group G with Lie algebra g (see ref. [33] for an exhaustive treatment of the theory of
manifolds with a group action).
Let s be a real Grassmann algebra such that s0 ≃ R.
7.1. N=1 differential geometry
Definition 7.1.1. An N = 1 differential structure on M is a collection {(Ua, Xa)|a ∈
A}, where
i) {Ua|a ∈ A}is an open covering of M ;
ii) for each a ∈ A, Xa : Ua 7→ (S
0
1)
m and xa = Xa|θ=0 : Ua 7→ R
m is a coordinate of M ;
iii) for a, b ∈ A such that Ua ∩ Ub 6= ∅, Xa = xa ◦ xb
−1(Xb).
Below, we shall omit the chart indices a, b, . . . except when dealing with matching
relations.
We write as usual
X i = xi + θx˜i, X˜ i = x˜i, (7.1.1a), (7.1.1b)
where xi : U 7→ R, x˜i : U 7→ s1.
We introduce the N = 1 covariant superderivatives
Di = ∂˜xi + θ∂xi, D˜i = ∂xi, (7.1.2a), (7.1.2b)
where ∂˜xi = ∂/∂x˜
i. One has relations
[Di, Dj ] = 0, [Di, D˜j ] = 0,
[D˜i, D˜j ] = 0.
(7.1.3a)− (7.1.3c)
Further,
DiX
j = 0, DiX˜
j = δji ,
D˜iX
j = δji , D˜iX˜
j = 0.
(7.1.4a)− (7.1.4d)
Using (7.1.1a), (7.1.1b), it is straightforward to check that relations (7.1.4a)–(7.1.4d) com-
pletely characterize Di, D˜i.
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The transformation properties of X i under chart changes, stated in def. 7.1.1, imply
that
X˜a
i = X˜b
jD˜bjXa
i. (7.1.5)
Using that (7.1.4a)–(7.1.4d) completely characterize Di, D˜i, one can show easily that they
match as
Dai = D˜aiXb
jDbj , D˜ai = D˜aiX˜b
jDbj + D˜aiXb
jD˜bj . (7.1.6a), (7.1.6b)
We denote by F the sheaf of germs of smooth N = 1 functions on M generated by
X i, X˜ i. By definition, a generic element F ∈ F(U) is a finite sum of the form F =∑
p≥0 fi1···ip ◦ XX˜
i1 · · · X˜ ip for certain smooth maps fi1···ip : R
m 7→ R antisymmetric in
i1, · · · , ip. It is easy to see that
F =
m∑
p=0
[
Fi1···ip + θ∂xi0Fii···ip x˜
i0
]
x˜i1 · · · x˜ip , (7.1.7)
where Fi1···ip = fi1···ip ◦ x. F has a natural grading corresponding to the total s degree of
x˜i.
We define on Ua ∩ Ub 6= ∅,
Zab
i
j = D˜bjXa
i. (7.1.8)
It is easy to see that Z is a GL(m,F) 1–cocycle on M . Z is called the fundamental
1–cocycle of the N = 1 differential structure. One can introduce in standard fashion the
sheaf Fr,s := F(Z
⊗r ⊗ Z∨⊗s) of germs of smooth N = 1 sections of Z⊗r ⊗ Z∨⊗s. We
denote by fθr,s the real vector space of sections of Fr,s on M .
Notice that fθr,s ≃ f0r,s, since, by (7.1.7), any F ∈ F(U) is completely determined by
f = F |θ=0.
z = Z|θ=0 is nothing but the tangent bundle 1–cocycle of M . By (7.1.1b), (7.1.5),
f0r,s
p, and thus also fθr,s
p by the previous remark, can be identified with the space of degree
p smooth tensor fields of type r, s on M .
We are particularly interested in the space fθ0,0, which is a graded algebra.
We define
H = X˜ iDi, H˜ = −X˜
iD˜i. (7.1.9a), (7.1.9b)
Using (7.1.5), (7.1.6a), (7.1.6b), it is easy to see that H, H˜ are globally defined derivations
on fθ0,0.
Denoting by cξ the fundamental vector field on M induced by ξ ∈ g, we define further
I(ξ) = CiξDi, I˜(ξ) = C
iξD˜i + X˜
jD˜jC
iξDi, (7.1.10a), (7.1.10b)
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where Cξ is the element of fθ1,0
0 corresponding to cξ given explicitly by Ciξ = ciξ +
θx˜j∂xjc
iξ. By (7.1.6a), (7.1.8), I(ξ), I˜(ξ) are also globally defined derivations on fθ0,0.
Using the relation DiC
jξ = 0, it is now straightforward to verify that H, H˜, I, I˜
satisfy relations (2.1.2a)–(2.1.2c), (2.1.5a)–(2.1.5c), (2.1.8a)–(2.1.8d). In this way, fθ0,0
becomes a Z graded real left module algebra of the Z graded real Lie algebra tθ (cfr. sect
2.1).
Thus, f := f00,0 acquires the structure of N = 1 g superoperation (cfr. def. 4.1.1), the
relevant graded derivations being
h = x˜i∂˜xi, h˜ = −x˜
i∂xi (7.1.11a), (7.1.11b)
i(ξ) = ciξ∂˜xi, ı˜(ξ) = c
iξ∂xi + x˜
j∂xjc
iξ∂˜xi. (7.1.12a), (7.1.12b)
This superoperation is canonically associated to the N = 1 differential structure.
Now, from (7.1.7) and (7.1.5), it appears that the graded algebra f is isomorphic to
the graded algebra of ordinary differential forms on M . Under such an isomorphism, the
derivations k, d, j(ξ), l(ξ), defined in (2.1.12a), (2.1.12b), (2.1.13a), (2.1.13b), correspond
to the form degree kdR, the de Rham differential ddR, the contraction jdR(ξ) and the Lie
derivative ldR(ξ), respectively. Therefore, the above is nothing but a reformulation of the
customary theory of differential forms, so that, in particular, the (basic) cohomology of f
is isomorphic to the (basic) de Rham cohomology.
Theorem 7.1.1. There is an isomorphism of the N = 1 (basic) cohomology of f the
de Rham (basic) cohomology of the (G) manifold M . Indeed, one has that Hp(f) = 0
(Hpbasic(f) = 0), except perhaps for 0 ≤ p ≤ m, and
Hp(f) ≃ HpdR(M), 0 ≤ p ≤ m, (7.1.13)
Hpbasic(f) ≃ H
p
dR basic(M) 0 ≤ p ≤ m. (7.1.14)
Proof. See the above remarks.
Recall that a connection y on the G space M is a g valued 1 form satisfying relations
(3.1.10a), (3.1.12a), (3.1.12c) with j, l, ω substituted by jdR, ldR, y respectively [33]. We
denote by Conn(M) the affine space of the connections on M .
Theorem 7.1.2. One has
Conn(f) ≃ Conn(M) (7.1.15)
(cfr. def. 6.1.1).
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Proof. Any a ∈ f1 ⊗ g is locally of the form a = aix˜
i, where ai is a g valued smooth
map. Define λ(a) = aiddRx
i. Then, by the above remarks, λ(a) is a connection of M if
and only if a is a connection of f. The map λ is obviously a bijection.
7.2. N=2 differential geometry
Definition 7.2.1. An N = 2 differential structure on M is a collection {(Ua, Xa)|a ∈
A}, where
i) {Ua|a ∈ A}is an open covering of M ;
ii) for each a ∈ A, Xa : Ua 7→ (S
0
2)
m and xa = Xa|θ=0 : Ua 7→ R
m is a coordinate of M ;
iii) for a, b ∈ A such that Ua ∩ Ub 6= ∅, Xa = xa ◦ xb
−1(Xb).
Below, we shall omit the chart indices a, b, . . . except when dealing with matching
relations.
We write as usual
X i = xi + θAxi,A +
1
2
ǫKLθ
KθLx˜i, X i,A = x
i
,A + ǫAKθ
K x˜i,
X˜ i = x˜i,
(7.2.1a)− (7.2.1c)
where xi : U 7→ R, xi,A : U 7→ s
1, x˜i : U 7→ s2.
We introduce the N = 2 covariant superderivatives
Di = ∂˜xi + ǫKLθ
K∂xi
,L + 1
2
ǫKLθ
KθL∂xi, Di,A = ǫAK(∂xi
,K + θK∂xi),
D˜i = ∂xi,
(7.2.2a)− (7.2.2c)
where ∂xi
,A = ∂/∂xi,A, ∂˜xi = ∂/∂x˜
i. One has
[Di, Dj ] = 0, [Di, Dj,A] = 0, [Di, D˜j ] = 0,
[Di,A, Dj,B] = 0, [Di,A, D˜j ] = 0, [D˜i, D˜j ] = 0.
(7.2.3a)− (7.2.3f)
Further,
DiX
j = 0, DiX
j
,A = 0, DiX˜
j = δji ,
Di,AX
j = 0, Di,AX
j
,B = ǫABδ
j
i , Di,AX˜
j = 0,
D˜iX
j = δji , D˜iX
j
,A = 0, D˜iX˜
j = 0.
(7.2.4a)− (7.2.4i)
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By (7.2.1a)–(7.2.1c), relations (7.2.4a)–(7.2.4i) completely characterize Di, Di,A, D˜i.
The transformation properties of X i under chart changes, stated in def. 7.2.1, imply
that
Xa
i
,A = Xb
j
,AD˜bjXa
i, X˜a
i = X˜b
jD˜bjXa
i + 1
2
ǫJKXb
j
,JXb
k
,KD˜bjD˜bkXa
i.
(7.2.5a), (7.2.5b)
Using that (7.2.4a)–(7.2.4i) completely characterize Di, Di,A, D˜i, one can show easily that
they match as
Dai = D˜aiXb
jDbj , Dai,A = D˜aiXb
j
,ADbj + D˜aiXb
jDbj,A,
D˜ai = D˜aiX˜b
jDbj + ǫ
KLD˜aiXb
k
,KDbk,L + D˜aiXb
jD˜bj .
(7.2.6a)− (7.2.6c)
We denote by F the sheaf of germs of smooth N = 2 functions on M generated by
X i, X i,A, X˜
i. By definition, a generic element F ∈ F(U) is a finite sum of the form
F =
∑
p,q≥0 f
I1···Ip
i1···ipip+1···ip+q
◦ XX i1 ,I1 · · ·X
ip
,IpX˜
ip+1 · · · X˜ ip+q for certain smooth maps
f
I1···Ip
i1···ipip+1···ip+q
: Rm 7→ R antisymmetric in the pairs (i1, I1), · · · , (ip, Ip) and symmetric in
ip+1, · · · , ip+q. It is straightforward though tedious to show that
F =
2m∑
p=0
q0∑
q=0
{
F
I1···Ip
i1···ipip+1···ip+q
xi1 ,I1x
i2
,I2
+ θK
[
δI0K ∂i0F
I1···Ip
i1···ipip+1···ip+q
xi0 ,I0x
i1
,I1x
i2
,I2 − pǫKI1F
I1···Ip
i1···ipip+1···ip+q
xi2 ,I2 x˜
i1
]
+ 1
2
ǫKLθ
KθL
[
1
2
ǫI−1I0∂i−1∂i0F
I1···Ip
i1···ipip+1···ip+q
xi−1 ,I−1x
i0
,I0x
i1
,I1x
i2
,I2
+ ∂i0F
I1···Ip
i1···ipip+1···ip+q
xi1 ,I1x
i2
,I2 x˜
i0 − pδI0I1∂i0F
I1···Ip
i1···ipip+1···ip+q
xi0 ,I0x
i2
,I2 x˜
i1
+ 12p(p− 1)ǫI1I2F
I1···Ip
i1···ipip+1···ip+q
x˜i1 x˜i2
]}
xi3 ,I3 · · ·x
ip
,Ip x˜
ip+1 · · · x˜ip+q , (7.2.7)
where F
I1···Ip
i1···ipip+1···ip+q
= f
I1···Ip
i1···ipip+1···ip+q
◦ x. F has a natural grading corresponding to the
total s degree of xi,I , x˜
i.
We define on Ua ∩ Ub 6= ∅,
Zab
i
j = D˜bjXa
i. (7.2.8)
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It is easy to see that Z is a GL(m,F) 1–cocycle on M . Z is called the fundamental 1
cocycle of the N = 2 differential structure. One can introduce in standard fashion the
sheaf Fr,s := F(Z
⊗r ⊗ Z∨⊗s) of germs of smooth N = 2 sections of Z⊗r ⊗ Z∨⊗s. We
denote by fθr,s the real vector space of sections of Fr,s on M .
Notice that fθr,s ≃ f0r,s, since, by (7.2.7), any F ∈ F(U) is completely determined by
f = F |θ=0.
z = Z|θ=0 is nothing but the tangent bundle 1–cocycle of M . However, unlike the
N = 1 case, there is no simple geometrical interpretation of the spaces f0r,s
p, fθr,s
p.
We are particularly interested in the space fθ0,0, which is a graded algebra.
We define
HA = −X
i
,ADi, HA,B = X
i
,ADi,B − ǫABX˜
iDi
H˜A = X˜
iDi,A −X
i
,AD˜i.
(7.2.9a)− (7.2.9c)
Using (7.2.5a), (7.2.5b), (7.2.6a)–(7.2.6c), it is easy to see that HA, HA,B, H˜A are globally
defined derivations on fθ0,0.
We set next
I(ξ) = CiξDi, I,A(ξ) = X
j
,AD˜jC
iξDi + C
iξDi,A,
I˜(ξ) =
[
X˜jD˜jC
iξ + 1
2
ǫKLXk,KX
l
,LD˜kD˜lC
iξ
]
Di + ǫ
KLXk,KD˜kC
iξDi,L + C
iξD˜i,
(7.2.10a)− (7.2.10c)
where Cξ is the element of fθ1,0
0 corresponding to cξ and is given explicitly by Ciξ =
ciξ+θKxj,K∂xjc
iξ+ 1
2
ǫKLθ
KθL[x˜j∂xjc
iξ+ 1
2
ǫMNxj ,Mx
k
,N∂xj∂xkc
iξ]. By (7.2.6a), (7.2.8),
I(ξ), I,A(ξ), I˜(ξ) are globally defined derivations on fθ0,0.
Using the relation DiC
jξ = 0, Di,AC
jξ = 0, it is now straightforward to verify that
HA, HA,B, H˜A, I, I,A, I˜ satisfy relations (2.2.2a)–(2.2.2f), (2.2.6a)–(2.2.6f), (2.2.9a)–
(2.2.9i). In this way, fθ0,0 becomes a Z graded real left module algebra of the Z graded
real Lie algebra tθ (cfr. sect 2.2).
Thus, f := f00,0 acquires the structure of N = 2 g superoperation (cfr. def. 4.2.1), the
relevant graded derivations being
hA = −x
i
,A∂˜xi, hA,B = x
i
,AǫBL∂xi
,L − ǫAB x˜
i∂˜xi
h˜A = x˜
iǫAL∂xi
,L − xi,A∂xi.
(7.2.11a)− (7.2.11c)
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i(ξ) = ciξ∂˜xi, i,A(ξ) = c
iξǫAL∂xi
,L + xj ,A∂xjc
iξ∂˜xi,
ı˜(ξ) = ciξ∂xi + x
j
,K∂xjc
iξ∂xi
,K +
[
x˜j∂xjc
iξ + 1
2
ǫKLxk,Kx
l
,L∂xk∂xlc
iξ
]
∂˜xi.
(7.2.12a)− (7.2.12c)
This superoperation is canonically associated to the N = 2 differential structure.
In spite of the fact that, in the N = 2 case, f does not have any simple geometrical
interpretation, unlike its N = 1 counterpart, the (basic) cohomology of f in the N = 2
case has essentially the same content as that of the N = 1 case and a theorem analogous
to theor. 7.1.1 holds.
Theorem 7.2.1. There is an isomorphism of the N = 2 (basic) cohomology of f the
de Rham (basic) cohomology of the (G) manifold M . Indeed, one has that Hn,p(f) = 0
(Hn,pbasic(f) = 0), except perhaps for (n, p) = (1, 0), (r, r + 1) with 1 ≤ r ≤ m, and
H1,0(f) ≃ H0dR(M), H
r,r+1(f) ≃ HrdR(M)⊗
∨r−1
R
2, 1 ≤ r ≤ m, (7.2.13a), (7.2.13b)
H1,0basic(f) ≃ H
0
dR basic(M), H
r,r+1
basic (f) ≃ H
r
dR basic(M)⊗
∨r−1
R
2, 1 ≤ r ≤ m.
(7.2.14a), (7.2.14b)
Proof. By prop. 4.2.2, Hn,p(f) = 0 (Hn,pbasic(f) = 0) except perhaps for p = ±n+1. On
the other hand, from the definition of f, given above, fn,p = 0 for p < 0. So, Hn,p(f) = 0
(Hn,pbasic(f) = 0) except perhaps for (n, p) = (1, 0), (r, r + 1) with 1 ≤ r. Consider first the
case where (n, p) = (1, 0). From (7.2.9b) and the representation theory of i = sl(2,R)⊕R, it
is immediate to see that f1,0 consists precisely of the F of the form F = α for some smooth
function α on M and that f1,−2 = 0. Further, the conditions dAF = 0 is equivalent
to ddRα = 0, hence to the local constance of α. We thus have a linear bijection ν :
f1,0 ∩ ∩A=1,2kerdA 7→ Z
0
dR(M), where Z
r
dR(M) is the space of closed r forms, given by
F 7→ α. Being f1,−2 = 0, (7.2.13a) follows. (7.2.14a) also holds, as, clearly, f1,0 = f1,0basic and
Z0dR(M) = Z
0
dR basic(M). Consider next the case where (n, p) = (r, r + 1) with 1 ≤ r. Let
F ∈ fr,r+1. From (7.2.9b) and the representation theory of i = sl(2,R)⊕R, F is locally of
the form
F = xi1 ,A1 · · ·x
ir−1
,Ar−1
[
x˜irα
A1···Ar−1
i1···ir−1ir
+ 1
2
ǫMNxir ,Mx
ir+1
,Nβ
A1···Ar−1
i1···ir−1irir+1
]
(7.2.15)
with α
A1···Ar−1
i1···ir−1ir
a realvalued smooth map symmetric in A1, · · · , Ar−1 and antisymmetric
in i1, · · · , ir−1 and β
A1···Ar−1
i1···ir−1irir+1
a realvalued smooth map symmetric in A1, · · · , Ar−1,
antisymmetric in i1, · · · , ir−1 and symmetric in ir, ir+1. Next, assume that dAF = 0.
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Substituting (7.2.15) into the relation dAFA1···Ar−1 = 0 and taking into account the fact
that terms with different numbers of xi,I , x˜
i are linearly independent and, thus, must
vanish separately, one gets the following three identities
xi1 ,A1 · · ·x
ir−2
,Ar−2 x˜
ir−1 x˜irα
A1···Ar−1
i1···ir−1ir
= 0, (7.2.16a)
(r − 1)ǫAAr−1x
i1
,A1 · · ·x
ir−2
,Ar−2
1
2ǫ
MNxir ,Mx
ir+1
,N x˜
ir−1β
A1···Ar−1
i1···ir−1irir+1
+ xi1 ,A1 · · ·x
ir−1
,Ar−1
[
− xir ,Ax˜
ir+1β
A1···Ar−1
i1···ir−1irir+1
+ xir+1 ,Ax˜
ir∂xir+1α
A1···Ar−1
i1···ir−1ir
]
= 0,
(7.2.16b)
xi1 ,A1 · · ·x
ir−1
,Ar−1
1
2
ǫMNxir ,Mx
ir+1
,Nx
ir+2
,A∂xir+2β
A1···Ar−1
i1···ir−1irir+1
= 0. (7.2.16c)
From (7.2.16a), using the symmetry properties of α
A1···Ar−1
i1···ir−1ir
and the fact that xi,A, x˜
i
are odd, even, respectively, it follows immediately that α
A1···Ar−1
i1···ir−2ir−1ir
+α
A1···Ar−1
i1···ir−2irir−1
= 0.
Since α
A1···Ar−1
i1···ir−1ir
is already antisymmetric in i1, · · · , ir−1, α
A1···Ar−1
i1···ir
is antisymmetric in all
the indices i1, · · · , ir. Thus, for fixed A1, · · · , Ar−1, the α
A1···Ar−1
i1···ir
are the coefficients of
a local r form αA1···Ar−1 . Next, applying the derivation uB (cfr. eq. (7.2.11a)) to eq.
(7.2.16b) and contracting with ǫBA, one gets
xi1 ,A1 · · ·x
ir−1
,Ar−1
1
2 ǫ
MNxir ,Mx
ir+1
,Nβ
A1···Ar−1
i1···ir−1irir+1
=
2
r + 1
xi1 ,A1 · · ·x
ir−1
,Ar−1
1
2ǫ
MNxir ,Mx
ir+1
,N∂xir+1α
A1···Ar−1
i1···ir−1ir
. (7.2.17)
Applying dA to this relation, one gets
(r − 1)ǫAAr−1x
i1
,A1 · · ·x
ir−2
,Ar−2
1
2
ǫMNxir ,Mx
ir+1
,N x˜
ir−1β
A1···Ar−1
i1···ir−1irir+1
− xi1 ,A1 · · ·x
ir−1
,Ar−1x
ir
,Ax˜
ir+1β
A1···Ar−1
i1···ir−1irir+1
= 2
r − 1
r + 1
ǫAAr−1x
i1
,A1 · · ·x
ir−2
,Ar−2
1
2
ǫMNxir ,Mx
ir+1
,N x˜
ir−1∂xir+1α
A1···Ar−1
i1···ir−1ir
−
1
r + 1
xi1 ,A1 · · ·x
ir−1
,Ar−1x
ir
,Ax˜
ir+1
(
∂xir+1α
A1···Ar−1
i1···ir−1ir
+ ∂xirα
A1···Ar−1
i1···ir−1ir+1
)
,
(7.2.18a)
xi1 ,A1 · · ·x
ir−1
,Ar−1
1
2 ǫ
MNxir ,Mx
ir+1
,Nx
ir+2
,A∂xir+2β
A1···Ar−1
i1···ir−1irir+1
=
2
r + 1
xi1 ,A1 · · ·x
ir−1
,Ar−1
1
2 ǫ
MNxir ,Mx
ir+1
,Nx
ir+2
,A∂xir+1∂xir+2α
A1···Ar−1
i1···ir−1ir
.
(7.2.18b)
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Substituting (7.2.18a), (7.2.18b) into (7.2.16b), (7.2.16c), respectively, one obtains after a
straightforward calculation the equations
xi1 ,A1 · · ·x
ir−1
,Ar−1x
ir+1
,Ar+1 x˜
ir
r+1∑
l=1
(−1)l−1∂xilα
A1···Ar−1
i1···il−1il+1···ir+1
= 0, (7.2.19a)
xi1 ,A1 · · ·x
ir−1
,Ar−1
1
2
ǫMNxir ,Mx
ir+1
,Nx
ir+2
,A∂xir+1∂xir+2α
A1···Ar−1
i1···ir−1ir
= 0. (7.2.19b)
Using the symmetry properties of α
A1···Ar−1
i1···ir−1ir
and the fact that xi,A, x˜
i are odd, even, respec-
tively, it is easy to see, that (7.2.19a) implies that
∑r+1
l=1 (−1)
l−1∂xilα
A1···Ar−1
i1···il−1il+1···ir+1
= 0
or ddRα
A1···Ar−1 = 0 so that the local r form αA1···Ar−1 is closed and locally exact. By
this reason and the fact that xi,I∂xix
j
,J∂xj x
k
,K∂xk = 0 by antisymmetry, one finds that
eq. (7.2.19b) is automatically satisfied. We note that, by (7.2.5a) and the global definition
of F , the local exact r form αA1···Ar−1 is the local restriction of a globally defined closed
r form, which will be denoted by the same symbol. To summarize, we have shown that
(7.2.16a)–(7.2.16c) imply that, for fixed A1, · · · , Ar−1, α
A1···Ar−1 is a closed r form and
that (7.2.17) holds. Conversely, assume that for fixed A1, · · · , Ar−1, α
A1···Ar−1 is a closed
r form and that (7.2.17) holds. Using (7.2.5a), (7.2.5b), it is straightforward though te-
dious to show that F , as given by (7.2.15), belongs to fr,r+1. As shown above, (7.2.17)
implies (7.2.18a), (7.2.18b) using which eqs. (7.2.16b), (7.2.16c) become equivalent to eqs.
(7.2.19a), (7.2.19b). Eqs. (7.2.16a), (7.2.19a), (7.2.19b), are trivially satisfied by the closed
r form αA1···Ar−1 . Thus, (7.2.16a)–(7.2.16c) are satisfied as well implying that dAF = 0.
In conclusion, we have shown that fr,r+1 ∩∩A=1,2kerd)A consists precisely of the elements
F ∈ fr,r+1 of the form
F = xi1 ,A1 · · ·x
ir−1
,Ar−1
[
x˜irα
A1···Ar−1
i1···ir−1ir
+
2
r + 1
1
2 ǫ
MNxir ,Mx
ir+1
,N∂xir+1α
A1···Ar−1
i1···ir−1ir
]
(7.2.20)
with αA1···Ar−1 an r form symmetric in A1, · · · , Ar−1 and such that ddRα
A1···Ar−1 = 0. We
thus have a linear bijection ν : fr,r+1∩∩A=1,2kerdA 7→ Z
r
dR(M)⊗
∨r−1
R
2, where ZrdR(M)
is the space of closed r forms, given by F 7→ (αA1···Ar−1)A1,···,Ar−1=1,2. Next, assume that
F ∈ 12 ǫ
KLdKdLf
r,r−1. Then, F = 12 ǫ
KLdKdLG for some G ∈ f
r,r−1. From (7.2.9b) and
the representation theory of i = sl(2,R)⊕ R, G is of the form
G = xi1 ,A1 · · ·x
ir−1
,Ar−1γ
A1···Ar−1
i1···ir−1
, (7.2.21)
with γ
A1···Ar−1
i1···ir−1
a realvalued smooth map symmetric in A1, · · · , Ar−1 and antisymmetric in
i1, · · · , ir−1. By a straightforward computation, one finds that
1
2ǫ
KLdKdLG = (−1)
r−1xi1 ,A1 · · ·x
ir−1
,Ar−1
[
x˜ir
r∑
l=1
(−1)l−1∂xilγ
A1···Ar−1
i1···il−1il+1···ir−1ir
+
2
r + 1
1
2 ǫ
MNxir ,Mx
ir+1
,N∂xir+1
r∑
l=1
(−1)l−1∂xilγ
A1···Ar−1
i1···il−1il+1···ir−1ir
]
. (7.2.22)
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Note that the γ
A1···Ar−1
i1···ir−1
are the coefficients of a local r−1 form γA1···Ar−1 . By (7.2.5a) and
the global definition of G, γA1···Ar−1 is the restriction of a globally defined r−1 form, which
we shall denote by the same symbol. As (7.2.22) indicates, the linear map ν maps cohomo-
logically trivial elements of fr,r+1 ∩ ∩A=1,2kerdA into cohomologically trivial elements of
ZrdR(M)⊗
∨r−1
R
2. Thus, ν induces a linear bijection νˆ : Hr,r+1(f) 7→ HrdR(M)⊗
∨r−1
R
2.
Next, assume that F ∈ fr,r+1basic and that dAF = 0. In particular, F is of the form (7.2.20) for
some closed r form αA1···Ar−1 symmetric in A1, · · · , Ar−1. By (2.2.19d), (2.2.19e) and the
relation dAF = 0, the basicity of F is equivalent to the relation j(ξ)F = 0, ξ ∈ g, where
j(ξ), by (2.2.15a), is given in the present situation by (7.2.12a). A simple computation
shows that this identity is equivalent to
xi1 ,A1 · · ·x
ir−1
,Ar−1c
irξα
A1···Ar−1
i1···ir−1ir
= 0. (7.2.23)
As is straightforward to check, this relation entails that ci0ξα
A1···Ar−1
i0i1···ir−1
= 0, so that
jdR(ξ)α
A1···Ar−1 = 0. As ldR(ξ) = [ddR, jdR(ξ)] and ddRα
A1···Ar−1 = 0, the closed r form
αA1···Ar−1 is basic. Conversely, if αA1···Ar−1 is basic (7.2.23) obviously holds. So, the lin-
ear bijection ν introduced earlier maps fr,r+1basic ∩∩A=1,2kerdA into Z
r
dR basic(M)⊗
∨r−1
R
2,
where ZrdR basic(M) is the space of closed basic r forms. Let G ∈ f
r,r−1
basic . Then, G is of the
form (7.2.21) and satisfies j(ξ)G = 0, jA(ξ)G = 0, l(ξ)G = 0, where j(ξ), jA(ξ) and l(ξ) are
defined by (2.2.15a)–(2.2.15c) and are given by (7.2.12a)–(7.2.12c). It is straightforward
to see that these identities yields the equations
ǫAAr−1x
i1
,A1 · · ·x
ir−2
,Ar−2c
ir−1ξγ
A1···Ar−1
i1···ir−1
= 0, (7.2.24a)
xi1 ,A1 · · ·x
ir−1
,Ar−1
[ r−1∑
l=1
∂xilc
irξγ
A1···Ar−1
i1···il−1iril+1···ir−1
+ cirξ∂xirγ
A1···Ar−1
i1···ir−1
]
= 0. (7.2.24b)
Thus, ci0ξγ
A1···Ar−1
i0i1···ir−2
= 0,
∑r−1
l=1 ∂xilc
irξγ
A1···Ar−1
i1···il−1iril+1···ir−1
+ cirξ∂xirγ
A1···Ar−1
i1···ir−1
= 0, as is
easy to see, so that jdR(ξ)γ
A1···Ar−1 = 0 and ldR(ξ)γ
A1···Ar−1 = 0 and γA1···Ar−1 is basic.
Conversely the basicity of γA1···Ar−1 implies (7.2.24a), (7.2.24b). From (7.2.21), (7.2.22),
we see that ν maps cohomologically trivial elements of fr,r+1basic ∩ ∩A=1,2kerdA into cohomo-
logically trivial elements of ZrdR basic(M) ⊗
∨r−1
R
2. Thus, ν induces a linear bijection
νˆ : Hr,r+1basic (f) 7→ H
r
dR basic(M)⊗
∨r−1
R
2.
A theorem analogous to theor. 7.1.2 also holds.
Theorem 7.2.2. One has
Conn(f) ≃ Conn(M) (7.2.25)
(cfr. def. 6.2.1).
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Proof. From the representation theory of i = sl(2,R)⊕R, any aA ∈ f
2,1⊗g is locally of
the form aA = aix˜
i
,A, where ai is a g valued smooth map. Define λ((aA)A=1,2) = aiddRx
i.
Then, from (7.2.12a)–(7.2.12c), it is easy to see that λ((aA)A=1,2) is a connection of M if
and only if (aA)A=1,2 is a connection of f. The map λ is clearly a bijection.
7.3. The relation between the N = 1 and N = 2 cohomologies of f
Let f(n) denote the superoperation f for N = n, n = 1, 2, as defined in subsects. 7.1,
7.2.
Corollary 7.3.1. One has
Hn,±n+1(f(2)) ≃ H±(n−
1
2
)+ 1
2 (f(1))⊗
∨n−1
R
2, (7.3.1)
Hn,±n+1basic (f(2)) ≃ H
±(n− 1
2
)+ 1
2
basic (f(1))⊗
∨n−1
R
2. (7.3.2)
Proof. Combine props. 7.1.1, 7.2.1.
Thus, the N = 1 and N = 2 cohomologies of f are closely related. Note the analogy
to relations (5.3.1), (5.3.2).
Corollary 7.3.2. One has
Conn(f(2)) ≃ Conn(f(1)). (7.3.3)
Proof. Combine props. 7.1.2, 7.2.2.
Thus, theN = 1 andN = 2 connections of f are manifestations of the same geometrical
structure.
8. Concluding remarks
There are a few fundamental questions which are still open and which are of consid-
erable salience both in geometry and topological field theory.
Cors. 5.3.1, 7.3.1 suggest that a relation formally analogous to (7.3.2) should hold
also between the N = 1 and N = 2 equivariant cohomologies of f (cfr. sect. 6). Further,
from (7.3.3), we expect that the range of the N = 1 and N = 2 Weil homomorphisms
(cfr. subsects. 6.1, 6.2) should have essentially the same content. This question is of
fundamental importance to show conclusively that balanced topological gauge field theory
does not contain new topological observables besides those coming from the underlying
N = 1 theory. We have not been able to either proove or disproove such assertions yet.
There are other possible lines of inquiry. It is known that the N = 1 Maurer–Cartan
equations of a Lie algebra g can be obtained from the N = 1 Weil algebra relation (3.1.11a)
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by formally setting φ = 0. By a similar procedure, one can obtain the N = 2 Maurer–
Cartan equations by formally setting φAB = 0, ρA = 0 in the N = 2 Weil algebra relations
(3.2.11e), (3.2.11g). Indeed, it is straigtforward to check that the basic relation [dA, dB] = 0
still holds after this truncation. This hints to a possible N = 2 generalization of gauge
fixing.
Finally, note that, by obtaining the N = 2 Weil algebra, we are in the position of
formulating other models of equivariant cohomology in balanced topological field theory
besides Cartan’s used in [31], generalizing the N = 1 intermediate or BRST model of [7,8].
We leave these matters to future work [34].
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