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Abstract
Many fields in modern science and engineering such as ecology, computational bi-
ology, astronomy, signal processing, climate science, brain imaging, natural language
processing, and many more involve collecting data sets in which the dimensionality of
the data p exceeds the sample size n. Since it is usually impossible to obtain consistent
procedures unless p < n, a line of recent work has studied models with various types of
low-dimensional structure, including sparse vectors, sparse structured graphical models,
low-rank matrices, and combinations thereof. In such settings, a general approach to
estimation is to solve a regularized optimization problem, which combines a loss func-
tion measuring how well the model fits the data with some regularization function that
encourages the assumed structure.
Of particular interest are structure learning of graphical models in high dimensional
setting. The majority of statistical analysis of graphical model estimations assume that
all the data are fully observed and the data points are sampled from the same distribu-
tion and provide the sample complexity and convergence rate by considering only one
graphical structure for all the observations. In this thesis, we extend the above results
to estimate the structure of graphical models where the data is partially observed or the
data is sampled from multiple distributions. First, we consider the problem of estimat-
ing change in the dependency structure of two p-dimensional models, based on samples
drawn from two graphical models. The change is assumed to be structured, e.g., sparse,
block sparse, node-perturbed sparse, etc., such that it can be characterized by a suit-
able (atomic) norm. We present and analyze a norm-regularized estimator for directly
estimating the change in structure, without having to estimate the structures of the
individual graphical models. Next, we consider the problem of estimating sparse struc-
ture of Gaussian copula distributions (corresponding to non-paranormal distributions)
using samples with missing values. We prove that our proposed estimators consistently
estimate the non-paranormal correlation matrix where the convergence rate depends on
the probability of missing values.
In the second part of thesis, we consider matrix completion problem. Low-rank
iii
matrix completion methods have been successful in a variety of settings such as rec-
ommendation systems. However, most of the existing matrix completion methods only
provide a point estimate of missing entries, and do not characterize uncertainties of
the predictions. First, we illustrate that the the posterior distribution in latent factor
models, such as probabilistic matrix factorization, when marginalized over one latent
factor has the Matrix Generalized Inverse Gaussian (MGIG) distribution. We show
that the MGIG is unimodal, and the mode can be obtained by solving an Algebraic
Riccati Equation equation. The characterization leads to a novel Collapsed Monte Carlo
inference algorithm for such latent factor models. Next, we propose a Bayesian hierar-
chical probabilistic matrix factorization (BHPMF) model to 1) incorporate hierarchical
side information, and 2) provide uncertainty quantified predictions. The former yields
significant performance improvements in the problem of plant trait prediction, a key
problem in ecology, by leveraging the taxonomic hierarchy in the plant kingdom. The
latter is helpful in identifying predictions of low confidence which can in turn be used
to guide field work for data collection efforts.
Finally, we consider applications of probabilistic structured models to plant trait
analysis. We apply BHPMF model to fill the gaps in TRY database. The BHPMF
model is the-state-of-the-art model for plant trait prediction and is getting increasing
visibility and usage in the plant trait analysis. We have submitted a R package for
BHPMF to CRAN. Next, we apply the Gaussian graphical model structure estimators
to obtain the trait-trait interactions. We study the trait-trait interactions structure
at different climate zones and among different plant growth forms and uncover the
dependence of traits on climate and on vegetation.
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Chapter 1
Introduction
Many fields in modern science and engineering such as ecology [64, 71], computational
biology [12, 39, 184, 232], astronomy [13, 193], signal processing [30, 47, 204], climate
science [59, 178], brain imaging [61, 120], natural language processing [10, 80], and many
more involve collecting data sets in which the dimensionality of the data p exceeds the
sample size n. For example, in computational biology, usually the expression level of
thousands genes for about hundreds of patients are measured. A common problem
is then to estimate the gene-gene interaction networks which requires estimating p =
thousands× thousands interactions from only hundreds samples (i.e., n < p). In another
example, consider plant traits analysis where on average three out of 1000 traits are
measured (i.e., more than 95% of trait measurements are missing). A typical goal is to
fill the gaps in the plant traits matrix for about 1 million (1M) plants which requires
estimating p = 1000× 1M trait values from only a small fraction of measured traits.
In settings where the number of parameters is large relative to the sample size, the
use of well studied classical approaches such as least squares regression is problematic
since such methods need n > p to be statistically and/or computationally meaningful.
In the high dimensional settings, sparse models, or in general constrained structurally
models, are usually preferred due to easier interpretation and more accurate and con-
sistent results. For example, a small number of genes may constitute a signature for
disease, very few parameters may be required to specify the correlation structure in
a time series, or a sparse collection of geometric constraints might completely specify
a molecular configuration. Such low-dimensional structure plays an important role in
1
2making high dimensional problems well-posed.
1.1 Structured Graphical Models
The past decade has seen considerable advances in high-dimensional sparse and struc-
tured models which continue to stay effective under ‘low sample’ settings, even when
the number n of samples is smaller than the ambient dimensionality p of the model,
i.e., n ≤ p. Such models includes sparse and structured sparse regression models
(e.g., Lasso, group Lasso) [186, 201, 236], matrix completion models under low rank
assumptions[38, 104, 150, 166], and sparse structure learning of graphical model [15,
100, 140, 164, 165, 228]. Due to the preliminary success in certain application do-
mains, there have been increasing attempts to apply such sparse/structured mod-
els to scientific problems such as in climate science, brain sciences, ecology, and ge-
nomics [43, 71, 231, 239, 240].
To control the structure and complexity of the model, often regularization terms have
been added to the objective function. For instance, in application to linear models, the
Lasso or basis pursuit approach [48, 201] is based on a combination of the least-squares
loss with `1-regularization which has been widely applied for feature selection. Similar
approaches have been applied to generalized linear models, resulting in more general
(non-quadratic) convex programs with `1-constraints. Several types of regularization
have been used for estimating matrices, including standard `1-regularization, a wide
range of sparse group-structured regularizers, as well as regularization based on the nu-
clear norm (sum of singular values). In high-dimensional settings, regularization serves
two purposes: one statistical and the other computational. Statistically, regularization
is essential: it prevents overfitting and allows us to design estimators that exploit latent
low-dimensional structure in the data to achieve consistency. From the computational
point of view, regularization improves the stability of the problem and often leads to
computational gains.
In this thesis, we develop probabilistic models for matrix completion and structure
learning of graphical models in high-dimensions and apply those advanced methods in
plant trait analysis as an application. In certain settings, we focus on Bayesian graphical
models since they can produce uncertainty quantified predictions, such as a distribution
3over possible values rather than a point estimate; further, since graphical models are
modular, combining different models together based on different sources of information
can be conceptually straightforward. In this chapter, we start by a brief overview of
structure learning of graphical models and low rank matrix completion models, followed
by an introduction to the plant trait analysis. Finally, we present an overview of our
contributions and developed models.
1.1.1 Structure Learning of Graphical Models
Probabilistic graphical models provides a mechanism for exploiting structure in com-
plex distributions to describe them compactly, and in a way that allows them to be
constructed and utilized effectively. These models use a graph-based representation
where the nodes are the random variables in our domain, and the edges correspond to
direct probabilistic interactions between them. If there is no edge between two nodes,
then the corresponding variables are conditionally independent given all other variables.
Often, we may not know the correct graph structure to use for modeling some
collection of random variables. Then, it is natural to seek a good graph structure based
on sample data. Learning the structures of graphical models have applications in several
domains such as learning the gene-gene (or protein-protein) interactions from the gene
expression levels data [78, 121], learning the brain neural connectivity [93, 146], and
inferring the interaction network among stock markets [82, 84, 88].
In recent years, considerable effort has been invested in obtaining an accurate es-
timate of sparse structure of graphical models including learning graph structure of
Gaussian graphical models [15, 76, 100, 140, 165, 36, 35, 130, 235], Ising graphical mod-
els [164], and multivariate Poisson graphical models [228]. Further, the Gaussian graph-
ical models are generalized to Gaussian copula graphical models which can automati-
cally detect potentially nonlinear but monotonic relationships, and correctly identify the
nonparametric correlations [128, 227]. The sparse graph strurcture learning have been
extended to handle data with missing values in the data [126, 192, 136, 134, 103, 214],
which often occur in real world applications, e.g., drop-outs of sensors in a sensor net-
work or missing measurements of temperature or rain in climate.
Throughout the literature, for the high dimensional regime, the non-asymptotic up-
per bounds on the estimation error has been extensively studied [15, 100, 140, 164,
4165, 228, 36]. In a high dimensional setting, accurate estimation of the graphical struc-
ture depends on how sparse the true graphical structure is. However, the majority of
statistical analysis of graphical model estimations assume that all the data points are
sampled from the same distribution and provide the sample complexity and convergence
rate by considering only one graphical structure for all the observations [36, 164, 165].
New analysis is required to extend the consistency analysis of graphical models when
observations draw from multiple distributions.
1.1.2 Low-rank Matrix Completion
Matrix completion is another challenging problem that arise in high dimensional set-
tings. Matrix completion has been extensively studied in the recent literature and have
been shown to be successful in a variety of settings [2, 106, 117, 162, 174, 175, 188]. To
illustrate the problem statement, consider the collaborative filtering problem of estimat-
ing how N users will rate M movies. Clearly, we will have p = N ×M parameters to
estimate from n observed ratings. That is, we wish to recover estimates for all possible
pairs of movie and user ratings based on only a small fraction of rated films.
The classical statistical setting would require that a small number of entries are
missing in order to make an accurate prediction of the ratings. In essence, we would
require that majority of users to watch and record a rating for majority of movies, which
would be very impractical. However, several modern problems, e.g., recommendation
systems, plant traits, work with “mostly missing” matrices where more than 95% data
is missing. Intuitively, if we only observe a small fraction of the entries, then there are
an infinite number of matrices that can fit the same data observations. In general, there
is no way to overcome this unless we impose an implicit structural constraint on the
parameter set to reduce the effective size of the parameter space.
In most settings, low rank structural constraint has been imposed to the parameter
set, since usually various users (and movies) share similar characteristics, hence users
(and movies) can be represented in a low dimensional space. In general, the given sparse
matrix X ∈ RN×M is approximated by a low-rank matrix Xˆ = UV T where U ∈ RN×D
and V ∈ RM×D. The latent factors un ∈ RD, for each row n, and the latent factors
vm ∈ RD, for each column m of matrix X are estimated, usually based on alternating
optimization [97, 106]. Once the latent factors have been estimated, the inner product
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Figure 1.1: TRY db (https://www.try-db.org/): (a) A snapshot of TRY db where rows
are plants and columns are traits. Blues denote the missing data. It is almost blue. (b)
Spatial coverage of measurement sites for plant traits in the TRY db (blue), and the
contributing institutes (red) [101].
of un and vm gives the prediction for the missing entry xnm.
Such methods broadly come in two flavors—from an optimization perspective usually
based on a rank or nuclear-norm constraints [176, 225], or, using Bayesian models based
on latent factors [174, 175]. Several important variants of such models have been inves-
tigated [4, 117, 162, 174, 175, 188], including probabilistic matrix factorization (PMF)
and its Bayesian generalizations [174, 175], as well as generalizations to probabilistic
tensor factorization [49, 196, 226].
1.2 Plant Trait Analysis
We apply the developed probabilistic structured models to the analysis of plant traits.
Plant traits are morphological, anatomical, biochemical, physiological or phenological
features of individuals, their component organs or tissues [101]. Examples of traits
include the nitrogen content of leaves, leaf area, and plant height. Trait distributions
vary across different environmental conditions (e.g., temperature, precipitation, soil
moisture), within evolutionary history, and among different species. Understanding
trait variation and distribution at local and worldwide spatial scales is an important
key to maintain biodiversity and ecosystem functional services (e.g., agricultural and
forest productivity, regulation of atmospheric CO2), and predict the adaptation of planet
to human activities and climate change.
6To facilitate plant trait analysis, the TRY project (www.try-db.org) was launched
in 2007 which brings together different trait databases in a central repository [101]. The
TRY database has become the world’s largest trait database (covering 1000 traits and 2.1
million plants) and one of the most widely used resources for the ecological community.
The TRY database in combination with the recent progress in machine learning provides
a unique opportunity to study trait variation and distribution. Nevertheless, we are
confronted with two key challenges: (1) Trait sparsity: while unprecedented in coverage,
the TRY database is highly sparse (lacking most of the trait information. On average,
only three out of 1000 traits are characterized for each individual plant (Figure 1.1(a)).
As a result, incorporating the rich information provided by traits in understanding
the adaptation of terrestrial ecosystems to climate changes remain difficult; (2) Spatial
sparsity: with respect to spatial coverage at global scale, even 2.1 million individual
plants provide a sparse coverage (Figure 1.1(b)).
The goal of this thesis is to address the above challenges and analyze plant trait
data by proposing novel machine learning models. My main research contributions can
be divided into two core components, respectively focusing on developing models (1)
to provide trait predictions at individual plant level by incorporating plant taxonomic
hierarchy (gap filling) and (2) to provide trait characterization in a given context e.g.,
climate, soil type, phylogeny, etc., in which they are considered (contextual trait-trait
interactions). Understanding trait-trait relationships and trait-environment relation-
ships can help on providing more explicit representation of ecosystem properties, and a
more detailed and dynamic representation of trait variation.
TRY database has more than 99% of the entries missing (Figure 1.1(a)). At a
high level, the data are similar to that in a recommendation system, with plants corre-
sponding to users and plant traits corresponding to items, e.g., movies. Thus, for the
plant-trait gap filling problem, one can use a suitable low-rank model, such probabilistic
matrix factorization (PMF) and variants [5, 174, 175, 241]. The performance of models
such as PMF on such plant trait gap filling problems [183] is sobering! To understand
the reason, note that plants belong to species, and for gap-filling one can simply use
the species mean for that trait, e.g., species mean for SLA, leaf N, leaf C, etc. The
species mean sets an extremely competitive baseline for any model to beat, and in fact
7substantially outperforms models such as PMF [71, 179, 183]. From a scientific per-
spective, the species mean does not constitute an interesting prediction, since it entirely
misses out on within species variation of plant traits, the so-called intra-specific vari-
ability [6, 53]. Understanding such intra-specific variability, i.e., how plants adjust their
traits under different environmental/climatic conditions, is of great scientific interest,
and holds critical clues regarding the adaptability of the terrestrial ecosystem under a
changing climate.
1.3 Overview and Contributions
In the first half of this thesis, we study structure learning of graphical models. Here, we
are interested in learning the graphical structure at different contexts and identify how
the graphical structure is evolving under different conditions. For instance, identifying
how gene-gene interactions changed from healthy to cancer tissues, learning the changes
between brain connectivity in normal and Alzheimer’s patients, or learning the changes
in the stock market dependency structures. Next, we develop a novel model to estimate
the structure of graphical models in presence of missing data and provide the statistical
recovery analysis for the proposed estimator.
In the second part of this thesis, we focus on low rank matrix completion problems.
In particular, we provide a novel Monte Carlo inference for low rank matrix factorization
such as probabilistic matrix factorization (PMF) and Bayesian principle component
analysis (BPCA), and proposed a novel Bayesian hierarchical PMF (BHPMF) model
that incorporate hierarchical side information.
Finally, we consider applications of probabilistic structured models to plant trait
analysis. We apply BHPMF model to fill the gaps in TRY database. The BHPMF
model is the-state-of-the-art model for plant trait prediction and is getting increasing
visibility and usage in the plant trait analysis [64]. Next, we study the trait-trait
interaction structure at different climate zones for different plant growth forms. We
briefly explain our contribution for each task in below.
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Figure 1.2: Presenting the graphical structure of θ1, θ2 and the change δθ = θ1 − θ2
where blue denotes the common edges between θ1 and θ2, red edges are only present in
θ1 and green edges are only present in θ2. a) In this scenario, both θ1 and θ2 are sparse
that can be estimated correctly even in the low sample setting. Hence, an indirect
approach can efficiently estimate the change δθ. b) In this scenario, θ1 and θ2 are both
dense, but δθ is sparse. Since θ1 and θ2 can not be estimated correctly in the low sample
setting, a direct estimator is a more efficient and consistent approach to estimate the
change.
1.3.1 Generalized Direct Change Estimation
While structure learning in graphical models has been widely studied over the past
decade, we focus on the problem of estimating changes in graphical model structure:
given two sets of samples Xn11 = {x1i }n1i=1 and Xn22 = {x2i }n2i=1 respectively drawn from
two p-dimensional graphical models with true parameters θ∗1 and θ∗2, where θ∗1, θ∗2 ∈ Rp×p,
the goal is to estimate the change δθ∗ = (θ∗1−θ∗2). In particular, we focus on the situation
when the change δθ∗ has structure, such as sparsity, block sparsity, or node-perturbed
sparsity, which can be characterized by a suitable (atomic) norm [42, 145]. However,
the individual model parameters θ∗1, θ∗2 need not have any specific structure, and they
may both correspond to dense matrices. The goal is to get an estimate δθˆ of the change
δθ∗ such that the estimation error ∆ = (δθˆ− δθ∗) is small. Such change estimation has
potentially wide range of applications including identifying the changes in the neural
connectivity networks, the difference between plant trait interactions at different climate
conditions, and the changes in the stock market dependency structures.
One can consider two broad approaches for solving such change estimation problems:
(i) indirect change estimation, where we estimate θ̂1 and θ̂2 from two sets of samples
separately and obtain δθ̂ = (θ̂1− θ̂2), or (ii) direct change estimation, where we directly
estimate δθˆ using the two sets of samples, without estimating θ1 and θ2 individually.
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(l) Graph of δθ
Figure 1.3: Illustrating the idea behind generalized direct change estimation. First
and second columns are the adjacency matrix for two graphical models at different
conditions (θ1 and θ2) where blues denotes zero (missing edges). Third columns shows
the change between two adjacency matrices (δθ = θ1 − θ2), and last column shows the
graphical structure of δθ. Each row presents an example of δθ with different structures.
In all three scenarios, both θ1 and θ2 are pretty dense. First row shows the sparsity
structure of δθ (a few edges has been changed). Second row presents the group sparsity
structure (the connection of two blocks of nodes has been changed). Last row shows
the node perturbation structure (the connections of node 5 to all other nodes has been
perturbed). The goal of generalized direct change estimation is to estimate δθ (the third
column) under different structure without estimating θ1 and θ2.
In a high dimensional setting, recent advances [36, 164, 165] illustrate that accurate
estimation of the parameter θ∗ of a graphical model depends on how sparse or otherwise
structured the true parameter θ∗ is. For example, if both θ∗1 and θ∗2 are sparse and the
samples n1, n2 are sufficient to estimate them accurately [164], indirect estimation of
δθˆ should be accurate (Figure 1.2(a)). However, if the individual parameters θ∗1 and θ∗2
are somewhat dense, and the change δθ∗ has considerably more structure, such as block
10
sparsity (only a small block has changed) or node perturbation sparsity (only edges
from a few nodes have changed) [145], direct estimation may be considerably more
efficient both in terms of the number of samples required as well as the computation
time (Figures 1.2(b) and 1.3).
Our Contributions: We consider general structured direct change estimation,
while allowing the change to have any structure which can be captured by a suitable
(atomic) norm R(·) [69]. Our work is a considerable generalization of the existing liter-
ature which can only handle sparse changes, captured by the `1 norm [132]. In partic-
ular, our work now enables estimators for more general structures such as group/block
sparsity, hierarchical group/block sparsity, node perturbation based sparsity, and so on
[14, 42, 145, 151]. The regularized estimator we analyze is broadly a Lasso-type estima-
tor, with key important differences: the objective does not decompose additively over
the samples, and the objective depends on samples from two distributions.
1.3.2 Gaussian Copula Precision Estimation with Missing Values
Recently, sparse gaussian graphical model structure estimators have also been general-
ized to handle data with missing values [126, 192, 136, 134, 103], which often occur in
real world applications, e.g., drop-outs of sensors in a sensor network or missing measure-
ments of temperature or rain in climate. However, these sparse precision estimators rely
on the Gaussian assumption, which may not be appropriate for non-Gaussian datasets.
To deal with non-Gaussian data, H. Liu et al. [128] and L. Xue et al. [227] proposed
Gaussian copula graphical models where existing estimators can be generalized to the
non-paranormal distributions simply using one additional procedure, i.e., estimating
nonparametric correlations. It has been shown that the nonparanormal is equivalent to
Gaussian copula distribution [129, 206, 205]. Therefore, the estimated correlation ma-
trix of the data after transformation can be plugged into the standard sparse graphical
structure estimators with Gaussian assumption. The plug-in procedure can leverage
existing theoretical results and achieve the optimal statistical rate of convergence for
fully observed data.
Our Contributions: In a joint work with Huahua Wang, Soumyadeep Chatterjee
and Arindam Banerjee, we generalize the Gaussian copula estimators to handle data
with missing values [214]. In particular, our estimator uses two plugin procedures
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Figure 1.4: In this example, the ma-
trix X is a tall matrix. All previous al-
gorithms in the literature [21, 22, 117,
144, 174, 175], require either estimat-
ing or sampling both latent matrices
U or V . The motivation behind our
collapsed Monte Carlo inference is to
marginalize the tall matrix U and in-
fer the parameters only based on the
smaller matrix V .
and consists of three steps: (1) estimate nonparametric correlations based on observed
values, including Kendalls tau and Spearmans rho; (2) estimate the non-paranormal
correlation matrix; (3) plug into existing sparse precision estimators. We show that the
consistency rate of our copula estimators depends on the probability of missing values.
Through experimental results, we illustrate the effect of sample size and percentage of
missing data on the model performance. Experimental results show that our estimator
is significantly better than Gaussian estimators.
1.3.3 Collapsed Monte Carlo Inference for Matrix Completion
In the second part of the thesis, we focus on the low rank matrix factorization models
such as Probabilistic Matrix Factorization (PMF) or Bayesian Probabilistic Component
Analysis (BPCA). For such models, the literature has considered approximate inference
methods, such as variational inference [22], gradient descent optimization [117], MCMC
[175], Laplace approximation [21, 144], or alternating optimization over U and V [174].
However, all the above inference methods require either estimating or sampling both
latent matrices U or V which might not be efficient in several applications especially
for tall or fat matrices (i.e., M  N or N M , figure 1.4).
Out contributions: We propose an efficient inference algorithm for such low rank
models [70]. In particular, we show that after analytically marginalizing one of the
latent matrices in PMF (or BPCA), the posterior over the other matrix has the Matrix
Generalized Inverse Gaussian (MGIG) distribution. We illustrate that the MGIG
distribution is unimodal where the mode can be obtained by solving an Algebraic Riccati
Equation (ARE) [28]. This illustration yields to a novel Collapsed Monte Carlo (CMC)
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Figure 1.5: BHPMF Schematic
and Markov blanket of nth row of
U (2), u
(2)
n , is shown in the red box.
In spite of the size of the model, the
Gibbs sampler is efficient since the
Markov blanket is small and inde-
pendent of the number of levels.
inference algorithm for PMF. In particular, we marginalize one of the latent matrices,
say U , and propose a direct Monte Carlo sampling from the posterior of the other
matrix, say V .
1.3.4 Matrix Completion with Hierarchical Side Information
A key limitation of most matrix factorization models is the inability to use the domain
knowledge such as hierarchical side information. In fact, as we illustrate in Section
6.3.4, applying PMF (Probabilistic Matrix Factorization) model [174] which does not
incorporate the plant taxonomic hierarchy leads to a performance worse than the simple
algorithm MEAN which uses the domain knowledge [183]. Similar hierarchical structure
shows up in other applications such as genre (or product type) hierarchy in movies (or
products) recommendation. In fact, as we illustrate in Section 6.3.4, applying the PMF
model [174] without using the hierarchical information, leads to a performance worse
than the simple algorithm MEAN which uses the domain knowledge [183].
Our contribution: The sobering performance of PMF in the plant trait problem
led us to take a close look at the domain knowledge available for the problem. An obvious
choice was to somehow utilize the plant taxonomic hierarchy, i.e., species, genus, family,
etc., in a hierarchical Bayesian low rank model (Figure 1.5). We have developed Bayesian
Hierarchical PMF (BHPMF), which use a hierarchy of low rank matrix factorization
models, one corresponding to each level of the taxonomic hierarchy, and each level
serving as the prior to the next, going all the way down to individual plants [71].
Unlike PMF, the hierarchical low rank models outperformed the species mean baseline
substantially, and even captured inter-trait correlations accurately although it was not
designed to capture such second order structure explicitly.
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Figure 1.6: Trait-trait interaction as a func-
tion of temperature (x-axis) and rainfall (y-
axis). Edges represent the conditional de-
pendency between traits (nodes).
1.3.5 Trait-Trait Interactions across Climate Zones
Next, we apply the advances in structure learning of graphical models to estimate trait-
trait interactions. Plant traits are not independent of each other, hence an accurate
description of their interactions gives us a clearer view of the links between physiologi-
cal and morphological traits [156, 161], differences between functional groups [155], im-
proves our understanding of the effect of multivariate trait relationships on mechanisms
of coexistence [108] and increases accuracy in modeling of ecosystem processes [215].
However, the relationship between traits often depend on the context, e.g., climate,
soil type, phylogeny, etc., in which they are considered [3, 170, 169]. For example, two
plants/plant types may be close according to phylogeny but in different climates can
adapt different trait values.
Our contributions: In a joint work with Habacuc Flores-Moreno, Arindam
Banerjee, and others [73], we study plant strategies integration focusing on environ-
mental gradients and growth form (woody and non-woody) to answer our overall ques-
tion - how does the interaction between traits vary across plant types and environmental
gradients? In essence, plants might have different strategies to solve similar environmen-
tal dilemmas, and this difference in strategies could also be reflected in the integration
among their traits [24]. Here, we first describe the trait-trait interaction network among
plants, then we assess how does this trait network change across five broad climate re-
gions (Tropical, Temperate, Arid, Cold and Polar) while accounting for differences in
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growth form (woody and non-woody).
Chapter 2
Related Work
2.1 Structured Learning of Graphical Models
Undirected graphical models, also known as Markov Random Fields (MRFs), are im-
portant tools for representing multivariate probability distributions which are applied
in a wide range of domains such as statistical physics [95], natural language processing
[138], image analysis [57] and spatial statistics [172]. The undirected graphical models
represent a joint distribution using clique-wise functions over an undirected graph which
captures the dependencies among subsets of the p-dimensional discrete random variable
X = (X1, X2, · · ·Xp). Meaning that feature Xi is conditionally independent of Xj given
all other variables if there is no edge in the associated undirected graph structure. The
task of graphical model selection is to infer this underlying dependency graph based
on data drawn from the corresponding distribution. This task is especially difficult in
high-dimensional settings where the number of observations, n is typically even smaller
than the number of variables p.
2.1.1 Gaussian Graphical Models
Meinshausen and Buhlmann proposed the neighborhood selection approach and applied
the standard Lasso regression on Xj against Xjc to estimate nonzero entries in each
row [140]. In the same spirit, Yuan [235] applied the Dantzig selector version of this
15
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regression to estimate Ω column by column. i.e.
min ‖β‖1 s.t. 1
n
‖XTjcXj −XTjcXjc‖∞ ≤ τ. (2.1)
Cai et al. [36] further proposed an estimator called CLIME by solving a related opti-
mization problem
Ωˆn = argmin
Ω0
‖Ω‖1 s.t.‖ΣˆnΩ− I‖∞ ≤ τ. (2.2)
In practice, the tuning parameter τ is chosen via cross-validation. However the the-
oretical choice of τ = CMn,p log p/n requires the knowledge of the matrix `1 norm
Mn,p = ‖Ω‖1, which is unknown. Later, Cai et al. introduced an adaptive version
of CLIME which is data-driven and adaptive to the variability of individual entries of
ΣˆnΩ− I [35].
Yuan and Lin first proposed to use penalized likelihood methods for estimating
sparse precision matrices studied its asymptotic properties for fixed p as n→∞ [236].
It is easy to see that under the Gaussian assumption the negative log-likelihood up to
a constant, can be written as l (X(1), ..., X(n); Ω) = Tr(ΣˆnΩ) log det(Ω), where det(Ω)
is the determinant of Ω and Tr(.) is the trace function. To incorporate the sparsity of
Ω, we consider the following penalized log-likelihood estimator with Lasso-type penalty
Ωˆn = argmin
Ω0
Tr(ΣˆnΩ) log det(Ω) + λ‖Ω‖1, (2.3)
where Ω  0 means symmetric positive definite.
Rothman et al. analyzed the high-dimensional behavior of estimator (2.3) [173].
Assuming that spectra of Ω are bounded from below and above, the rates of convergence√
(p+ s) log p/n and
√
(1 + s) log p/n under the Frobenius norm and spectral norm are
obtained respectively with s being the number of nonzero off-diagonal entries. Lam
and Fan studied a generalization of (2.3) and replace the Lasso penalty by general
non-convex penalties such as SCAD to overcome the bias issue [112]. Ravikumar et al.
applied the primal-dual witness construction to derive the rate of convergence
√
log p/n
under the sup-norm which in turn leads to convergence rates in the Frobenius and
spectral norms as well as support recovery under certain regularity conditions [165].
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The results heavily depend on a strong irrepresentability condition imposed on the
Hessian matrix Γ = Σ ⊗ Σ, where ⊗ is the tensor (or Kronecker) product. Both sub-
Gaussian and polynomial tail cases are considered. However this method cannot be
extended to allowing many small nonzero entries .
Although these sparse precision estimators are primarily designed to deal with fully
observed data, recently, they have also been generalized to handle data with missing
values [126, 192, 136, 134, 103], which often occur in real world applications, e.g., drop-
outs of sensors in a sensor network or missing measurements of temperature or rain in
climate. To deal with data with missing values, a variety of methods apply expectation
maximization (EM) algorithms on imputed data, which are iterative methods but lack
theoretical guarantees [126, 192]. Without using the EM algorithm, [134] employed
projected gradient descent to solve a sequence of regression problems or PGlasso to
estimate the sparse precision matrix of incomplete data. Theoretical guarantees are
also established for the PGlasso estimator. M. Kolar and E. Xing introduced a simple
plug-in procedure for incomplete data which simply applies existing estimators to the
observed data by disregarding the missing values [103]. Such simple plug-in estimators
for missing values can leverage existing theoretical results and thus still have similar sta-
tistical guarantees, including rate of convergence and consistency. However, these sparse
precision estimators rely on the Gaussian assumption, which may not be appropriate
for real datasets which are usually non-Gaussian.
To deal with non-Gaussian data, H. Liu et al. [128] proposed Gaussian copula graphi-
cal models where existing estimators can be generalized to the non-paranormal distribu-
tions simply using one additional procedure, i.e., estimating nonparametric correlations.
Non-paranormal distributions can be considered as a non-parametric extension of the
normal distribution where suitable univariate monotone transformations of the covari-
ates are jointly distributed as a multivariate Gaussian. It has also been shown that the
nonparanormal is equivalent to Gaussian copula distribution [129, 206, 205]. Therefore,
the estimated correlation matrix of the data after transformation can be plugged into
the standard sparse precision estimators with Gaussian assumption. The plug-in pro-
cedure can leverage existing theoretical results and achieve the optimal statistical rate
of convergence. A similar procedure has also been studied independently by [227].
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2.1.2 Ising Graphical Models
In literature, the problem of structure learning for discrete graphical models has at-
tracted considerable attention due to both its importance and difficulty. Score-based
approaches through a search procedure generate several candidate graph structures to
be scored with a measure of the goodness of fit of the graph. However, the number of
graph structures grows super-exponentially, and this problem is in general NP-hard [51].
A complication that arises in graphical model selection with discrete random variables
is that the score metrics involve the partition function or cumulant function associated
with the Markov random field which is usually computationally intractable [216]. It
yields imposing a restricted search space such as directed graphical models [60], trees
[52], or hypertrees [190] in the score-based approaches. A method for learning factor
graphs based on local conditional entropies and thresholding is proposed in [1] which
required the sample complexity of Ω(log p), but the computational complexity grows at
least as quickly as O(pd+1) where d is the maximum degree in the graphical model.
Ravikumar et al. proposed a new model for estimating Ising graphical model struc-
ture based on `1 regularized logistic regression [164]. In particular, the task of recovering
of the signed edge vector is reduced to recovering of the signed neighborhood set N±(r)
for each node r, i.e., capturing both neighborhood structure N(r) and sign pattern for
each node r. Given the exponential distribution of the Ising models, the structure of the
conditional distribution of Xr given the other variables can be represented as a sigmoid
function. Thus, the variable Xr can be viewed as the response variable in a logistic
regression in which all of the other variables play the role of the covariates. Later, to
impose the sparsity structure, the `1 regularization is added to the one vs rest logistic
regression of Xr on the other variables. The resulting objective function is convex but
not differentiable, due to the presence of the `1-regularizer. By Lagrangian duality, the
problem can be re-cast as a constrained problem over the `1 ball. As a result a min-
imizer always exists by the Weierstrass theorem. The standard convex programs with
an overall computational complexity of order O(max{p, n}p3) can be applied which is
well suited to high-dimensional problems [102]. Their proposed method does not re-
quire computing the partition function associated with the Markov random field nor a
combinatorial search through the space of graph structures.
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Ravikumar et al. provide the theoretical statistical analysis for the formulated esti-
mator and handle the high dimensional setting where both the dimension p and as well
as the maximum degree d may tend to infinity as a function of n [164]. They showed
that if the Hessian sub-matrix [∇`(θ)]SS (i.e., Fisher information matrix) is strictly pos-
itive definite, the optimal solution is unique. Under the above conditions, a primal-dual
witness procedure is constructed for establishing sufficient conditions for correct signed
neighborhood recovery for each node r. Throughout the analysis, it is assumed that
the population Fisher information matrix Q∗ satisfies the dependency and mutual in-
coherence conditions. The former by considering the bounded minimum and maximum
eigenvalue of Q∗, ensures that the relevant covariates do not become excessively depen-
dent. The later establish that the large number of irrelevant covariates cannot influence
the subset of relevant covariates (neighbors of node r). It is shown that under above
conditions on the population Hessian matrix, with maximum neighborhood size d and
the sample size of n = Ω(d3 log p), for each node r, the `1-regularized logistic regression,
has a unique solution which correctly excludes all edges not in the true neighborhood
and can recover all true edgesare not too close to zero (in absolute value). The method
can estimate the true graph if minimum edge weight is scaled as Ω(
√
d log p
n ).
Later, Anandkumar et al. proposed an efficient threshold-based algorithm for struc-
ture estimation based on Conditional Mutual Information Thresholding (CMIT) which
requires only low order statistics of the data [8]. More specifically, the conditional
mutual information test proceeds as follows: one computes the empirical conditional
mutual information for each node pair (i, j) ∈ V 2 and finds the conditioning set which
achieves the minimum, over all subsets of cardinality at most η. If the above minimum
value exceeds the given threshold n,p = Ω
(
log p
n
)
, then the node pair is declared as
an edge. Recall that the conditional mutual information is zero iff given XS , the ran-
dom variables Xi and Xj are conditionally independent. Thus, the above test seeks to
identify non-neighbors, i.e., node pairs which can be separated in the unknown graph
G.
The computational complexity of the CMIT algorithm is O(pη+2). Thus the algo-
rithm is computationally efficient for small η. The parameter η is an upper bound on the
size of local vertex-separators in the graph, and is small for many common graph fami-
lies. Anandkumar et al. show that CMIT is structurally consistent i.e., under bounded
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potentials for Ising Models and local-separation property, the CMIT algorithm consis-
tently recovers the structure of the graphical models with probability tending to one.
The sample complexity of the CMIT scales as Ω
(
J−4min log p
)
and is favorable when the
minimum (absolute) edge potential Jmin is large. This is intuitive since the edges have
stronger potentials when Jmin is large.
2.1.3 Direct Change Estimation
In recent work, Liu et al. [132] proposed a direct change estimator for graphical models
based on the ratio of the probability density of the two models [85, 100, 194, 195, 208].
They focused on the special case of L1 norm, i.e., δθ
∗ ∈ Rp2 is sparse, and provided
non-asymptotic error bounds for the estimator along with a sample complexity of n1 =
O(s2 log p) and n2 = O(n
2
1) for an unbounded density ratio model, where s is the number
of the changed edges with p being the number of variables. Liu et al. [133] improved the
sample complexity to min(n1, n2) = O(s2 log p) when a bounded density ratio model
is assumed. Zhao et al. [238] considered estimating direct sparse changes in Gaussian
graphical models (GGMs). Their estimator is specific to GGMs and can not be applied
to Ising models.
In another work, Zhao et al. [238] estimated the direct changes in Gaussian graphi-
cal models by solving a constrained optimization problem and defining the differential
graphical model structure as the difference between the two precision matrices (inverse
of covariance matrix) at each state. Under the assumption that δθ∗ is sparse, Zhao
et al. [238] show that the direct estimator is consistent in support recovery and estima-
tion. Their estimator is specific to GGMs and can not be applied to Ising models.
2.2 Low Rank Matrix Completion
Low-rank MF algorithms provide powerful techniques for matrix completion [2, 106,
117, 162, 174, 175, 188]. It has been shown that rank constraint minimization problems
can be formulated as trace norm constraints which are convex and can be written
as semi-definite constraints [72]. Moreover, Srebro et al. proposed maximum margin
matrix factorization as a convex, infinite dimensional alternative to low-rank matrix
factorization [191]. Several important variants of low-rank matrix factorization have
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been investigated, including PMF [174] and its Bayesian generalization [175, 188] as
well as generalizations to probabilistic tensor factorization [2, 196, 226]. A non-linear
MF using Gaussian process latent variable models is proposed in [117]. However, one
major drawback of the above methods is the inability to incorporate side information.
In order to consider side information, several approaches have been proposed to
combine MF with topic modeling [162, 182, 211]. Kernelized PMF was developed to
incorporate covariance functions based on kernels over rows and columns in the context
of latent factor models for matrix completion [241]. Moreover, probabilistic matrix
addition is proposed in [5] to capture covariance structure among rows and among
columns at the same time by adding the latent matrices. In a recent work in online
advertising [141], hierarchical side information is incorporated into MF in three different
ways – hierarchical regularization, agglomerate fitting, and residual fitting. Hierarchical
PMF was proposed to incorporate the taxonomic hierarchy into PMF which is the state-
of-the-art for plant trait prediction [183].
2.2.1 PMF, PPCA, and Bayesian PCA
Here, we give a review of PMF [174], Probabilistic PCA (PPCA) [202], and Bayesian
PCA (BPCA) [21], to illustrate the similarity and differences between the existing ideas
and our approach. A related discussion appears in [117]. All these models focus on
an (partially) observed data matrix X ∈ RN×M . Given latent factors U ∈ RN×D and
V ∈ RM×D, the rows of X are assumed to be generated according to x:m = UvTm + ,
where  ∈ RN . The different models vary depending on how they handle distributions
or estimates of the latent factors U, V . Without loss of generality, for all the analysis
through the proposal, we are considering a fat matrix X where M > N .
PMF and BPMF: In PMF [174], one assumes independent Gaussian priors for all
latent vectors un and vm, i.e., un ∼ N (0, σ2uI), [n]N1 and vm ∼ N (0, σ2vI), [m]M1 . Then,
one obtains the following posterior over (U, V )
p
(
U, V |X,σ2, σ2u, σ2v
)
=
∏
n,m
[N (xnm
∣∣〈un,vm〉, σ2)]δnm∏
n
N (un
∣∣0, σ2uI)∏
m
N (v:m
∣∣0, σ2vI) ,
(2.4)
where δnm = 0 if xnm is missing. PMF obtains point estimates (Uˆ , Vˆ ) by maximizing
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the posterior (MAP), based on alternating optimization over U and V [174].
Bayesian PMF (BPMF) [175] considers independent Gaussian priors over latent fac-
tors with full covariance matrices, i.e., un ∼ N (0,Σu), [n]N1 and vm ∼ N (0,Σv), [m]M1 .
Inference is done using Gibbs sampling to approximate the posterior P (U, V |X). At
each iteration, U is sampled from the conditional probability of p(U |V,X), followed by
sampling V from p(V |U,X) using the updated matrix U at the current iteration.
Probabilistic PCA: In PPCA [202], one assumes independent Gaussian prior over un,
i.e., un ∼ N (0, σ2uI), but V is treated as a parameter to be estimated. In particular, in
PPCA, V is chosen so as to maximize the marginalized likelihood of X given by
p (X |V ) =
∫
U
p(X|U, V )p(U)dU =
N∏
n=1
N (xn|0, σ2uV V T + σ2I). (2.5)
Interestingly, as shown in [202], the estimate Vˆ can be obtained in closed form. For
such a fixed Vˆ , the posterior distribution over U |X, Vˆ can be obtained as:
p(U |X, Vˆ ) = p(X|U, Vˆ )p(U)
p(X|Vˆ ) =
N∏
n=1
N
(
un|Γ−1Vˆ Txn, σ−2Γ
)
, (2.6)
where Γ = Vˆ T Vˆ + σ−2u σ−2I. Note that the posterior of the latent factor U in (2.6)
depends on both X and Vˆ . For applications of PPCA in visualization, embedding, and
data compression, any point xn in the data space can be summarized by its posterior
mean E[un|xn, Vˆ ] and covariance Cov(un|Vˆ ) in the latent space.
Bayesian PCA: In Bayesian PCA [21], one assumes independent Gaussian priors for all
latent vectors un and vm, i.e., un ∼ N (0, σ2uI) and vm ∼ N (0, σ2vI), [m]M1 . Bayesian pos-
terior inference by Bayes rule considers p(U, V |X) = p(X|U, V )p(U)p(V )/p(X), which
includes the intractable partition function
p(X) =
∫
U
∫
V
p(X|U, V )p(U)p(V )dUdV . (2.7)
The literature has considered approximate inference methods, such as variational infer-
ence [22], gradient descent optimization [117], MCMC [175], or Laplace approximation
[21, 144].
23
While PPCA and Bayesian PCA were originally considered in the context of em-
bedding and dimensionality reduction, PMF and BPMF have been widely used in the
context of matrix completion where the observed matrix X has many missing entries.
Nevertheless, as seen from the above exposition, the structure of the models are closely
related (also see [117, 116]).
Part I
Structure Learning of Graphical
Models
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Chapter 3
Generalized Direct Change
Estimation in Graphical Models
3.1 Introduction
In this chapter, we consider Ising models and focus on the problem of estimating changes
in Ising model structure: given two sets of samples Xn11 = {x1i }n1i=1 and Xn22 = {x2i }n2i=1
respectively drawn from two p-dimensional Ising models with true parameters θ∗1 and
θ∗2, where θ∗1, θ∗2 ∈ Rp×p, the goal is to estimate the change δθ∗ = (θ∗1 − θ∗2).
We consider general structured direct change estimation, while allowing the change
to have any structure which can be captured by a suitable (atomic) norm R(·). Our work
is a considerable generalization of the existing literature which can only handle sparse
changes, captured by the L1 norm. In particular, our work now enables estimators for
more general structures such as group/block sparsity, hierarchical group/block sparsity,
node perturbation based sparsity, and so on [14, 42, 145, 151]. Interestingly, for the
unbounded density ratio model, our analysis yields sharper bounds for the special case
of `1 norm, considered by Liu et al. [132]. In particular, when δθ
∗ is sparse and our
estimator is run with L1 norm, we get a sample complexity of n1 = n2 = O(s log p)
which is sharper than n1 = O(s
2 log p) and n2 = O(n
2
1) in [132].
The regularized estimator we analyze is broadly a Lasso-type estimator, with key
important differences: the objective does not decompose additively over the samples, and
the objective depends on samples from two distributions. The estimator builds on the
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density ratio estimator in [132], but works with general norm regularization [14, 42, 151]
where the regularization parameter λn1,n2 depends on the sample size for both Ising
models. Our analysis is quite different from the existing literature in change estimation.
Liu et al. [132] build on the primal-dual witness approach of Wainwright [210], which
is effective for the special case of L1 norm. Our analysis is largely geometric, where
generic chaining [200] plays a key role, and our results are in terms of Gaussian widths
of suitable sets associated with the norm [14, 42].
The rest of the chapter is organized as follows. In Section 3.2, we introduce the direct
change estimator based on the ratio of the probability density of the Ising models. In
Section 3.3, we establish statistical consistency of the direct change estimator.
3.2 Generalized Direct Change Estimation
We consider the following optimization problem
argmin
δθ
L(δθ;Xn11 ,Xn22 ) + λn1,n2R(δθ), (3.1)
where Xn11 = {x1i }n1i=1 and Xn22 = {x2i }n2i=1 are two sets of i.i.d binary samples drawn
from from Ising graphical models with parameter θ∗1 and θ∗2, respectively, each x1i and
x2i are p−dimensional vectors, and n1, n2 are the respective sample sizes.
In this Section, we first give a brief background on Ising model selection. Then,
we explain how to develop the loss function L(δθ;Xn11 ,Xn22 ) based on the density ratio
[85, 100, 194, 208] to directly estimate δθ = θ1−θ2, and finally we describe how to solve
the optimization problem (3.1) for any norm R(δθ).
3.2.1 Ising Model
Let X = (X1, X2, · · · , Xp) denote a random vector in which each variable Xs ∈ {−1, 1}.
Let G = (V,E) be an undirected graph with vertex set V = {1, · · · , p} and edge set
E whose elements are unordered pairs of distinct vertices. The pairwise Ising Markov
random field associated with the graph G over the random vector X is
P (X = x|θ∗) = 1
Z(θ∗)
exp{
∑
s,t∈E
θ∗s,txsxt} (3.2)
27
=
1
Z(θ∗)
exp{〈θ∗, T (x)〉} (3.3)
=
1
Z(Θ∗)
exp{xTΘ∗x} (3.4)
where T (x) = {xsxt}ps,t=1 is a vector of size m = p2, θ∗ = {θ∗s,t}ps,t=1 ∈ Rm and 〈., .〉
is the inner product operator, and Θ∗ ∈ Rp×p where Θ∗s,t = θ∗s,t. Note that basic Ising
models also have non-interacting terms like αsxs and we are assuming these terms are
zero, and they do not affect the dependency structure.
The parameter θ∗ associated with the structure of the graph G reveals the statistical
conditional independence structure among the variables i.e., if θ∗s,t = 0, then feature Xs
is conditionally independent of Xt given all other variables and there is no edge in the
graph G.
The partition function, Z(θ∗), plays the role of a normalizing constant, ensuring
that the probabilities add up to one which is defined as
Z(θ∗) =
∑
x∈X
exp{〈θ∗, T (x)〉} = exp{Ψ(θ∗)}, (3.5)
where X be the set of all possible configurations of X.
3.2.2 Loss Function
Here, we build the loss function based on equation (3.3). Similarly, one can rewrite the
loss function based on (3.4) if the regularization function is over matrices.
Consider two Ising models with parameters θ∗1 ∈ Rp
2
and θ∗2 ∈ Rp
2
. Following Liu
et. al [131, 132], a direct estimate for the changes detection problem based on density
ratio can be posed as follows
r(X = x|δθ) = p(X = x|θ1)
p(X = x|θ2) =
exp{〈T (x), θ1〉}
exp{〈T (x), θ2〉}︸ ︷︷ ︸
r∗(x|δθ)
Z(θ2)
Z(θ1)︸ ︷︷ ︸
1/Z(δθ)
=
exp{〈T (x), δθ〉)}
Z(δθ)
, (3.6)
where the parameter δθ = θ1− θ2 encodes the change between two graphical models
θ1 and θ2.
28
First, we show that Z(δθ) = EX∼p(X|θ2)[e
〈T (X),δθ〉]:
Z(δθ) =
Z(θ1)
Z(θ2)
=
1
Z(θ2)
∑
x∈X
e〈T (x),θ1〉 (3.7)
=
1
Z(θ2)
∑
x∈X
e〈T (x),θ2〉
e〈T (x),θ1〉
e〈T (x),θ2〉
=
∑
x∈X
e〈T (x),θ2〉
Z(θ2)︸ ︷︷ ︸
p(x|θ2)
e〈T (x),δθ〉 = EX∼p(X|θ2)[e
〈T (X),δθ〉].
Next, using the samples Xn22 from p(X|θ2), we estimate Z(δθ) empirically as
Zˆ(δθ) =
1
n2
n2∑
i=1
exp{〈T (x2i ), δθ〉}, (3.8)
and the sample approximation of r(X|δθ) is given as
rˆ(X = x|δθ) = r
∗(X = x|θ1)
Zˆ(δθ)
=
exp{〈T (x), δθ〉}
1
n2
∑n2
i=1 exp{〈T (x2i ), δθ〉}
. (3.9)
Using the fact that r(X|δθ∗)q(X|θ∗2) = p(X|θ∗1), we approximate rˆ(X|δθ), by mini-
mizing the KL divergence,
KL (p(X|θ∗1)‖rˆ(X|δθ)p(X|θ∗2)) (3.10)
=
∑
x∈X
p(x|θ∗1) log
p(x|θ∗1)
p(x|θ∗2)rˆ(x|δθ)
= KL (p(X|θ∗1)‖p(X|θ∗2))︸ ︷︷ ︸
Constant
−EX∼p(X|θ∗1) [log rˆ(X|δθ)]
Thus, using the samples Xn11 and X
n2
2 , we define the empirical loss function
L(δθ;Xn11 ,Xn22 ) =
−1
n1
n1∑
i=1
log rˆ(x1i |δθ) (3.11)
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=
−1
n1
n1∑
i=1
〈T (x1i ), δθ〉+ log
1
n2
n2∑
i=1
exp{〈T (x2i ), δθ〉}︸ ︷︷ ︸
Ψˆ(δθ)
Remark 1 Note that the loss function (3.11) does not additively decompose over the
samples. The second term in (3.11) is the logarithm over sum of a function of samples.
3.2.3 Optimization
The optimization problem (3.1) has a composite objective with a smooth convex term
corresponding to the loss function (3.11) and a a potentially non-smooth convex term
corresponding to the regularizer. In this section, we present an algorithm in the class
of Fast Iterative Shrinkage-Thresholding Algorithms (FISTA) for efficiently solving the
problem (3.1) [20]. For convenience, we refer the loss function L(δθ;Xn11 ,Xn22 ) as L(δθ)
and we drop the subscript {n1, n2} of λn1,n2 .
One of the most popular methods for composite objective functions is in the class of
FISTA where at each iteration we linearize the smooth term and minimize the quadratic
approximation of the form
QL(δθ, δθt) :=L(δθ) + 〈δθ − δθt,∇L(δθt)〉
+
L
2
‖δθ − δθt‖22 + λR(δθ), (3.12)
where L denotes the Lipschitz constant of the loss function L(δθ). Ignoring constant
terms in δθt, the unique minimizer of the above expression (3.12) can be written as
pL(δθt) = arg min
δθ
QL(δθ, δθt) (3.13)
= arg min
δθ
λR(δθ) +
L
2
∥∥∥∥δθ − (δθt − 1L∇L(δθt)
)∥∥∥∥2
2
= arg min
δθ
λ
L
R(δθ) +
1
2
∥∥∥∥δθ − (δθt − 1L∇L(δθt)
)∥∥∥∥2
2
.
In fact, the updates of δθ is to compute certain proximal operators of the non-smooth
term R(.). In general, the proximal operator proxh(x) of a closed proper convex function
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h : Rd 7→ R ∪ {+∞} is defined as
proxh(x) = argmin
u
(
h(u) +
1
2
‖u− x‖22
)
. (3.14)
Thus, the unique minimizer (3.13) correspond to prox λ
L
R
(
δθt − 1L∇L(δθt)
)
which has
rate of convergence of O(1/t) [152, 157].
To improve the rate of convergence, we adapt the idea of FISTA algorithm. The
main idea is to iteratively consider the proximal operator prox(.) at a specific linear
combination of the previous two iterates {δθt, δθt−1}
ξt+1 = δθt + αt+1 (δθt − δθt−1) , (3.15)
instead of just the previous iterate δθt. The choice of αt+1 follows Nesterovs accelerated
gradient descent [152, 157] and is detailed in Algorithm 1. The iterative algorithm
simply updates
δθt+1 = prox λ
L
R
(
ξt+1 − 1
L
∇L(ξt+1)
)
. (3.16)
The algorithm has a rate of convergence of O(1/t2) [20].
3.2.4 Regularization Function
We assume that the optimal δθ∗ is sparse or suitably ‘structured’ where such structure
can be characterized by having a low value according to a suitable norm R(δθ∗). In
below, we provide a few examples of such a norm.
L1 norm: One example for R(.) we will consider throughout the chapter is the L1
norm regularization. We use L1 norm if only a few edges has changed (1st row in Figure
1.3). In particular, we consider R(δθ) = ‖δθ‖1 if number of non-zeros entries in δθ∗ is
s < p2. The prox λ
L
‖.‖1(.) is given by the elementwise soft-thresholding operation [187]
as [
prox λ
L
‖.‖1
]
i
(z) = sign(zi).max(0, zi − λ
L
). (3.21)
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Algorithm 1 Generalized Direct Change Estimator
1: Input: L0 > 0, X
n1
1 ,X
n2
2
2: Step 0. Set ξ1 = δθ0, t = 1
3: Step t. (t ≥ 1) Find the smallest non-negative integers it such that with L˜ = 2itLt−1
L (pL˜(ξt))+R (pL˜(ξt)) ≤ QL˜ (pL˜(ξt), ξt) . (3.17)
4: Set Lt = 2
itLt−1 and Compute
δθt = prox λ
L
R
(
ξt − 1
L
∇L(ξt)
)
(3.18)
βt+1 =
1 +
√
1 + 4β2t
2
(3.19)
ξt+1 = δθt +
(
βt − 1
βt+1
)
(δθt − δθt−1) (3.20)
Group-sparse norm: Another popular example we consider is the group-sparse
norm. We use group lasso norm if a group of edges has changed (2nd row in Figure 1.3).
For some kinds of data, it is reasonable to assume that the variables can be clustered
(or grouped) into types, which share similar connectivity or correlation patterns. Let
G = {G1,G2, · · · ,GNG} denote a collection of groups, which are subsets of variables. We
assume that δΘ∗(s, t) = 0 for any variable s ∈ Gg and for any variable t ∈ Gh. In the
group sparse setting for any subset SG ⊆ {1, 2, · · ·NG} with cardinality |SG | = sG , we
assume that the parameter δΘ∗ satisfies {δΘ∗s,t = 0 : s, t ∈ Gg & g 6∈ SG}. We will
focus on the case when R(δΘ) =
∑NG
g=1 ‖δΘ(s, t) : s, t ∈ Gg‖F [139]. Let δΘGg bd the
sub-matrix of δΘ covering nodes in Gg. Proximal operator is given by the group specific
soft-thresholding operation.
[
prox λ
L
R
]
g
(δΘ) =
max(‖δΘGg‖F − λL , 0)
‖δΘGg‖F
. (3.22)
Node perturbation: Another example is the row-column overlap norm (RCON) [145]
to capture perturbed nodes i.e., nodes that have a completely different connectivity pat-
tern to other nodes among two networks (3rd row in Figure 1.3). A special case of RCON
we are interested is
∑p
i=1 ‖Vi‖q where δΘ = V +V T , and Vi is the i−th column of matrix
V . This norm can be viewed as overlapping group lasso [145] and thus can be solved by
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applying Algorithm 1 with proximal operator for overlapping group lasso [234]. Also,
we can write problem (3.1) as a constrained optimization
argmin
δΘ,V
L(δΘ;Xn11 ,Xn22 ) + λ1δΘ‖1 + λn1,n2
p∑
i=1
‖Vi‖q
s.t δΘ = V + V T , (3.23)
and solve it by applying in-exact ADMM techniques [145].
3.3 Theoretical Analysis
Our goal is to provide non-asymptotic bounds on ‖∆‖2 = ‖δθ∗− δθˆ‖2 between the true
parameter δθ∗ and the minimizer δθˆ of (3.1). In this section, we describe various aspects
of the problem, introducing notations along the way, and highlight our main result.
3.3.1 Background and Assumption
Gaussian Width: In several of our proofs, we use the concept of Gaussian width [42,
83], which is defined as follows.
Definition 3.3.1 For any set A ∈ Rp, the Gaussian width of the set A is defined as:
w(A) = Eg
[
sup
u∈A
〈g, u〉
]
. (3.24)
where the expectation is over g ∼ N(0, Ip×p), a vector of independent zero-mean unit-
variance Gaussian random variable.
The Gaussian width w(A) provides a geometric characterization of the size of the set A.
Consider the Gaussian process {Zu} where the constituent Gaussian random variables
Zu = 〈u, g〉 are indexed by u ∈ A, and g ∼ N(0, Ip×p). Then the Gaussian width
w(A) can be viewed as the expectation of the supremum of the Gaussian process {Zu}.
Bounds on the expectations of Gaussian and other empirical processes have been widely
studied in the literature, and we will make use of generic chaining for some of our analysis
[25, 118, 199, 200].
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The Error Set: Consider solving the problem (3.1), under assumption λn1,n2 >
βR∗ (∇L(δθ∗;Xn11 ,Xn22 )), where β > 1 and R∗(.) is the dual norm of R(.). Banerjee et
al. [14] show that for any convex loss function the error vector ∆ = (δθ∗ − δθˆ) lies in a
restricted set that is characterized as
Er = Er(δθ
∗, β) (3.25)
=
{
∆ ∈ Rp
∣∣∣∣ R(δθ∗ + ∆) ≤ R(δθ∗) + 1βR(∆)
}
.
Restricted Strong Convexity (RSC) Condition: The sample complexity of the
problem (3.1) depends on the RSC condition [151], which ensures that the estimation
problem is strongly convex in the neighborhood of the optimal parameter [14, 151]. A
convex loss function satisfies the RSC condition in Cr = cone(Er), i.e., ∀∆ ∈ Cr, if
there exists a suitable constant κ such that
δL(δθ∗, u) :=L(δθ∗ + u)− L(δθ∗)− 〈∇L(δθ∗), u〉
≥κ‖u‖22 (3.26)
Deterministic Recovery Bounds: If the RSC condition is satisfied on the error
set Cr and λn1,n2 satisfies the assumptions stated earlier, for any norm R(.), Banerjee
et al. [14] show a deterministic upper bound for ‖∆‖2 in terms of λn1,n2 , κ, and the
norm compatibility constant Ψ(Cr) = supu∈Cr
R(u)
‖u‖2 , as
‖∆‖2 ≤ 1 + β
β
λn1,n2
κ
Ψ(Cr) . (3.27)
Smooth Density Ratio Model Assumption: For any vector u such that ‖u‖2 ≤
‖δθ∗‖2 and every  ∈ R, the following inequality holds:
EX∼p(X|θ2)[exp{ r(X|δθ∗ + u)− 1}] ≤ exp{2}.
A similar assumption is used in the analysis of Liu et al. [132].
Remark 2 Bounded density ratio is a special case satisfying the smooth density ratio
assumption. Lemma 1 shows a sufficient condition under which the density ratio is
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bounded.
Lemma 1 Consider two Ising Model with true parameters θ∗1 and θ∗2. Let d1, d2  s
where ‖θ∗1‖0 = d1, ‖θ∗2‖0 = d2, and ‖δθ∗‖0 = s. Assume
min
i,j=1···p
(|θ∗1(i, j)|) ≥
1
d1 − 1 −
c1
(d1 − 1)s (3.28)
min
i,j=1···p
(|θ∗2(i, j)|) ≥
1
d2 − 1 −
c2
(d2 − 1)s, (3.29)
where c1 and c2 are positive constants. Then the density ratio r(X = x|δθ∗) is bounded.
Note that if individual graphs are dense, then the conditions (3.28) and (3.29) are
satisfied and as a result the smooth density ratio is satisfied.
Remark 3 In this chapter, we focus on the Ising graphical model. But, our statistical
analysis holds for any graphical models that satisfy the above mentioned assumption.
Through our analysis, no assumption is required on the individual graphical models.
3.3.2 Bounds on the regularization parameter
To get the recovery bound (3.27) above, one needs to have λn1,n2 ≥ βR∗ (∇L(δθ∗;Xn11 ,Xn22 )).
However, the bound on λn1,n2 depends on unknown quantity δθ
∗ and the samples
Xn11 ,X
n2
2 and is hence random. To overcome the above challenges, one can bound the
expectation E[R∗ (∇L(δθ∗;Xn11 ,Xn22 ))] over all samples of size n1 and n2, and obtain
high-probability deviation bounds. The goal is to provide a sharp bound on λn1,n2 since
the error bound in (3.27) is directly proportional to λn1,n2 .
In theorem 2, we characterize the expectation E[R∗ (∇L(δθ∗;Xn11 ,Xn22 ))] in terms of
the Gaussian width of the unit norm-ball of R(.), which leads to a sharp bound. The
upper bound on Gaussian width of the unit norm-ball of R for atomic norms which
covers a wide range of norms is provided in [42, 46].
Theorem 2 Define ΩR = {u : R(u) ≤ 1}. Let φ(R) = supu ‖u‖2R(u) . Assume that for any
u that ‖u‖ ≤ ‖θ∗‖
1
2
λmax
(∇2L(δθ∗ + u)) ≤ η0, (3.30)
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where λmax(.) is the maximum eigenvalue. Then under the smooth density ratio as-
sumption, we have
E [R∗(∇L(δθ∗;Xn11 ,Xn22 ))] ≤
2
√
η0(c1w (ΩR) + φ(R))√
min(n1, n2)
.
and with probability at least 1− c2e−2
R∗ (∇L(δθ∗;Xn11 ,Xn22 )) ≤
c2(1 + )w(ΩR) + τ1√
min(n1, n2)
.
where c1 and c2 are positive constants, τ1 = 2
√
η0φ(R), and w(ΩR) is the Gaussian
width of set ΩR.
Note, that our analysis hold for any norm and it is expressed in terms of the Gaussian
width. In the following, we give the bound on the regularization parameter for two
examples of the regularization function R(.).
Corollary 3 If R(δθ) is the L1 norm, and δθ ∈ Rp2 then with high probability we have
the bound
R∗ (∇L(δθ∗;Xn11 ,Xn22 )) ≤
η2
√
log p√
min(n1, n2)
. (3.31)
Corollary 4 If R(δθ) is the group-sparse norm, and δθ ∈ Rp2 then with high probability
we have the bound
R∗ (∇L(δθ∗;Xn11 ,Xn22 )) ≤
η2
√
m+ logNG√
min(n1, n2)
, (3.32)
where G = {G1, · · · ,GNG} is a collection of groups, m = maxi |Gi| is the maximum size
of any group.
3.3.3 RSC Condition
In this Section, we establish the RSC condition for direct change detection estimator
(3.1). Simplifying the expression and applying mean value theorem twice on the left
side of RSC condition (3.26), for ∀γi ∈ [0, 1], we have
δL(δθ∗, u) := L(δθ∗ + u)− L(δθ∗)− 〈∇L(δθ∗), u〉
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≥ uT∇2L(δθ∗ + γiu)u. (3.33)
Thus, the RSC condition depends on the non-linear terms of loss function. Recall that
the nonlinear term, second term, in Loss function (3.1) which is the approximation
of the log-partition functions only depends on n2. As a results, only samples of X
n2
2
affect the RSC conditions. Our analysis is an extension of the results on [14] using the
generic chaining. We show that, with high probability the RSC condition is satisfied
once samples n2 crosses w
2(Cr ∩ Sd−1) the Gaussian width of restricted error set. The
bound on Gaussian width of the error set for atomic norms has been provided in [46].
Let ri = r(X = x
2
i |δθ∗) and ε¯ denote the probability that ri exceeds some constant
T : ε¯ = p(ri > T ) ≤ 2e−T
2
2 .
Theorem 5 Let X ∈ Rn×p be a design matrix with independent isotropic sub-Gaussian
rows with |||Xi|||Ψ2 ≤ κ. Then, for any set A ⊆ Sp−1, for suitable constants η, c1, c2 > 0
with probability at least 1− exp(−ηw2(A)), we have
inf
u∈A
∂L(θ∗;u,X) ≥ c1ρ2
(
1− c2κ21
w(A)√
n2
)
− τ (3.34)
where κ1 =
κ
ε¯ , ρ
2 = infu∈A ρ2u with ρ2u = E
[〈
u, T (X2i )
〉2 I(ri > T )], and τ is smaller
than the first term in right hand side. Thus, for n2 ≥ c2w2(A), with probability at least
1− exp(−ηw2(A)), we have infu∈A ∂L(θ∗;u,X) > 0.
3.3.4 Statistical Recovery
With the above results in place, from (3.27), Theorem 6 provides the main recovery
bound for generalized direct change estimator (3.1).
Theorem 6 Consider two set of i.i.d samples Xn11 = {x1i }n1i=1 and Xn22 = {x2i }n2i=1.
Define ΩR = {u : R(u) ≤ 1}. Assume that δθˆ is the minimizer of the problem (3.1).
Then, with probability at least 1− η0e−2 the followings hold
λn1,n2 ≥
η1√
min(n1, n2)
(w(ΩR) + ) (3.35)
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and for n2 ≥ cw2(Cr ∩ Sd−1), with high probability, the estimate δθˆ satisfies
‖∆‖2 ≤ O
(
w(ΩR)√
min(n1, n2)
)
Ψ(Cr) , (3.36)
where w(.) is the Gaussian width of a set,and c2, η0, and η1 are positive constants.
Proof: Proof of the Theorem can be directly obtain as the results of (3.27) and Theorem
2 and Theorem 5.
In the following, we provide the recovery bound for two special cases as an example.
Corollary 7 If R(δθ) is the L1 norm, δθ
∗ ∈ Rp2 s s-sparse., Ψ(Cr) ≤ 4
√
s, and for
n2 > cs log p, the recovery error is bounded by
‖∆‖2 ≤ c3 Ψ(Cr)λn1,n2
κ
= O
(√
s log p
min(n1, n2)
)
.
Corollary 8 If R(δθ) is the group-sparse norm, δθ ∈ Rp2, Ψ(Cr) ≤ 4√sG and for
n2 ≥ c(msG + sG logNG), the recovery error is bounded by
‖∆‖2 ≤ c3 Ψ(Cr)λn1,n2
κ
= O
(√
sGm+ logNG
min(n1, n2)
)
.
3.4 Experiments
In this Section, we evaluate generalized direct change estimator (direct) with three
different norms. and we compare our direct approach with indirect approach. For
indirect approach, we first estimate Ising model structures θˆ1 and θˆ2 with L1 norm
regularizer, separately [164]. Then, we obtain δθˆ = θˆ1− θˆ2. In all experiments, we draw
n1 and n2 i.i.d samples from each Ising model by running Gibbs sampling. Here we set
n = n1 = n2 = {20, 50, 100}.
L1 norm: Here we first generate θ
∗
1 with three disconnected star sub-graphs (Figure
3.4-a) with p = 50. We generate the weights uniformly random between {0.3−0.5}. We
then generate θ∗2 by removing 10 random edges from θ∗1 (Figure 3.4-b). It is interesting
that although individual graphs are sparse, but direct approach has a better ROC
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curve for all values of n (Figure 3.4-d). Similar results obtained by with random graph
structure of θ∗1 and θ∗2.
Group-sparse norm: In this set of experiments, we evaluate direct method with
three different structure for θ∗1: (i) a random graph structure (Figure 3.4-e), (ii) scale
free graph structure (Figure 3.4-i), and (iii) a cluster graph structure (Figure 3.4-m).
In all settings, we set p = 60 and generate θ∗2 by removing a block of edges from θ∗1
(Figure 3.4-(f,j,n)). For random graph structure and block structure, direct method has
a better ROC curve (Figure 3.4-h,p). But, for scale-free structure, since the individual
graphs are sparse, indirect method can estimate θˆ1 and θˆ2 correctly, and thus have a
better ROC curve (Figure 3.4-l).
Node perturbation: Here, we first generate a random graph structure θ∗1, and
then generate θ∗2 by perturbing two nodes in θ∗1. Here we set p = 60 and generate θ∗2
by setting rows and columns 3, 51 to zero in θ∗1 (Figure 3.4-s). Although, the individual
graphs are dense but direct approach can estimate edges in δθ with only n = 20 samples
(Figure 3.4-t).
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Figure 3.1: First row δθ∗ has a sparse structure (L1 norm) and θ∗1 has 3 disconnected
star graphs. Second, third, and forth rows δθ∗ has group sparse structure (group sparse
norm) where θ∗1 has a random graph structure in second row, scale-free structure in
third row, and block structure in forth row. Last row δθ∗ has two perturbed norm
(Node perturbation) and θ∗1 has a random graph structure. Blacks in heatmaps denotes
zeros. ROC curve for different structures show in the last column. Direct approach has
a better ROC curve for all structures except with scale-free structure of θ∗1.
Chapter 4
Gaussian Copula Precision
Estimation with Missing Values
4.1 Introduction
In this chapter, we propose Double Plug-in Gaussian (DoPinG) copula estimators to
deal with missing values, which estimates the sparse precision matrix corresponding to
the non-paranormal distribution. DoPingG copula estimators essentially combines two
plug-in procedures for dealing with missing values [103] and non-Gaussian data [128],
yielding a fairly rich family of estimators to deal with incomplete data from the non-
paranormal family. Such estimators consider the following three steps: (1) estimate non-
parametric correlations, such as Kendall’s tau and Spearman’s rho, between all pairs
of covariates by suitably disregarding missing values; (2) estimate the non-paranormal
correlation matrix using the Kendall’s tau or Spearman’s rho correlation matrix; (3)
plug the estimated correlation matrix into existing sparse precision estimators, e.g.,
graphical LASSO [15, 76], Dantzig selector [235], CLIME [36], etc.
Our analysis follows the development in [128] with one important difference: the
samples we consider can have missing values. We investigate how missing values affect
the accuracy of covariance estimation, and in turn precision estimation. In particular,
the theoretical analysis of DoPinG copula estimators considers two probability spaces,
i.e., probability over samples and probability over missing values. We assume that the
data is missing completely at random (MCAR) [103], where any element is missing
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with probability δ. We prove that DoPinG copula estimators consistently estimate the
non-paranormal correlation matrix at a rate of O( 1(1−δ)
√
log p
n ).
For estimating the precision matrix, one can use any of the available estimators, such
as the graphical lasso [15], graphical Dantzig selector [235], as discussed in [128, 103]. We
consider the CLIME estimator [36] for our analysis. The CLIME estimator has strong
statistical guarantees for consistency along with rates [36], and also comes with inherent
computational advantages [213]. In particular, a large scale distributed algorithm has
been developed in [213], which can scale up to millions of dimensions and trillions of
parameters, using hundreds of cores. We provide experimental results to show the effect
of sample size and percentage of missing data on the model performance. Experimental
results show that DoPinG is significantly better than estimators like mGlasso, which
are primarily designed for Gaussian data.
The rest of chapter is organized as follows. We propose nonparanormal dual plug-in
estimators with missing values in Section 4.2. In Section 4.3, we give the theoretical
guarantees in terms of rates of convergences under element-wise L∞ norm. We present
experimental results in Section 4.4.
4.2 Method
We consider a p-dimensional non-paranormal distribution [128]. For univariate mono-
tone functions f1, . . . , fp and a positive definite correlation matrix Σ
0 ∈ Rp×p, a p-
dimensional random variable X = (X1, . . . , Xp)
T has a non-paranormal distribution
X ∼ NPNp(f,Σ0) if f(X) = (f1(X1), . . . , fp(Xp)) ∼ Np(0,Σ0), a p-dimensional multi-
variate Gaussian distribution with correlation matrix Σ0. We focus on estimating the
sparse precision matrix Ω0 = Σ
−1
0 corresponding to the non-paranormal distribution.
Let x1, . . . , xn ∈ Rp be samples drawn independently from NPNp(f,Σ0). We further
assume that for dimension j, xij will be missing with probability δ ∈ [0, 1]. Let bij = 1
if xij is observed, and bij = 0 otherwise. Thus, P (bij = 1) = 1− δ. We assume the data
is missing completely at random (MCAR) [103].
In order to estimate the precision matrix Ω0 using CLIME, we need an empirical
estimate Sˆn of the correlation matrix Σ
0. In particular, the elementwise L∞ norm
between the matrices need to be suitably bounded for norm consistency of precision
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estimation. As shown in [128] , Sˆn can be efficiently computed from the empirical
Kendall’s tau or Spearman’s rho correlation matrix. Hereafter, for ease of notation, we
drop the subscript n on Sˆ and other sample estimates.
DoPinG copula estimators consider three steps in estimating the precision matrix.
First, suitably generalizing the plug-in procedure for estimating non-parametric corre-
lations to handle missing values, pairwise Kendall’s tau or Spearman’s rho correlation
between covariates is estimated. Second, the correlation matrix corresponding to the
non-paranormal distribution is estimated using the Kendall’s tau or Spearman’s rho
correlation matrices. Third, the precision matrix is estimated by simply plugging in
the estimated correlation matrix into existing sparse precision matrix estimators. We
discuss each one of these steps below.
4.2.1 Kendall’s tau with missing values
Given that samples have missing values, we compute the Kendall’s tau for dimensions
(j, k) using the njk effective independent samples which have values for both dimensions.
In particular, we estimate Kendall’s rho as:
τˆjk=
1
njk(njk − 1)
n∑
i,i′=1
i 6=i′
bijbikbi′jbi′ksign((x
j
i−xji′)(xki −xki′)) , (4.1)
where njk =
∑n
i=1 bijbik. Note for the i-th sample, both the j- and k-th dimensions
should not be missing. In other words, the samples with missing values will not be
considered in the estimation of the Kendall’ tau.
The second step is to estimate the correlation matrix directly based on the Kendall’s
tau. Following [128, 110, 68], we consider the following estimator Sˆτ = [Sˆτjk] for the
estimated correlation matrix Σ0:
Sˆτjk =
sin
(
pi
2 τˆjk
)
if j 6= k
1 if j = k .
(4.2)
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4.2.2 Spearman’s rho with missing values
Similar to the estimation of Kendall’s tau for missing values, we also compute the
Spearman’s rho for dimensions (j, k) using the njk effective independent samples which
have values for both dimensions. In particular, njk =
∑n
i=1 bijbik. Let r
j
i be the
rank of xji among the njk samples with values and r¯jk be the average, i.e., r¯jk =
1
njk
∑n
i=1 r
j
i bijbik. Spearman’s rho is defined as follows:
ρˆjk=
∑n
i=1(r
j
i − r¯jk)(rki − r¯jk)bijbik√∑n
i=1[(r
j
i − r¯jk)2bijbik]
∑n
i=1[(r
k
i − r¯jk)2bijbik]
, (4.3)
which is the first step in DoPinG.
Based on the estimate of the Spearman’s rho (4.3), following [128, 227] , the second
step is to estimate Sˆρ = [Sˆρjk] for the unknown correlation matrix Σ
0:
Sˆρjk =
2 sin
(
pi
6 ρˆjk
)
if j 6= k
1 if j = k .
(4.4)
4.2.3 Plugin estimate for CLIME
Having obtained Sˆ (Sˆτ or Sˆρ), we can plugin it into any sparse precision estimators,
e.g., graphical lasso [15], graphical Dantzig selector [235], CLIME [36]. In particular,
we plugin Sˆ into the CLIME estimator [227]:
Ωˆn = argminΩˆ ‖Ωˆ‖1 s.t. ‖SˆΩˆ− I‖∞ ≤ λn , (4.5)
where λn is a tuning parameter and I is an identity matrix. The CLIME estimator
has strong statistical guarantees [36], and also comes with inherent computational ad-
vantages. The estimator can scale up to millions of dimensions and can be run on
hundreds of cores [213]. In [213], (4.5) is decomposed into solving dp/ke independent
column block linear programs where each column block contains k(1 ≤ k ≤ p) columns.
Denoting X ∈ <p×k be k columns of Ωˆ, (4.5) can be written as
min ‖P‖1 s.t. ‖SˆP−E‖∞ ≤ λn , (4.6)
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which can be solved by an inexact ADMM algorithm [27, 212] given in Algorithm 2 [213]
where ρ, η are parameters of ADMM and
soft(P, γ) =

Pij − γ , if Pij > γ ,
Pij + γ , if Pij < −γ ,
0 , otherwise
box(P,E, λn) =

Eij + λ , if Pij − Eij > λn ,
Pij , if |Pij − Eij | ≤ λn ,
Eij − λ , if Pij − Eij < −λn ,
While steps 5, 7, 8 and 10 amount to elementwise operations, the most intensive com-
putation is matrix multiplication in steps 6 and 9 which can be solved in parallel.
Note that the estimated correlation matrix Sˆ (Sˆτ or Sˆρ) may be not positive semi-
definite. Sparse precision estimators do require the positive semi-definiteness assump-
tion in theory and most algorithms may fail if the input correlation matrix is not posi-
tive semi-definite [128, 103]. The inexact ADMM algorithm for CLIME in Algorithm 2
does not necessarily require Sˆ to be positive semi-definite. As long as the linear pro-
grams (4.5) have solutions, Algorithm 2 still works, although there is no guarantee that
the solution is positive definite. Therefore, one may project the input correlation ma-
trix onto the cone of positive semi-definite matrix in order to obtain a positive definite
precision matrix with high probability using Algorithm 2. We study the effect of the
two choices on the performance of DoPinG in experiments in Section 4.
4.3 Theoretical Analysis
In this section, we present statistical guarantees for the proposed DoPinG by leveraging
existing analysis in [128, 36, 227]. Note that the consistency analysis of the CLIME
estimate Ωˆ relies on obtaining a consistent estimate of the covariance Σ0, defined in
terms of the elementwise L∞ norm of the difference (Sˆ − Σ0). Therefore, we first
analyze supjk
∣∣∣Sˆτjk − Σ0jk∣∣∣ for the Kendall’s tau (Sˆ = Sˆτ ) and Spearman’s rho (Sˆ = Sˆρ)
separately. Our proof operates on two probability spaces, i.e., probabilities over the
samples PX and probabilities over the Bernoulli missing values PB. Then, we plug the
results into the consistency analysis of the CLIME to obtain the optimal statistical rate
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Algorithm 2 Column Block Inexact ADMM for CLIME
1: Input: Sˆ, λn, ρ, η
2: Output: P
3: Initialization: P0,Z0,Y0,V0, Vˆ0 = 0
4: for t = 0 to T − 1 do
5: X-update: Pt+1 = soft(Pt −Vt, 1η ), where
6: Mat-Mul: Ut+1 = SˆPt+1
7: Z-update: Zt+1 = box(Ut+1 + Yt, λn),
where
8: Y-update: Yt+1 = Yt + Ut+1 − Zt+1
9: Mat-Mul: Vˆt+1 = SˆYt+1
10: V-update: Vt+1 = ρη (2Vˆ
t+1 − Vˆt)
11: end for
of convergence.
We first consider the probabilities over missing values in the following Lemma which
we need in the analysis of Kendall’s tau and Spearman’s rho:
Lemma 9 Let B = [bij ] ∈ {0, 1}n×p be an binary matrix. Assume bij is i.i.d. with
a Bernoulli distribution where P (bij = 0) = δ and P (bij = 1) = 1 − δ. Let njk =∑n
i=1 bijbik. For any m > 0, and any 0 <  < 1, we have
PB
∑
j,k
exp
{
− njk
(1− δ)2(1− )n(m+ 2) log p
)
>
1
pm

≤ exp (−(2(1− δ)2n/2− 2 log p)) , (4.7)
Proof: Since njk is a sum of n independent Bernoulli random variables bijbik with
P (bijbik = 1) = (1 − δ)2, by linearity of expectation and independence of samples, we
have E[njk] =
∑n
i=1E[bijbik] = n(1− δ)2. By standard Chernoff bounds, for any  < 1,
we have
PB (njk < E[njk](1− )) ≤ exp
(−2(1− δ)2n/2)
⇒PB
(
exp
{
− njk
(1− δ)2(1− )n(m+ 2) log p
}
≥ 1
pm+2
)
≤ exp (−2(1− δ)2n/2) , (4.8)
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where we have substituted the expectation E[njk]. By considering probabilities over the
missing values, we have
PB
∑
j,k
exp
{
− njk
(1− δ)2(1− )n(m+ 2) log p
}
>
1
pm

≤
∑
j,k
PB
(
exp
{
− njk
(1− δ)2(1− )n(m+ 2) log p
}
>
1
pm+2
)
≤ p2 exp (−2(1− δ)2n/2)
= exp
(−(2(1− δ)2n/2− 2 log p)) , (4.9)
which completes the proof.
4.3.1 Kendall’s Tau with Missing Values
The following theorem shows that supjk
∣∣∣Sˆτjk − Σ0jk∣∣∣ ≤ O(√log p/n) with high proba-
bility.
Theorem 10 For any n ≥ 1, for any m > 0, and any 0 <  < 1, with probability at
least (1− 1pm )(1− exp(−(2(1− δ)2n/2− 2 log p)), we have
sup
jk
∣∣∣Sˆτjk − Σ0jk∣∣∣ ≤ pi1− δ
√
m+ 2
1− 
√
log p
n
. (4.10)
Proof: Since τˆjk is an unbiased estimator of τjk, E[τˆjk] = τjk. Using (4.2), we have
PX
(∣∣∣Sˆjk − Σ0jk∣∣∣ > t)
= PX
(∣∣∣sin(pi
2
τˆjk
)
− sin
(pi
2
τjk
)∣∣∣ > t)
≤ PX
(
|τˆjk − τjk| > 2
pi
t
)
≤ exp
(
−njkt
2
pi2
)
, (4.11)
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where the last inequality uses the Hoeffding bound for the U-statistics [128, 91]. Appli-
cation of the union bound yields
PX
(
sup
jk
∣∣∣Sˆτjk − Σ0jk∣∣∣ > t
)
≤
∑
j,k
exp
(
− njk
(1− δ)2(1− )n(m+ 2) log p
)
, (4.12)
where we have substituted t = pi1−δ
√
m+2
1−
√
log p
n . The bound in the above form is itself
a random variable, and the elements of the sum are identically distributed but are not
independent.
By considering probabilities over the missing values and using Lemma 9, we have
PB
(
PX
(
sup
jk
∣∣∣Sˆτjk − Σ0jk∣∣∣ ≤ t
)
≥
(
1− 1
pm
))
≥ 1− exp (−(2(1− δ)2n/2− 2 log p)) . (4.13)
Noting that the random variables (X,B) are independent completes the proof.
4.3.2 Spearman’s Rho with Missing Values
As we work on the njk effective samples wth values by disregarding missing values, we
can leverage the analysis in [128] except njk is a random variable. Following [128], (4.3)
can be rewritten as [90, 128]:
ρˆjk=
3
∑n
i=1
∑n
s=1
∑n
t=1sign(x
j
i−xjs)(xki −xkt )bijbikbsjbskbtjbtk
n3jk − njk
=
njk − 2
njk + 1
Ujk +
3
njk + 1
τˆjk . (4.14)
where τˆjk is Kendall’s tau statistics and Ujk is a 3rd-order U-statistics
Ujk =
3
∑
i 6=s 6=t sign(x
j
i − xjs)(xki − xkt )bijbikbsjbskbtjbtk
njk(njk − 1)(njk − 2) . (4.15)
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Note njk =
∑n
i=1 bijbik is a sum of n independent Bernoulli random variables bijbik with
E(nij) = (1− δ)2n.
Theorem 11 For any m > 0, 0 <  < 1, and
n ≥ 36
(m+ 2)(1− )(1− δ)2 log p , (4.16)
with probability at least (1− 1pm )(1− exp(−(2(1− δ)2n/2− 2 log p)), we have
sup
jk
∣∣∣Sˆτjk − Σ0jk∣∣∣ ≤ 4pi1− δ
√
m+ 2
1− 
√
log p
n
. (4.17)
Proof: Let 0 < α < 1. According to (4.14), we have
PX(|ρˆjk − E(ρˆjk)| > t) ≤ PX(|Ujk − E(Ujk)| > αt)
+ PX
(
3
njk + 1
|τˆjk − τjk| > (1− α)t
)
. (4.18)
Since −1 ≤ τjk ≤ 1, |τˆjk − τjk| ≤ 2, then
PX
(
3
njk + 1
|τˆjk − τjk| > (1− α)t
)
≤ PX
(
6
njk + 1
> (1− α)t
)
. (4.19)
Applying Hoeffding’s bound for U-statistics, we have
PX(|Ujk − E(Ujk)| > αt)
≤ exp
(
−2
⌊njk
3
⌋ α2t2
36
)
= exp
(
−njkα
2t2
54
)
. (4.20)
Combining (4.19) and (4.20) yields
PX (|ρˆjk− E(ρˆjk)| > t) ≤ exp
(
−njkα
2t2
54
)
+ PX
(
6
njk + 1
> (1− α)t
)
. (4.21)
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In particular, if njk ≥ 6(1−α)t , the second term on the RHS is 0. Since ρˆjk is a biased
estimator, following [128], we use the following bias equation [242]:
Eρˆjk =
6
pi(njk + 1)
[
arcsin(Σ0jk) + (njk − 2) arcsin(
Σ0jk
2
)
]
. (4.22)
Note we only use njk effective number of samples. Thus,
Σ0jk = 2 sin
(pi
2
Eρˆjk + ajk
)
, (4.23)
where
ajk =
piEρˆjk − 2 arcsin(Σ0jk)
2(njk − 2) , |ajk| ≤
pi
njk − 2 . (4.24)
If njk ≥ 6pit + 2, |ajk| ≤ t6 . Therefore, the analysis is simplified if infjk njk ≥ c0 where
c0 ≥ max
{
6
(1− α)t ,
6pi
t
+ 2
}
. (4.25)
Setting α = 3
√
6
8 , t =
4pi
1−δ
√
m+2
1−
√
log p
n , we have
6
(1− α)t ≤
24pi
t
= 6(1− δ)
√
1− 
m+ 2
√
n
log p
,
6pi
t
+ 2 =
3(1− δ)
2
√
1− 
m+ 2
√
n
log p
.
Therefore, we choose
c0 = 6(1− δ)
√
1− 
m+ 2
√
n
log p
. (4.26)
Define an event Z = {infjk njk ≥ c0}, and let Z¯ be the complement of the event.
Further, the event of interest is Y =
{
supj,k
∣∣∣Sˆτjk − Σ0jk∣∣∣ ≤ 4pi1−δ √m+21− √ log pn }. Then,
the probability of the event of interest can be lower bounded as:
P (Y ) = P (Y |Z)P (Z) + P (Y |Z¯)P (Z¯)
≥ P (Y |Z)P (Z) . (4.27)
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Next, we focus on getting lower bounds to both P (Z) and P (Y |Z).
Note njk =
∑n
i=1 bijbik and E[njk] = (1− δ)2n, using Chernoff bounds,
PB
(
njk < (1− )(1− δ)2n
) ≤ exp (−2(1− δ)2n/2) . (4.28)
By the union bound,
PB
(
inf
jk
njk < (1− )(1− δ)2n
)
≤ exp (−2(1− δ)2n/2 + 2 log p) , (4.29)
which is equivalent to
PB
(
inf
jk
njk ≥ (1− )(1− δ)2n
)
≥ 1− exp (−2(1− δ)2n/2 + 2 log p) . (4.30)
If (1− )(1− δ)2n ≥ c0, i.e.,
n ≥ 36
(m+ 2)(1− )(1− δ)2 log p , (4.31)
then
PB
(
inf
jk
njk ≥ c0
)
≥ 1− exp (−2(1− δ)2n/2 + 2 log p) , (4.32)
which gives a lower bound to P (Z) as desired. Now, conditioned on Z, i.e., infjk njk ≥
c0, we have |ajk| ≤ t6 , and PX
(
6
njk+1
> (1− α)t
∣∣∣∣Z) = 0. Assuming n satisfies (4.31)
and using (4.21), (4.23), we have
PX
(
|Sˆρjk − Σ0jk| > t
∣∣∣∣Z)
= PX
(∣∣∣2 sin(pi
6
ρˆjk
)
− 2 sin(pi
6
Eρˆjk + ajk)
∣∣∣ > t ∣∣∣∣Z)
≤ PX
(∣∣∣pi
3
ρˆjk − pi
3
Eρˆjk − 2ajk
∣∣∣ > t ∣∣∣∣Z)
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= PX
(∣∣∣∣ρˆjk − Eρˆjk − 6piajk
∣∣∣∣ > 3tpi
∣∣∣∣Z)
≤ PX
(
|ρˆjk − Eρˆjk| > 3t
pi
−
∣∣∣∣ 6piajk
∣∣∣∣ ∣∣∣∣Z)
≤ PX
(
|ρˆjk − Eρˆjk| > 2t
pi
∣∣∣∣Z)
≤ exp
(
−2njkα
2t2
27pi2
)
, (4.33)
where the conditioning on Z, i.e., {infj,k njk ≥ c0}, has been dropped in the last in-
equality yielding an upper bound. Setting α = 3
√
6
8 , t =
4pi
1−δ
√
m+2
1−
√
log p
n , by the union
bound, we have
PX
(
sup
jk
|Sˆρjk − Σ0jk| > t
∣∣∣∣Z
)
≤
∑
j,k
exp
(
− njk
(1− δ)2(1− )n(m+ 2) log p
)
, (4.34)
which is the same as (4.12). Using Lemma 9, we then have P (Y |Z) ≥
(
1− 1pm
)
. The
result of the theorem then follows from (4.27) and (4.30).
4.3.3 Plug-in CLIME Estimator
Since Sˆ (Sˆτ or Sˆρ) satisfies (4.10) or (4.17) with high probability, choosing λn ≥
pi‖Ω0‖L1
1−δ
√
m+2
1−
√
log p
n or λn ≥
4pi‖Ω0‖L1
1−δ
√
m+2
1−
√
log p
n ensures that the conditions for
consistency of the CLIME estimate Ωˆ are satisfied. The CLIME estimator considers
the following family of precision matrices U = U(M, q, s0(p)) =
{
Ω : Ω  0, ‖Ω‖L1 ≤
M,max1≤i≤p
∑p
j=1 |ωij |q ≤ s0(p)
}
, for 0 ≤ q < 1. Then, the CLIME estimator has the
following guarantees:
Theorem 12 Let Ω0 ∈ U(M, q, s0(p)). If λn ≥ ‖Ω0‖L1 maxij |σˆn,ij − σ0,ij |, then we
have
|Ωˆn − Ω0|∞ ≤ 4‖Ω0‖L1λn , (4.35)
‖Ωˆn − Ω0‖2 ≤ Cs0(p)(4‖Ω0‖L1)1−qλ1−qn , (4.36)
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Figure 4.1: (a,b) ROC curves without projection (Sˆ need not be positive semi-definite),
(c,d) ROC curves with projection (Sˆ is positive semi-definite) with n = 200 and under
different missing probabilities (δ = 0.1 − 0.3). By increasing number of observed data
(smaller δ), the ROC curve approaches the ROC curve of no-missing data (δ = 0).
1
p
‖Ωˆn − Ω0‖2F ≤ Cs0(p)(4‖Ω0‖L1)2−qλ2−qn , (4.37)
where C ≤ 2(1 + 21−q + 31−q) is a constant.
Note that deterministic bounds in Theorem 12 for precision estimation relies on |Σˆn −
Σ0|∞ = maxi,j |σˆn,ij − σ0,ij |.
4.4 Experimental Results
We present experimental results of DoPinG on both synthetic datasets and real datasets
to illustrate model performance. The first set of experiments on synthetic data illustrate
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Figure 4.2: ROC curve with δ = 0.1, 0.2, 0.3, p = 100, and different number of samples
(n). For a fixed value of δ, with increasing number of samples, the higher TP rates is
obtained.
the effect of sample size and percentage of missing data on model performance. Then
we compare DoPinG with mGlasso on both synthetic data and climate dataset.
4.4.1 Synthetic Data
To generate synthetic data, we use the procedure described in [128]. First, a d-dimensional
sparse graph G = (V,E) is generated as follows: Let V = {1, ..., p} correspond to
variables X = (X1, ..., Xd). We associate each index j with a bivariate point Yj =
(Y
(1)
j , Y
(2)
j ) ∈ [0, 1]2 where each Y (k)j ∼ Unif[0, 1], k = 1, 2, j ∈ {1, · · · , d}. An edge is
associated between vertices (i, j) with probability of P ((i, j) ∈ E) = 1√
2pi
exp
(
−‖yi−yj‖20.25
)
where yj = (y
(1)
j , y
(2)
j ) is the observation of Yj and ‖ . ‖ denotes the Euclidean distance.
The maximum degree of the graph is limited to 4. Thereafter, n samples are drawn
from NPNd(f
0,Σ0) where f0 is the Gaussian CDF Transformation with mean 0.05 and
standard deviation 0.4. Here, we choose n = 200, p = 100, and δ ∈ {0.1, 0.2, 0.3}. The
final results shown below are averages over 10 experimental runs for both Kendall’s tau
and Spearman’s rho. The ROC curve is generated by varying the tuning parameter λ
in the CLIME and calculating the corresponding False Positive Rate (FPR) and True
Positive Rate (TPR) [128].
First, we directly run Algorithm 2 using Sˆ (Sˆτ or Sˆρ) estimated using Kendall’s tau
and Spearman’s rho. The ROC curve with different probabilities of missing values is
plotted in Figure 4.1. We observe that the performance of Kendall’s tau and Spearman’s
rho is almost the same for the same percentage of missing values. Note that the tuning
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Figure 4.3: ROC curve of mGlasso with n = 200 and different missing probabilities.
mGlasso has a worse performance on non-Gaussian data compared to DoPinG (Figure
4.1).
parameter λ controls the sparsity of the estimated graph, i.e., a small value of λ provides
a dense graph. When λ is large enough the predicted edges are all among the correct
edges leading to a zero FPR. By decreasing λ, false edges that are not in the original
graph are added, i.e., increasing FPR and saturating TPR. It shows that the estimator
is conservative in adding edges. Figure 4.1 also illustrates that increasing number of
missing values (increasing δ) deteriorates model performance, while increasing variance
of estimate.
As mentioned in section 4.2.3, the estimated correlation matrix Sˆ may be not positive
semi-definite. Therefore, we project Sˆ into the positive semi-definite (PSD) cone, and
execute Algorithm 2 using the PSD matrix. Figures 4.1 (c,d) plot the ROC curve
with projection for Kendall’s tau and Spearman’s rho respectively. For small δ, e.g.
δ = 0.1, to some degree, the performances with and without projection are similar.
However, when more values are missing, PSD projection greatly improves performance.
Increasing percentage of missing values lead to more and larger negative eigenvalues
in Sˆ, and performance worsens for higher δ. Note that our analysis shows that the
effective sample size is (1−δ)2n, and decrease of the recovery rate (TPR) with decreasing
effective sample size is in accordance with our analysis. In other words, for a fixed n
the effective sample size is smaller for a larger value of δ and therefore, DoPinG has a
worse performance with larger value of δ.
Figure 4.2 shows the effect of sample size n with different value of δ on the perfor-
mance without projection. Under higher percentage of missing values (Figure 4.2(c)),
the performance of the method suffers much more with low sample size, compared to
data with lower percentage of missing entries (Figure 4.2(a)). In particular, with a
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Figure 4.4: Precision and Recall Curve with different δ. DoPinG is significantly better
than mGlasso for non-Gaussian data.
sample size n = 200 and 30% of missing data, the effective sample size is ∼ 100 while
with 10% of missing data, the effective sample size is ∼ 160. As a result, to achieve
similar recovery rates (TPR,FPR), higher sample size is needed when more percentage
of the data is missing.
We compare DoPinG with mGlasso [103] on the synthetic data. The ROC curve
of mGlasso is plotted in Figure 4.3. Since mGlasso is designed primarily for Gaussian
data, Figure 4.3 clearly illustrates that mGlasso is not suitable for non-Gaussian data.
We also plot the precision and recall curve with different probabilities of missing values
(δ = 0, 0.1, 0.2) in Figure 4.4. The performance of DoPinG is significantly better than
mGlasso.
4.4.2 Climate Data
We compare DoPinG (Spearman’s rho) and mGlasso on Climate data. The climate
dataset that we use is obtained from the CMIP5 archive, where we use the temperature
predicted over land locations by a climate model. We reduce the resolution of the data,
since we use it only for illustrative purposes, so that the data contains 500 locations
(dimensionality), and yearly averaged samples over 100 years (sample size =100). We
randomly remove δ = 20% of the entries. We try different λ and report the results
which have similar number of edges. In particular, we pick the graph with 12740 edges
for DoPinG (λ = 0.02) as illustrated in Figure 4.5(a). We pick two graphs for mGlasso.
One has 8778 edges (λ = 0.001) and the other has 11860 edges (λ = 0.002), as shown in
Figure 4.5(b) and 4.5(c) respectively. It seems that DoPinG discovers some interesting
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(a) DoPinG (12240 edges) (b) mGlasso ( 8778 edges) (c) mGlasso ( 11860 edges)
Figure 4.5: The graph discovered by DoPinG and mGlasso.
Table 4.1: Edges dicovered by DoPinG and mGlasso on Climate Data. > denotes the
number of edges in DoPinG graph but not in mGlasso graph. < is on the contrary.
Edge No. Edge Diff
DoPinG mGlasso > <
12240 8778 7942 4480
12240 11860 7534 7154
sparsity patterns while mGlasso graphs are messy. In Table 1, we present the difference
between DoPinG graph and mGlasso graph. With similar total number of edges, DoP-
inG graph shows more structure than mGlasso graph. We plan to further investigate
this behavior in future work.
Part II
Low Rank Matrix Completion
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Chapter 5
Collapsed Monte Carlo Inference
for Matrix Completion
5.1 Introduction
In this chapter, we first illustrate that the MGIG distribution is unimodal where the
mode can be obtained by solving an Algebraic Riccati Equation (ARE) [28]. This
characterization leads to an effective importance sampler for the MGIG distribution.
More specifically, for estimating the expectation EX∼MGIG [g(X)], we select a proposal
distribution over space of symmetric positive definite matrices like Wishart or Inverse
Wishart distribution such that the mode of the proposal matches the mode of the
MGIG. As a result, unlike the current sampler [229, 233], by aligning the shape of the
proposal and the MGIG, the density of the proposal gets higher values in the high
density regions of the target, yielding to a good approximation of EX∼MGIG [g(X)].
Further, we discuss a new application of theMGIG distribution in latent factor mod-
els such as probabilistic matrix factorization (PMF) [174] or Bayesian PCA (BPCA) [21]
. In these settings, the given matrix X ∈ RN×M is approximated by a low-rank matrix
Xˆ = UV T where U ∈ RN×D and V ∈ RM×D with Gaussian priors over the latent
matrices U and V . We show that after analytically marginalizing one of the latent
matrices in PMF (or BPCA), the posterior over the other matrix has the MGIG dis-
tribution. This illustration yields to a novel Collapsed Monte Carlo (CMC) inference
algorithm for PMF. In particular, we marginalize one of the latent matrices, say V ,
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Figure 5.1: An illustration of bad proposal distribution in importance sampling. Let
p(x) = h∗(x)g∗(x)/Zp ∝ h(x)g(x). Neither h(x) = h∗(x)/Zh nor g(x) = g∗(x)/Zg are
a good candidate proposal distribution since their modes are far away from the one of
p(x).
and propose a direct Monte Carlo sampling from the posterior of the other matrix, say
U . Through extensive experimental analysis on synthetic, SNP, gene expression, and
MovieLens datasets, we show that CMC has lower log loss or perplexity with fewer
samples than Markov Chain Monte Carlo (MCMC) inference approach for PMF [175].
The rest of the chapter is organized as follows. In Section 5.2, we cover background
materials. In Section 5.3, we show thatMGIG is unimodal and give a novel importance
sampler for MGIG. We provide the connection of MGIG with PMF in Section 5.4,
present the results in Section 5.5.
5.2 Background and Preliminary
In this section, we provide some background on the relevant topics and tools that will
be used in our analysis. We start by an introduction to importance sampling, MGIG
distribution, followed by a brief overview of the ARE.
Notations: Let SN++ and SN+ denote the space of symmetric (N×N) positive definite
and positive semi-definite matrix, respectively. Let |.| denote the determinant of matrix,
Tr(.) be the matrix trace. A matrix Λ ∈ SN++ has a Wishart distribution denoted as
WN (Λ|Φ, τ) where τ > N − 1 and Φ ∈ SN++ [222]. A matrix Λ ∈ SN++ has an Inverse
Wishart distribution denoted as IWN (Λ|Ψ, α) where α > N − 1 and Ψ ∈ SN++ is the
scale matrix. We denote x:m as the m
th column of matrix X ∈ RN×M and xn as the
nth row of X.
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5.2.1 Importance Sampling
Consider distribution p(x) = 1Zp p
∗(x) where Zp is the partition function which plays
the role of a normalizing constant. Importance sampling is a general technique for
estimating Ex∼p(x)[g(x)] where sampling from p(x) (the target distribution) is difficult
but we can evaluate the value of p∗(x) at any given x [137]. The idea is to draw S
samples {xi}Si=1 from a similar but easier distribution denoted by proposal distribution
q(x) = 1Zq q
∗(x). Define w(xi) =
p∗(xi)
q∗(xi) as the weight of each sample i. Then, we calculate
the expected value as follows
Ex∼p[g(x)] = Ex∼q
[
g(x)p(x)
q(x)
]
≈
∑S
i=1 g(xi)w(xi)∑S
i=1w(xi)
,
The efficiency of importance sampling depends on how closely the proposal approx-
imates the target in the shape. One way for monitoring the efficiency of importance
sampling is the effective sample size ESS =
(
∑S
i=1 w(xi))
2∑S
i=1 w
2(xi)
[105]. Very small value of
ESS indicates a big discrepancy between the proposal and target (for example when
the mode of the proposal distribution is far away from the target’s mode) leading to a
drastically wrong estimate of Ex∼p[g(x)] [137].
5.2.2 MGIG Distribution
MGIG distribution was first introduced in [19] as a distribution over the space of
symmetric (N ×N) positive definite matrices defined as follows.
Definition 5.2.1 A matrix-variate random variable Λ ∈ SN++ is MGIG distributed
[19, 32] and is denoted as Λ ∼MGIGN (Ψ,Φ, ν) if the density of Λ is
f(Λ) =
| Λ |ν−(N+1)/2
| Ψ2 |ν Bν(Φ2 Ψ2 )
exp{Tr(−1
2
ΨΛ−1 − 1
2
ΦΛ)},
where Bν(.) is the matrix Bessel function [87] defined as
Bν(
Φ
2
Ψ
2
) = |Φ
2
|−ν
∫
SN++
|S|−ν−N+12 exp{Tr(−1
2
ΨS−1 − 1
2
ΦS)}dS. (5.1)
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The domain for parameters Φ and Ψ for N ≥ 2 is
{Ψ ∈ SN+ ,Φ ∈ SN++} if ν ≥
1
2
N,
{Ψ ∈ SN++,Φ ∈ SN++} if −
1
2
(N − 1) ≤ ν < 1
2
N,
{Ψ ∈ SN++,Φ ∈ SN+} if ν < −
1
2
(N − 1) .
Next, we discuss special cases of MGIG distribution. When N = 1, the MGIG is
the generalized inverse Gaussian distribution GIG [99] which is often used as the prior
in several domains [23, 66]. If Ψ = 0, the MGIG distribution reduces to the Wishart,
and if Φ = 0, it becomes the Inverse Wishart distribution.
Proposition 13 [229, Proposition 2] If matrix Λ ∼ MGIGN (Ψ,Φ, ν), then Λ−1 ∼
MGIGN (Φ,Ψ,−ν).
Proof: The proof follows from the Bessel function propertyBδ(WZ) = |WZ|−δB−δ(ZW )
[229].
Proposition 14 If matrix Λ ∼MGIGN (Ψ, 0N , ν), and −ν > N−12 , then Λ ∼ IWN (Ψ,−2ν).
Proof: First note that If −ν > N−12 , then we have Bν(0N ) = ΓN (−ν) [33]. Then, the
proof simply follows from Definition 5.2.1. From Definition 5.2.1, the density of Λ is
f(Λ) =
| Λ |ν−(N+1)/2
| Ψ2 |ν Bν(0N )
exp{Tr(−1
2
ΨΛ−1)} (5.2)
=
| Λ |ν−(N+1)/2
| Ψ2 |ν ΓN (−ν)
exp{Tr(−1
2
ΨΛ−1)}, (5.3)
which is the density function of Λ ∼ IWN (Ψ,−2ν). This completes the proof.
Proposition 15 If matrix Λ ∼MGIGN (0N ,Φ, ν), and ν > N−12 , then Λ ∼WN (Φ−1, 2ν).
Proof: From Proposition 13, we have Λ−1 ∼ MGIGN (Φ, 0N ,−ν). Also, from Propo-
sition 14, we have Λ−1 ∼ IWN (Φ, 2ν). If matrix Λ−1 ∼ IWN (Φ, 2ν) then Λ ∼
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WN (Φ
−1, 2ν). This completes the proof.
Sampling Mean of MGIG: The sufficient statistics of MGIG are log |Λ|, Λ, and
Λ−1. It is, however, difficult to analytically calculate the expectations EΛ∼MGIG [Λ] and
EΛ∼MGIG [Λ−1]. Importance sampling can be applied to approximate those quantities.
Note that based on the result of Proposition 13, the importance sampling procedure for
estimating mean ofMGIG, i.e., EΛ∼MGIG [Λ], can also be applied to infer the reciprocal
mean i.e. EΛ∼MGIG [Λ−1].
An importance sampling procedure proposed in [229, 233], where the MGIG is
viewed as a product of Inverse Wishart and Wishart distributions and one of the mul-
tiplicands is used as the natural choice of the proposal distribution. In particular, in
[229, 233], the MGIG is viewed as
MGIGN (Λ|Ψ,Ψ, ν) ∝ eTr(− 12 ΦΛ)︸ ︷︷ ︸
T1
IWN (Λ |Ψ,−2νu)︸ ︷︷ ︸
T2
∝ eTr(− 12 ΨΛ−1)︸ ︷︷ ︸
T3
WN (Λ |Φ, 2νu)︸ ︷︷ ︸
T4
.
In [229, 233], authors advocate using T2 (or T4) as the proposal distribution which
simplify the weight calculation to the evaluation of T1 (or T3). However, it is not
studied how close T2 (or T4) are to the MGIG distribution in shape. For example,
consider the 1−dimensional MGIG distribution
MGIG1(Λ | 35, 10, 10) ∝ eTr(− 352 Λ−1)︸ ︷︷ ︸
T3
W1(Λ | 10, 20)︸ ︷︷ ︸
T4
. (5.4)
In [229, 233], T4 : W1(Λ | 10, 20) is considered as the proposal distribution, but the
mode of T4 is far away from the mode of MGIG1(Λ | 35, 10, 10) (Figure 5.2(a)). As a
result, samples drawn from T4 will be on the tail of theMGIG1(Λ | 10, 20) distribution,
and will end up getting low weights from the MGIG1(Λ | 10, 20) distribution. Such a
sampling procedure will be wasteful, i.e., drawing samples from the tails of the target
MGIG1 distribution, leading to a very low ESS. Similar behavior is observed with
several different choices of parameters for the MGIG, here we only show three of them
in Figures 5.2 and 5.3 due to the lack of space.
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Figure 5.2: (a,b) Comparison of different proposal distribution (a) Wishart (W) and
(b) Inverse Wishart (IW) for sampling mean ofMGIG1(Ψ,Φ, ν) where Λ∗ is the mode
of MGIG. The blue curves are the proposal distribution defined in [229, 233] which
can not recover the mode of the MGIG distribution.
5.2.3 Algebraic Riccati Equation
An algebraic Riccati equation (ARE) is
ATX +XA+XRX +Q = 0, (5.5)
where A ∈ RN×N , Q ∈ SN+ , and R ∈ SN+ . We associate a 2N × 2N matrix called the
Hamiltonian matrix H with the ARE (5.5) as H =
[
A R
−Q −AT
]
. The ARE (5.5) has
a unique positive definite solution if and only if the associated Hamiltonian matrix H
has no imaginary eigenvalues (Section 5.6.3 of [28]).
There have been offered various numerical methods to solve the ARE which can be
reviewed in [9]. The key of numerical technique to solve ARE (5.5) is to convert the
problem to a stable invariant subspace problem of the Hamiltonian matrix i.e., finding
the invariant subspace corresponding to the eigenvalues of H with negative real parts. In
particular, consider V =
[
X1
X2
]
to be a H−invariant subspace, i.e., HV = V Λ. Assume
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Figure 5.3: Illustration of 2-dimensional (a)MGIG distribution (b-f) and different pro-
posal distributions where (b-e) are the proposal described in this chapter where Λ∗ is the
mode of MGIG and (f) is the proposal defined in [229, 233]. the proposal distribution
defined in [229, 233] (f) can not recover the mode of the MGIG distribution (a). (g)
Density ofMGIG2(Ψ,Φ, ν) for 1000 samples generated by each proposal distribution is
calculated. More than 90% of samples generated by the previous proposal distribution
in [229, 233] (IW(ψ,−2ν)) have zero MGIG density leading to ESS = 40. Whereas,
the new proposal distribution IW (23Λ∗, 20) has the ESS = 550 which has a very similar
shape to the target MGIG distribution.
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X1 is invertible, we then post multiply by X
−1
1 to obtain
HVX−11 = V ΛX
−1
1 ⇒
[
A R
−Q −AT
][
I
X
]
=
[
I
X
]
X1ΛX
−1
1 , (5.6)
where X = X2X
−1
1 . Multiplying both side by
[
−X I
]
, we have
[
−X I
] [ A R
−Q −AT
][
I
X
]
=
[
−X I
] [ I
X
]
X1ΛX
−1
1 = 0. (5.7)
Simplifying the left hand side we get the ARE (5.5) which implies that X = X2X
−1
1 is
the solution of (5.5). The usual ARE solvers such as the Schur vector method [114], SR
methods [31], the matrix sign function [11, 34] require in general O(n3) flops [123]. For
special cases, faster algorithms such as [123] can be applied which solves such an ARE
with 20k dimensions in seconds. In this chapter, we use Matlab ARE solver (care) to
find the solution of ARE.
5.3 MGIG Properties and Sampling
Some properties of theMGIG distribution and its connection with Wishart distribution
has been studied in [32, 180, 181]. However, to best of our knowledge, it is not yet known
if the distribution is unimodal and how to obtain the mode of MGIG. In the following
Lemma we show that the MGIG distribution is unimodal.
Lemma 16 Consider theMGIG distributionMGIGN (Λ|Ψ,Φ, ν). The mode ofMGIG
distribution is the solution of the following Algebraic Riccati Equation (ARE)
−2αΛ + ΛΦΛ−Ψ = 0, (5.8)
where α = (ν − N+12 ). ARE in (5.8) has a unique positive definite solution, thus the
MGIG distribution is a unimodal distribution.
Importance Sampling for MGIG: Since MGIG is a unimodal distribution, we
propose an efficient importance sampling procedure forMGIG by mode matching. We
66
select a proposal distribution over space of positive definite matrices by matching the
proposal’s mode to the mode of MGIG (mode matching) which aligns the proposal
and MGIG shapes. Mode matching is a good choice of the proposal as the proposal
q(x) is large in a region where the target distribution MGIG is large leading to a
good estimate of the expectations EΛ∼MGIG [Λ] or EΛ∼MGIG [Λ−1]. An example of such
proposal distribution is Inverse Wishart or Wishart distribution.
Let Λ∗ be the mode of MGIGN (Λ|Ψ,Φ, ν) which can be found by solving the ARE
(5.8). The mode of Inverse Wishart WN (Λ|Σ, ρ) distribution is Σ∗ = (ρ−N − 1)Σ. To
match the mode of WN (Λ|Σ, ρ) with that of MGIGN (Λ|Ψ,Φ, ν), we choose the scale
parameter Σ of the Wishart distribution by setting Σ∗ = Λ∗. In particular,
Σ∗ = Λ∗ = (ρ−N − 1)Σ ⇒ Σ = Λ
∗
ρ−N − 1 . (5.9)
Thus, we suggest using WN ( Λ∗ρ−N−1 , ρ) as the proposal distribution. At each iteration,
we draw a sample Λi ∼ WN ( Λ∗ρ−N−1 , ρ), and calculate the importance weight as
w(Λi) =
MGIGN (Λi|Ψ,Φ, ν)
WN (Λi|Σ, ρ) =| Λi |
ν− ρ
2 exp
{
−1
2
Tr
(
ΨΛ−1i + [Φ− Σ−1]Λi
)}
.
As a result, we can approximate the sample mean as
EΛ∼MGIG [f(Λ)] =
∑S
i=1w(Λi)f(Λi)∑S
j=1w(Λj)
. (5.10)
Note that the weight calculation requires to calculate the inverse and determinant of
sampled matrix Λi. However, the random samples generator from W [189] returns the
upper triangular matrix R where Λ = RTR. Hence the inverse and determinant of Λ
can be calculated efficiently from the inverse and diagonal of the triangular matrix R,
respectively. Therefore, the cost of weight calculation is reduced to the cost of solving
a linear system and upper triangular matrix production at each iteration.
A similar argument holds when the proposal distribution is an Inverse Wishart dis-
tribution. In particular, the mode of Inverse Wishart IWN (Σ, ρ) distribution is Σρ+N+1 .
Thus IWN (ρ+N + 1)Λ∗, ρ) is another suitable choice of the proposal distribution.
Figure 5.2 illustrates that the proposed importance sampling outperforms the one in
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[229, 233] for three examples ofMGIG. In particular, more than 90% of samples drawn
from the proposal distribution T2 in [229, 233] have zero weights leading to ESS = 40
(Figure 5.2 (c)). Whereas, our proposal distribution achieved ESS = 550 leading to a
better approximation of the mean of MGIG. Similar behavior is observed with several
different choices of parameters for the MGIG.
5.4 Connection of MGIG and Bayesian PCA
In this section, we illustrate that the mapping matrix V in Bayesian PCA can be
marginalized or ‘collapsed’ yielding a Matrix Generalized Inverse Gaussian (MGIG)
[19, 32] posterior distribution over the latent matrix U denoting as the marginalized
posterior distribution. Then, we explain the derivation of the marginalized posterior for
data with missing values, followed by a collapsed Monte Carlo Inference for PMF.
5.4.1 Closed form Posterior Distribution in Bayesian PCA
The key challenge in models such as Bayesian PCA or Bayesian PMF is that joint
marginalization over both latent factors U, V is intractable. Probabilistic PCA gets
around the problem by considering one of the variables, say V , to be a constant. In this
section, we show that one can marginalize or ‘collapse’ one of the latent factors, say V ,
and obtain the marginalized posterior P (U |X) over the other variable denoted. In fact,
we obtain the posterior with respect to the covariance structure Λu = βuI + UUT , for
a suitable constant βu, which is sufficient to do Bayesian inference on new test points
xtest.
We start with an outline of the analysis. Note that
p(U |X) ∝ p(U)P (X|U) = p(U)
∫
V
P (X|U, V )p(V )dV , (5.11)
and, based on the posterior over U , one can obtain the probability on a new point as
p(xtest|X) =
∫
U
p(xtest|U)p(U |X)dU . (5.12)
Next, we show that the posterior over U as in (5.11), rather the distribution over
Λu = βuI + UUT , can be derived analytically in closed form. The distribution is the
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Matrix Generalized Inverse Gaussian (MGIG) distribution.
Now, similar to (2.5), marginalizing V gives
p (X |U) =
∫
V
p(X|U, V )p(V )dV =
M∏
m=1
N (x:m | 0, σ2vΛu) , (5.13)
where Λu = βvI+UUT and βv = σ
2
σ2v
. Then, the marginalized posterior of U is calculated
as
p(U |X) ∝ p(X|U) p(U) ∝ | Λu |−M/2 exp
−Tr
(
Λ−1u
∑M
m=1 x:mx
T
:m
)
2σ2v

× exp
{−Tr(Λu)
2σ2u
}
× exp
{
Tr(βuI)
2σ2u
}
(5.14)
= | Λu |−M/2 exp
{
Tr(−1
2
Λ−1u Ψu −
1
2
ΛuΦu)
}
∼ MGIG(Λu |Ψu,Φu, νu) , (5.15)
where Ψu =
1
σ2v
XXT , Φu =
1
σ2u
I, and νu = N−M+12 .
Therefore, by marginalizing or collapsing V , the posterior over Λu = βvI + UUT
corresponding to the latent matrix U can be characterized exactly with aMGIG distri-
bution with parameters depending only on X. Note that this is in sharp contrast with
(2.6) for PPCA, where the posterior covariance of un is σ
−2Γ which in turn depends on
the point estimate for Vˆ .
5.4.2 Posterior Distribution with Missing Data
In this section, we consider the matrix completion setting, when the observed matrix
X has missing values. In presence of missing values, the likelihood of the observed
sub-vector in any column of X is given as
p (xnm,m |U, V ) = N
(
xnm,m | U˜mvTm, σ2I
)
. (5.16)
where nm is a vector of size N˜m containing indices of non-missing entries in column m
of X, and U˜m is a sub-matrix of U with size of N˜m ×D where each row correspond to
a non-missing entry in the mth column of X. The marginalized likelihood (5.13) can be
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written as
p (X |U) =
M∏
m=1
N (xnm,m | 0, σ2vΛun) , (5.17)
where Λun = βvI+ U˜nU˜Tn and βv = σ
2
σ2v
. The marginalized posterior is given by
p(U |X) ∝ × | Λun |−M/2 exp
{
−1
2
xTnm,m Λ
−1
un xnm,m
}
exp
{
− 1
2σ2u
Tr(UUT )
}
.
As shown in (5.18), in presence of missing values, the posterior cannot be factorized as
in (5.14) because each column x:m contributes to different blocks Λun of Λ.
We propose to address the missing value issue by gap-filling. In particular, if one
can obtain a good estimate of the covariance structure in X, so that Ψu =
1
σ2v
XXT in
(5.15) can be approximated well, one can use the MGIG posterior to do approximate
inference. We consider two simple approaches to approximate the covariance structure
of X: (i) by zero-padding the missing value matrix X (assuming E[X] = 0 or centering
the data in practice), and estimating the covariance structure based on the zero-padded
matrix, and (ii) by using a suitable matrix completion method, such as PMF, to get
point estimates of the missing entries in X, and estimating the covariance structure
based on the completed matrix. We experiment with both approaches in Section 6.3.4,
and the zero-padded version seems to work quite well.
5.4.3 Collapsed Monte Carlo Inference for PMF
Given that Λu ∼ MGIGN , we predict the missing values as follows. Let x =
[xo,x∗] ∼ N (0,Λ), where xo ∈ Rp is the observed partition of x ∈ RN and x∗ ∈ RN−p
is missing. Accordingly, partition Λ as
Λu =
p N − p( )
Λoo Λo∗ p
Λ∗o Λ∗∗ N − p
. (5.18)
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Algorithm 3 CMC Inference for PMF
1: Construct zero-padded matrix Z from X ∈ RN×M .
2: Let Ψu =
ZZT
σ2v
, Φu =
I
σ2u
, and νu =
N−M+1
2 .
3: Solve (5.8) to find mode Λ∗ of MGIG(Ψu,Φu, νu).
4: Let LTL = Λ∗ be the Cholesky factorization of Λ∗. Let L˜ = L√
ρ−M−1 .
5: for t = 1 · · ·T do
6: Let Λ(t) ∼ WN ( Λ∗ρ−M−1 , ρ, L˜) . Algorithm 1
7: Let wt = MGIGN (Λ
(t)|Ψu,Φu,νu)
WN (Λ(t)| Λ∗ρ−M−1 ,ρ,L˜)
.
8: Let µt = Λ
(t)
∗oΛ
(t)
oo
−1
xo. Let Σt = Λ
(t)
∗∗ − Λ(t)∗oΛ(t)oo
−1
Λ
(t)
o∗ .
9: Let µ¯ = µ¯+ wtµt. Let Σ¯ = Σ¯ + wtΣt.
10: Report the distribution of x∗ ∼ N (µ˜∗, Σ˜∗) where µ˜∗ = µ¯∑T
t=1 w
t
and Σ˜∗ = Σ¯∑T
t=1 w
t
.
Then, the conditional probability of x∗ given xo and Λ is
p(x∗ |xo,Λ) ∼ N (µ∗,Σ∗), µ∗ = Λ∗oΛ−1oo xo, Σ∗ = Λ∗∗ − Λ∗oΛ−1oo Λ∗o.
where y = Λ∗oΛ−1oo is the solution of the linear system Λooy = ΛT∗o and can be calcu-
lated efficiently. Since sampling from MGIG is difficult, we propose to use importance
sampling to infer the missing values as
p(x∗n|xon) = EΛ∼MGIG [p(x∗n|xon,Λ)] = EΛ∼q
[
p(x∗n|xon,Λ)MGIGN (Λ|Ψu,Φu, νu)
q(Λ)
]
,
where q is the proposal distribution as discussed above and sampling Λ(t) from q yields
to the estimate of
µ˜∗ =
∑T
t=1 Λ
(t)
∗oΛ
(t)
oo
−1
xow(Λ(t))∑t
t=1w(Λ
(t))
, Σ˜∗ =
∑T
t=1[Λ
(t)
∗∗ − Λ(t)∗oΛ(t)oo
−1
Λ
(t)
∗o ]w(Λ(t))∑t
t=1w(Λ
(t))
. (5.19)
Algorithm 3 illustrates the summary of the collapsed Monte Carlo (CMC) inference
for predicting the missing values. A practical approximation to avoid the calculations
in Lines 9-12 of Algorithm 3 at each iteration is to simply estimate the mean of the
posterior Λ¯ =
∑T
t=1 Λ
(t)wt∑T
t=1 w
t
with samples drawn from the proposal distribution (line 6),
then do the inference based on Λ¯. As it is shown in Section 6.3.4, if the degrees of
freedom νu is small, the mode is close to the mean and the approximation using Λ¯
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works well.
5.5 Experimental Results
We compared the performance of MCMC and CMC on both log loss and running times.
5.5.1 Datasets
We evaluated the models on 4 datasets:
SNP: Single nucleotide polymorphism (SNP) is important for identifying gene-disease
associations where the data usually has 5 to 20% of genotypes missing [29]. We used
phased SNP dataset for chromosome 13 of the CEU population1. We randomly dropped
20% of the entries.
Gene Expression: DNA microarrays provides measurement of thousands of genes
under a certain experimental condition where suspicious values are usually regarded
as missing values. Here we used gene expression dataset for Breast Cancer (BRCA)
generated by the TCGA Research Network2 with M = 17, 814 genes and N = 591
samples. We randomly hide 20% of entries.
MovieLens: we used MovieLens3 dataset with 1M rating represented as a fat matrix
X ∈ RN×M where M = 3900 movies and N = 6040 users. Movies with less than 10
ratings are removed yielding to M = 3233 movies. We randomly selected 100 movies
among 3900 movies in the dataset. The used subset of MovieLens contains 83,000
ratings meaning 86% of the ratings are missing.
Synthetic: first the latent matrices U and V are generated by randomly choosing each
{un}Nn=1 and {vm}Mm=1 from N (0, σ2uI) and N (0, σ2vI), respectively. Then, matrix X is
built by sampling each xnm from N (〈un,vm〉, σ2). The parameters are set to N = 100,
M = 6000, σ2u = σ
2
v = 0.05, and σ
2 = 0.01. We dropped random entries using Bernoulli
distributions with δ = 0.1, 0.2.
1http://hapmap.ncbi.nlm.nih.gov/downloads/phasing/
2http://cancergenome.nih.gov/
3www.movielens.umn.edu
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5.5.2 Methodology
We compared CMC with MCMC inference for PMF. Gibbs sampling with diagonal co-
variance prior over the latent matrices is used for MCMC. For the model evaluation,
average of log loss (LL) is reported over 5-fold cross-validation. LL measures how well a
probabilistic model q predicts the test sample defined as LL = − 1T
∑N
i=1
∑M
j=1 δij log q(xij)
where q(xij) is the inferred probability and T is the total number of observed values. A
better model q assign higher probability q(xij) to observed test data, and have a smaller
value of LL.
LL Percentile: For any posterior model q(x), a test data point xtest with low q(xtest)
has large log loss, and high q(xtest) has low log loss. To comparatively evaluate the
posteriors obtained from MCMC and CMC, we consider their log loss percentile plots.
For any posterior, we sort all the test data points in ascending order of their log loss,
and plot the mean log loss in 10 percentile batches. More specifically, the first batch
corresponds to the top 10% of data points with the lowest log loss, the second batch
corresponds to the top 20% of data points with the lowest log loss (including the first
10% percentile), and so on.
5.5.3 Results
We summarize the results from different aspects: First, we we comparatively evaluate
CMC and MCMC based on log loss, then the effective number of samples used in CMC
and MCMC is discussed. We show the affect of the different initialization methods,
and compare the full sampler and vs mean sampler. Finally, the inferred posterior
distributions from CMC and MCMC are compared, and time comparison of algorithms
is provided.
Log Loss
CMC has a small log loss across all percentile batches, whereas log loss of MCMC
increases exponentially (linear increase in the log scale) for percentile batches with
higher log loss i.e., smaller predicting probability, (Figure 5.4). Thus, MCMC assigned
extremely low probability to several test points as compared to CMC. Figure 5.5(a)
illustrates that log loss of MCMC continues to decrease with growing sample size up to
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Figure 5.4: Log loss (LL) of CMC and MCMC for different log loss percentile on different
datasets presented in the log scale (δ denotes the missing proportion). CMC consistently
achieves lower LL compared to MCMC. LL of MCMC increases exponentially (linearly
in log scale) by adding data points with higher log loss. Proposal in [30,31] achieved
infinity LL for MovieLens. Empty bar represents infinity LL (e.g. 90% and 100%
percentile in (d)
2000 samples, implying that MCMC has not yet converged to the equilibrium distribu-
tion. Note that log loss of CMC with 200 samples (Figure 5.5(b)) is 10 times less than
log loss of MCMC with 2000 samples. We also compared the results with the previous
proposal [229, 233], and observed that for MovieLens the results are worse than our
proposed result as they achieved Inf LL on the last batch.
Effective Number of Samples
For the synthetic, SNP, and gene expression datasets, we generated 10,000 samples
using MCMC. The burn-in period is set to 500 with a lag of 10 yielding to 1000 effective
samples. For the MovieLens, we generated 5,000 samples using MCMC with the burn-
in period of 1000 and a lag of 2 yielding to 2000 effective samples. We initialized the
latent matrices U and V with the factors estimated by PMF, to help the convergence
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Figure 5.5: LL of CMC and MCMC for different sample size of MovieLens data in the
log scale. LL of both CMC and MCMC is decreasing by adding more samples. LL of
MCMC is in magnitude 10 times more than CMC.
of MCMC. Sample size in CMC procedure is set to 1,000 for all datasets. Note that
MCMC alternately sample both latent matrices U and V from a Markov chain and the
quality of the posterior improves with increasing number of samples. For the proposed
CMC procedure, the bigger matrix V is marginalized and only samples from the smaller
U matrix is drawn directly from the true posterior distribution. Hence, CMC has
considerably improved sample utilization.
Initialization
As discussed in Section 5.4.2, in order to use the MGIG posterior for inference, the
covariance structure of matrix X should be estimated. Here we evaluate two approaches
to approximate the covariance structure of X: (i) by zero-padding the missing value
matrix X, and (ii) by computing the point estimates of the missing entries in X with
PMF. CMC with zero-padded initialization has a similar log loss behavior as point
estimate initialization with PMF (Figures 5.4 (d-f)).
Full Sampler vs Mean Sampler
Figure 5.4(f) shows the result of the full sampler (Algorithm 3), and the mean sampler
(approximating the inference by estimating Λ¯ = EΛ∼MGIG [Λ] as discussed in Section
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Figure 5.6: Density of CMC and MCMC for several data input on MovieLens data.
CMC provide distributions with lower LL compared to MCMC e.g. in (a) LL of MCMC
is -Inf whereas LL of CMC is -1.78.
6.2.4) on gene expression data. Since the log losses are similar with both samplers, and
the behavior is typical, we presented log loss results on the other datasets only based
on the mean sampler, which is around 100 times faster.
Comparison of Inferred Posterior Distributions
To emphasize the importance of choosing the right measure for comparison, e.g., log
loss vs RMSE, we illustrate the inferred posterior distributions over several missing
entries/ratings in MovieLens obtained from MCMC and CMC in Figure 5.6. Note that
the scales for CMC (red) and MCMC (blue) are different. Overall, the posterior from
CMC tends to be more conservative (not highly peaked), and obtains lower log loss
across a range of test points. Interestingly, as shown in Figure 5.6(a), MCMC can make
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Table 5.1: Time Comparison of CMC and MCMC on different datasets. At each step
of MCMC, rows of U and V can be sampled in parallel denoted by MCMC parallel.
The running time is reported over 1000 steps for both methods where MCMC has 200
effective samples and CMC has 1000 effective samples. Note that the effective number
of samples of MCMC is less than 1000 and more steps is required to obtain enough
samples. The number of iterations for convergence of CMC is much less than 1000
(Figure 5.5).
Dataset Size MCMC CMC
Serial Parallel Serial Parallel
Synthetic 100× 6,000 728s 404s 6s 4s
SNP 120×104,868 12,862s 5,859s 75s 22s
Gene Expression 591× 17,814 3,478s 2,278s 140s 90s
MovieLens 3,233× 6,040 2,350s 2,100s 5,387s 2,058s
mistakes with high confidence, i.e., predicts 5 stars with a peaked posterior whereas the
true rating is 3 stars. Such troublesome behavior is correctly assessed with log loss, but
not by RMSE since it does not consider the confidence in the prediction. As shown in
Figure 5.6(d), for some test points, both MCMC and CMC inferred similar posterior
distributions with a bias difference where the mean of CMC is closer to the true value.
Time Comparison
We have compared running time in both serial and in parallel over 1000 steps yielding to
200 and 1000 samples for MCMC and CMC, respectively. We implement the algorithms
in Matlab. The computation time is estimated on a PC with a 3.40 GHz Quad core
CPU and 16.0G memory. The average run time results are reported in Table 5.1.
For Synthetic, SNP, and gene expression datasets, MCMC converges very slowly. For
MovieLens dataset, the running time of both are very close but note that MCMC
requires more number of samples for convergence than CMC (Figure 5.5).
Chapter 6
Matrix Completion with
Hierarchical Side Information
6.1 Introduction
A key limitation of most matrix factorization (MF) models is the inability to use the
domain knowledge such as hierarchical side information. In fact, applying PMF model
[174] which does not incorporate the plant taxonomic hierarchy leads to a performance
worse than the simple algorithm MEAN which uses the domain knowledge [183] (Sec-
tion 6.3.4). In a recent work, the hierarchical information is incorporated into MF in
three different ways – hierarchical regularization, agglomerate fitting, and residual fit-
ting [141]. In another work, hierarchical PMF (HPMF) was proposed for predicting
missing values where inference in the model was done using alternating optimization
leading to a point estimate of the missing values [183].
One of the main drawbacks of point estimates in the context of matrix completion is
that they provide no uncertainty quantification. In most scientific disciplines, an uncer-
tainty quantified prediction is essential for understanding the predictions, and planning
subsequent steps, including additional data collection efforts to reduce uncertainties. In
some applications like plant trait prediction, we are therefore interested in inferring a
distribution for each prediction, which motivates the use of a Bayesian approach to the
problem. BPMF is proposed in [175] as a Bayesian generalization of PMF by main-
taining a distribution over all possible covariance matrices. Gibbs sampler is applied
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Figure 6.1: (a) BHPMF and (b) MI-BHPMF schematic at level (`). In spite of the
size of the model, the Gibbs sampler is efficient since the Markov blanket is small and
independent of the number of levels. MI-BHPMF supports multiple inheritance.
for inference in BPMF yielding to a distribution for each prediction.
In this chapter, we present Bayesian HPMF (BHPMF) model along with inference
algorithms for uncertainty quantified matrix completion while incorporating a given
hierarchy. The development is more general than that in [141, 183] since we provide
uncertainty quantified predictions The model is also more general than that in [175]
since we incorporate the given hierarchical side information as part of the model.
The rest of chapter is organized as follows. Section 6.2 presents the BHPMF model.
We present the experimental results for plant trait prediction in Section 6.3. In Section
6.4, we introduce a hierarchical multiple inheritance model with the preliminary results
on movie recommendation.
6.2 BHPMF
In this Section, we propose a full Bayesian model (BHPMF) and an inference procedure
that incorporates the hierarchical side information and provides uncertainty quantified
estimates of the missing trait values.
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6.2.1 Model specification
We illustrate the BHPMF model in the context of plant trait prediction. However, it
can be applied to any problem with the hierarchical side information.
Denote the data matrix at each level ` with X(`) ∈ RN(`)×M for ` running from the
top level 1 (e.g. phylogenetic groups) to the bottom level L (e.g. individual plants).
Each row n(`) and column m(`) of X(`) has a latent factor u
(`)
n ∈ RD and v(`)m ∈ RD,
respectively. Denoting latent factor matrices at level ` with U (`) ∈ RN(`)×D and V (`) ∈
RM×D (Figure 6.1(a)).
The generative process of BHPMF at level ` is given as follows:
1. Generate u
(`)
n ∼ N(u(`−1)p(n) , σ2uI), [n]N
(`)
1 , where p(n) is the parent node of n in the
upper level.
2. Generate v
(`)
:d ∼ N(v(`−1):d , [K(`)v ]−1), [d]D1 .
3. Generate x
(`)
nm ∼ N(〈u(`)n ,v(`)m 〉, σ2) for each non-missing entry, where 〈., .〉 is the
inner product.
where v
(`)
:d ∈ RM is column d of V (`) and K(`)v is the trait precision matrix (inverse of
covariance matrix) at level `.
We use a Gibbs sampling procedure [81] to draw samples of latent matrices from the
joint posterior. In spite of the size of the model, the Gibbs sampler is efficient since the
Markov blanket is small and independent of the number of levels (Figure 6.1(a)). We
consider two different types of trait covariance structure prior for trait factors: diagonal
covariance and full covariance matrix.
6.2.2 Sampling U
Let C(n) = {ci(n)} be a set of child nodes of n with ci(n) be the ith child node.
Consider U−n a matrix obtained from U by discarding the nth row. Let δ
(`)
nm = 1 if x
(`)
nm
is non-missing and 0 otherwise.
Given the Markov blanket of u
(`)
n i.e., {x(`)n , V (`), u(`−1)p(n) , u
(`+1)
C(n) }, u
(`)
n is independent
of the other variables (Figure 6.1(a)). Therefore, the conditional probability of U (`)
can be factorized into the product of conditional probability of its rows {u(`)n }N(`)n=1 . By
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applying Bayes rule and given that the product of multiple Gaussian distributions is
another Gaussian distribution, it can be shown that the conditional probability of u
(`)
n
is a Gaussian distribution
p
(
u(`)n
∣∣x(`)n , V (`),u(`−1)p(n) ,u(`+1)C(n) ) ∼ N (u(`)n ∣∣µ∗(`)n ,Σ∗(`)n )
∼
∏
m
[
N
(
x(`)nm
∣∣〈u(`)n ,v(`)m 〉, σ2)]δ(`)nm∏
i
[
N
(
u
(`+1)
ci(n)
∣∣u(`)n , σ2uI)]N (u(`)n ∣∣u(`−1)p(n) , σ2uI)
where |.| denotes the set cardinality,
Σ∗(`)n =
[
|C(n)|+ 1
σ2u
I +
1
σ2
∑
m
δ(`)nmv
(`)
m v
(`)T
m
]−1
(6.1)
µ∗(`)n = Σ
∗(`)
n
u
(`−1)
p(n) +
∑
i
u
(`+1)
ci(n)
σ2u
+
∑
m
δ
(`)
nmx
(`)
nmv
(`)
m
σ2
 .
6.2.3 Sampling V
a) Block-wise Sampling: When K
(`)
v =
1
σv
I, each row of latent matrix V (`) can be
sampled in parallel similar to sampling matrix U (`) (Section 6.2.2).
b) Element-wise Sampling: When K
(`)
v is a full matrix, each column d of V (`)
is drawn from N (V (`):d |V (`−1):d , [K(`)v ]−1). Because of conditional dependencies, unlike
sampling U (`) in Section 6.2.2, matrix V (`) is sampled element-wise.
By applying Bayes rule, the conditional probability of v
(`)
md can be written as
p
(
v
(`)
md
∣∣V (`)−m,−d, X(`), U (`),v(`−1):d ,v(`+1):d ) ∼ (6.2)
p
(
x(`):m|v(`)m , U (`)
)
p
(
v
(`)
md|v(`)−m,d,v(`−1):d
)
p
(
v
(`)
md|v(`)−m,d,v(`+1):d
)
.
It can be shown that the individual distributions are univariate Gaussians as follows.
Consider
p(x(`):m
∣∣v(`)m , U (`)) = ∏
n
N (〈un,vm〉, σ2). (6.3)
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Given (6.3), the conditional probability of v
(`)
md is obtained as
p
(
v
(`)
md
∣∣v(`)m,−d,x(`):m, U (`)) ∼ N
(
µ(`)x ,
1
σ
(`)
x
)
(6.4)
where σ
(`)
x =
∑
n[u
(`)
nd ]
2
σ2
, µ
(`)
x =
∑
n u
(`)
ndβ
(`)
n∑
n[u
(`)
nd ]
2
, and β
(`)
n = x
(`)
nm −
∑K
h=1
h6=d
u
(`)
nhv
(`)
mh.
Since the prior of each column V (`) is N (v(`):d |v(`−1):d , [K(`)v ]−1), the conditional prob-
abilities of v
(`)
md can be obtained as follows,
p
(
v
(`)
md
∣∣v(`)−m,d,v(`−1):d ) ∼ N (µ(`)m1, 1σm
)
p
(
v
(`)
md
∣∣v(`)−m,d,v(`+1):d ) ∼ N (µ(`)m2, 1σm
) (6.5)
where σm = K
(`)
v (m,m),
µ
(`)
m1 = v
(`−1)
md −
K
(`)
v (m,−m)
K
(`)
v (m,m)
[
v
(`)
−m,d − v(`−1)−m,d
]
,
µ
(`)
m2 = v
(`+1)
md −
K
(`)
v (m,−m)
K
(`)
v (m,m)
[
v
(`)
−m,d − v(`+1)−m,d
]
.
From (6.4), (6.5), we can write (6.2) as
p
(
v
(`)
md
∣∣V (`)−m,−d, X(`), U (`)v(`−1):d ,v(`+1):d ) ∼ N (µ∗(`)md , σ∗(`)md ) (6.6)
where σ
∗(`)
md = (2σm + σ
(`)
x )−1,
µ
∗(`)
md = σ
∗(`)
md
[
σ
(`)
x µ
(`)
x + σm(µ
(`)
m1 + µ
(`)
m2)
]
.
6.2.4 BHPMF Inference
We consider three different sampling procedures based on selection of K
(`)
v at each level
as follows.
a) Block-wise Sampler: For a given sparse matrix X, the sampler updates the latent
factor matrices (U (`), V (`)) at every level `. At each level `, U (`) is sampled block-wise
using (6.1). Using K
(`)
v =
1
σv
I for all level ` = 1 · · ·L, V (`) is sampled block-wise. To
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incorporate the taxonomic information we use the following procedure. Each sample at
the lowest level is obtained by sampling the upper level matrices iteratively. At each
iteration, we first do a bottom-up pass to sample (U (L), V (L)) to (U (1), V (1)), followed
by a top-down pass to sample (U (1), V (1)) to (U (L), V (L)), and repeat the procedure to
generate enough samples (Algorithm 4).
b) Element-wise Sampler: At each level `, similar to the block-wise sampler, U (`) is
sampled using (6.1). To incorporate trait correlations into the sampler, a full covariance
matrix K
(`)
v is used for ` = 1 · · ·L. Therefore, the matrix V (`) is sampled element-wise.
The sampling procedure is mostly similar to the block-wise sampler (Algorithm 4) except
that line 6 in Algorithm 4 is replaced with the following lines
6a: for iter = 1 · · ·MaxIteration do
6b: for m = 1 · · ·M do
6c: for d = 1 · · ·D do
Sample v
(`)
md using (6.6):
p
(
v
t+1(`)
md
∣∣V t+1(`)−m,−d, X(`), U t+1(`)vt(`−1):d ,vt(`+1):d )
where MaxIteration is chosen empirically. Updating V (`) more than once at each
iteration obtains a stable matrix before updating upper level matrices. Similar changes
are applied to line 9 in Algorithm 4.
c) Mixture Sampler: At each level `, similar to the block-wise sampler, U (`) is sampled
using (6.1). For ` = 1 · · · (L − 1), K(`)v = 1σv I is used and V (`) is sampled block-wised.
At the lowest level L (plant level), a full covariance matrix K
(`)
v is used and V (`) is
sampled element-wise from (6.6).
6.3 Experimental Results
Here, we present the results for trait prediction.
6.3.1 Dataset
In our experiment, we use a cleaned subset of the TRY database – the world’s largest
database of plant trait [101]– where taxonomic hierarchy information is available for
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Algorithm 4 BHPMF - Block-wise Sampler
1: for ` = 1, · · · , L do
2: Initialize model parameters {U1(`), V 1(`)}
3: for t = 1, · · · , T do
4: for ` = L, · · · , 1 do . bottom-up
5: for n = 1 · · ·N sample u(`)n in parallel using (6.1):
u
t+1(`)
n ∼ p
(
u
t(`)
n
∣∣x(`)n , V t(`),ut(`−1)p(n) ,ut(`+1)C(n) )
6: for m = 1 · · ·M sample v(`)m in parallel:
v
t+1(`)
m ∼ p(vt(`)m |x(`)m , U t+1(`),vt(`−1)m ,vt(`+1)m )
7: for ` = 1, · · · , L do . top-down
8: for n = 1 · · ·N sample u(`)n in parallel using (6.1):
u
t+2(`)
n ∼ p(ut+1(`)n |x(`)n , V t+1(`),ut+1(`−1)p(n) ,u
t+1(`+1)
C(n) )
9: for m = 1 · · ·M sample v(`)m in parallel:
v
t+2(`)
m ∼ p(vt+1(`)m |x(`)m , U t+2(`),vt+1(`−1)m ,vt+1(`+1)m )
all entries. This subset is a matrix containing 78,300 plants and 13 traits Table 6.1).
The percentage of missing entries varies from 49.63% to 92.33% for each trait. In total,
79.9% of entries are missing. Starting from the top of the taxonomic hierarchy, there
are 6 phylogenetic groups, 358 families, 3793 genera, 14,320 species, and 78,300 plants.
It has been discovered that plant traits are characterized by log-normal distributions
[101]. We transformed the plant×traitmatrix by taking the logarithm of entries followed
by the z-score of traits. After this step, the trait values ranged from -4 to 4. The results
we show are in the transformed space.
Given the plant× trait matrix and the taxonomic hierarchy, trait data matrices at
upper levels, such as species× trait matrix, genus× trait matrix, etc. are constructed.
For example, a species× traits matrix can be constructed by taking the average of the
plants in the same species.
6.3.2 Baselines
Mean: Given the plant × trait training matrix, upper level matrices are constructed
to provide species mean, genus mean, etc. using taxonomic information. For example,
species mean of trait m is the average of trait m among plants in the same species with
available trait m. To predict missing trait m of plant n, among species mean, genus
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Table 6.1: ID, name, percentage of missing entries (%) and definition of the respective
trait.
ID Trait Missing Definition
1 Specific leaf area (SLA) 57.85 One sided area of a fresh leaf divided by its oven-
dry mass
2 Plant height 78.97 Shortest distance of photosynthetic tissue or repro-
duction unit on a plant and the ground level
3 Seed dry mass 90.66 Dry mass of a whole single seed
4 Leaf dry matter content (LDMC) 77.87 Leaf dry mass per unit of leaf fresh mass (hydrated)
5 Stem specific density 88.26 Oven-dry mass of a section of a plant’s main stem
divided by its fresh volume
6 Leaf area 49.63 One-sided projected surface area of a single leaf or
leaf lamina
7 Leaf nitrogen concentration (LeafN) 65.67 Total amount of nitrogen per unit of leaf dry mass
8 Leaf phosphorus concentration (LeafP) 84.71 Total amount of phosphorus per unit of leaf dry
mass
9 Leaf nitrogen per area 89.55 Total amount of nitrogen per unit of leaf area (one-
sided)
10 Leaf fresh mass 85.33 Fresh mass of a whole leaf
11 Leaf nitrogen/phosphorus ratio 92.34 Ratio of leaf total nitrogen versus total phosphorus
12 Leaf carbon per dry mass 89.63 Total carbon per unit of leaf dry mass
13 Leaf δ15N 88.48 Foliar 15N:14N ratios relative to 15N:14N ratios in
atmospheric N2
mean, etc. we use the first available one at the lowest level.
PMF: We run PMF [174] on plant× trait matrix directly. Note that PMF is unable
to consider the taxonomic information.
HPMF: The results of HPMF are obtained from 5 top-down and bottom-up passes in
total same as [183].
6.3.3 Methodology
The data are split into training, validation, and test set similar to [183] as follows. We
use plants with only one available trait in the training set. If a plant has two available
traits, we keep randomly one trait for training and the other trait for test. If there are
more than two traits available, we keep randomly one for test, one for validation, and
the rest for training. The above holding out procedure is done 5 times. Note that, for
upper level matrices only training and validation sets are constructed.
The most common evaluation measure for prediction accuracy is the root of the
mean square error (RMSE), given as RMSE = 1T
√∑N
i=1
∑M
j=1 δij(xij − xˆij)2 where
xij is the actual trait value, xˆij is the predicted value for plant i and trait j, and T is
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Table 6.2: RMSE of Species Mean, PMF, HPMF and BHPMF. Latent dimension k=15
for matrix factorization methods.
Method RMSE
PMF 0.8993 ± 0.0210
MEAN 0.5753 ± 0.0024
HPMF 0.5009 ± 0.0034
BHPMF - Block-wise Sampler 0.4567± 0.0021
the total number of non-zero entries .
For uncertainty evaluation, we report our results based on a model’s confidence vs.
accuracy curve. We use the standard deviation to measure the degree of confidence in
trait prediction, and RMSE to measure the model’s accuracy. The hypothesis is that
when we are confident in the predictions on the test set, the achieved accuracy is high
i.e., the standard deviation should decrease with decreasing RMSE.
In order to run BHPMF, the latent matrices U (`) and V (`) for ` = 1 · · ·L are initial-
ized randomly. The parameters for different BHPMF samplers are as follows.
Block-wise sampler: The burn-in period was set to 200 with a lag of 2 and final
number of samples 400.
Element-wise sampler: The burn-in period was set to 700 with a lag of 2 and final
number of samples 400. Element-wise sampler has been tested with K
(`)
v =
1
σv
I and
K
(`)
v = K∗ where K∗ is the estimated precision matrix by mGLasso (an estimator of
precision matrix with missing value) [103].
Mixture sampler: The burn-in period was set to 700 samples with a lag of 2. The
final number was samples of 400. Mixture sampler has been tested with both K
(`)
v =
1
σv
I
and K
(`)
v = K∗.
6.3.4 Results
In this Section, we evaluate BHPMF in different aspects like comparison between dif-
ferent samplers , uncertainty evaluation analysis, and prediction accuracy.
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Figure 6.2: a) RMSE of different BHPMF samplers with increasing number of iterations.
Block-wise sampler outperforms others. b) BHPMF for all traits and with the inverse
of prediction confidence (Std) on the x-axis and the prediction error (RMSE) on the
y-axis. The errors are small (more accurate) when the Std is small (more confident).
Different Type of Samplers
Figure 6.2(a) illustrates a comparison between different BHPMF samplers with respect
to RMSE per iteration. All of the samplers reach to a stationary state with increas-
ing number of iterations. Interestingly, the block-wise sampler with {K(`)v = 1σv I}L`=1,
outperforms all other samplers. While mixture sampling with both type of covariance
matrix behave almost similarly, the element-wise sampler with full covariance {K(`)v }L`=1
improves the element-wise sampler with a diagonal covairance matrix.
Uncertainty Evaluation
The experiment runs as follows: we sort all the data points in the test sets in ascending
order of their standard deviation (Std), and divide the test sets evenly into 10 parts
according to ascending Std, i.e., the first part (Batch 1) contains the first 10% data
points with the lowest Std, the second part (Batch 2) contains the second 10% data
points with the second lowest Std, and so on. We calculate the RMSE on these 10 parts
separately and draw a curve. Figure 6.2(b) and 6.6 illustrates the curve on the 13-trait
TRY data set. It is observed that the RMSE increases monotonically with increasing
Std. By looking at the Std vs RMSE curve, we conclude that when we are confident
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about our predictions, the predictions are accurate. Since higher RMSE indicates lower
accuracy, and higher standard deviation indicates lower confidence, the observation
could be rephrased as: the model’s accuracy decreases monotonically with decreasing
the model’s confidence, i.e., the less confidence the model has, the worse performance
it gets. Therefore, our hypothesis is verified. Uncertainty quantification not only is
a tool to measure how accurate the predicted trait values are, but also provides the
areas of less confident predictions which can in turn be used to guide field work for
data collection efforts. Similar results have been observed with considering each trait
separately.
Geographical Distribution of Uncertainties
In order to identify areas of limited confidence, we explored the spatial coverage of dif-
ferent batches with different uncertainties (Figure 6.3). It can be observed that trait
measurements are scattered in a wider range of the world by going to more uncertain
batches i.e., going from batch 1 to batch 10. Particularly, trait measurements in China
or south Africa have been appeared more in the uncertain batches. Additional mea-
surements even in the densely covered regions like China or South Africa may improve
the accuracy.
Prediction Accuracy
We also compared the point estimation derived from BHPMF with MEAN, PMF, and
HPMF. As shown in Section 6.3.4, the block-wise sampler outperforms the other sam-
pling types. Therefore, we only provide point estimation results of the block-wise sam-
pler. BHMPF provides the point estimation of each missing trait value by taking the
average of all generated samples. The RMSE results are shown in table 6.2. BHPMF
outperforms all the other models, which means BHPMF not only provides uncertainty
quantification but also improves the point estimation of current trait value predictions.
Trait Correlation
In ecological community, multivariate joint trait analyses are highly desired. Traits do
not occur in isolation of each other, but rather in the form of plant individuals, e.g., small
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(a) All Observations
(b) The highest confident group
all Traits −−  batch 2: 20%
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(c) (b) 2nd highest confident group
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(d) (c) 2nd lowest confident group (e) The lowest confident group
Figure 6.3: a,b,e) Spatial coverage of all observation, the highest and lowest confident
group. Trait measurements in China or south Africa are more frequent in the uncertain
groups (e). Additional measurements in the densely covered regions like China may
improve the accuracy.
plants cannot have big seeds; high photosynthesis rates depend on high concentrations of
respective enzymes. This multidimensional correlation structure between different traits
has led to the definition of trait syndromes [17, 44, 63, 224]. However, with a sparse
matrix like TRY, this kind of analysis is challenging and impossible for plants with only
one available trait. The relevance of triat-trait correlations motivates us to test matrix
completion with another set of model evaluation, to check how close predicted trait
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Figure 6.4: Scatter plots for pairs of traits (a) on observed true test data, (b) pre-
dicted by HPMF, and (c) predicted by BHPMF. BHPMF and PHMF preserve true
trait correlations.
correlations are to true correlations.
For plants with available pairs of traits in the test set, the predicted correlation can
be compared with the observed true correlation by drawing the corresponding scatter
plots. As an example, we provide the scatter plots for Leaf Fresh Mass vs. Leaf Area,
SLA vs. LDMC, and LeafN vs. LeafP (Figure 6.4). It can be observed that both HPMF
and BHPMF preserve the true correlation for all three pairs.
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6.4 Multiple Inheritance BHPMF
The Multiple Inheritance model we present here can be addressed as a generalization
of the BHPMF model. In the BHPMF model, u
(`)
n and v
(`)
m are generated from a single
Gaussian distribution with a mean around their parents latent factors at the higher
level. In the case of multiple inheritance, the BHPMF model could be generalized
to generate each latent factor u
(`)
n and v
(`)
m from product of Gaussian distributions,
involving a subset of parents. Markov blanket of Multiple Inheritance BHPMF (MI-
BHPMF) is illustrated in Figure 6.1(b). MI-HPMF assumes a directed acyclic graph
(DAG) structured hierarchical prior, rather than tree structured as in BHPMF. The
construction has parallels with the product of expert models [89], and multiplicative
mixture models (MMM) [79, 86]. A key difference here is that the DAG structure is
assumed to be known, and here a combination of inference in MMM [79, 86] is avoided.
The generalized model of MI-BHPMF at level ` is:
1. Generate u
(`)
n ∼
∏
iN(u
(`−1)
pi(n)
, σ2uI), [n]
N(`)
1 .
2. Generate v
(`)
:d ∼ N(v(`−1):d , [K(`)v ]−1), [d]D1 .
3. Generate x
(`)
nm ∼ N(〈u(`)n ,v(`)m 〉, σ2) for each non-missing entry.
where pi(n) is the i
th parent of n in the upper level.
In principle, V can also have multiple inheritance. Here, we discuss the case where
only U has multiple inheritance. The conditional probability of u
(`)
n is
p
(
u(`)n
∣∣x(`)n , V (`),u(`−1)P (n) ,u(`+1)C(n) ) ∼ N (u(`)n ∣∣µ∗(`)n ,Σ∗(`)n )
where P (n) = {pi(n)} is the set of parent nodes of n,
Σ∗(`)n =
[
|C(n)|+ |P (n)|
σ2u
I +
∑
m δ
(`)
nmv
(`)
m v
(`)T
m
σ2
]−1
(6.7)
µ∗(`)n = Σ
∗(`)
n

∑
i
u
(`−1)
pi(n)
+
∑
j
u
(`+1)
cj(n)
σ2u
+
∑
m
δ
(`)
nmx
(`)
nmv
(`)
m
σ2
 .
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Figure 6.5: MI-BHPMF for all movies with the inverse of prediction confidence (stan-
dard deviation) on the x-axis and the prediction error (RMSE) on the y-axis. The errors
are small (more accurate) when the standard deviation is small (more confident).
The sampling procedure is mostly similar to Algorithm 4 except that line 5 is replaced
with the following line
5: for n = 1 · · ·N sample u(`)n in parallel using (6.7):
u
t+1(`)
n ∼ p
(
u
t(`)
n
∣∣x(`)n , V t(`),ut(`−1)P (n) ,ut(`+1)C(n) )
Similar change is applied to line 8 in Algorithm 4 for the top-down procedure.
We present some preliminary results of evaluating the multiple inheritance model
on the MovieLens Data set. The data set contains 1M ratings for 3900 movies by 6040
users. The genre of each movie has been extracted from IMDB [182]. There are 25 movie
types (Genre). A hierarchy over movies can be built by grouping movies based on genre
where each movie may belong to more than one genre. Figure 6.5 shows RMSE-Std curve
on the MovieLens data set. Similar to BHPMF, RMSE increases monotonically with
increasing standard deviation. Meaning that MI-BHPMF is accurate (small RMSE)
when it is confident (small standard deviation).
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Figure 6.6: BHPMF for each of the 13 traits with the inverse of prediction confidence
(standard deviation) on the x-axis and the prediction error (RMSE) on the y-axis. The
errors are small (more accurate) when the standard deviation is small (more confident).
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Chapter 7
Trait-Trait Interactions across
Climate Zones
7.1 Statement of Contribution of co-authors
This study is a joint work with Habacuc Flores-Moreno, Arindam Banerjee, Abhirup
Datta, Jens Kattge, Ethan E. Butler, Owen K. Atkin, Kirk Wythers, Ming Chen, Mad-
hur Anand, Michael Bahn, Sabina Burrascano, Chaeho Byun, J. Hans C. Cornelissen,
Joseph Craine, Andres Gonzalez-Melo, Wesley N. Hattingh, Steven Jansen, Nathan J.B.
Kraft, Koen Kramer, Daniel C. Laughlin, Vanessa Minden, U¨lo Niinemets, Vladimir
Onipchenko, Josep Pen˜uelas, Nadejda A. Soudzilovskaia and Peter B. Reich [73].
HFM, FF, AB, PBR designed the study. FF and AB developed statistical method.
JK, HFM and FF prepared the data. HFM and FF analyzed data. HFM and FF wrote
the manuscript, with all authors contributing to subsequent revisions.
7.2 Introduction
Because plant traits are not independent of each other biologically or statistically, an
accurate description of their interdependency gives us a clearer view of the links morpho-
logical traits and physiological function [156, 161, 219], differences between functional
groups [155], the effect of multivariate trait relationships on mechanisms of coexistence
[108] and ecosystem processes modeled at global scales [215]. However, the strength and
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form of the relationships between traits among co-occurring species varies across envi-
ronments [170, 3], and among functional groups [169], with axes of trait variation shift-
ing, collapsing or arising across environmental gradients and different plant life forms.
Empirical support for generalities in the coordination of traits exist, with evidence
mostly limited to single organs or few traits at broad spatial scales [224, 45, 148, 237] or
across organs but only for certain regions and/or growth forms [3, 18, 75, 74, 50, 109].
Paving the way forward, Diaz et al. [64] analyzed the major axes of trait variation
across the plant kingdom for six traits measured on different organs, finding strong evi-
dence for coordination (i.e. non-random variation between traits) among these traits at
global scales. As of yet, however, it remains unknown whether the connections among
multiple traits across organs within environments are similar among species and across
environments. We use connection in a specific way in this manuscript; as representing
direct functional linkages between traits, which we evaluate through a test of statistical
independence that accounts for co-variation with all other traits in the data set. This
approach thus allows us to address (i) whether correlations among traits all represent
connections or whether some are solely due to co-variance with other traits, and (ii)
additionally whether weakness in simple bivariate correlations might mask connections.
We then assess whether and how such connections collectively describe networks across
scales of broad climate regions and plant life forms.
Previous studies that focused on multi-organ, multi-trait datasets have typically
been limited in geographic scope and described the main axes of trait variation, the as-
sociation of traits to each of these axes, and associated trait correlations and trade-offs
[3, 75, 109]. Usually, two axes are defined and have been interpreted as a resource uptake
axis, and a second axis related to competitive ability, and/or response to disturbance
[223, 18]. However, up to four independent axes may be described [96]. Evidence sug-
gests that the trait composition of these axes, whether interpreted as niche dimensions
or organ axes, changes across communities under different environmental conditions.
For instance, the independence of root, leaf, and stem traits varies across environmental
gradients, with plant communities from wetter environments showing the leaf axis to be
orthogonal to the root and stem axes [18, 74, 96], while in drier environments orthog-
onality across these organs is lost [115, 121, 62]. Similarly, the independence of traits
related to water economy from the resource acquisition axis increases in environments
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with higher precipitation[3, 94, 18, 74], a pattern also observed across a soil water gra-
dient within Mediterranean vegetation[62]. In tundra, phosphorus (P) content weakly
contributes to the resource uptake axis [75], while studies from warmer and wetter re-
gions (shrublands, temperate forests and tropical forest) show P content to be tightly
linked to the resource uptake axis and plant nitrogen economy [18, 74, 96, 121, 109].
Given differences among floras in the number of main axes of trait variation, the trait
composition of these axes, and independence among organs, it is still unclear whether
the integration (i.e. level of cross-linked trait connection across the plant) of traits
changes in a predictable way across broad environmental gradients, or whether multiple
strategies for different environmental conditions or plant types exist.
Investigating the generality of the relationship between suites of traits within and
among floras has many challenges as understanding these relationships requires consid-
ering many species and many traits ([3]; e.g. Table 7.1). At this stage, and despite the
increased number of studies of multi-trait datasets from diverse floras, it is still chal-
lenging to separate general patterns in the integration of plant strategies in response to
environmental gradients, from idiosyncrasies of the vegetation types or study. This is
partly due to across-study comparisons being complicated by differences in: the num-
ber/type of traits used (Table 7.1); the ontogenetic stage of the plants measured (e.g.
[94, 121, 109]); differences in the environmental conditions of the sampled plants (e.g.
[223, 121, 109]); and/or differences in operational definition of traits (e.g. fine roots;
[50, 121, 62]). Also, spatial scales tend to vary widely (see Table 7.1) and how differ-
ences in scale affect comparisons across studies focused on multi-trait datasets has yet
to be explored. A study on leaf trait variation and integration did, however, suggest
that biological and spatial scale could have important implications for trait integration
[142]. Nuances across studies are many in terms of the number and kinds of trait metrics
used, the relative importance of traits to the plant strategies dimensions or the degree
of connectivity between traits/organs across environmental gradients.
An equally important challenge in understanding connections among traits is in-
terpreting evidence from correlative analyses and dimension reduction techniques. For
instance, commonly used ordination techniques such as principal component analyses
(PCA) effectively decrease the dimensionality of multivariate trait datasets and are
easily combined with standard statistical methods (e.g. linear models). However, the
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biological interpretation of the PC axes and of the traits composing an axis requires a
certain level of intuition, and may become fuzzy, especially as the number of axes con-
sidered increases [160, 119]. Further, standard practices such as only selecting a subset
of PC axes prevents a full exploration of the multivariate nature of plant strategies and
can have unintended consequences (e.g. erroneous inference due to bias sample of multi-
variate distribution; see [207]). On the other hand, while correlative analyses generally
capture the marginal dependency among variables [122, 119], it is impossible to de-
tect indirect from direct dependencies among variables from correlation analyses alone
[218, 185, 37, 67, 156]. Distinguishing direct and indirect connections among traits is
necessary for understanding the mechanistic roots of those trait correlations that define
plant strategies, and can thus help us clarify the causal link between traits and fitness
components [185], connections among traits and function [161], and the role that traits
play in influencing higher-level processes and vegetation attributes (e.g. RGR, NPP,
[167]).
In this study, we describe the connections among traits across organs in the un-
collapsed trait multidimensional space using precision matrices (inverse of covariance
matrix) a special case of probabilistic graphical models [67]. The key feature of this
method is its capacity to identify direct from indirect connections by describing rela-
tionships among traits once the influence of the trait constellation has been considered.
Then, differences in the trait connections across groups of plants (e.g. herbs vs. shrubs,
monocots vs. dicots) can be compared based on the graph topology derived from the
trait precision matrices for those groups. We use network theory to interpret the graph
topology of the trait network obtained from the precision matrices (see Methods).
We focus on the following, overarching question: how do connections among traits
vary across growth forms (woody and non-woody) and environmental gradients? Strong
integration across traits across different organs is expected as matching tissue strategies
should be advantageous at the whole-plant scale [168]. However, whether coordination
across traits across organs is advantageous or not will depend on the local environ-
mental factors that plants experience, as in any given environment not all resources
necessary for a plant to persist and grow may be available in the same relative supply
at the same time [24]. Further, woody species have a long-persisting, reinforced stem
aboveground that allow vertical and lateral expansion (via cambium inside trunks or
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broadly branching canopies), while non-woody species lack such a stem. This is a cru-
cial difference across terrestrial plants, with profound impacts in the phenology, reserve
patterns, and biophysical requirements of these groups and may influence the degree of
integration among organs and their traits [24], which may be reflected in differences in
the connectivity among traits of woody and non-woody species.
In summary, in the current study we: (i) describe the global trait network (statistical
dependency between ten functional traits) among 16,281 plant species from sites around
the world; (ii) compare the differences in the trait networks of woody and non-woody
species; and (iii) assess how the trait network of woody and non-woody species changes
across five broad climate regions (tropical, temperate, arid, cold and polar).
7.3 Method
7.3.1 Data
Our attention is on ten traits relevant to resource economy and uptake, competitive
ability (or stress tolerance) and reproductive strategy of plants. Seed mass (mg) reflects
allocation of energy to a few large vs. many small offspring, and impacts early seedling
survival [149]. Plant height (m) and stem specific density (mg dry mass mm-3 fresh
volume; hereon SSD) are traits related to light competition, growth rate and long-term
viability of the stem [45, 148, 65]. Specific leaf area (mm2 mg-1; SLA), leaf lifespan
(LLS; month), leaf nitrogen (N; mg g-1) mass, leaf phosphorus (P; mg g-1) mass are
traits related to nutrient economy and acquisition and are key components of the leaf
economic spectrum (LES; [170, 224]. SLA represents the mass investment related to a
potential rate of return measured in terms of light capture area [171, 224]. Leaf lifespan
represents the time needed to generate payback on this mass investment [167]. Leaf N is
associated with carboxylation-capacity and is integral to the photosynthetic machinery
[170, 224]. Leaf P is essential for bioenergetics molecules (e.g. ATP) and is indispensable
for the formation of nucleic acids and lipid membranes [170, 224]. Therefore variation in
leaf P and N will be crucial to respiration and photosynthetic capacity of plants, as well
as energy generation and storage. Leaf area (mm2) is related to the water and energy
balance of a plant and is relevant to light interception. Finally, leaf N and P can also
be expressed on an area basis reflecting light capture and transaction of energy on an
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area basis (g m−2) reflecting light capture and transaction of energy on an area basis
[224]. Consequently, we also use leaf N per area and leaf P per area, in parallel to their
mass-based counterparts.
We obtained spatially explicit trait data for our ten traits and growth form (woody,
non-woody) data from TRY(www.try.db; [101], Reference for individual studies included
in this database are provided in Appendix S1). The TRY data subset used in this
study includes 19725 records for 16281 species across all terrestrial biomes sensu [221],
from which 9053 and 6231 records were identified as either woody or non-woody plants
respectively. We standardized the species names and higher order taxonomy according
to the plant list (The Plant List, 2013) using Taxonstand [40], then we obtained the
higher order taxonomy (i.e. family, order, group) for our species with taxonlookup
(version 1.0.1; [159]). The number of individual records in global datasets rapidly
decreases, as information on more traits is required [101]. In our dataset LLS was
the trait with the lowest number of records ( 0.67% of records have information for this
trait), while plant height was the trait with the highest number of records present ( 35%).
This limits our ability to assess how traits vary jointly. Thus, we used a hierarchical
Bayesian extension of probabilistic matrix factorization to fill in the trait gaps in our
dataset [71, 179, 183]. This algorithm harnesses the available trait information and the
species and higher order taxonomy to fill in the gaps in the trait data. This gap-filling
method has been used in other trait analysis at global scale with robust results [64]. We
also checked the robustness of this method by comparing the trait-trait relationship of
only gap-filled data vs. only original data (Table 7.2).
Using a map of the Ko¨ppen climate zones we assigned the georeferenced plant records
to five different climate zones: tropical climate, which includes tropical rainforest, trop-
ical seasonal forest, and savannahs; arid climate, which includes deserts and steppes;
temperate climate, which includes temperate forest, temperate rainforest, and Mediter-
ranean vegetation; cold climate, which includes only taiga; polar climate, which includes
tundra, alpine and circumpolar zones (see [158]). The climate regions described above
are derived from a combination of global patterns in temperature and precipitation
([158]). At the same time, important differences in chemical and anatomical traits ex-
ist between woody angiosperms vs. gymnosperms and non-woody forbs vs. monocots
[56, 203, 26, 45]). Thus, to distinguish the effect of precipitation and temperature, as
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well as that of differences between non-woody forbs vs. monocots and woody gym-
nosperms vs. angiosperms we compared the connection among traits for these groups
of species across a precipitation gradient, holding temperature constant, and a temper-
ature gradient holding precipitation constant (Section 7.4.6; Tables 7.11, 7.10; Figures
7.7, 7.9).
7.3.2 Analysis
We applied our new method using precision matrices to determine trait connections
across multiple traits across organs. Given a constellation of traits, the precision ma-
trix establishes the conditional independence among traits. When a coefficient in the
precision matrix of traits is different from zero, then a relationship between traits x and
y are not due to variation in z (z being a single trait or a set of traits; [92]; Figure
7.1b). On the other hand, a value of zero reveals the conditional independency between
two traits, given variation in other traits (Figure 7.1c). For instance, if trait x and
y are conditionally independent given trait z, that means that traits x and y do not
provide information about each other once trait z is considered (Section 7.4.7). From
this it follows that even if traits x and y are highly correlated, once trait z is considered
any direct relationship between traits x and y would disappear. Thus, the precision
matrix of traits provides the statistical conditional dependency structure among traits
for a multivariate (in this case, assumed Gaussian) trait constellation, which is a graph
structure that describes direct probabilistic interactions among traits (Section 7.4.7;
[37, 67]).
We used a ‘glasso’ algorithm (Graphical Lasso; [77]) to estimate the precision ma-
trix for each plant group with confidence intervals for each trait-trait interaction in the
trait network. The glasso algorithm assumes that traits have a multivariate Gaussian
distribution and estimates the precision matrix by maximizing the log-likelihood among
all plant trait measurements (Notes S2). The glasso algorithm includes a penalty pa-
rameter λ, which controls the sparsity level of the precision matrix. Following [98], we
accounted for differences in sample size across precision matrices in the calculation of
λ as follows: λ = 2
√
logp
n , where n refers to the sample size and p denotes the number
of nodes, in this case traits. First, we derived the trait network for all plants, and then
for non-woody and woody plants separately. Next, we derived the trait network for
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Figure 7.1: Hypothetical scenarios when determining the conditional dependency among
correlated traits. (a) Observed correlation between trait y and trait x, when the effect of
trait z has not been considered (dashed gray lines). (b) Conditional dependence between
trait x and trait y even after considering trait z, suggesting dependency between trait
x and trait y. (c) Conditional independence between trait y and trait x, once trait z
has been considered, suggesting that the correlation between x and y was indirectly
mediated through z.
non-woody and woody plants across the five climate zones defined above.
At the end, we test the significance of obtained edges i.e., trait-trait interactions,
for each group by following [98]. Given a data sample matrix X ∈ Rn×p and estimated
precision matrix Ω ∈ Rp×p , define the test statistics T = Ω+λΩZΩ where Z is the sub-
gradient of norm ‖Ω‖1 and σˆ2ij = ΩiiΩjj +Ω2ij . Then, J. Jankova and S. van de Geer [98]
show that thresholding Tij at level Φ
−1
(
1− αp(p−1)
)
σˆij√
n
for all i, j will remove all zero
entries (i.e., non-significant trait-trait interactions) with probability 1−α asymptotically.
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We estimate the (1− α) asymptotic confidence interval of all the obtained edges as
Iij =
[
Tij − Φ−1
(
1− α
p(p− 1)
)
σˆij√
n
, Tij + Φ
−1
(
1− α
p(p− 1)
)
σˆij√
n
]
. (7.1)
We remove edges whose confidence interval contain zero.
To assess differences in the network topology of the different plant groups we used
three network metrics:
Degree: ([92]; number of connections between a focal trait and other traits, nor-
malized by the total number of unique connections) to quantify the relative importance
of the traits for a given trait network. Degree is widely used in biological networks to
identify essential characteristics in biological entities such as genes, metabolites, and
proteins [107]. For example, evidence suggests that metabolites with higher Degree
may belong to the oldest part of the metabolism, while proteins with higher Degree
have been identified as essential, with their removal being lethal to the organism [107].
The values for Degree range between zero when a focal trait has no connection to any
other trait, to one when a focal trait is connected to all other traits in the network.
‘Modularity’ is the difference between the fraction of connections among traits
that fall within a given module (i.e. a module is a subset of traits, that interact more
among themselves than with other surrounding traits) minus the same fraction in a
null model were connections among traits are distributed randomly [54]. Thus, we used
Modularity to measure how separated traits belonging to different modules are from
each other in terms of fraction of connections that occur within modules (i.e. how con-
nected/disconnected traits across modules are). Modularity helps identify nodes within
a network that perform a common function and interact strongly among themselves.
Higher Modularity confers an advantage under variable conditions as it provides robust-
ness [163, 7], also providing opportunities for the network to adapt and evolve, as not all
components in a modular network are optimally linked (i.e. ability to respond to chang-
ing external conditions/internal organization while maintaining normal behaviour; [16].
We used a Spinglass algorithm to detect the modules in our networks, as this algorithm
accurately detects modules in networks of small size (Number of nodes ≤ 233) and with
small or large mixing parameters at the network level (i.e. the summation of external
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degree of each node over the summation of its total degree) [230]. In Modularity val-
ues of zero represent networks without a community structure, while non-zero values
represents networks that have a community structure.
‘Edge density’ of the trait network (proportion of present connections among traits
out of all possible connections) to assess the connectedness across traits. Edge density is
used in biological networks, particularly in the study of neural networks, where variation
in Edge density has been linked to a compromise between efficiency of connections vs.
the cost of connection [125, 7]. The values for Edge density vary between zero to one.
A value of zero represents no connection across the traits in the network. Meanwhile a
value of one suggests that all traits in the network are connected to all other traits.
Prior to analyses we log transformed, calculated species-level means within each
climate zone, and z-transformed all continuous trait data. We ran all analyses under R
3.3.1 (R Core Team, 2016). For calculating the precision matrices we used the camel
package [124], and for calculating the network metrics we used the igraph package [58].
7.3.3 Results
Among all terrestrial plants, there is a high connection among all traits across all organs
(Edge density = 0.86, Figure 7.2). SLA, LLS and SSD were the most central traits,
(Degree = 1), followed by seed mass and plant height (Degree = 0.86). Leaf area, leaf
N mass and leaf P mass were the least central traits (Degree = 0.71).
Results were generally similar among life forms, but with some significant differ-
ences. There were slightly more connections among traits in woody (Edge density =
0.71) than in non-woody species (Edge density = 0.61; Figure 7.2b-c). For non-woody
species leaf area, leaf N, LLS and leaf P were the most influential traits in the trait net-
work (Degree = 0.71), while for woody species the most influential traits were leaf area,
leaf N and seed mass (Degree = 0.86). In both cases stem related traits were the least
influential traits in the network (Degree 0.57; Figure 7.2). Non-woody species showed
slightly more connections between traits within organs than between traits among or-
gans (Modularity = 0.10), compared to woody species that show higher integration
across organs (Modularity = 0.06). In non-woody species there were two modules, one
composed of LLS, leaf N, and SSD, while the other was composed by leaf P, SLA, plant
height, leaf area, and seed mass. In woody species we also detected two modules, one
104
formed by leaf area, leaf P and SSD and the other one by seed mass, LLS, SLA, leaf N
and plant height.
In both woody and non-woody species, there were connections among all leaf traits,
except SLA-LLS. Also, in both groups of species there were connections between plant
height-leaf area, plant height-LLS, seed mass-leaf area, seed mass-SLA, seed mass-leaf
N, and seed mass-plant height. Connections between LLS-SLA, SSD-leaf area, SSD-leaf
P, plant height-leaf N, seed mass-LLS, and seed mass-SSD were only present among
woody species. Connections between SSD-leaf N, SSD-LLS, and plant height-leaf P
were only present in non-woody species.
Woody and non-woody species by climate region
Woody species show more connections (i.e. higher Edge density) among traits in trop-
ical (Edge density = 0.64), temperate (Edge density = 0.68), and arid (Edge density
= 0.64) environments, compared to cold and polar ones (Edge density = 0.57 and 0.39
respectively; Figure 7.3 and Table 7.9). Also, woody species show slightly higher asso-
ciation of traits within organs in polar (Modularity = 0.31), cold (Modularity = 0.14)
and arid environments (Modularity = 0.11), compared to temperate and tropical ones
(Modularity = 0.05 and 0, respectively; Figure 7.3; Table 7.9). Non-woody species show
more connections between traits in temperate and cold environments (Edge density =
0.64), followed by arid and polar environments (Edge density = 0.43) and least in tropi-
cal environments (Edge density = 0.32). Non-woody species show higher modularity in
tropical (Modularity = 0.31), arid (Modularity = 0.25) and polar (Modularity = 0.21)
environments, while both temperate and cold regions show low modularity (Modularity
= 0.07; Table 7.9).
Across the different climate regions woody species always had two modules, while
non-woody species had two modules in all climates except polar and tropical ones were
they had three (Table 7.3). Both growth forms had a module mainly composed by traits
related to the LES. In woody species, this consisted of SLA, leaf N and leaf P. In non-
woody species, it contained SLA and leaf N, with leaf P being part of this module in
all climate regions except tropical and temperate climates. The second module for both
growth forms was composed of traits related to the reproductive strategy and plant
architecture. In woody species, the core traits in this module were seed mass, plant
105
height and leaf area, with SSD being part of this module in all climate regions except
temperate areas. In non-woody species this module was composed of plant height and
leaf area, SSD was part of this module in all climates except polar. When a third module
was present in non-woody species, LLS and either leaf P in tropical, or SSD in polar
climates composed it (Table 7.3).
In terms of centrality of traits, as measured by their Degree, for both growth forms
LLS was a central trait in temperate, arid and cold climates, while seed mass was a
central trait in tropical areas (Table 7.8). For non-woody species leaf area was central
in all climate zones, except temperate and polar, while leaf N was central in all regions
except temperate and cold ones (Table 7.8).
Across climate types and both growth forms, connections between leaf N-leaf P,
leaf N-SLA, plant height-leaf area and seed mass-leaf area were always present (Figure
7.3). For non-woody species connections among seed mass-SLA, and seed mass-leaf
N were also robust across climate types (Figure 7.3f-j). Meanwhile, for woody species
connections between SLA-leaf area, leaf P-SLA, LLS-leaf N, SSD-leaf P, seed mass-plant
height, and seed mass-SSD were also found across climates regions (Figure 7.3a-e).
Analyses using area-based Leaf N and P metrics produced results largely consistent
with those using mass based leaf nutrient content measurements in terms of trait con-
nections and modularity (Table 7.9; Figures 7.4, 7.5). The robustness of connections
across climates and growth forms was also similar between mass and area based results,
with the addition of a connection between LLS-SLA in the area based results. As in
the mass based results, no unique trait was central across all climates for both woody
and non-woody area-based traits (Table 7.8). However, the Degree of traits did change
within climates (Table 7.8). For instance, in woody species LLS became a central trait
in all climates except polar. For both groups seed mass stopped being a central trait in
tropical areas. Similarly, leaf area was no longer a central trait in non-woody species.
Meanwhile, SSD became a central trait for woody species from arid regions (Table 7.8).
7.4 Discussion
In the current study, we used precision matrices of a large global dataset of ten traits
that represent all above-ground plant organs (leaf, stem and reproductive) across 16,281
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plant species to identify the direct connections that exist across traits across organs for
this ten-trait constellation. We identified emergent characteristics of the trait networks
across all land plants at a global scale, as well as across growth forms (woody and non-
woody species) and, for the first time (to our knowledge), explicitly accounted for the
impact that broad environmental gradients have on the trait network. In doing so, our
study builds on and extends previous attempts that describe the cross-correlations
across several traits and several organs at global scales [64], and efforts that focused
on certain vegetation types (e.g. [223]) and narrower environmental gradients (e.g.
[50]). Important steps forward in this type of analyses will be the incorporation of:
belowground traits once global root trait databases have grown to a significant cover
to investigate the generality of the connection among LES- root economic spectrum
traits across regions (e.g. [127, 74, 50, 121]), and that of whole-plant leaf area data to
investigate the linkage between lower SLA, longer LLS and whole-plant leaf area [153].
7.4.1 Connectivity across all terrestrial plants
At a global scale we found that land plants have high connectivity across traits and
high integration across organs (Figure 7.2a). This supports the idea that matching
tissue strategies should be advantageous at the whole-plant scale [168]. In terms of
traits, SLA, LLS, and SSD were the most central traits across land plants (Figure 7.2a).
High centrality suggests that a variable tends to be influential in terms of regulating
critical functions or being involved in the regulation of more functions, and therefore of
having greater impact on higher level properties, such as fitness [107]. Indeed, SLA and
LLS are crucial traits in the resource acquisition strategy of plants, representing the
compromise between the carbon construction cost and the duration of this benefit [167,
171, 170], while SSD impacts plant hydraulic and mechanical properties and influences
the nutrient, carbon and water economy of stems [45]. Further, variation in these
three traits has been shown to impact growth and fecundity, while also contributing to
the structuring of communities [111] and heavily influencing ecosystem level processes
[171, 168].
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7.4.2 Trait connections across growth forms and climate regions
Connections between seed mass-leaf area, leaf N-SLA, leaf P-leaf N, and plant height-
leaf area were always present in analyses of growth forms, and of growth forms across
different climate types (Table 7.4). Some of these connections are well known (e.g. leaf
N-SLA, leaf P-leaf N), and previous correlation analyses have identified their impor-
tance in understanding compromises among traits and their impact on plant function
[167, 171, 170, 224]. Some others are connections that previous correlation analyses
suggest have no overall or weak relationships across habitats, and therefore their impor-
tance has been downplayed (e.g. seed-mass-leaf area, plant height-leaf area; Table 7.4).
Thus, correlation strength does not reflect connectivity between traits well (Tables 7.5,
7.6, 7.7). In the first case above where we detect a connection and previous studies show
a strong correlation evidence suggests that these connections are maintained through
selective pressure of biophysical constraints and natural selection (Table 7.4). For ex-
ample, an increase in SLA will generally be linked to an increase in leaf N and other
cytoplasmic molecules [171, 143]. At the same time, natural selection reinforces a strong
connection between SLA-leaf N relationship through processes such as herbivory and
competition [171], limiting the trait space where optimal combinations of these traits
occur. In the second case where conditional dependency between two traits exists, but
previous correlation tests suggest a weak relationship- we propose that these trait con-
nections are maintained in the plant phylogeny through neutral or selective processes,
but contradictory selective forces across habitats weaken the correlation among these
traits. For instance, studies have reported a triangular relationship between seed mass
and leaf area in temperate woody species (i.e. big leaves have big or small seeds, but
small leaves only have small seeds; [55]). But positive rather than triangular relation-
ships across woody sclerophyll species [220], and no relationship among these traits
across woody tropical species have been reported as well [223]. In both cases, our anal-
yses suggest that these trait connections are robust after accounting for all other traits,
and across climates and growth forms, but the forces maintaining these connections
might differ.
Some well-known, strong trait-trait correlations across plants have robust connec-
tions globally but not across growth forms or climate regions in our study. For instance,
the connection between SLA-LLS (which additionally are two of the three most central
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traits globally) is direct in the global data and in woody species (globally) but not for
non-woody plants (globally). Moreover, this connection was observed in four of five
climate regions for woody plants, but only one of five for non-woodies. This weaker
connection in subsets of the global data could suggest that although a strong correla-
tion exists between these two traits even in these subsets, the connection between these
traits could be mechanistically mediated through other traits in some cases, or the con-
nection only exists when the absolute range in LLS is large, as is the case for woody
plants.
7.4.3 Modularity
In biological or man-made networks, modules are a group of nodes that interact more
strongly among themselves, and tend to perform a common function [7]. We found that
in woody species across climate regions, SLA, leaf N, and leaf P were always together
in a module. These three physiological traits are central to the leaf economic spectrum
[224]. Seed mass (a reproductive trait) and plant height and leaf area (architectural
traits) formed the core traits in a second module (Table 7.3). These traits are relevant
to body size, plant-water, and -light relations [154, 217, 147]. Similarly, in non-woody
species, leaf N and SLA were always together in one module (leaf P was part of this
module, except in tropical climates), while plant height and leaf area were together in a
separate module (SSD formed part of this module except in polar climate). Our results
suggest that there are at least two core modules across plant growth forms, one module
whose function is carbon uptake represented by leaf physiological traits, and a second
module whose function is more related to body size, and plant-light, -water relations
represented by seed mass and two architectural traits. The importance of these two
modules in the strategies of plants is supported by the LES and the global spectrum of
plant form and function [171, 170, 64].
7.4.4 Modularity across climate regions and growth forms
On average we found higher modularity in non-woody species than in woody species.
Modularity evolves in more variable environments [125] because it provides robustness
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against component failures [7]. This result may provide some insight into the obser-
vation that non-woody species tend to succeed in drier, colder, and more stochastic
environments, compared to woody species [113, 148], and provides some support to the
observation that shrubs have more segmented hydraulic stem design under drier condi-
tions [177]. Within woody species modularity increases from tropical to polar climates,
consistent with the idea of modularity as providing robustness in stressful or variable
environments. Interestingly, non-woody species showed higher modularity in tropical,
polar and arid regions (Figure 7.3h-j). Strong modularity of non-woody tropical could
be explained by the variable precipitation that seasonal tropical climates experience,
while high modularity in arid and polar climates could be related to seasonal patterns
in temperature, precipitation or both. The seemingly counterintuitive pattern in mod-
ularity of non-woody species may be partially explained by difference in the geographic
sampling bias of the two growth forms and the composition of tropical climate in our
study. In this study tropical climate includes not only rainforest, but also tropical sea-
sonal forest and savannahs, which experience high rainfall seasonality. The majority of
data on tropical non-woody species comes from savannah and tropical seasonal forest,
while a greater proportion of the data for tropical woody species comes from rainforest.
7.4.5 Modularity across a precipitation and a temperature gradient
Higher variation in modularity in non-woody species across climate regions could also
be partially explained by geographic bias in the distribution of monocots and eudi-
cots species across climate regions and differences in morphology, development, tissue
longevity, and anatomy of these clades [56, 203]. Thus, we ran some exploratory analyses
to assess the effect that temperature (holding precipitation constant) and precipitation
(holding temperature constant) have on the modularity of non-woody forbs and mono-
cots, as well as across woody angiosperms. These exploratory analyses revealed that in
drier conditions woody angiosperms show an increase in modularity, while forbs show
an increase in modularity in wetter environments (Tables 7.11, 7.10; Figures 7.7, 7.9).
Monocots show higher modularity under dry and wet conditions compared to intermedi-
ate levels of precipitation. Forbs also show higher modularity in colder climates. Taken
together, these results suggest that fewer connections between tissues might be more
advantageous in environments that experience more variable conditions, which may lead
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to greater temporal asynchrony between resources [24], and therefore higher modularity
in the plant strategies.
In summary, this approach and these analyses help increase our understanding of the
mechanisms behind trait relations by studying their statistical dependencies in uncol-
lapsed trait space. Probabilistic graphical models describe sets of causal hypotheses that
can be used to further investigate cause-effect relationships through structural equation
models (SEM; [135]. Thus, the dependencies among traits provided by the probabilistic
graphical model developed in our study can be further explored with SEMSs to under-
stand the coordination, compromises and causation across multiple traits (e.g. as for
leaf traits alone [185]). Further, using the probabilistic graphical models represented by
the precision matrix one may be able to estimate the number of latent variables missing.
This is possible by leveraging the sparsity of the precision matrix in combination with
a low-rank matrix, where the rank of the low-rank matrix represents the number of
missing latent variables ([41]; Section 7.4.7). These issues will not be covered here, but
should be considered as areas of research with potential to advance our understanding
of the trait relationships that govern plant strategies.
Previous plant trait studies have focused on understanding the interdependence be-
tween pairs of traits or among multiple traits using correlation analyses in combination
with ordination techniques (e.g. Table 7.1). Here we present an analysis of the condi-
tional dependencies among multiple traits across land plants, growth forms and climate
regions that allow us to differentiate direct from indirect interactions among traits. The
findings presented here contribute to the fundamental understanding of dependencies
between plant traits across environmental gradients. We found that SLA, LLS and
SSD are the most central traits globally, but were not always connected within climate
zones, especially for non-woody plants; moreover few trait-trait connections exist ro-
bustly across all growth forms and climate gradients (Table 7.4). Surprisingly, we found
that not all strong correlations are direct connections, and some weak correlations are
direct connections (Tables 7.5, 7.6, 7.7). Despite the difference in statistical approach
with previous research, our study supports the existence of two distinguishable dimen-
sions or functional modules across land plants and climate regions. One module is
related to physiological leaf traits related to carbon uptake and economy, and another
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Figure 7.2: Connections between multiple traits across organs (leaves in greens, stems
in browns and seed in red) using mass units for leaf N and P content. (A) all terrestrial
plants, (B) non-woody species and (C) woody species.
related to reproductive strategy and plant architecture. The approach taken here rep-
resents an important step forward on the collective path to understand the causal links
among multiple traits across multiple organs and within and across different climate
zones and plant life forms.
7.4.6 Plant trait network analyses on a precipitation and tempera-
ture gradient holding the other environmental variable constant
across each gradient
We used the CRU TS 0.5 gridded climate dataset (Harris et al., 2014) to derived mean
annual temperatures, and mean annual precipitation data for our georeferenced plant
records. Then, we created four precipitation bins (0-500 mm, 500-1200mm, 1200-2500
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Figure 7.3: Connections between traits across organs (leaves in greens, stems in browns
and seed in red) for woody (A-E) and non-woody species (F-J) in (Tr) Tropical, (Te)
Temperate, (Ar) Arid, (Co) Cold, and (Po) Polar environments. Environment types
were derived using the Kppen Climate Zones classification system (Peel et al., 2007; see
methods).
mm, 2500 mm, holding temperature between 10-20 C), and four temperature bins ( 0 C,
0-10 C, 10-20 C, 20 C, holding precipitation between 0-500 mm). For the precipitation
bins, data availability made it only possible to run the analyses on three bins (0-500 mm,
500-1200mm, 1200-2500mm). We divided the plant records into woody angiosperms,
woody gymnosperms, non-woody forbs and non-woody monocots. Then we obtained the
precision matrices for these groups of species across our precipitation and temperature
bins define above. We excluded non-woody monocots from the temperature analyses
and woody gymnosperms from both the precipitation and temperature analyses as we
lacked enough data for these groups across the environmental gradients. Results for
these comparisons are shown below.
7.4.7 Calculation of latent variables using a sparse precision matrix
and low rank matrix
Current model assumes that we have fully observed all variables. However, this as-
sumption may not be a valid assumption. For instance in our case there might be other
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important traits that are being neglected in the current analysis. For example, in the
example below, wet street and wet grass are connected in the conditionally dependency
graph when the variable rain is not observed. But when the variable rain is observed,
wet street and wet grass are are disjoint (Figure 7.10).
In another example, in the presence of a sprinkler the interaction structure may
change to the graph in Figure 7.10c. Here, wet street and wet grass are conditionally
independent given both rain and sprinkler as rain and sprinkler can explain all relation-
ship that may exist between wet street and wet grass. Thus, finding the graph structure
between observed traits while considering presence of latent variables is of interest and
important.
In general, consider we have measured p traits X = (X1, X2, · · · , Xp) of a p + r
multivariate Gaussian vectors of traits (X,Y ) where Y = (Y1, Y2, · · · , Yr) represents the
latent traits. It is natural to assume that the fully observed p + r traits have a sparse
precision matrix. But, since we have not observed r of traits, we cannot apply the
current model to obtain such sparse network. Interestingly, it has been shown that the
interaction networks between p observed traits can be represented as sum of a sparse
A and a low rank matrix B where matrix B has a rank at most r which is number of
latent traits [41].
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Table 7.1: Examples of studies focused on multi-organ, multi-trait datasets. When
several plant group classifications were used, a semicolon divides them. The numbers
next to the name of the organs included the study in the Organs column refers to the
number of traits per organ. For more details on these studies see Appendix S.
study Growing
conditions
of the
plants
Spatial
scale
Environmental
gradients
Are envi-
ronmental
gradients
explicitly
consider?
Plant groups
included
Plant
groups
taken into
considera-
tion?
Number
of
species
Life
stage
Organs Observation
Ackerly
2004
field local
Water
availability
no
woody;
evergreen,
woody
deciduous
yes 20 adults
leaf 23
Effect of water
availability
inferred from plant
water potentials
stem 11
seed 2
Baraloto et
al. 2010
field regional
Precipitation,
Soil nutrients
no trees no 668 adults
leaf 12
stem 5
Cheng et
al. 2015
field local
Temperature,
Precipitation,
Soil nutrients
yes
xerophytes,
intermediate
xerophytes,
intermediate
mesophytes,
mesophytes
shallow vs
deep-rooted
yes 55 adults
leaf 1
roots 4
de la Riva
et al. 2015
field local
Humidity (soil
water)
yes woody 38 adults
leaf 7
stem 1
roots 5
seed 1
Diaz et al.
2004
field regional
Precipitation,
Temperature,
Altitude
no
eudicotyledons,
monocotyledons;
asteraceae;
fabaceae;
poaceae
yes 640 adults
leaf 5
stem 4
seed 2
other 2
Diaz et al.
2016
field global Precipitation,
Temperature,
Altitude
no woody,
non-woody;
angiosperms,
gymnosperms,
pteridophyte
yes 46085 adults
Fortunel et
al. 2012
field regional
Precipitation,
Soil nutrients
yes trees no 758 adults
leaf 11
stem 2
root 1
Freschet et
al. 2010
field local
soil nutrients
(C &N),
Temperature
(soil litter),
Humidity (soil
litter), growing
season
yes
woody
evergreen,
woody deciduos,
fern allies, club
mosses,
monocots,
terretrial forbs,
aquatic forbs
yes 40 adults
leaf 8
stem 7
roots 7
Ishida 2008 field no trees, creeping
trees, ruderal
trees, climber,
C3 shrubs and
forbs, CAM,
palm
32 adults
leaf 14
stem 1
Jager et al.
2015
field local
Terrain slope,
Soil nutrients
yes
angiosperm
trees, conifer
trees, palm
trees, fern trees
yes 30
> 10
dbh
leaf 8
stem 4
seed 1
Kramer et
al. 2016
glasshouse
local,
regional
Soil nutrients yes
Conifer,
Eudicot, Palm,
Magnoliid, Tree
fern;
AM(nodules),
AM, Non, Dual
AM/EM, EM,
Ericoid
yes 66 seedlings
leaf 2 Plants sourced
from nurseries;
traits from
seedling from
glasshouse
stem 2
root 5
Li and Bao
2015
common
garden
woody deciduos,
woody
xerophythic
no 23
1 year
old
leaf 3
stem 1
roots 4
Wright
2007
field regional Precipitation no
trees, shrubs,
lianas
no 122 adults
leaf 2 main analyses
done with 122
species,
supplementqry
analyses done with
up to 2134 spp
stem 2
seed 2
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Table 7.2: Comparison of trait-trait correlations using only gap-filled or only original
trait values. Sample sizes (n) of the gap filled and original database are the same to
ensure they are comparable. To test whether the gap-filling algorithm had an effect on
trait-trait correlation we used a subset of 470769 observations from TRY for five traits
(leaf area, SLA, leaf n, plant height and seed mass). First we ran the gap filling algorithm
on this dataset. Then using standardize major axis analyses we compared the trait-trait
correlations of a dataset only using observed values vs. the exact same observations
only using gap filled values. The sample sizes for these trait-trait correlations varied
between 1738 for the leaf N-seed mass correlation to 63846 records for the SLA-leaf
area correlation. Overall, the difference in the slope value of the trait-trait correlation
between the two types of data (gap-filled vs original) ranged from 0.0005 to 0.06, and
in the case of the intercepts it varied between 0.006 and 0.11.
Correlation Data type n Slope Slope low CI Slope high CI Intercept Intercept low CI Intercept high CI
Leaf area-height Gap filled 28278 1.0057 0.9962 1.0153 6.8396 6.8189 6.8603
Original 28278 1.0059 0.9961 1.0157 6.8461 6.8241 6.8681
Leaf area-leaf n Gap filled 9154 4.6452 4.552 4.7402 -6.0163 -6.2988 -5.7337
Original 9154 4.5885 4.4964 4.6824 -5.8969 -6.1777 -5.6161
Leaf area-seed mass Gap filled 1693 0.7785 0.7445 0.8141 5.9082 5.7919 6.0245
Original 1693 0.81 0.7742 0.8475 5.9834 5.8582 6.1085
Leaf n-plant height Gap filled 9013 -0.1616 -0.165 -0.1583 3.2256 3.2155 3.2356
Original 9013 -0.1716 -0.1752 -0.1681 3.2524 3.2415 3.2632
Leaf n-seed mass Gap filled 1738 0.1344 0.1283 0.1409 3.0283 3.0069 3.0498
Original 1738 0.1418 0.1353 0.1486 3.0365 3.0135 3.0596
Plant height-seed mass Gap filled 5129 0.4494 0.6205 0.6463 -0.6422 -0.6794 -0.6049
Original 5129 0.3997 0.6248 0.6519 -0.5556 -0.5957 -0.5154
SLA-leaf area Gap filled 63846 0.322 0.3195 0.3244 0.5228 0.5045 0.5411
Original 63846 0.3297 0.3272 0.3322 0.475 0.4562 0.4938
SLA-leaf n Gap filled 20044 0.2938 1.446 1.48 -1.785 -1.8357 -1.7344
Original 20044 0.2949 1.4229 1.4563 -1.7541 -1.8042 -1.704
SLA-plant height Gap filled 33212 -0.3448 -0.3484 -0.3413 2.8135 2.8048 2.8222
Original 33212 -0.3535 -0.3572 -0.3499 2.7928 2.7836 2.8021
SLA-seed mass Gap filled 3256 -0.2458 -0.2543 -0.2376 3.0297 3.0041 3.0553
Original 3256 -0.2558 -0.2646 -0.2472 3.022 2.9942 3.0497
Table 7.3: Modules of non-woody and woody species across climate regions. The pipe
character ‘|’ separates individual modules. Traits across modules may be connected
(see Figure 7.3), however they tend to be more connected with other traits within the
modules than with traits outside the module.
Climate Woody species modules Non-woody species modules
tropical SLA-leaf N-leaf P | plant ht-leaf area-seed mass-ssd-lls SLA-leaf N-seed mass | plant ht-leaf area-SSD | LLS-leaf p
temperate SLA-leaf N-leaf P-ssd | plant ht-leaf area-seed mass-lls SLA-leaf N-seed mass | plant ht-leaf area-seed mass-lls-leaf p |
arid SLA-leaf N-leaf P-LLS | plant ht-leaf area-seed mass-ssd SLA-leaf N-leaf P-seed mass | plant ht-leaf area-SSD-LLS |
cold SLA-leaf N-leaf P | plant ht-leaf area-seed mass-ssd-lls SLA-leaf N-leaf P | plant ht-leaf area-seed mass-ssd-lls |
polar SLA-leaf N-leaf P-LLS | plant ht-leaf area-seed mass-ssd SLA-leaf N-leaf P | plant ht-leaf area-seed mass | LLS-SSD
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Table 7.4: Trait connections that are robust (i.e. common across groups) across growth
forms and climate regions and proposed mechanisms that maintain this connection.
The range of R2 values observed across growth form, and then by growth form across
climate regions in this study is provided from the second to fourth columns. We provided
mechanism proposed to maintain these trait connection as well as specific hypothesis
about this mechanism (Details column).
Robust
connection
Woody/
non-
woody
Woody
across
climate
Non-
woody
across
climate
Mechanisms Details
leaf P-leaf N 0.62 0.51-
0.70
0.47-
0.72
biochemical and biogeochemical
constraints. Selection through
competition and herbivory
Selection through biochemical con-
straints reinforced through com-
promises between allocation of re-
sources to metabolism (investment
in genetic material esp. ribo-
somal RNA) vs growth (invest-
ment in proteins); biogeochemical
constraints mediated by adapta-
tion/acclimation to soil conditions;
unviable/low fitness strategies may
be selected out by herbivory and
competition based processes (Reich
& Oleksyn, 2004; Kerkhoff et al.,
2006; Reich, 2014)
SLA-leaf N 0.52-
0.64
0.59-
0.67
0.41-
0.57
biophysical constraint; selection
through competition, herbivory of
viable strategies.
Changes in leaf N results from in-
creases in LMA, increase in SLA re-
sult in an increase in cytoplasmic
compound, including N; structural
investment, competition and her-
bivory select certain combinations
of these traits (Reich et al., 1992;
Reich et al., 1997; Reich et al.,
1999; Meziane & Shipley, 2001)
plant height-
leaf area
0.50-
0.54
0.29-
0.57
0.36-
0.70
biophysical constraint Decrease in leaf size with increas-
ing light demands correlate weakly,
selection through light competition
in certain florae; big leaf -small
trunk physically unviable; large-leaf
crown is more efficient because it
requires less woody support invest-
ment (Givnish, 1979; Niinemets &
Kull, 1994; Niklas, 1994)
Seed mass-
leaf area
0.41-
0.42
0.15-
0.50
0.36-
0.41
unclear if this correlation is gen-
eral across floras or what main-
tains it. Possible controls by
biophysical constraints or vascu-
lar/meristematic demands
Correspondence between axes size
and appendages size (Corner’s
rule). Triangular relationship,
plants with big leaves can have
either very small or large seeds, but
plants with small leaves only have
small seeds in woody European
species; positive no triangular re-
lationship in sclerophyll vegetation
in Australia; no relationship among
these traits in tropical forest in
America (Cornelissen, 1999; West-
oby & Wright, 2003; Wright et al.,
2007)
References for table: Cornelissen JHC. 1999. A triangular relationship between leaf size and seed size among woody species:
allometry, ontogeny, ecology and taxonomy. Oecologia 118(2): 248-255; Givnish T 1979. On the adaptive significance of leaf form.
Topics in plant population biology: Springer, 375-407; Kerkhoff AJ, Fagan WF, Elser JJ, Enquist BJ. 2006. Phylogenetic and
growth form variation in the scaling of nitrogen and phosphorus in the seed plants. The American naturalist 168(4): E103-E122;
Meziane D, Shipley B. 2001. Direct and indirect relationships between specific leaf area, leaf nitrogen and leaf gas exchange.
Effects of irradiance and nutrient supply. Annals of Botany 88(5): 915-927; Niinemets ’´U, Kull K. 1994. Leaf weight per area
and leaf size of 85 Estonian woody species in relation to shade tolerance and light availability. Forest Ecology and Management
70(1-3): 1-10; Niklas KJ. 1994. Plant allometry: the scaling of form and process: University of Chicago Press; Reich PB. 2014.
The worldwide fastslowplant economics spectrum: a traits manifesto. Journal of Ecology 102(2): 275-301; Reich PB, Ellsworth
DS, Walters MB, Vose JM, Gresham C, Volin JC, Bowman WD. 1999. Generality of leaf trait relationships: a test across six
biomes. Ecology 80(6): 1955-1969; Reich PB, Oleksyn J. 2004. Global patterns of plant leaf N and P in relation to temperature
and latitude. Proceedings of the National Academy of Sciences of the United States of America 101(30): 11001-11006; Reich PB,
Walters MB, Ellsworth DS. 1992. Leaf lifespan in relation to leaf, plant, and stand characteristics among diverse ecosystems.
Ecological Monographs 62(3): 365-392; Reich PB, Walters MB, Ellsworth DS. 1997. From tropics to tundra: global convergence
in plant functioning. Proceedings of the National Academy of Sciences 94(25): 13730-13734; Westoby M, Wright IJ. 2003. The
leaf sizetwig size spectrum and its relationship to other important spectra of variation among species. Oecologia 135(4): 621-628;
Wright IJ, Ackerly DD, Bongers F, Harms KE, Ibarra-Manriquez G, Martinez-Ramos M, Mazer SJ, Muller-Landau HC, Paz H,
Pitman NCA. 2007. Relationships among ecologically important dimensions of plant trait variation in seven Neotropical forests.
Annals of Botany 99(5): 1003-1015.
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Table 7.5: Trait-trait correlations (r) and precision matrix values (ω) for all land plants,
woody and non-woody species.
All plants Woody Non-woody
Trait-trait connection r ω r ω r ω
Leaf area-SLA 0.07 -0.33 0.37 -0.54 0.07 -0.03
Leaf area-LeafN 0.11 0 0.25 0 0.13 0
Leaf area-LLS 0.11 0.25 -0.1 0.19 -0.12 0.17
Leaf area-LeafP -0.05 0 0.11 0.19 0.1 -0.05
Leaf area-PtH 0.6 -1.06 0.54 -0.75 0.51 -0.71
Leaf area-SSD 0.11 0.14 -0.16 0.24 -0.04 0
Leaf area-Sm 0.52 -0.5 0.42 -0.4 0.41 -0.34
SLA-Leaf N 0.59 -0.65 0.64 -0.69 0.52 -0.54
SLA-LLS -0.54 0.2 -0.53 0.32 -0.29 0
SLA-Leaf P 0.62 -0.6 0.6 -0.58 0.5 -0.4
SLA-Plant height -0.27 0.04 0.06 0 -0.08 0
SLA-SSD -0.32 0.09 -0.28 0 0.02 0
SLA-Seed mass -0.26 0.36 0 0.01 -0.07 0.25
Leaf N-LLS -0.56 0.73 -0.57 0.69 -0.48 0.47
Leaf N-Leaf P 0.61 -0.69 0.62 -0.65 0.62 -0.76
Leaf N-Plant height -0.14 0 0.07 -0.05 -0.14 0
Leaf N-SSD -0.16 -0.06 -0.2 0 0.05 -0.05
Leaf N-Seed mass 0 -0.51 0.08 -0.27 0.23 -0.32
LLS-Leaf P -0.58 0.34 -0.54 0.33 -0.4 0.15
LLS-Plant height 0.5 -0.66 0.25 -0.36 0.23 -0.28
LLS-SSD 0.38 -0.13 0.21 0 0.1 -0.08
LLS-Seed mass 0.41 -0.38 0.28 -0.41 -0.13 0
Leaf P-Plant height -0.33 0.08 -0.06 0 -0.18 0.12
Leaf P-SSD -0.35 0.21 -0.36 0.35 -0.01 0
Leaf P-Sm -0.25 0 -0.11 0 0.12 0
Plant height-SSD 0.37 -0.2 0.03 0 0 0
Plant height-Seed mass 0.68 -0.84 0.55 -0.55 0.31 -0.22
SSD-Seed mass 0.39 -0.31 0.19 -0.26 0.01 0
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Table 7.6: Woody species trait-trait correlations (r) and precision matrix values (ω)
across climate regions
Tropical Temperate Arid Cold Polar
Trait-trait connection r ω r ω r ω r ω r ω
Leaf area-SLA 0.2 -0.21 0.36 -0.26 0.36 -0.39 0.58 -0.71 0.52 -0.34
Leaf area-LeafN 0.13 0 0.28 0 0.19 0 0.38 0 0.35 0
Leaf area-LLS -0.05 0.002 -0.26 0.3 -0.16 0.18 -0.46 0.47 -0.42 0
Leaf area-LeafP 0.1 0 0.24 0 0.1 0 0.34 0 0.31 0
Leaf area-PtH 0.29 -0.29 0.43 -0.5 0.57 -0.77 0.3 -0.26 0.37 -0.11
Leaf area-SSD -0.22 0.2 -0.2 0.19 -0.17 0.1 0.04 0 0.07 0
Leaf area-Sm 0.16 -0.1 0.39 -0.4 0.5 -0.51 0.37 -0.33 0.36 -0.1
SLA-Leaf N 0.6 -0.73 0.67 -0.5 0.64 -0.48 0.59 -0.38 0.64 -0.32
SLA-LLS -0.43 0 -0.64 0.61 -0.64 0.67 -0.63 0.51 -0.64 0.51
SLA-Leaf P 0.55 -0.44 0.68 -0.74 0.61 -0.35 0.52 -0.38 0.57 -0.28
SLA-Plant height -0.15 0.05 0.02 0 0.03 0 -0.05 0 -0.05 0
SLA-SSD -0.26 0 -0.32 0.08 -0.38 0.18 0 0 -0.09 0
SLA-Seed mass -0.2 0.12 0.02 0 0.01 0 0.06 0 -0.04 0
Leaf N-LLS -0.51 0.59 -0.66 0.83 -0.63 0.59 -0.63 0.73 -0.66 0.6
Leaf N-Leaf P 0.55 -0.44 0.7 -0.94 0.7 -0.97 0.51 -0.35 0.65 -0.64
Leaf N-Plant height -0.05 0 0.05 0 0.02 0 0.03 0 0.01 0
Leaf N-SSD -0.16 0 -0.25 0 -0.23 0 -0.03 0 -0.2 0
Leaf N-Seed mass -0.02 -0.24 0.09 -0.15 0.08 -0.1 0.06 0 -0.06 0
LLS-Leaf P -0.46 0.26 -0.58 0.18 -0.6 0.31 -0.43 0 -0.46 0
LLS-Plant height 0.28 -0.17 0.17 -0.32 0.23 -0.34 0.22 -0.28 0.18 0
LLS-SSD 0.2 0 0.22 0 0.32 0 -0.04 0 0.05 0
LLS-Seed mass 0.38 -0.43 0.14 -0.21 0.21 -0.22 0.1 -0.08 0.08 0
Leaf P-Plant height -0.13 0 0.07 -0.05 -0.07 0 0.12 -0.02 0.11 0
Leaf P-SSD -0.36 0.34 -0.35 0.26 -0.39 0.26 -0.17 0.1 -0.3 0.06
Leaf P-Sm -0.18 0 0.02 0 -0.06 0 0.07 0 -0.08 0
Plant height-SSD 0.06 0 0.01 0 0.08 0 -0.07 0.11 -0.02 0
Plant height-Seed mass 0.43 -0.41 0.47 -0.42 0.55 -0.44 0.47 -0.48 0.43 -0.21
SSD-Seed mass 0.21 -0.18 0.2 -0.27 0.16 -0.14 0.33 -0.34 0.42 -0.23
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Table 7.7: Non-woody species trait-trait correlations (r) and precision matrix values (ω)
across climate regions
Tropical Temperate Arid Cold Polar
Trait-trait connection r ω r ω r ω r ω r ω
Leaf area-SLA 0.1 0 -0.003 0 0.12 0 0.16 -0.03 0.08 0
Leaf area-LeafN 0.2 0 0.15 0 0.13 0 0.19 0 0.25 0
Leaf area-LLS -0.02 0 -0.19 0.19 -0.21 0.05 -0.23 0.13 -0.11 0
Leaf area-LeafP 0.13 0 0.12 0 0.09 0 0.24 -0.11 0.25 -0.06
Leaf area-PtH 0.36 -0.29 0.45 -0.57 0.36 -0.31 0.55 -0.74 0.6 -0.68
Leaf area-SSD 0.2 -0.06 -0.06 0 -0.22 0.11 -0.12 0.06 -0.07 0
Leaf area-Sm 0.42 -0.36 0.39 -0.27 0.36 -0.29 0.39 -0.27 0.5 -0.32
SLA-Leaf N 0.56 -0.62 0.57 -0.68 0.49 -0.35 0.43 -0.37 0.41 -0.24
SLA-LLS -0.28 0 -0.31 0 -0.38 0.16 -0.18 0 -0.21 0
SLA-Leaf P 0.46 0 0.54 -0.42 0.48 -0.32 0.42 -0.31 0.42 -0.27
SLA-Plant height 0.08 0 -0.14 0 0.002 0 0.04 0 0.07 0
SLA-SSD -0.04 0 0.02 0 -0.08 0 0.08 0 0.04 0
SLA-Seed mass 0.02 0.03 -0.12 0.25 -0.08 0.05 0 0.11 -0.05 0.02
Leaf N-LLS -0.33 0 -0.51 0.5 -0.46 0.36 -0.41 0.36 -0.44 0.4
Leaf N-Leaf P 0.72 -1.25 0.64 -0.77 0.59 -0.67 0.48 -0.41 0.47 -0.36
Leaf N-Plant height 0.03 0 -0.12 0 -0.07 0 0.03 0 0.24 0
Leaf N-SSD 0 0 0.07 -0.02 0.02 0 0.1 -0.08 -0.05 0
Leaf N-Seed mass 0.36 -0.19 0.2 -0.28 0.14 -0.06 0.31 -0.3 0.36 -0.23
LLS-Leaf P -0.35 0.13 -0.42 0.15 -0.36 0 -0.3 0.09 -0.23 0
LLS-Plant height 0.26 -0.17 0.2 -0.25 0.06 0 0.02 -0.07 0.09 -0.05
LLS-SSD -0.06 0 0.07 -0.02 0.23 -0.12 0.12 -0.08 0.23 -0.09
LLS-Seed mass -0.05 0 -0.18 0.07 -0.02 0 -0.24 0.07 -0.09 0
Leaf P-Plant height -0.09 0 -0.15 0.01 -0.09 0 0.03 0 0.14 0
Leaf P-SSD -0.08 0 0.02 0 -0.03 0 0.04 0 -0.12 0
Leaf P-Sm 0.32 0 0.11 0 -0.03 0 0.16 0 0.12 0
Plant height-SSD 0.02 0 -0.07 0.01 -0.06 0 -0.06 0 0 0
Plant height-Seed mass 0.14 0 0.3 -0.22 0.23 0 0.31 -0.14 0.5 -0.34
SSD-Seed mass 0.15 0 0.01 0 -0.03 0 -0.02 0 -0.13 0
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Figure 7.4: Connections between traits across organs (leaves, stems and seed) using
area units for leaf N and P content. (A) All terrestraial plants included in this study,
(B) No-woody species, (C) Woody species.
Figure 7.5: Connections between traits across organs (leaves, stems and seed) for woody
(A-E) and non-woody species (F-J) across a climate gradient and using area-based mea-
surements of leaf N and P content. The climate regions are Tr Tropical, Te Temperate,
Ar Arid, Co Cold, Po Polar.
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Table 7.8: Trait centrality (i.e. degree) for woody and non-woody species grouped into
five different climate regions. Analyses were ran using (A) mass-based, and (N) area
based leaf nutrient content (N, and P).
(A
)
M
a
ss
b
a
se
d
re
su
lt
s
Climate Group Leaf area SLA Leaf N LLS Leaf P Plant height SSD Seed mass
Tropical Woody 0.71 0.71 0.57 0.71 0.57 0.57 0.43 0.86
Temperate Woody 0.71 0.71 0.57 0.86 0.71 0.57 0.57 0.71
Arid Woody 0.71 0.71 0.57 0.86 0.57 0.43 0.57 0.71
Cold Woody 0.57 0.57 0.43 0.71 0.57 0.71 0.43 0.57
Polar Woody 0.43 0.57 0.43 0.29 0.43 0.29 0.29 0.43
Tropical Non-woody 0.43 0.29 0.43 0.29 0.29 0.29 0.14 0.43
Temperate Non-woody 0.57 0.43 0.71 0.86 0.71 0.71 0.43 0.71
Arid Non-woody 0.57 0.57 0.57 0.57 0.29 0.14 0.29 0.43
Cold Non-woody 0.86 0.57 0.71 0.86 0.57 0.43 0.43 0.71
Polar Non-woody 0.43 0.43 0.57 0.43 0.43 0.43 0.14 0.57
(B
)
A
re
a
b
a
se
d
re
su
lt
s Tropical Woody 0.86 0.71 0.71 0.86 0.71 0.43 0.71 0.71
Temperate Woody 0.57 0.43 0.57 0.71 0.43 0.57 0.57 0.71
Arid Woody 0.71 0.43 0.71 0.71 0.43 0.43 0.71 0.71
Cold Woody 0.57 0.57 0.43 0.71 0.57 0.71 0.43 0.57
Polar Woody 0.43 0.57 0.29 0.14 0.29 0.29 0.14 0.43
Tropical Non-woody 0.43 0.29 0.43 0.43 0.57 0.43 0.14 0.43
Temperate Non-woody 0.57 0.57 0.71 0.86 0.57 0.86 0.43 0.57
Arid Non-woody 0.57 0.43 0.71 0.71 0.29 0.29 0.43 0.29
Cold Non-woody 0.86 0.71 0.71 1 0.57 0.43 0.57 0.57
Polar Non-woody 0.43 0.43 0.57 0.43 0.43 0.29 0.14 0.43
Table 7.9: Connectivity (i.e. Edge density ) and modularity of plant trait networks for
woody and non-woody species across five different climate regions. Analyses were ran
using (A) mass-based, and (N) area based leaf N and P content.
Leaf nutrient content units (A) Mass based (B) Area based
Group Climate Present edges Modularity Present edges Modularity n
Woody Tropical 0.64 0 0.71 0 4414
Woody Temperate 0.68 0.05 0.57 0.01 2695
Woody Arid 0.64 0.06 0.61 0.15 1046
Woody Cold 0.57 0.14 0.57 0.14 752
Woody Polar 0.39 0.31 0.32 0.39 146
Non-woody Tropical 0.32 0.27 0.39 0.1 537
Non-woody Temperate 0.64 0 0.64 0.05 2352
Non-woody Arid 0.43 0.2 0.46 0.19 873
Non-woody Cold 0.64 0.05 0.68 0 2050
Non-woody Polar 0.43 0.21 0.39 0.28 419
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Figure 7.6: Connections among traits across multiple organs for woody angiosperms
across a temperature gradient, holding precipitation between 0-500 mm.
Figure 7.7: Connections among traits across multiple organs for forbs across a temper-
ature gradient, holding precipitation constant between 0-500 mm.
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Table 7.10: Number of present edges and modularity of plant trait networks and mod-
ularity for temperature and precipitation gradients. n refers to the number of species
in each category.
Gradient Group Climate range Present edges Modularity n
Precipitation
gradient
(Temperature
10-20 degree
C)
Forb 0-500 mm 0.39 0.13 369
Forb 500-1200 mm 0.43 0.14 916
Forb 1200-2500 mm 0.29 0.25 227
Monocots 0-500 mm 0.25 0.41 101
Monocots 500-1200 mm 0.29 0.3 348
Monocots 1200-2500 mm 0.29 0.37 152
Woody Angiosperms 0-500 mm 0.61 0.21 605
Woody Angiosperms 500-1200 mm 0.57 0.25 1210
Woody Angiosperms 1200-2500 mm 0.57 0.08 734
Temperature
gradient
(precipitation
0-500 mm)
Forb 0 C 0.29 0.22 166
Forb 0-10 C 0.36 0.24 380
Forb 10-20 C 0.39 0.13 369
Forb 20-30 C 0.32 0.17 156
Woody Angiosperms 0 C 0.29 0.07 NA
Woody Angiosperms 0-10 C 0.39 0.21 191
Woody Angiosperms 10-20 C 0.61 0.21 605
Woody Angiosperms 20-30 C 0.43 0.22 238
Table 7.11: Trait centrality (i.e. Degree) for woody angiosperms, non-woody forbs and
non-woody monocots across a precipitation and temperature gradient, holding the other
climate variable constant (see Section 7.4.6).
Gradient Climate Group Leaf area SLA Leaf N LLS Leaf P Plant height SSD Seed mass
Precipitation
gradient
(Temperature
10-20 degree
C)
0-500 mm Woody Angiosperms 0.57 0.71 0.43 0.71 0.57 0.57 0.86 0.43
500-1200 mm Woody Angiosperms 0.57 0.71 0.57 0.43 0.57 0.43 0.71 0.57
1200-2500 mm Woody Angiosperms 0.57 0.71 0.43 0.71 0.43 0.43 0.57 0.71
0-500 mm Forb 0.71 0.43 0.57 0.43 0.43 0.14 0.29 0.14
500-1200 mm Forb 0.57 0.43 0.57 0.43 0.43 0.29 0.14 0.57
1200-2500 mm Forb 0.43 0.14 0.43 0.29 0.29 0.29 0.29 0.14
0-500 mm Mono 0.14 0.43 0.43 0.29 0.29 0.29 0 0.14
500-1200 mm Mono 0.14 0.29 0.43 0.57 0.29 0.29 0 0.29
1200-2500 mm Mono 0.29 0.14 0.29 0.29 0.29 0.43 0.14 0.43
Temperature
gradient
(precipitation
0-500 mm)
0 C Woody Angiosperms 0.29 0.43 0.43 0.29 0.43 0.43 0 0
0-10 C Woody Angiosperms 0.43 0.43 0.43 0.43 0.57 0.14 0.43 0.29
10-20 C Woody Angiosperms 0.57 0.71 0.43 0.71 0.57 0.57 0.86 0.43
20-30 C Woody Angiosperms 0.57 0.57 0.29 0.57 0.29 0.43 0.43 0.29
0 C Forb 0.43 0.29 0.57 0.29 0.29 0.14 0 0.29
0-10 C Forb 0.57 0.43 0.43 0.43 0.14 0.29 0.14 0.43
10-20 C Forb 0.71 0.43 0.57 0.43 0.43 0.14 0.29 0.14
20-30 C Forb 0.57 0.29 0.29 0.57 0.14 0.14 0.29 0.29
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Figure 7.8: Connections among traits across multiple organs for woody angiosperms
across a precipitation gradient, holding temperature between 10-20 C.
Figure 7.9: Connections among traits across multiple organs for non-woody (A-C) forbs
and (D-E) monocots across a precipitation gradient, holding temperature constant be-
tween 10-20 C.
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(a) Dependency graph without measuring Rain
variable
(b) Dependency graph with measuring Rain Vari-
able
(c) Dependency graph with measuring Sprinkler
variable
Figure 7.10: Interaction between variables may depend on latent (or unmeasured) vari-
ables. For example, in graph a. Wet Street and Wet Grass are conditionally dependent
without observing the Rain variable, but they become conditionally independent after
observing the Rain Variable (b). Dash lines present the direct edges that cannot be
obtained without considering the unmeasured variables. In another example (c), in the
presence of a sprinkler the interaction structure may change to the following graph.
Chapter 8
Conclusion
In this thesis, we have presented our research on probabilistic structured models in
high dimensional setting that advances understanding in three directions: theoretical
advancements in structure learning of graphical models, advanced models in low rank
matrix completion, and applications of probabilistic structured models in plant trait
analysis.
In Chapter 3, we present the statistical analysis of direct change problem in Ising
graphical models where any norm can be plugged in for characterizing the parameter
structure. An optimization algorithm based on FISTA-style algorithms is proposed with
the convergence rate of O(1/T 2). We provide the statistical analysis for any norm such
as L1 norm, group sparse norm, node perturbation, etc. Our analysis is based on generic
chaining and illustrates the important role of Gaussian widths (a geometric measure of
size of suitable sets) in such results. For the special case of sparsity, we obtain a sharper
result than previous results [132] under the same smooth density ratio assumption. Liu
et al. [132] obtained the same result with a bounded density ratio assumption which is
a more restrictive assumption. Although, we presented the results for Ising model, our
analysis can be applied to any graphical model which satisfies the smooth density ratio
assumption. Further, we extensively compared our generalized direct change estimator
with an indirect approach over a wide range of graph structures and norms. We show
that our direct approach has a better ROC curve than indirect approach without any
assumption on the structure of individual graphs. We implemented indirect approach
by estimating individual Ising model structures with L1 norm regularizer. However,
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if individual graphs has a suitable structure such as group sparsity, one may apply a
regularization that can characterize the graph structure and may improve performance
of the indirect approach. We will investigate this possibility in our future research.
In Chapter 4, we propose double plugin Gaussian (DoPinG) copula estimators to
deal with non-Gaussian data with missing values. DoPinG estimates the sparse preci-
sion matrix corresponding to non-paranormal distributions by directly estimating non-
parametric correlations, including Kendall’s tau and Spearman’s rho. DoPinG uses
two plugin procedures, leveraging existing sparse precision estimators. We prove that
DoPinG copula estimators consistently estimate the non-paranormal correlation matrix
at a rate of O
(
1
(1−δ)
√
log p
n
)
, where δ is the probability of missing values. Through
experiments we illustrate that by increasing number of missing values (increasing δ),
the performance of the method get worse and the standard deviation is increasing in
consistent with the theory. The performance of Kendall’s tau and Spearman’s rho is
almost the same for the same percentage of missing values. Experimental results on non-
Gaussian data show that DoPinG is significantly better than estimators like mGlasso,
which are primarily designed for Gaussian data.
In Chapter 5, we studied the MGIG distribution and provided certain key proper-
ties with a novel sampling technique from the distribution. We show that the MGIG
distribution is unimodal and the mode can be obtained by solving an ARE, and we
propose a new importance sampling approach to infer the mean of MGIG. The new
sampler, chooses the proposal distribution to have the same mode as the MGIG. This
characterization leads to a far more effective sampler than [229, 233] since the new sam-
pler align the shape of the proposal to the target distribution. Although, the MGIG
has been recently applied to Bayesian models as the prior for the covariance matrix,
here, we introduced a novel application of the MGIG in PMF or BPCA. We showed
that the posterior distribution in PMF or BPCA has the MGIG distribution. This
illustration, yields to a new CMC inference algorithm for PMF.
While the uncertainty quantification of a prediction is essential to understanding the
prediction itself, most of the matrix completion methods give only a point estimate of
missing entries without any uncertainty quantification. In Chapter 6, we show how we
can derive uncertainty quantified estimates of missing values in sparse matrices. We pro-
pose BHPMF to incorporate the hierarchical side information and provide uncertainty
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quantified estimates of the missing values. We developed a Gibbs sampling procedure
for inference in the model. We observe that block-wise sampling with diagonal covari-
ance as traits’ prior outperforms point-wise sampling, which uses a full covariance trait
structure as prior over traits. BHPMF with block-wise sampling provides higher point
estimation accuracy than PMF, HPMF, which is the state-of-the-art for trait predic-
tion, and MEAN, which is frequently used as a baseline in the ecology community. We
then generalized BHPMF to consider hierarchical multiple inheritance side information
(MI-BHPMF). We show that the Gibbs sampler readily generalizes to this setting. We
illustrate that BHPMF and MI-BHPMF are accurate (small RMSE) when they are
confident (small standard deviation), whereas the error is high when the uncertainty is
high. On the example of 13 plant traits from the world’s largest plant trait database
(TRY) and the MovieLens data set we demonstrate that this hypothesis is fulfilled in all
cases. Quantified uncertainty estimates based on BHPMF and MI-BHPMF thus help
to identify areas of limited confidence, which can be used to inform future trait data
collection efforts.
Lastly, in Chapter 7, we applied the sparse structure of graphical model estimators
to learn the plant trait-trait interactions. Moving from Tropical to Polar environments,
the density of connections among traits in woody plants decreases, while decoupling
across organs (i.e. modularity) increases. We found no clear pattern across these cli-
mate types for non-woody species. Further analyses revealed that for Monocots and
woody Angiosperms the density of connections and modularity increases with decreas-
ing precipitation, Forbs showed the opposite pattern in modularity. Increase in tem-
perature was related to increasing in modularity but only for woody angiosperms, with
inconsistent patterns for all other groups. No trait was invariably central across cli-
mate regions, temperature or precipitation gradients. Connectivity among plant traits
is independent of the strength of trait-trait correlations or trade-offs. These analyses
show that connections and coupling among traits is dependent on local environmental
conditions, and differ across growth forms. A fully integrated plant strategy may not
be advantageous under all environmental conditions. The way in which specific com-
binations of traits may influence the success of species in a given environment change
across climate gradients and growth forms.
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Appendix A
Direct Change Estimation
Appendix
A.1 Background and Preliminaries
Definition A.1.1 Sub-Gaussian random variable: We say that a random variable
x is sub-Gaussian if the moments satisfies
[E|x|p] 1p ≤ K2√p (A.1)
for any p ≥ 1 with a constant K2. The minimum value of K2 is called sub-Gaussian
norm of x, denoted by |||x|||ψ2. If E[x] = 0, then
E[exp{tX}] ≤ exp{Ct2|||X|||2Ψ2}, (A.2)
where C and c are positive constant.
Definition A.1.2 Sub-Gaussian random vector: We say that a random vector X
in Rn is sub-Gaussian if the one-dimensional marginals 〈X,x〉 are sub-Gaussian random
variables for all x ∈ Rn. The sub-Gaussian norm of X is defined as
|||X|||ψ2 = sup
x∈Sn−1
‖〈X,x〉‖ψ2 (A.3)
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Lemma 17 Consider a sub-Gaussian vector X ∈ Rn with |||X|||Ψ2 < K, then for any
vector u, 〈X,u〉 is a sub-Gaussian variable with |||〈X,u〉||| < K‖u‖2.
Proof: The argument is based on Definition A.1.2 as follows,
|||〈X,u〉|||Ψ2 = ‖u‖2
∣∣∣∣∣∣∣∣∣∣∣∣〈X, u‖u‖2
〉∣∣∣∣∣∣∣∣∣∣∣∣
Ψ2
≤ ‖u‖2 sup
x∈Sn−1
〈X,x〉 = ‖u‖2|||X|||Ψ2 ≤ K‖u‖2.
(A.4)
Lemma 18 Let X1 and X2 be centered sub-Gaussian random variables with |||X1|||Ψ2 =
b1 and |||X2|||Ψ1 = b2. Then X1 + X2 is centered sub-Gaussian with |||X1 +X2|||Ψ2 =
b1 + b2.
Proof: The argument is based on the definition of moment generating function of sub-
Gaussian random variable:
Using Holder inequality for any p, q > 0 where 1p +
1
q = 1, we have
E[exp{t(X1 +X2)}] ≤ (E[exp{tX1}p])1/p(E[exp{tX1}q])1/q
≤ exp{Ct2(pb21 + qb22)} = exp{Ct2(pb21 +
p
1− pb
2
2)}. (A.5)
The minimum of (A.5) occurs with p = b2b1 . As a result, we have
E[exp{t(X1 +X2)}] ≤ exp{Ct2(b1 + b2)2}. (A.6)
The proof is complete.
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A.1.1 Generic Chaining
Definition A.1.3 (Majorizing measure [197]) Given α > 0, and a metric space
(T, d) (that need not be finite), we define
γα(T, d) = inf sup
t
∑
n≥0
2n/α∆(An(T )). (A.7)
where the infimum is taken over all admissible sequences and ∆(An(T )) is the diameter
of An(t).
Note that γ2(T, ‖.‖2) coincides with the Gaussian width of T : w(T ).
Lemma 19 Given a metric space (T, d), we have
γ1(T, ‖.‖∞) ≤ γ22(T, ‖.‖2). (A.8)
Proof: Define d2(s, t) = ‖s − t‖2 and d1(s, t) = ‖s − t‖∞. We use the traditional
definition of majorizing measure γα,1(T, d) from [197]
γα,1(T, d) = inf sup
t
(∫ ∞
0
(
log
1
µ(Bd(t, ε))
)1/α
dε
)
. (A.9)
where Bd(t, ε) is the closed ball of center t and radius ε based on the distance d and the
infimum is taken over all the probability measure µ on T .
Note that γα,1(T, d) coincides with the functional γα(T, d) [198] as
K(α)−1γα(T, d) ≤ γα,1(T, d) ≤ K(α)γα(T, d), (A.10)
where K(α) is a constant depending on α only.
As a result, it is enough to show that γ1,1(T, d1) ≤ γ22,1(T, d2).
Note that since for any vector x, we have ‖x‖∞ ≤ ‖x‖2, therefore, for any probability
measure µ and t, we have µ(Bd1(t, ε)) ≥ µ(Bd2(t, ε)). As a result,∫ ∞
0
(
log
1
µ(Bd1(t, ε))
)
dε ≤
∫ ∞
0
(
log
1
µ(Bd2(t, ε))
)
dε (A.11)
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≤
(∫ ∞
0
(
log
1
µ(Bd2(t, ε))
)1/2
dε
)2
.
Since (A.12) holds for any µ and t, we have
γ1,1(T, d1) = inf sup
t
(∫ ∞
0
(
log
1
µ(Bd1(t, ε))
)
dε
)
≤ inf sup
t
(∫ ∞
0
(
log
1
µ(Bd2(t, ε))
)1/2
dε
)2
= γ22,1(T, d2). (A.12)
This completes the proof.
Theorem 20 [Theorem 1.2.7] in [199] Consider a set T provided with two distances
d1 and d2. Consider a process (Xt)t∈T that satisfies E[Xt] = 0 and
P (|Xs −Xt| ≥ u) ≤ 2 exp
(
−min
(
u2
d2(s, t)2
,
u
d1(s, t)
))
. (A.13)
Then
E[ sup
t,s∈T
|Xs −Xt| ≤ L(γ1(T, d1) + γ2(T, d2)), (A.14)
where L is a constant.
Theorem 21 [Theorem 1.2.9] in [199] Under the conditions of Theorem 20, for all
values of u1, u2 > 0 we have
P (|Xs −Xt0| ≥ L(γ1(T, d1) + γ2(T, d2)) + u1D1 + u2D2)
≤ L exp(−min(u22, u1)), (A.15)
where Dj = 2
∑
n≥0 en(T, dj). Note that Dj ≤ Lγj(T, dj).
Theorem 22 [Theorem 8.2 (Fernique-Talagrand’s comparison theorem)] in
[209] Let T be an arbitrary set. Consider a Gaussian random process (G(t))t∈T and
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a sub-Gaussian random process (H(t))t∈T . Assume that E[G(t)] = E[H(t)] = 0 for all
t ∈ T . Assume also that for some M > 0, the following increment comparison holds:
|||H(s)−H(t)|||ψ2 ≤M(E[‖G(s)−G(t)‖22)1/2 ∀s, t ∈ T. (A.16)
Then
E[supt∈TH(t)] ≤ CME[supt∈TG(t)]. (A.17)
Theorem 23 (Mendelson, Pajor, Tomczak-Jaegermann [?]) There exist absolute
constants c1, c2, c3 for which the following holds. Let (Ω, µ) be a probability space, set
F be a subset of the unit sphere of L2(µ), i.e., F ⊆ SL2 = {f : |||f |||L2 = 1}, and assume
that supf∈F |||f |||ψ2 ≤ κ. Then, for any θ > 0 and n ≥ 1 satisfying
c1κγ2(F, |||·|||ψ2) ≤ θ
√
n , (A.18)
with probability at least 1− exp(−c2θ2n/κ4),
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f2(Xi)− E
[
f2
]∣∣∣∣∣ ≤ θ . (A.19)
Further, if F is symmetric, then
E
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f2(Xi)− E
[
f2
]∣∣∣∣∣
]
≤ c3 max
{
2κ
γ2(F, |||·|||ψ2)√
n
,
γ22(F, |||·|||ψ2)
n
}
(A.20)
A.2 Regularization Parameter
Lemma 24 Consider two Ising Model with true parameters θ∗1 and θ∗2. Let d1, d2  s
where ‖θ∗1‖0 = d1, ‖θ∗2‖0 = d2, and ‖δθ∗‖0 = s. Assume
min
i,j=1···n1
(|θ∗1(i, j)|) ≥
1
d1 − 1 −
c1
(d1 − 1)s (A.21)
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min
i,j=1···n2
(|θ∗2(i, j)|) ≥
1
d2 − 1 −
c2
(d2 − 1)s, (A.22)
where c1 and c2 are positive constants. Then the density ratio r(X = x|δθ∗) is bounded.
Proof: Let α1 ≤ |θ∗1| ≤ β1 and α2 ≤ |θ∗2| ≤ β2. Without loss of generality, assume that
‖θ∗1‖2 = 1 and ‖θ∗2‖2 = 1.
So,
β1 ≤ 1− (d1 − 1)α1 (A.23)
β2 ≤ 1− (d2 − 1)α2. (A.24)
Based on triangle inequality of norms, we have
‖δθ∗‖∞ = ‖θ∗1 − θ∗2‖∞ ≤ ‖θ∗1‖∞ + ‖θ∗2‖∞ ≤ β1 + β2 ≤ 2− (d1 − 1)α1 − (d2 − 1)α2.
(A.25)
Let z = T (x), then,
|〈z, δθ∗〉| ≤ ‖z‖∞‖δθ∗‖1 (A.26)
≤ s‖δθ∗‖∞ (A.27)
≤ 2s− [(d1 − 1)α1 − (d2 − 1)α2]s (A.28)
where the second inequality is the result of ‖z‖∞ ≤ 1 since z comes from an Ising model.
Note that if
α1 ≥ s− c1
(d1 − 1)s =
1
d1 − 1 −
c1
(d1 − 1)s, (A.29)
then
s− (d1 − 1)α1s ≤ c1. (A.30)
Similarly, if
α2 ≥ s− c2
(d2 − 1)s =
1
d2 − 1 −
c2
(d2 − 1)s, (A.31)
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then
s− (d2 − 1)α2s ≤ c2. (A.32)
As a result, we have
|〈z, δθ∗〉| ≤ c1 + c2. (A.33)
⇒ exp{〈z, δθ∗〉} ≤ exp c1 + c2 ≤ c0. (A.34)
For example, if c1 = c2 = 1, then c0 = 10.
Therefore,
r(X = x|δθ) = exp{〈z, δθ〉)}
Z(δθ∗)
≤ c0
Z(δθ∗)
. (A.35)
This completes the proof.
Assumption 1(Smooth Density Ratio Model Assumption) For any vector u
such that ‖u‖2 ≤ ‖δθ∗‖2 and every t ∈ R, the following inequality holds:
EX∼p(X|θ2)[exp{tr(X|δθ∗ + u)− 1}] ≤ exp{t2}. (A.36)
Lemma 25 For any constant τ ≤ 1, define random event Mτ as follows,
Mτ = {Ψ(δθ∗ + u)−Ψ(δθ∗)−
[
Ψˆ(δθ∗ + u)− Ψˆ(δθ∗)
]
≤ τ}. (A.37)
Then, for any vector u such that ‖u‖2 ≤ ‖δθ∗‖2, under Assumption 1, we have
P (M cτ ) = p
(
Ψ(δθ∗ + u)−Ψ(δθ∗)−
[
Ψˆ(δθ∗ + u)− Ψˆ(δθ∗)
]
> τ
)
≤ 4e−n25 τ2 . (A.38)
Proof: Recall that
r(X = x|δθ∗) = exp{〈T (x), δθ
∗〉}
Z(δθ∗)
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⇒ Zˆ(δθ∗) = 1
n2
n2∑
i=1
exp{〈T (x2i ), δθ∗〉} =
1
n2
n2∑
i=1
r(X = x2i |δθ)Z(δθ∗)
⇒ Zˆ(δθ
∗)
Z(δθ∗)
=
1
n2
n2∑
i=1
r(X = x2i |δθ∗) (A.39)
Note that Z(δθ) = EX∼p(X|θ2)[exp{〈T (x), δθ∗〉}], therefore,
EX∼p(X|θ2)[r(X|δθ∗)] = 1. (A.40)
Under the Assumption 1, we have
p
(∣∣r(X = x2i |δθ∗)− 1∣∣ > ) ≤ c1e−2 . (A.41)
Applying Hoeffding inequality, we have
p
(∣∣∣∣∣ 1n2
n2∑
i=1
r(X = x2i |δθ∗)− 1
∣∣∣∣∣ ≥ 
)
≤ 2e−2 (A.42)
⇒ p
(∣∣∣∣∣ Zˆ(δθ∗)Z(δθ∗) − 1
∣∣∣∣∣ ≥ 
)
≤ 2e−n22 . (A.43)
Taking the logarithm from both side, and using one side bound, we have
p
(
log
Zˆ(δθ∗)
Z(δθ∗)
≥ log(+ 1)
)
≤ e−n22 (A.44)
⇒p
(
Ψˆ(δθ∗)−Ψ(δθ∗) ≥ log(+ 1)
)
≤ e−n22 . (A.45)
Similarly, we have
p
(
Ψ(δθ∗ + u)− Ψˆ(δθ∗ + u) ≥ − log(1− )
)
≤ e−n22 . (A.46)
Applying the union bound, we have
p
(
Ψ(δθ∗ + u)−Ψ(δθ∗)−
[
Ψˆ(δθ∗ + u)− Ψˆ(δθ∗)
]
≥ log 1 + 
1− 
)
≤ 4e−n22 . (A.47)
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Setting τ = log 1+1− , we have
p
(
Ψ(δθ∗ + u)−Ψ(δθ∗)−
[
Ψˆ(δθ∗ + u)− Ψˆ(δθ∗)
]
≥ τ
)
≤ 4e−n2
(
eτ+1
eτ−1
)2
≤ 4e−n25 τ2 ,
(A.48)
where the last inequality is obtained by using the fact that for any τ ≤ 1(
eτ + 1
eτ − 1
)2
>
τ2
5
. (A.49)
This completes the proof.
Lemma 26 Define random event Mt˜ as follows,
Mt˜ = {Ψ(δθ∗ + tu)−Ψ(δθ∗)−
[
Ψˆ(δθ∗ + tu)− Ψˆ(δθ∗)
]
≤ t˜}, (A.50)
where t˜ =
√
5η1t+
√
5
2 . Let Z = T (X
1) and z = T (x1). Then,
P
(∣∣∣〈z−∇Ψˆ(θ∗),u〉∣∣∣ ≥ ∣∣Mt˜) ≤ c exp{ −24η0‖u‖22 }, (A.51)
where 12λmax
(
∇2Ψˆ(θ∗ + u˜)
)
≤ η0 and c is a positive constant.
Proof: First, note that p(X = x|θ∗1) = p(X = x|θ∗2)r(X = x|δθ∗). Therefore,
EX∼p(X|θ∗1)
[
e〈Z,tu〉
]
=
∑
x∈X
e〈z,tu〉p(x|θ∗1)
=
∑
x∈X
e〈z,tu〉p(x|θ∗2)r(x|δθ∗)
= e−Ψ(δθ
∗)
∑
x∈X
e〈z,tu+δθ
∗〉p(x|θ∗2)
= eΨ(δθ
∗+tu)−Ψ(δθ∗), (A.52)
since r(x|δθ∗) = exp{x, δθ∗〉 −Ψ(δθ∗)}, and Ψ(δθ∗) = log∑x∈X e〈x,δθ∗〉p(x|θ∗2).
Also, using the Taylor expansion, we have
Ψˆ(δθ∗ + tu)− Ψˆ(δθ∗)−
〈
∇Ψˆ(δθ∗), tu
〉
=
1
2
tuT∇2Ψˆ(δθ∗ + u˜)tu
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≤ 1
2
t2‖u‖22λmax
(
∇2Ψˆ(δθ∗ + u˜)
)
≤ t2η0‖u‖22 = t2η1,
(A.53)
where 12λmax
(
∇2Ψˆ(δθ∗ + u˜
)
≤ η0 and η1 = η0‖u‖22.
Then, given the event Mt˜, the moment generating function of
〈
Z −∇Ψˆ(δθ∗),u
〉
can be bounded as,
EX∼p(X|θ∗2)
[
EX∼p(X|θ∗1)
[
e〈Z−∇Ψˆ(δθ∗),tu〉
] ∣∣Mt˜]
= EX∼p(X|θ∗2)
[
e〈−∇Ψˆ(δθ∗),tu〉 EX∼p(X|θ∗1)
[
e〈Z,tu〉
] ∣∣Mt˜]
(A.52)
= EX∼p(X|θ∗2)
[
eΨ(δθ
∗+tu)−Ψ(δθ∗)−〈∇Ψˆ(δθ∗),tu〉∣∣Mt˜]
(A.50)
≤ EX∼p(X|θ∗2)
[
eΨˆ(δθ
∗+tu)−Ψˆ(δθ∗)−〈∇Ψˆ(δθ∗),tu〉+√η1t∣∣Mt˜]
(A.53)
≤ EX∼p(X|θ∗2)
[
et
2η1+
√
5η1t+
1
2
∣∣Mt˜] = et2η1+√5η1t+ 12 . (A.54)
As a result, using the Chernoff bound, for any t > 0, we have
P
(〈
Z −∇Ψˆ(δθ∗),u
〉
≥ ∣∣Mt˜) ≤ e−tEX∼p(X|θ∗2) [EX∼p(X|θ∗1) [e〈Z−∇Ψˆ(δθ∗),tu〉] ∣∣Mt˜]
(A.54)
≤ exp{t2η1 +
√
5η1t+
1
2
− t}
(a)
≤ exp{−(−
√
5η1)
2
4η1
+
1
2
}
≤ c exp{− 
2
4η0‖u‖22
}, (A.55)
where the inequality (a) is obtained by setting t =
−√η1
2η1
to minimize it with respect to
t, and the last inequality obtained by setting c = exp{ 5
√
5
2
√
η1
− 34} and using the fact that
exp{−(−
√
5η1)
2
4η1
+
1
2
} ≤ c exp{− 
2
4η1
}. (A.56)
Similarly, we have
P
(〈
Z −∇Ψˆ(δθ∗),u
〉
≤ −∣∣Mt˜) ≤ e−tEX∼p(X|θ∗2) [EX∼p(X|θ∗1) [e〈Z−∇Ψˆ(δθ∗),−tu〉] ∣∣Mt˜]
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≤ c exp{− 
2
4η0‖u‖22
}. (A.57)
This completes the proof.
Lemma 27 Under the smooth density ratio assumption, we have
P
(∣∣ 〈∇L(δθ∗;Xn11 ,Xn22 ),u〉 ∣∣ ≥ ) ≤ c1 exp{−min(n1, n2)24η0‖u‖22 }, (A.58)
where c1 is a positive constant.
Proof: Let t˜ =
√
5η1t+
√
5
2 and t =
−√η1
2η1
. Using the result of lemma 26 we have
P
(〈
T (x1i )−∇Ψˆ(δθ∗),u
〉
≥ ∣∣Mt˜) = P (〈T (x1i )−∇Ψˆ(δθ∗),u〉 ≥ ∣∣Mt˜)
≤ c exp{− 
2
4η0‖u‖22
}. (A.59)
Applying Hoeffding inequality, we have
P
(∣∣ 〈∇L(δθ∗;Xn11 ,Xn22 ),u〉 ∣∣ ≥ ∣∣Mt˜) = P
(〈
1
n1
n1∑
i=1
T (x1i )−∇Ψˆ(δθ∗),u
〉
≥ ∣∣Mt˜
)
≤ c exp{− n1
2
4η0‖u‖22
}. (A.60)
Moreover, we can obtain,
P (〈∇L(δθ∗;Xn11 ,Xn22 ),u〉 ≤ −) = P
(〈
1
n1
n1∑
i=1
T (x1i )−∇Ψˆ(δθ∗),u
〉
≥ 
)
≤ P
(〈
1
n1
n1∑
i=1
T (x1i )−∇Ψˆ(δθ∗),u
〉
≥ ∣∣Mt˜
)
P (Mt˜)
+ P
(〈
1
n1
n1∑
i=1
T (x1i )−∇Ψˆ(δθ∗),u
〉
≥ ∣∣M c
t˜
)
P (M c
t˜
)
≤ c exp{ −n1
2
4η0‖u‖22
}+ 4 exp{ −n2
2
4η0‖u‖22
}
≤ c1 exp{−min(n1, n2)
2
4η0‖u‖22
}, (A.61)
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where the last inequality is obtained by using Lemma 25 as follows
P (M c
t˜
) ≤ 4 exp{−n2
5
t˜2} = 4 exp{−n2
5
(
√
5η1t+
√
5
2
)2}
= 4 exp{−n2
5
(
√
5η1
′ −√η1
2η1
+
√
5
2
)2}
= 4 exp{−n2 
2
4η1
},
where η1 = η0‖u‖22 and setting c1 = max(4, c). Similarly,
P (〈∇L(δθ∗;Xn11 ,Xn22 ),u〉 ≥ ) = P
(〈
1
np
np∑
i=1
Zpi −∇Ψˆ(δθ∗),u
〉
≤ −
)
≤ P
(〈
1
np
np∑
i=1
Zpi −∇Ψˆ(δθ∗),u
〉
≤ −∣∣Mt˜
)
P (Mt2)
+ P
(〈
1
np
np∑
i=1
Zpi −∇Ψˆ(δθ∗),u
〉
≤ −∣∣M c
t˜
)
P (M c
t˜
)
≤ c1 exp{−min(n1, n2)
2
4η0‖u‖22
} (A.62)
This completes the proof.
Theorem 2 Define ΩR = {u : R(u) ≤ 1}. Let φ(R) = supu ‖u‖2R(u) . Assume that for
any u that ‖u‖ ≤ ‖θ∗‖
1
2
λmax
(∇2L(δθ∗ + u)) ≤ η0, (A.63)
where λmax(.) is the maximum eigenvalue. Then under the smooth density ratio as-
sumption, we have
E [R∗(∇L(δθ∗;Xn11 ,Xn22 ))] ≤
2
√
η0√
min(n1, n2)
(c1w (ΩR) + φ(R)) . (A.64)
and with probability at least 1− c2e−2
R∗ (∇L(δθ∗;Xn11 ,Xn22 )) ≤
1√
min(n1, n2)
(c2(1 + )w(ΩR) + τ1) . (A.65)
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where c1 and c2 are positive constants, τ1 = 2
√
η0φ(R), and w(ΩR) is the Gaussian
width of set ΩR.
Proof: Define µ = E[∇L(δθ∗;Xn11 ,Xn22 )]. Using the triangle inequality, we have
R∗ (∇L(δθ∗;Xn11 ,Xn22 )) ≤ R∗ (∇L(δθ∗;Xn11 ,Xn22 )− µ) +R∗ (µ) . (A.66)
We upper bound two terms as follows. First, consider the first term.
Using the definition of dual norm, we have
R∗ (∇L(δθ∗;Xn11 ,Xn22 )− µ) = sup
R(u)≤1
〈∇L(δθ∗;Xn11 ,Xn22 )− µ,u〉 . (A.67)
Define stochastic process H(s) = 〈∇L(δθ∗;Xn11 ,Xn22 )− µ, s〉 where E[H(s)] = 0. Then,
from Lemma 27, we have
P (H(s)−H(t) ≥ ) = P (〈∇L(δθ∗;Xn11 ,Xn22 )− µ, s− t〉 ≥ ) (A.68)
≤ c1 exp{−min(n1, n2)
2
4η0‖s− t‖22
}. (A.69)
Consider the Gaussian process G(u) = 〈u, g〉, indexed by the same set, i.e., u ∈ ΩR,
where g ∼ N(0, Id×d) is standard Gaussian vector. Now from definition sub-Gaussian
random variables, we have
|||H(s)−H(t)|||ψ2 ≤
2
√
η0‖s− t‖2√
min(n1, n2)
= KEg[‖G(s)−G(t)‖22]1/2, (A.70)
where Eg[‖G(s)−G(t)‖22]1/2 = Eg[‖〈s− t, g〉‖22]1/2 = ‖s− t‖2, and K = 2
√
η0√
min(n1,n2)
.
Next, by applying the Fernique-Talagrand’s comparison theorem 22, we have
E[ sup
u∈ΩR
H(u)] = E
[
sup
u∈ΩR
〈∇L(δθ∗;Xn11 ,Xn22 ),u〉
]
≤ c1KE[ sup
u∈ΩR
G(u)] = 2c1
√
η0
w(ΩR)√
min(n1, n2)
, (A.71)
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where c1 is a constant. Thus,
E [R∗ (∇L(δθ∗;Xn11 ,Xn22 )− µ)] ≤ c1
w(ΩR)√
min(n1, n2)
. (A.72)
To get the concentration bound, we use the direct application of Theorem 2.2.27 in
[200] and we have
P
(
sup
s,t∈ΩR
|H(s)−H(t)| ≤ c2(1 + ) w(ΩR)√
min(n1, n2)
)
≥ 1− c2 exp
(−2) . (A.73)
Thus, with probability at least 1− c2 exp
(−2),
R∗ (∇L(δθ∗;Xn11 ,Xn22 )− µ) ≤ c2(1 + )
w(ΩR)√
min(n1, n2)
. (A.74)
Next, we consider the second term. First note that |||∇L(δθ∗;Xn11 ,Xn22 )|||Ψ2 ≤
2
√
η0‖u‖2√
min(n1,n2)
. Using sub-Gaussian variables property, we have
E[L(δθ∗;Xn11 ,Xn22 )] ≤ |||∇L(δθ∗;Xn11 ,Xn22 )|||Ψ2 ≤
2
√
η0‖u‖2√
min(n1, n2)
(A.75)
Using the definition of the dual norm, we have
R∗(µ) = R∗ (E [∇L(δθ∗;Xn11 ,Xn22 )]) = sup
u∈ΩR
E [〈∇L(δθ∗;Xn11 ,Xn22 ),u〉] (A.76)
≤ 2
√
η0√
min(n1, n2)
sup
u
‖u‖2
R(u)
=
2
√
η0√
min(n1, n2)
Φ(R),
(A.77)
where Φ(R) = supu
‖u‖2
R(u) .
Also, we have
E [R∗(µ)] =≤ 2
√
η0√
min(n1, n2)
Φ(R), (A.78)
where Φ(R) = supu
‖u‖2
R(u) .
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This completes the proof.
A.3 RSC condition
Let ri = r(X = x
2
i |δθ∗) and ε¯ denote the probability that ri exceeds some constant η0:
ε¯ = p(ri > η0) ≥ 1− e−
η20
2 .
Theorem 5 Let X ∈ Rn×p be a design matrix with independent isotropic sub-
Gaussian rows with |||Xi|||Ψ2 ≤ κ. Then, for any set A ⊆ Sp−1, for suitable constants η,
c1, c2 > 0 with probability at least 1− exp(−ηw2(A)), we have
inf
u∈A
∂L(θ∗;u,X) ≥ c1ρ2
(
1− c2κ21
w(A)√
n2
)
− τ (A.79)
where κ1 =
κ
ε¯ , ρ
2 = infu∈A ρ2u with ρ2u = E
[〈
u, T (X2i )
〉2 I(ri > η0)], and τ is smaller
than the first term in right hand side. Thus, for n2 ≥ c2w2(A), with probability at least
1− exp(−ηw2(A)), we have infu∈A ∂L(θ∗;u,X) > 0.
Proof: Define Z = T (X) and zi = T (x
2
i ). Then,
L(δθ;Xn11 ,Xn22 ) =
−1
n1
n1∑
i=1
〈T (x1i ), δθ〉+ log
1
n2
n2∑
i=1
exp{〈T (x2i ), δθ〉} (A.80)
=
−1
n1
n1∑
i=1
〈zi, δθ〉+ log 1
n2
n2∑
i=1
exp{〈zi, δθ〉}. (A.81)
Through the analysis, we consider that Z is centered random variable without loss of
generality, since if it is not, the E[Z] will show up as a constant.
Recall, RSC condition definition as
δL(δθ∗,u) := L(δθ∗ + u;Xn11 ,Xn22 )− L(δθ∗;Xn11 ,Xn22 )− 〈∇L(δθ∗;Xn11 ,Xn22 ),u〉 ≥ κ‖u‖22
(A.82)
Simplifying the expression and applying mean value theorem twice on the left side
of RSC condition (3.26), for ∀γi ∈ [0, 1], we have
δL(δθ∗,u) := L(δθ∗ + u;Xn11 ,Xn22 )− L(δθ∗;Xn11 ,Xn22 )− 〈∇L(δθ∗;Xn11 ,Xn22 ),u〉
167
≥ uT∇2L(δθ˜;Xn11 ,Xn22 )u, (A.83)
where δθ˜ = δθ∗ + γiu. As a result, to show when the RSC condition is satisfied, it is
enough to find a lower bound for the right side of the above equation.
Note that
∇2L(δθ˜;Xn11 ,Xn22 ) = ∇2Ψˆ(δθ˜), (A.84)
where
∇2Ψˆ(δθ˜) =
n2∑
i=1
σiz
T
i zi −
 n2∑
j=1
σjzj
T  n2∑
j=1
σjzj
 , (A.85)
and
σi = exp{〈zi, δθ˜〉 − Ψˆ(δθ˜)} = exp 〈zi, δθ˜〉∑n2
j=1 exp 〈zj , δθ˜〉
. (A.86)
Putting (A.85) back in (A.83), we have
δL(δθ∗,u) ≥
n2∑
i=1
σi〈u, zi〉2︸ ︷︷ ︸
A
−
〈
u,
n2∑
j=1
σjzj
〉2
︸ ︷︷ ︸
B
. (A.87)
To show the RSC condition, we need to show that (A.87) is strictly positive. First, we
obtain the sample complexity so that A is far away from zero, then we show that A
is strictly greater than B. This is enough to obtain the sample complexity so that the
RSC condition is satisfied.
i. Lower bound on A: Here, we explain how to get a lower bound on infu∈A
∑n2
i=1 σi〈u, zi〉2.
Let ri = r(X = x
2
i |δθ∗), and sr =
∑n2
j=1 rj , then σi =
ri
sr
. Then, we have
n2∑
i=1
σi〈u, zi〉2 = 1
sr
n2∑
i=1
ri〈u, zi〉2 . (A.88)
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Then, we have
p
(
inf
u∈A
1
sr
n2∑
i=1
ri〈u, zi〉2 < η0
η1
ρ2
(
1− cκ21
w(A)√
n2
))
≤ p( 1
sr
<
1
η1n2
)
+ p
(
inf
u∈A
n2∑
i=1
ri〈u, zi〉2 < η0n2ρ2
(
1− cκ21
w(A)√
n2
))
. (A.89)
First, we give a bound for the first term. Note that EX∼p(X|θ2)[r(X|δθ∗)] = 1. From
the smooth density ratio model assumption, we have
p(|ri − 1| > t) ≤ 2e− t
2
2 . (A.90)
Applying Hoeffding inequality in (A.94), we have
p(| 1
n2
sr − 1| ≥ t) = p(| 1
n2
n2∑
j=1
rj − 1| ≥ t) ≤ 2e−
n2t
2
2 , (A.91)
⇒ p(sr ≥ η1n2) ≤ e−
n2(η1−1)2
2 , (A.92)
⇒ p( 1
sr
≤ 1
η1n2
) = p(sr ≥ η1n2) ≤ e−
n2(η1−1)2
2 , (A.93)
where η1 = t+ 1.
Next, we focus on bounding the second term in (A.89). Recall that,
p(|ri − 1| > t) ≤ 2e− t
2
2 , (A.94)
⇒ ε¯1 = p(ri ≥ η0) ≥ 1− e−
(1−η0)2
2 , (A.95)
where the last inequality holds for any η0 = 1− t.
For any fixed η0, let W¯i = W¯
u
i = 〈u, zi〉I(ri > η0). Then, the probability distribution
over W¯i can be written as:
1
p(W¯i = w) =
p(〈u, zi〉 = w)I(ri > η0)
p(ri > η0)
≤ 1
ε¯1
p(〈u, zi〉 = w) . (A.96)
1With abuse of notation, we treat the distribution over W¯i as discrete for ease of notation. A similar
argument applies for the true continuous distribution, but more notation is needed.
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As a result,
∣∣∣∣∣∣W¯i∣∣∣∣∣∣ψ2 ≤ κε¯1 = κ1. Thus, W¯i = W¯ ui is a sub-Gaussian random variable
for any u ∈ A. Let ρ2u = E[(W¯iu)2] > 0. For convenience of notation, let Z0 be i.i.d. as
the rows zi, i = 1, . . . , n. Let A ⊆ Sp−1. Consider the following class of functions:
F = {fu,u ∈ A : fu(.) = 1
ρu
〈·,u〉I(r(.|δθ∗) ≥ η0) : u ∈ A}. (A.97)
Then for any fu ∈ F , fu(Z0) = 1ρu 〈Z0,u〉I(ri ≥ η0) and, by construction, F is a subset
of the unit sphere, since for fu ∈ F
‖fu‖2L2 =
1
ρ2u
E[〈Z0,u〉2I(ri ≥ η0)] = 1. (A.98)
Further, supfu∈F |||fu|||ψ2 ≤ κ1/2.
Next, we show that for the current setting, the γ2-functional can be upper bounded
by w(A), the Gaussian width of A. Since the process is sub-Gaussian with ϕ2-norm
bounded by κ1, we have
γ2(F ∩ SL2 , |||·|||ψ2) ≤ κ1γ2(F ∩ SL2 , |||·|||L2) ≤ κ1c4w(A) , (A.99)
where the last inequality follows from generic chaining, in particular [199, Theorem
2.1.1], for an absolute constant c4 > 0.
In the context of Theorem 23, we choose
θ = c1c4κ
2
1
w(A)√
n
≥ c1κ1
γ2(F ∩ SL2 , |||·|||ϕ2)√
n
, (A.100)
so that the condition on θ is satisfied. With this choice of θ, we have
θ2n/κ41 = c
2
1c
2
4w
2(A) . (A.101)
Then, from Theorem 23, it follows that with probability at least 1− exp(−ηw2(A)), we
have
sup
u∈A
∣∣∣∣∣ 1ρun2
n2∑
i=1
1
ρu
〈zi,u〉2I(ri ≥ η0)− 1
∣∣∣∣∣ ≤ cκ21w(A)√n2 , (A.102)
where η = c2c
2
1c
2
4 and c = c1c2 are absolute constants. Thus, with probability at least
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1− exp(−ηw2(A)),
inf
u∈A
1
n2
n2∑
i=1
〈zi,u〉2I(ri ≥ η0) ≥ inf
u∈A
ρ2u
(
1− cκ21
w(A)√
n2
)
, (A.103)
⇒ inf
u∈A
n2∑
i=1
〈zi,u〉2I(ri ≥ η0) ≥ n2ρ2
(
1− cκ21
w(A)√
n2
)
, (A.104)
where ρ2 = infu∈A ρ2u. Then, with probability at least 1− exp(−ηw2(A)), we have
inf
u∈A
n2∑
i=1
ri〈zi,u〉2 ≥ inf
u∈A
n2∑
i=1
ri〈zi,u〉2I(ri ≥ η0) (A.105)
≥ inf
u∈A
η0
n2∑
i=1
〈zi,u〉2I(ri ≥ η0) (A.106)
≥η0n2ρ2
(
1− cκ21
w(A)√
n2
)
. (A.107)
Thus,
p
(
inf
u∈A
n2∑
i=1
ri〈zi,u〉2 ≥ η0n2ρ2
(
1− cκ21
w(A)√
n2
))
≥ 1− exp(−ηw2(A)), (A.108)
⇒ p
(
inf
u∈A
n2∑
i=1
ri〈zi,u〉2 < η0n2ρ2
(
1− cκ21
w(A)√
n2
))
≤ exp(−ηw2(A)). (A.109)
Putting (A.93) and (A.109) into (A.89), for any n2 ≥ 2ηw
2(A)
(η1−1)2 we have
p
(
inf
u∈A
n2∑
i=1
σi〈zi,u〉2 < η0
η1
ρ2
(
1− cκ21
w(A)√
n2
))
≤ exp(−n2(η1 − 1)
2
2
) + exp(−ηw2(A))
(A.110)
≤ 2 exp(−ηw2(A)), (A.111)
ii. A is strictly greater than B: Note that, 0 ≤ σi ≤ 1 for all i and
∑n2
i=1 σi = 1.
Define f(z) = 〈u, z〉2, which is a convex function of z. Using Jensen’s inequality, we
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have
f
(∑n2
i=1 σizi∑n2
i=1 σi
)
≤
∑n2
i=1 σif(zi)∑n2
i=1 σi
(A.112)〈
u,
∑n2
i=1 σizi∑n2
i=1 σi
〉2
≤
∑n2
i=1 σi〈u, zi〉2∑n2
i=1 σi
(A.113)
〈u,
n2∑
i=1
σjzi〉2 ≤
n2∑
i=1
σi〈u, zi〉2. (A.114)
The equality in (A.114) holds if z1 = z2 = · · · = zn2 , or if both sides are zero i.e., u
is in the null space of zi for all i. Since zi are different with probability 1, then if we
show that u is not in the null space of zi for all i, then the inequality (A.114) is strict
inequality.
This completes the proof.
