Abstract. We prove a priori bounds for all derivatives of nonrelativistic Coulombic eigenfunctions ψ, involving negative powers of the distance to the singularities of the many-body potential. We use these to derive bounds for all derivatives of the corresponding one-electron densities ρ, involving negative powers of the distance from the nuclei. The results are both natural and optimal, as seen from the ground state of Hydrogen.
Introduction and results
In a series of papers [15, 19, 16, 18] , the present authors (together with M. and T. Hoffmann-Ostenhof) have studied the regularity properties of molecular Coulombic eigenfunctions ψ and their electron densities ρ at the singularities of the many-body Coulomb potential. For a recent review, see [39, pp. 170-178] . Some relevant previous works not mentioned in that review are [24, 26, 28] .
In this paper we take a different approach. Away from these singularities (where eigenfunctions are real analytic) we prove local L pestimates on all pointwise derivatives of such eigenfunctions ψ, with the optimal behaviour in the distance to the singularities. The estimates are a priori, so, if ψ decays exponentially-as is typically the case for atomic and molecular eigenfunctions-we get exponential decay of these estimates. As a corollary we get that all pointwise derivatives of ψ belong to certain weighted Sobolev-spaces. This formulation is inspired by the results in [3] , which we improve and clarify (see Remarks 1.6(iv) and 1.7 below for more details). We then apply this to obtain estimates on pointwise derivatives of the corresponding electron density ρ away from the nuclei, with the optimal behaviour in the distance to the positions of the nuclei.
Both types of results are of mathematical interest in themselves, but also of importance for numerical calculations in Quantum Chemistry.
We now formulate the problem. For simplicity of the presentation (and only therefore), we restrict our attention to the case of atoms (i.e., one nucleus). Let H be the non-relativistic Schrödinger operator of an N-electron atom with nuclear charge Z in the fixed nucleus approximation,
Here the x j = (x j,1 , x j,2 , x j,3 ) ∈ R 3 , j = 1, . . . , N, denote the positions of the electrons, and the ∆ j are the associated Laplacians so that ∆ = N j=1 ∆ j is the 3N-dimensional Laplacian. Let x = (x 1 , x 2 , . . . , x N ) ∈ R 3N and let ∇ = (∇ 1 , . . . , ∇ N ) denote the 3N-dimensional gradient operator. By abuse of notation, we use | · | for the Euclidean norm in both R 3 and R 3N . The operator H is selfadjoint with operator domain D(H) = W 2,2 (R 3N ) and form domain Q(H) = W 1,2 (R 3N ) [33] . We are interested in the behaviour of (pointwise) derivatives away from the singularities of the potential V in (1.1) of L 2 -eigenfunctions ψ of the operator H, Hψ = Eψ , with ψ ∈ W 2,2 (R 3N ) , E ∈ R . , ψ is a weak solution to (1.2) in Ω, then [30, Section 7.5, pp. 177-180] ψ is real analytic away from Σ, that is, ψ ∈ C ω (Ω \ Σ). In particular, any eigenfunction ψ ∈ W 2,2 (R 3N ) of the operator H is real analytic in R 3N \ Σ. Moreover it is known that ψ ∈ C 0,1 loc (R 3N ) [27, Proposition 1.5], an improvement of Kato's famous Cusp Condition [34] ; see also [29] .
Define the distance from a point x ∈ R 3N to a subset K ⊆ R 3N by d(x, K) = inf |x − y| y ∈ K . for which α k = 0 for all k ∈ {1, . . . , N}. Let B n (x, r) ⊂ R n denote the open ball of centre x ∈ R n and radius r > 0. We recall that for α = (α 1 , . . . , α N ) ∈ (N The first main result of this paper is the following. Our main interest are the cases p = 2 and p = ∞ (for the proof, see Section 2 below). Theorem 1.1. Let H be the non-relativistic Hamiltionian given by (1.1) . Let the singular set Σ ⊂ R 3N be defined by (1.3) , and let the distance d(x, Σ) from x ∈ R 3N to Σ be given by (1.5) . Furthermore, for every α ∈ N 3N 0 , |α| ≥ 1, let the corresponding singular set Σ α ⊂ R
3N
be defined by (1.9) , and the distance d α (x, Σ) from x ∈ R 3N to Σ α be given by (1.10) .
Then:
(i) For all p ∈ (1, ∞], all α ∈ N 3N 0 , |α| ≥ 1, all 0 < r < R < 1, and all E ∈ C, there exists a constant C = C(p, α, r, R, E) (depending also on N, Z) such that, for all ψ ∈ W 2,2 loc (R 3N ) satisfying 11) and for all x ∈ R 3N \ Σ α , the following inequality holds:
where
0 , |α| ≥ 1, all 0 < r < R < 1, and all E ∈ C, there exists a constant C = C(p, α, r, R, E) (depending also on N, Z) such that, for all ψ ∈ W 2,2 loc (R 3N ) satisfying (1.11), and for all x ∈ R 3N \ Σ, the following inequality holds:
As a corollary of the case p = ∞ we have the following pointwise estimates, one of our main motivations for the study of these problems (for the proof, see Section 3 below): Corollary 1.2. Let the notation and assumptions be as in Theorem 1.1 above and let α ∈ N 3N 0 , |α| ≥ 1, and R > 0. Then:
If ψ is an eigenfunction of H (that is, ψ ∈ W 2,2 (R 3N ) and ψ satisfies (1.11) for some E ∈ R), and ψ also decays exponentially, then we have the following corollary to Theorem 1.1 (for the proof, see Section 3 below). ) and ψ satisfies (1.2) for some E ∈ R). Assume furthermore that E and ψ are such that there exist constants C 0 , c 0 > 0 such that
Then for all multiindices α ∈ N 3N 0 with |α| ≥ 1:
(1.20) 21) and 22) where
with |α| ≥ 1 there exists C α > 0 such that
We now give some remarks on the results stated above. (ii) The ground state function of Hydrogen (that is, of the operator 
(iv) The local version (i.e., without the exponential decay) of (1.18) for N = 1 was already known: It follows immediately from [16, Theorem 1.1] (also in the case of several nuclei). In fact, more generally, for any N the local version of (1.17) for points x in a small neighbourhood of so-called 'two-particle coalescence points' follows from [16, Theorem 1.4] . (v) For references on the exponential decay of eigenfunctions (i.e., (1.16)), see e.g. Froese and Herbst [20] and Simon [38, 37] . Exponential decay is known to hold for any eigenfunction ψ associated to an eigenvalue E which is not a so-called 'threshold energy'. This includes (but is not restricted to) any eigenvalue below the essential spectrum in any symmetry subspace, for instance, the fermionic ground state energy. [3] ; recall that λ(x) = min{1, d(x, Σ)}):
Then it follows from Theorem 1.5, and the remark above, that any eigenfunction ψ ∈ W 2,2 (R 3N ) of the operator H in (1.1) belongs to K m a R 3N \Σ, λ for any m ∈ N and any a < 3/2. However, Theorem 1.5 gives much more, since the restriction on a is only due to the case α = 0: It also follows that, for any |α| = 1, also ∂ α ψ belongs to K m a R 3N \Σ, λ for any m ∈ N and any a < 3/2. The example in Remark 1.6(ii) again gives optimality.
In the case of exponentially decaying eigenfunctions, Corollary 1.3 gives the same statements, but with K
It is natural that without any additional decay assumptions on ψ, one can only expect to get this type of result with a 'regularised distance function' like λ(x) = min 1, d(x, Σ) . This vastly improves and clarifies the results proved and the conjectures stated in [3] (which were also for a regularised distance function). (See also Remark 1.6(iv) above.)
Note that the results in [3] are stated for slightly more general potentials V than the one in (1.1): Let 27) with b j , c ij ∈ C ∞ (S 2 ) (with S 2 the unit sphere in R 3 ). Then all our results hold with the operator H in (1.1) replaced with − ∆ + W . For simplicity of the presentation, we have chosen to stick to the physically most relevant case of atoms and molecules, as in (1.1).
For another approach, via a singular pseudo-differential operator calculus, giving a parametrix for the resolvent of H in (1.1) in the case of Hydrogen (N = 1) [9] and Helium (N = 2) [10] with the correct asymptotic behaviour at two-particle coalescence points, see [8] .
An important quantity derived from any eigenfunction ψ of the operator H in (1.1) is its associated one-electron density ρ defined by
where we have introduced the notation
By abuse of notation, we identify (x 1 , . . . , x j−1 , x, x j+1 , . . . , x N ) and (x,x j ). The regularity properties of ρ at the origin (or, more generally, at the positions of the nuclei, when studying a molecule, see Remark 1.6(iii) above) have been studied recently in [19, 18] (see also [4, 27, 40] ). In [14] it was proved that ρ is real analytic away from the position of the nucleus (i.e., ρ ∈ C ω (R 3 \{0})); for another recent proof of this, see [32] (see also [12, 13] ). (This result is known as the Holographic Electron Density Theorem (HEDT) in Quantum Chemistry; see [36] .)
Our main result on ρ in this paper is the following. 
Define the associated one-electron density ρ as in (1.28) . Then, for all multiindices α ∈ N 3 0 with |α| ≥ 1: 
for all x ∈ R 3 \ {0}.
Remark 1.9.
(i) Again, the example in Remark 1.6(ii) above (for which ρ(x) = c 2 0 e −|x| ) shows that the results in Theorem 1.8 are both natural and optimal.
(ii) As will be clear from the proof, also this result generalizes to the case of molecules (see Remark 1.6(iii) above) in the obvious way. (iii) The corresponding local version of (1.35) near x = 0 for the case of the one-electron density of Hartree-Fock states (i.e., Slaterdeterminants of solutions to the Hartree-Fock equations) follows from [17, Corollary 1.5] . It says that in this case there exist ε > 0 and real analytic functions ρ 1 , ρ 2 :
See also [7, 11] for related work. It would be interesting to determine whether the same result holds in the (present) Schrödinger case (recall that then ρ ∈ C ω (R 3 \ {0})). Note that, as for Hartree-Fock, (1.35) (near x = 0) would follow from such a result. (iv) The statements in (1.33)-(1.34) can again be re-formulated in terms of weighted Sobolev-spaces (see also Remark 1.7 above): Define the following spaces (recall that r(x) = min{1, |x|}):
Then it follows from Theorem 1.8 that for the electron density ρ (given by (1.28)) of any eigenfunction ψ ∈ W 2,2 (R 3N ) of the operator H in (1.1), and any |α| = 1,
For precise information on the behaviour at infinity of ρ itself (f.ex., similar to (1.35), but for α = 0), see [2, 23, 25 ].
An important ingredient in the proof of Theorem 1.8 is an estimate on derivatives of ψ along certain singularities of V ('parallel derivatives'; see also [12 First we need some additional notation. For Q ⊂ {1, . . . , N}, Q = ∅, define the ('centre of mass') coordinate x Q ∈ R 3 by
We now define ∂
) and e s the canonical unit vectors in R 3 . For the given Q and s,
3N with v j = 0 for j / ∈ Q, and v j = e s / |Q| for j ∈ Q. Then we define
It follows that if Q ⊆ {1, . . . , N}, Q = ∅, and f (x) = g(x j − x k ) for some j, k ∈ Q and g :
One can clearly reformulate these definition in terms of Fourier transforms (multiplication by ξ es Q for suitably defined ξ Q in Fourier space). In a previous paper [12] we used a coordinate transformation to describe these derivatives.
Furthermore, we define (notice that generally Σ Q is different from the previously defined Σ Q )
We then have the following estimate, concerning derivatives ∂ 
be defined by (1.40) .
Then:
and for all x ∈ R 3N \ Σ Q , the following inequality holds:
Organisation of the paper and strategy of the proofs.
The first main idea of the proofs of Theorem 1.1 (in Section 2 below) and Proposition 1.10 (in Section 5 below) (see also Proposition A.2 in Appendix A below) is an 'Ansatz', ψ = e F ψ F , for the solution of Hψ = Eψ, for various suitable (see below), slightly different, choices of F (see (2.2), (5.2), and (A.3) below). The function e F is often called a 'Jastrow factor' in the Chemistry literature [31] . In the mathematical study of Coulombic eigenfunctions, it was introduced in [35] (with F = F in (A.3) below). It was applied (with the same F ) to study unique continuation in [28, Corollary 4.1; (4.7)] and regularity from [27] onwards. Using that Hψ = Eψ, the function ψ F solves the equation
The second main idea is to re-scale the resulting equation (1.47), from a ball around a (fixed) x ∈ R 3N (away from the relevant singularity of V ) of the size of the distance d from x to the relevant part of the singular set Σ (i.e., d α (x, Σ) or d Q (x, Σ)), to a ball of size one around x. The F above has been chosen such that, by the homogeneity of the potential V (see (1.1)), this re-scaled equation has coefficients whose (relevant) derivatives are either zero (see (2.17) and (5.14)), or are uniformly bounded on compact subsets of the unit ball (see (2.21) and (5.15)). For this to work, one needs to work with λ = min{1, d}, not d.
Successive differentiation of this re-scaled equation (with respect to the relevant variable), and application of standard elliptic regularity theory (C 1,θ and W 2,p ; see Appendix C below) to the resulting equations, produces a priori estimates (on balls of size slightly less than one, hence the r and R in the theorems) with constants independent of x. This fact is the essential part of the argument.
Scaling back these a priori estimates for α derivatives delivers the explicit dependence (in α) on the distance d to the relevant part of the singular set Σ (or rather, on the corresponding λ) of the a priori bounds of ∂ α ψ F on balls of the size of this distance around x (see (1.12)-(1.13) and (1.46) above). An extra argument/iteration is needed to get the optimal behavior in the number of derivatives. This is assured by an a priori estimate on first derivatives, see Proposition A.2 in Appendix A. The estimates for ∂ α ψ follow by the properties of F . The (short) proofs of Corollaries 1.2 and 1.3 can be found in Section 3 below.
The proof of Theorem 1.5 (in Section 4 below) consists in carefully integrating up the (local) a priori estimates from Theorem 1.1 (for p = 2), and applying the aforementioned a priori estimate in Proposition A.2 in Appendix A.
To prove Theorem 1.8 (in Section 6 below), on α derivatives (with respect to x 1 ∈ R 3 ) of the electron density ρ, we introduce (see (B.4)-(B.2) in Appendix B below) a particular partition of unity, 1 = I χ I , in the integration variablex 1 (here, x = (x 1 ,x 1 ) ∈ R 3N ) in the integral defining ρ (see (1.28) above). This partition has the property that, on supp χ I , the derivative ∂ x 1 can be changed into a ∂ x Q for a certain Q ⊂ {1, . . . , N} (i.e., a 'derivative parallel to a singularity Σ Q '; see (1.38)-(1.44) above). Furthermore (again, on supp χ I ), λ Q (= min{1, d Q }) is comparable to r(x 1 ) ( = min{1, |x 1 |}; see Lemma B.2 and Lemma B.4 below). Applying Proposition 1.10 to each χ I , and summing, then leads to (1.32).
Proof of Theorem 1.1
We give the proof of (i) and indicate the necessary changes for the (much simpler) case of (ii).
We first derive an associated model-equation ((2.25) below).
0 , with |α| ≥ 1, and recall that
Note that there exists C = C(N, Z) > 0 such that
and that
, and |x k − x j | = 0 for the same k, and all j = k.
Next, let
satisfying 0 < β ≤ α, by the same argument as above. Therefore, with
using (2.3) and (2.6), there exists C = C(N, Z) > 0 such that
and
then, using (1.11), ψ α satisfies
Define rescaled functions by
14)
. Then, by (2.3) and (2.8),
for all y ∈ B 3N (0, 1), and
(The exact value of the constant is immaterial; it can be found in [5, Lemma C.3, (C.7)].) By the definition of Q α , of Σ α = Σ Qα , and of λ α , we have that
(2.20)
. Now, let R ∈ (0, 1), and y ∈ B 3N (0, R). Then |y j | 2 + |y k | 2 ≤ |y| 2 < R 2 for all j, k ∈ {1, . . . , N}, and so |y j | + |y k | < √ 2R. Hence, for all y ∈ B 3N (0, R), R ∈ (0, 1),
Using this, (2.18) and (2.19) imply that for all γ = (γ 1 , . . . , γ N ) ∈ N 3N 0 , and all y ∈ B 3N (0, R), R ∈ (0, 1),
Here we used that γ j ! ≤ γ!, |γ| = N j=1 |γ j |, and that λ α ≤ 1. The estimate (2.21) is the essential property of the potential V for the proof to work. It is also satisfied for the potential W given in (1.27); see Remark 1.7.
It follows from (2.11) that ψ λα α , defined in (2.12), satisfies
that is, with P = P (y, ∂ y ) the operator
Note that for all R ∈ (0, 1), by (2.16) and (2.21) (and λ α ≤ 1), the coefficients of P are all in L ∞ (B 3N (0, R)), with norms bounded by some C = C(R, N, Z, E); recall also (2.17) and (2.21).
Proof of Theorem 1.1 for p = ∞ : We will use (2.25) and standard elliptic regularity (in the form of Theorem C.2 in Appendix C below) to prove the following lemma, from which the case p = ∞ of Theorem 1.1 follows.
Lemma 2.1. For all β ∈ N 3N 0 , with 0 < β ≤ α, all θ ∈ (0, 1), and all R, r > 0, 0 < r < R < 1, there exists C = C(r, R, β, θ, E, N, Z) such 3N (0,R) ) . We first prove that Theorem 1.1 follows from Lemma 2.1. In particular, (2.26) 27) so for all y ∈ B 3N (0, r), using (2.26),
The last equality follows from (2.27), used on ∇ y (ψ λα α ). Now (see (2.10)), ψ = e Fα ψ α , with ∂ α x F α ≡ 0, and (2.28) gives that, for all y ∈ B 3N (0, r),
Hence, the above proves that for all α ∈ N 3N 0 , |α| ≥ 1, and all 0 < r < R < 1 there exists C α (r, R) = C(α, r, R, N, Z, E) such that for all
Recall (see (2.1)) that λ α = min{1, d α (x 0 , Σ)}. This then proves (1.12), and therefore Theorem 1.1.
It remains to prove Lemma 2.1. This will be done by induction in |β|.
First, using (2.16), (2.21) (with γ = 0), and λ α ≤ 1, it follows from (2.25) and Theorem C.2 in Appendix C below that, for all 0 < r < R < 1 and all θ ∈ (0, 1), we have
and Here we also used (2.17). From (2.21) (with γ = β) and (2.31) it follows that, for all R ∈ (0, 1),
It therefore follows from Theorem C.2 that ϕ λα α,β ∈ C 1,θ loc (B 3N (0, 1)) for all θ ∈ (0, 1), and that, for all 0 < r < R < 1,
for some constant C = C(r, R, θ, β, E, N, Z).
It follows from (2.36) and the fact that ϕ 3N (0,R) ) , for some C = C(r, R, θ, β, E, N, Z). This is (2.26).
The induction step: Let now j ∈ N, 1 ≤ j ≤ |α|, and assume (2.26) holds for all β ∈ N 3N 0 , with 0 < β ≤ α and |β| ≤ j, all θ ∈ (0, 1), and all 0 < r < R < 1, with a constant C = C(r, R, β, θ, E, N, Z).
Let β ≤ α, with |β| = j + 1, and let (as before) ϕ Again, we also used (2.17).
From (2.21) and the induction hypothesis (that is, (2.26) for β − γ ≤ α with |β − γ| ≤ |β| − 1 = j) it follows that g λα α,β ∈ L ∞ (B 3N (0,r)) for allr ∈ (0, 1), and that, for all 0 < r < R < 1, 3N (0,R) ) . It therefore follows from Theorem C.2 (applied to (2.38) 3N (0, 1) ) for all θ ∈ (0, 1), and that, for all 0 < r < R < 1, ϕ
0 . Then, by the induction hypothesis (used on β j ≤ α, |β j | = j), and the definition of the 
Using that λ α ≤ 1, this proves that (2.26) holds for all β ∈ N 3N 0 , with 0 < β ≤ α and |β| = j + 1, all θ ∈ (0, 1), and all R, r > 0, 0 < r < R < 1, and some constant C = C(r, R, β, θ, N, Z, E). The lemma now follows by induction over j.
This finishes the proof of Theorem 1.1 in the case p = ∞.
Proof of Theorem 1.1 for p ∈ (1, ∞) : Again, (2.25) and standard elliptic regularity (this time in the form of Theorem C.3 in Appendix C below) give the following lemma, from which the case p ∈ (1, ∞) of Theorem 1.1 follows. This lemma is the substitute for Lemma 2.1 in the case p ∈ (1, ∞).
Lemma 2.2.
For all p ∈ (1, ∞), all β ∈ N 3N 0 , with 0 < β ≤ α, and all R, r > 0, 0 < r < R < 1, there exists C = C(p, r, R, β, E, N, Z) such that 3N (0,R) ) . The proof of Lemma 2.2 follows that of Lemma 2.1 verbatim, except for substituting 'Theorem C. 3 
. Similarly, the proof that Theorem 1.1 follows from Lemma 2.2 in the case p ∈ (1, ∞) mimics the one that Theorem 1.1 for p = ∞ follows from Lemma 2.1 (substituting 'L p ' for 'L ∞ '), and is left to the reader.
Proof of Corollaries 1.2 and 1.3
Proof of Corollary 1.2. The inequality (1.15) follows from (1.14) by using (1.10), and that Σ ⊇ Σ α . It is obviously enough to prove (1.14) for all R ∈ (0, 1). Use that x ∈ B 3N (x, t) for all t > 0, the bound (1.12) (with R/4 and R/2 for R ∈ (0, 1)), that λ α ≤ 1, and the a priori estimate for ∇ψ in Theorem A.1 in Appendix A below (with R/2 and R), to get the inequalities
Proof of Corollary 1.3. Note first that (1.18) follows from (1.17) (in the same way that (1.15) followed from (1.14) in the proof of Corollary 1.2). To prove (1.17) note first that (1.16) implies that
Therefore (1.17) follows from (1.14) when d α (x, Σ) ≤ 1. Secondly note that (since d α (x, Σ) ≤ |x|, see (1.10)) we have that
and the right side is uniformly bounded for x ∈ R 3N . This proves that (1.17) also follows from (1.14) when d α (x, Σ) ≥ 1. (Note that this also shows that we can take c α as close to c 0 as we like, at the expense of increasing C α . Similarly for C α , c α .) This finishes the proof of (1.17).
To prove (1.19) note that (see (1.10)), for all x = (x 1 , . . . ,
Hence, for all x ∈ R 3N and all s ∈ R,
We use the notation of (1.29) and (1.30) and, for j, k ∈ {1, . . . , N}, define the orthogonal transformation (y j , y k ) = (x j − x k , x j + x k )/ √ 2. We denote the new coordinates in R 3N by y. Then it follows from (1.17) and (3.5) that, for |α| ≥ 1,
Now note that the right side is finite for all a < 5/2. This finishes the proof of (1.19). The same argument works for d(x, Σ) (use (1.18) instead of (1.17)).
Proof of Theorem 1.5
Proof. Note that, with λ α (x) = min{1, d(x, Σ α )}, we have, for all x, y ∈ R 3N and ǫ ∈ (0, 1),
This follows from
3) 3N (0, 1) ). Note that, as a consequence of (4.1), for all z, u ∈ R 3N , all k ∈ R, and all ǫ ∈ (0, 1),
In the following we suppress that constants depend on N, α, and a. Also, C might change from line to line.
Using (4.3), then (4.4) (both with (z, u) = (x, y), and with b = ǫ = 1/4), we get that
We also used that B 3N (y, λ α (y)/3) \ Σ α = B 3N (y, λ α (y)/3). We now use the a priori estimate (1.12) in Theorem 1.1 (with p = 2 and r = 1/3, R = 2/3), then (4.4) (this time with (z, u) = (y, x) and ǫ = 2/3), and finally (4.3) (again with (z, u) = (x, y), but with b = 2), to get that
Recall that λ α (x) ≤ 1 for all x ∈ R 3N . Hence, if a ≤ 1, it follows that
since ψ ∈ W 2,2 (R 3N ), which proves (1.21) in this case. If, on the other hand, a ∈ (1, 5/2), we have that
by the same argument as above. It therefore remains to estimate the first term on the right side of (4.8).
(At this point, compare with (3.6).) Using (3.3), (3.4), and (3.5) we get that
It remains to show that each summand on the right side in (4.9) is finite for any a < 5 2 . All summands will be treated in the same manner, so we just consider one of each of them.
For fixedx 1 ∈ R 3N −3 we can estimate, since a < 5 2 ,
where we used the a priori estimate of Proposition A.2 below and the finiteness of the integral to get the last inequality. Therefore we get
The last inequality follows since the inner integral is independent of y. Similarly, for fixedx 1,2 ∈ R 3N −6 (with x = (x 1 , x 2 ,x 1,2 )), make the orthogonal transformation (y 1 , y 2 ) = (x 1 − x 2 , x 1 + x 2 )/ √ 2 (see the argument leading to (3.6)). Then we can estimate, since a < 5 2 ,
where we again used the a priori estimate of Proposition A.2 and the finiteness of the inner integral to get the last inequality. Hence,
where, again, the last inequality follows since the inner integral is independent of z. This finishes the proof of (1.21) (for λ α ). The proof of (1.22) (for λ) is completely analogous (replace λ α by λ, and use (1.13) from Theorem 1.1 instead of (1.12), in the argument above).
This finishes the proof of Theorem 1.5.
Proof of Proposition 1.10
Assume, without restriction, that Q = {1, . . . , M} ⊆ {1, . . . , N},
We proceed similarly to the proof of Theorem 1.1 but will exploit the structure of Σ Q .
Note that there exists C = C(N, Z) > 0 such that 
1). Define
Then, using Hψ = Eψ, we get that ψ Q satisfies the equation
Notice that K Q is bounded on R 3N \ Σ, and that ∂
Here, y Q and ∂ 3N (0, 1) ), and, by estimates and arguments as in (2.18)-(2.21),
for all R < 1, y ∈ B 3N (0, R). It follows that, in B 3N (0, 1), , 1) , and all R, r > 0, 0 < r < R < 1, there exists C = C(r, R, β, θ, E, N, Z) such that
0 , with β = 0, and all R, r > 0, 0 < r < R < 1, there exists C = C(p, r, R, β, E, N, Z) such 3N (0,R) ) . Since the proofs of Lemmas 5.1 and 5.2 are completely analogous to the proofs of Lemmas 2.1 and 2.2, we omit them here. (Note the similarity, but also difference, between (5.14) and (2.17) .) It is also simple to verify that Proposition 1.10 follows from Lemmas 5.1 and 5.2 and the definition of ψ Proof : To prove (i), let ρ be as in the theorem. Note that it suffices to prove the statement for each ρ j in (1.28). The proof is the same for each j, and so we shall prove it for ρ 1 , which, by abuse of notation, we shall denote ρ. To ease notation, we shall write x = (x 1 , . . . , x N ) = (x 1 ,x 1 ) and ρ = ρ(x 1 ).
To prove (1.32), let x 1 ∈ R 3 \ {0} and R ∈ (0, 1) (the case R ≥ 1 obviously follows from this case). Let 1 = I χ I be the partition of unity (on R 3N ) from Lemma B.1 in Appendix B below. Then
and so, for all α ∈ N 3 0 with |α| ≥ 1,
3)
It then suffices to prove the estimate in (1.32) for each ∂ α x 1 ρ I , since the sum in (6.2) is finite.
To this end, recall again the definition of χ I from (B.4) in Lemma B.1 below. Let Q := {1} ∪ (∪ J−1 j=0 Q j ) ⊆ {1, . . . , N}. Re-numbering, we may assume that Q = {1, . . . , M}, M ≤ N. In the integral in (6.3), make the change of variables
Then (re-naming y j to x j again)
with χ I as in (B.21) in Lemma B.4 below (see (B.4) for χ I ). By Leibniz' rule
Differentiating under the integral sign can be justified as in [27, p. 97] . Again by Leibniz' rule, and the chain rule,
Note that, by the chain rule and (1.39), for s = 1, 2, 3,
and, by iteration,
Now apply (6.7) and (6.9) in (6.6) above. Then estimate ∂ β x 1 χ I (x) using Lemma B.4 below. (For |β| = |α| ≥ 1, use (B.23) or (B.24) with n = 1; for β < α, use (B.22).) Then re-change variables (y j = x j + x 1 , j = 2, . . . , M) and re-name them back to x j , to obtain (for some j ∈ {2, . . . , N})
By Lemma B.2 below, and the fact that
In both case, it follows from Lemma B.2 that if x ∈ supp χ I , then
see also (1.44)), so, from (6.11),
, so that, by (6.11) , and assuming σ = 0, then 13) or, λ Q (x) = 1, in which case (6.12) holds trivially if σ = 0 (since C ≥ 1 and 1 − |σ| ≤ 0).
In conclusion, if x ∈ supp χ I , then (6.12) holds for all σ = 0. Hence, applying the estimate (1.46) in Proposition 1.10 (with p = ∞, r = R/8, R = R/4 (!)) for each point x ∈ R 3N for which the integrand in the second integral in (6.10) is non-zero, and then the a priori estimate in Theorem A.1 below (with R = R/4 (!)) for ∇ψ, we get that
(6.14)
(The term in the second line comes from σ = 0 and σ = α − β.) At this point we can finish the proof using Proposition A.3 below (with r = R/2, R = R) to get
for all x 1 ∈ R 3 \ {0} (and α = 0). This finishes the proof of (1.32), and hence of (i).
To prove (ii), for p ∈ [1, ∞), let a ∈ [0, p+3 p
). Then, since r(x) = min{1, |x|},
Now, by (1.32) (for R = 1), and by the definition (1.28) of ρ. Furthermore, by (1.32), for all x ∈ R 3 \ B 3 (0, 1), 18) again, by the defintion of ρ. Hence, again by (1.32) and Fubini,
.
It then follows from (6.16), (6.17) , and (6.19) that This finishes the proof of Theorem 1.8.
Appendix A. Some new a priori estimates
In this appendix we state and prove a few results related to the a priori estimate proved in [27, Theorem 1.2] (see also the discussion in [39, (19.17) 
]).
We start by recalling that estimate. for all x ∈ R 3N .
The proof of (A.1) is based on an 'Ansatz' (see also (A.9) below) for the solution of the eigenvalue equation, and then on using elliptic regularity on the resulting equation. The objective of this Appendix is the following strengthening of Theorem A.1: Proposition A.2. Let H be the operator in (1.1). For all 0 < r < R and E ∈ C there exists C = C(r, R, E) (and also depending on N, Z)
Note that there exists C = C(N, Z) > 0 such that (for Σ, see (1.3))
Next, let (for V , see (1.1))
Therefore, with
using (A.4) and (A.6), there exists C = C(N, Z, E) > 0 such that
then, (using that Hψ = Eψ), ψ satisfies the equation
Note that since ψ ∈ W 
it follows from Theorem C.4 that ψ ∈ W 2,p loc (R 3N ) for all p ∈ [2, ∞). It now follows from Theorem C.3 (used on (A.10), with p = 2) that for all R, r > 0 there exists a constant C = C( r, R) (depending also on N, Z, E through (A.4) and (A.8)) such that, for all x 0 ∈ R 3N ,
Hence, by Theorem C.1(i) (Sobolev embedding; with k = 2, n = 3N, and
), and then (A.13), there exists a constant C = C( r, R) such that
(A.14)
Now, using Theorem C.3 again, but this time with p = p 2 = p * 1 , and then (A.14), we therefore get that, for allr ∈ (0, r), there exists a constant C = C(r, r, R) > 0, such that ), and then Theorem C.3 (with p = p 3 = p * 2 ) as long as 2p i < 3N. Note that 2 = p 1 < p 2 < p 3 < · · ·, with
M is smaller equal this number). As above, the radius of the smaller ball decreases each time (above, from r tor). However, splitting the original difference (R − r)/2 = R − (R + r)/2 in M + 1 equally large parts (we use Theorem C.3 M + 1 times), we get: For all 0 < r < R there exists a constant C = C(r, R) > 0 such that
Now use Theorem C.1(ii) (Morrey's Theorem): With k = 2, p = p M * , n = 3N (so kp > n), to get, for some θ ∈ (0, 1),
Using (A. 16) , and that ψ L ∞ ≤ ψ C θ , this implies that, for all 0 < r < R,
for some C = C(r, R) > 0. Hence, using (A.10)-(A.11), Theorem C.2 (used on (A.10)), and (A.18) give that, for all θ ∈ (0, 1),
2) follows, but with ψ instead of ψ. It remains to recall that ψ = e F ψ (see (A.9)) with F (globally) Lipschitz (see also (A.4)), to arrive at (A.2) for ψ.
As a consequence of Propostion A.2, we get the following, which is of independent interest: Proposition A.3. For N ≥ 2, let H be the operator in (1.1). Then for all 0 < r < R and all E ∈ R there exists a constant C = C(r, R, E) > 0 such that if Hψ = Eψ, ψ ∈ W 2,2 (R 3N ), and if ρ is the associated oneelectron density as in (1.28) , then, for all x 1 ∈ R 3 ,
in the sense that, for all v ∈ R 3 , the directional derivative (exists and) satisfies
Furthermore, for all b ∈ [0, 3) and R > 0 there exists C = C(b, R, E) > 0 such that
Remark A.4. Note that, for all x 1 ∈ R 3 , R > 0,
In particular, it follows from (A.23) that ρ is globally Lipschitz: ρ ∈ C 0,1 (R 3 ). This was already known [27, Theorem 1.11 (i)].
Proof. We start by proving (A.20) and (A.21) from which the other estimates will follow in a simple manner. Using (A.2) and Fubini's Theorem, 28) and the last integral equals the volume of B 3N −3 (0, R) for allŷ 1 ∈ R 3N −3 . Inserting this in (A.27) and using the definition of ρ in (1.28) finishes the proof of (A.20). The proof of (A.21) is similar.
To prove (A.22) notice that
and use (A.20) with r = R/2. To prove (A.23) we differentiate and estimate, to get that 
We argue in a similar fashion as above, withx 1,2 = (x 3 , . . . , x N ). Since (x 1 , x 2 ,x 1,2 ) ∈ B 3N ((x 1 , 0,x 1,2 ), R/2) for all |x 2 | ≤ R/4, we get from Fubini's Theorem and (A.2) that
|ψ(y)| 
Appendix B. A partition of unity
In this appendix we gather various facts about a particular partition of unity (on R 3N ), needed when studying the electron density ρ; see Section 6.
We denote by C ∞ b (Ω) the set of all smooth functions on Ω which are bounded together with all their derivatives.
Let χ 1 , χ 2 ∈ C ∞ b (R), 0 ≤ χ i ≤ 1, i = 1, 2, χ 1 , χ 2 both monotone, with χ 1 (t) = 1 , t ≤ 1/4 , 0 , t ≥ 3/4 , and χ 2 (t) = 0 , t ≤ 1/4 , 1 , t ≥ 3/4 , (B.1) and χ 1 (t) + χ 2 (t) = 1 for all t ∈ R . (B.
2)
The partition of unity depends on an index I ∈ X, where X = ∪ N −1 J=0 X J , with the X J 's to be described below. Here For the rest of the terms in (B.13), we have q 1 = ∅ = p 1 , and so 0 < #p 1 < #p 0 < N − 1, that is, 0 < #p 1 < N − 2. For each of these terms χ p 1 ,q 1 ,q 0 (with p 1 ∪ q 1 ∪ q 0 = {2, . . . , N}, p 1 , q 1 , q 0 disjoint), insert a factor of 1 = Then for any subdomain Ω ′ ⊂⊂ Ω we have
The following is adapted from [21, Theorem 9.11] by choosing a ij = δ ij , i, j = 1, . . . , n. 
Then for any subdomain Ω ′ ⊂⊂ Ω,
where C depends on n, p, Λ, Ω ′ , and Ω. in Ω with f ∈ L p (Ω). Then u ∈ W 2,p loc (Ω).
