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Abstract
We consider the problem of scheduling jobs that are given as groups of non-intersecting intervals on the real line. Each job j
is associated with a t-interval (which consists of up to t segments, for some t ≥ 1), a demand, d j ∈ [0, 1], and a weight, w( j). A
feasible schedule is a collection of jobs such that, for every s ∈ R, the total demand of the jobs in the schedule whose t-interval
contains s does not exceed 1. Our goal is to find a feasible schedule that maximizes the total weight of scheduled jobs.
We present a 6t-approximation algorithm for this problem that uses a novel extension of the primal–dual schema called
fractional primal–dual. The first step in a fractional primal–dual r -approximation algorithm is to compute an optimal solution,
x∗, of an LP relaxation of the problem. Next, the algorithm produces an integral primal solution x , and a new LP, denoted by P′,
that has the same objective function as the original problem, but contains inequalities that may not be valid with respect to the
original problem. Moreover, x∗ is a feasible solution of P′. The algorithm also computes a solution y to the dual of P′. The solution
x is r -approximate, since its weight is bounded by the value of y divided by r .
We present a fractional local ratio interpretation of our 6t-approximation algorithm. We also discuss the connection
between fractional primal–dual and the fractional local ratio technique. Specifically, we show that the former is the primal–dual
manifestation of the latter.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. The problem
We consider the problem of scheduling jobs that are given as groups of non-intersecting intervals on the real line.
Each job j is associated with a t-interval (which consists of up to t segments, for some t ≥ 1) and a positive weight,
w( j). Each job requires the utilization of a given limited resource. The amount of resource available is fixed; we
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(a) 2-interval scheduling instance.
(b) Two-dimensional interpretation.
Fig. 1. A two-dimensional interpretation of a 2-interval scheduling instance. The demands are represented using the heights of the intervals or
boxes.
normalize it to unit size for convenience. The amount of resource required by job j , or the demand of j , is denoted
by d j . A schedule is a collection of jobs. It is feasible if, for every s ∈ R, the total demand of the jobs in the schedule
whose t-interval contains s does not exceed 1. Our goal is to find a feasible schedule that maximizes the total weight
of scheduled jobs.
The problem of scheduling t-intervals is NP-hard even when t = 1, since it contains knapsack as a special case
in which all t-intervals intersect. The special case of t = 1 is called the bandwidth allocation problem. Bar-Noy
et al. [3] presented a 3-approximation algorithm for this special case, and Calinescu et al. [11] developed a randomized
LP-based approximation algorithm for this problem with an expected performance ratio of 2+ ε, for every ε > 0.
The problem of scheduling t-intervals where all demands are equal to 1 (unit demands) was studied by Bar-Yehuda
et al. [6]. Two jobs are said to be in conflict if any of their segments intersect. The objective in this special case is to
schedule a subset of non-conflicting jobs whose total weight is maximum. The unit demand problem was formulated
in [6] as the problem of finding a maximum weight independent set (MWIS) in a t-interval graph. A t-interval graph
is the intersection graph of t-intervals. That is, a graph is a t-interval graph if there is a way to represent each vertex
by a t-interval such that two vertices are connected by an edge if their corresponding t-intervals intersect. Note that
1-interval graphs are interval graphs and therefore, when t = 1, the problem becomes MWIS in interval graphs, which
is solvable in polynomial time (see, e.g., [17]).
An interesting special case that was discussed in [6] is the family of t-union graphs. A t-union graph is a t-interval
graph in which the segments of the t-interval associated with each vertex can be labeled in such a way that, for any
two t-intervals j1 and j2, the segment i1 of j1 and segment i2 of j2 do not intersect for every 1 ≤ i1, i2 ≤ t and
i1 6= i2. In this case, the t segments can be viewed as intervals on orthogonal axes, corresponding to a t-dimensional
box. Two boxes are in conflict if their projections on any of the t axes intersect. A two-dimensional example is given
in Fig. 1. Note that the height of a box corresponds to its demand. Jobs 1 and 2 are in conflict, while jobs 1 and 3
are not. Jobs 2 and 3 are also in conflict, but in the more general case, in which demands are allowed, they can be
scheduled together, since the sum of their demands is not more than 1.
We describe several applications in which the problem of scheduling t-intervals with demands arises. First, consider
a multimedia-on-demand system with a limited bandwidth through which movies are broadcasted to clients (e.g.,
through a cable TV network). Each movie has a different bandwidth demand, which may depend on its quality. Each
client requests a particular movie, and specifies the time at which she would like to start watching it. Moreover,
each client specifies at which times she plans to take breaks. In the (offline) throughput maximization version of
this problem, we aim to maximize the revenue by deciding which movies to broadcast, subject to the constraint that
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the bandwidth demands at any given moment can be supplied by the system. (See [6] for more details.) Another
application is the allocation of linear resources [19]. Requests for a linear resource can be modeled as intervals on the
line (e.g., a disk drive is a linear resource when requests are for contiguous blocks [25]). Consider a scenario in which
the jobs are requests from several linear resources, and two jobs are in conflict if their requests on one of the resources
overlap. (This example corresponds to a t-union graph.) Our goal is to schedule as many jobs as possible such that the
total demand from any linear resource at any given moment is not more than one. The demand in this case can model
transmission rate. For more details and applications, such as genomic sequence similarity [2], see [6].
1.2. Previous results
Bar-Yehuda et al. [6] showed that the class of degree-3 graphs is contained in the class of t-union graphs. Since
the maximum independent set is APX-hard on degree-3 graphs [9,20], MWIS on t-interval graphs is also APX-hard.
They proved that the k-dimensional matching problem is equivalent to MWIS in the special class of k-union graphs of
unit segments. They also pointed out that k-dimensional matching cannot be approximated within an O(k/ log k)
ratio unless P = NP [21], while the best-known approximation ratio is k/2 + ε for any ε > 0 [22], and that
three-dimensional matching is APX-hard [24]. Note that it is NP-complete to determine whether a given graph is
t-interval [26], or t-union [18], for any fixed t ≥ 2. However, the hardness results remain true with respect to the
problem of scheduling t-intervals with (or without) demands, since the constructions in [6] are made using t-interval
scheduling instances.
Bar-Yehuda et al. [6] presented a 2t-approximation algorithm for MWIS in t-interval graphs that uses a new
extension of the local ratio technique called fractional local ratio. The novelty of the fractional approach is that,
in weight decomposition steps, the construction of a new weight function is based on an optimal solution to an LP
relaxation of the original problem instance, and the analysis compares the weight of the solution returned to the weight
of this optimal solution.
1.3. Our results
A 6t-approximation algorithm for the t-interval scheduling problem with demands is given in Section 2. The
algorithm is based on a novel and non-standard extension of the primal–dual schema that we call fractional
primal–dual. The first step in a fractional primal–dual r -approximation algorithm is to compute an optimal solution
to an LP relaxation of the problem. Let P be the LP relaxation, and let x∗ be an optimal solution of P . Next, as usual
in primal–dual algorithms (see, e.g., [3]), the algorithm produces an integral primal solution x and a dual solution y,
such that the value of y divided by r bounds the weight of x . However, in contrast to other primal–dual algorithms, y
is not a solution to the dual of P . The algorithm induces a new LP, denoted by P′, that has the same objective function
as P , but contains inequalities that may not be valid with respect to the original problem. The dual solution y is a
feasible solution of the dual of P′. The solution x is r -approximate, since we make sure that x∗ is a feasible solution of
P′, and therefore the optimum value of P′ is not less than the optimum value of P . A general description of fractional
primal–dual is given in Section 2.4.
The relation between fractional primal–dual and fractional local ratio is discussed in Section 3. We show that the
former is the primal–dual manifestation of the latter. The connection between fractional primal–dual and fractional
local ratio is based on the connection between the two methods in their standard forms [7]. We also present a fractional
local ratio interpretation of the 6t-approximation algorithm for the problem of scheduling t-intervals with demands.
We present a (2t + 1− 1/q)-approximation algorithm for the problem of scheduling t-intervals with unit demands
on q identical resources in Section 4. We note that our algorithm can also be used in the case of scheduling t-intervals
with demands, where d j = 1/q for every job j . Notice that this problem is not equivalent to the problem of scheduling
t-intervals on q resources because a solution for the former may induce a solution for the latter in which segments of
some t-interval are assigned to different resources.
Following Bar-Noy et al. [3], we distinguish between two types of resources: fungible and non-fungible. In the
multimedia-on-demand example above, the resource was the bandwidth of the system. Such a resource is called
fungible, since the identity of the bandwidth allocated to a specific movie is irrelevant. On the other hand, there
are scenarios in which a specific portion of the resource is allocated to each job, for example memory allocation
in a multi-threaded programming environment. Such resources are called non-fungible. Continuity is another issue.
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In some cases, such as memory allocation, the allocation of the resource must be contiguous. (See [3] for more details.)
We consider the problem of scheduling t-intervals with demands where the allocation is contiguous and the resource
is non-fungible in Section 5. We present a bi-criteria approximation algorithm that returns a 4t-approximate solution
that may need up to four times the given amount of resource.
1.4. Related work
Several approximation frameworks that use the primal–dual schema were published in the last decade. Goemans
and Williamson [15] presented an algorithm for a wide family of network design problems. They proposed a more
general framework in [16]. A survey by Williamson [27] describes the primal–dual schema and several extensions of
the primal–dual approach. Following [15], Bertsimas and Teo [10] proposed a primal–dual framework for covering
problems. As in [15], this framework enforces the primal complementary slackness conditions while relaxing the
dual conditions. However, in contrast to previous studies, Bertsimas and Teo [10] express each advancement step
as the construction of a single valid inequality, and an increase in the corresponding dual variable. Bar-Yehuda and
Rawitz [7] presented a primal–dual framework that extends the one in [10]. In the analyses of both [10] and [7] it
was convenient to define a new LP that contains the inequalities used by the algorithm. Since this new LP relaxes
the original program, an r -approximation with respect to it is also an r -approximation with respect to the original
program.
As pointed out by Williamson [27], several primal–dual algorithms were devised by first constructing a local
ratio algorithm, and then transforming it into a primal–dual algorithm. Bafna et al. [1] extended the local ratio
technique [5] in order to construct a 2-approximation algorithm for the feedback vertex set problem. This work and
the 2-approximation algorithm from [8] were essential in the design of primal–dual approximation algorithms for a
feedback vertex set [12]. Bar-Noy et al. [3] developed local ratio approximation algorithms for resource allocation and
scheduling problems. A primal–dual interpretation was given as well. Bar-Yehuda and Rawitz [7] proved that the two
methods in their standard forms are equivalent. The equivalence is based on the fact that increasing a dual variable by
ε is equivalent to subtracting the weight function obtained by multiplying the coefficients of the corresponding primal
constraint by ε from the primal objective function.
The fractional local ratio technique was also used by Lewin-Eytan et al. [23].
1.5. Definitions and notation
Given a t-interval scheduling instance, we denote the set of t-intervals, or jobs, by J . For j ∈ J , N ( j) is the set of
jobs that are in conflict with j , and N [ j] is the set of jobs that are in conflict with j including j , i.e., N [ j] = N ( j)∪{ j}.
(Recall that two jobs are in conflict if any of their segments intersect.) We write I ∈ j if I is one of the segments of j .
For a segment I ∈ j , R[I ] contains every job k such that there exists a segment I ′ ∈ k that contains the right endpoint
of I (including j).
We denote the optimum value for a given problem instance by OPT. OPT(Π ) denotes the optimum of Π , which is
usually a linear program. Given a schedule S, we denote by w(S) the total weight of S, i.e., w(S) =∑ j∈S w( j). For
r ≥ 1, a feasible schedule S is r -approximate if its weight is within a factor of r of the optimum. More specifically, if
w(S) ≥ OPT/r . An algorithm that always returns r -approximate solutions is said to achieve an approximation factor
of r , and it is called an r -approximation algorithm.
Throughout the paper, w( j) denotes the weight of job j , while wi denotes the i th weight function. For example,
w1( j) is the weight of job j with respect to the weight function w1.
2. Fractional primal–dual
In this section we present our 6t-approximation algorithm for the t-interval scheduling problem. We start the
section with a formulation of this problem as an integer program. Then, we use an LP relaxation of this program
in order to devise a fractional primal–dual approximation algorithm. Afterwards, we give a general outline of the
fractional primal–dual method.
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2.1. An LP formulation
The problem of scheduling t-intervals with demands can be formalized as follows:
max
∑
j∈J
w( j)x j
s.t.
∑
k∈R[I ]
dkxk ≤ 1 ∀ j ∈ J,∀I ∈ j
x j ∈ {0, 1} ∀ j ∈ J
where x j = 1 if and only if j is in the schedule. The LP relaxation that is denoted by P is obtained by replacing the
integrality constraints by 0 ≤ x j ≤ 1 for every j ∈ J .
We show that the integrality gap of P is Ω(t). We first consider the unit demand case. We describe a t-interval
scheduling instance that contains 2t − 1 jobs denoted by 0, . . . , 2t − 2. Consider a clique on 2t − 1 vertices which we
denote by K2t−1. The vertices are denoted by v0, . . . , v2t−2. Since the degree on all vertices in K2t−1 is 2t − 2, there
exists an Eulerian cycle in K2t−1. Let p0, p1, . . . , pm be the vertices along the Eulerian cycle, where p0 = pm = v0.
Observe that every vertex vi , for i 6= 0, appears exactly t − 1 times in p0, p1, . . . , pm . The t-interval scheduling
instance is constructed as follows. We add the segment [i, i + 1.5] to the j th job if pi = j . Observe that:
1. Each job has exactly t − 1 intervals, apart from job 0, which has t intervals.
2. The t-interval graph induced by the instance is K2t−1.
3. There are no more than two t-intervals that contain s, for every s ∈ R.
Finally, we set w( j) = 1 for every job j . Since the instance induces a clique, the integral optimum is 1. However,
the fractional solution x j = 12 , for every j , is feasible, and its value is t − 12 .
For the case of general demands, we consider an instance that contains two copies of each job j that was defined
above. We denote the copies by ( j, 0) and ( j, 1). The weight of each job is 1. The demand of every job is (1+ ε)/2,
where ε is a small positive constant. Since every two jobs intersect and their combined demand is more than 1, the
integral optimum is 1. On the other hand, the fractional solution x( j,b) = 12(1+ε) , for every j ∈ {0, . . . , 2t − 2} and
b ∈ {0, 1}, is feasible, and its value is (2t − 1)/(1+ ε).
The unit demand version of the following lemma was proven in [6].
Lemma 1. Let x be a feasible solution of P. Then, there exists a job ` such that
∑
j∈N [`] d j x j ≤ 2t .
Proof. In order to prove this lemma, it is enough to show that∑
k
∑
j∈N [k]
dkxk · d j x j =
∑
k
dkxk
∑
j∈N [k]
d j x j ≤ 2t ·
∑
k
dkxk .
If j1 and j2 are in conflict, then j1 ∈ N [ j2] and j2 ∈ N [ j1]. Therefore, the term d j1x j1 · d j2x j2 is counted twice in the
sum on the left-hand side (lhs) for every j1 and j2 that are in conflict. Furthermore, if j1 and j2 are in conflict, then
either there exists a segment I1 ∈ j1 such that j2 ∈ R(I1), or there exists a segment I2 ∈ j2 such that j1 ∈ R(I2).
Thus,∑
k
∑
j∈N [k]
dkxk · d j x j ≤ 2 ·
∑
k
∑
I∈k
∑
j∈R[I ]
dkxk · d j x j .
Since x is a feasible solution of P , for every k and I ∈ k we get that∑
j∈R[I ]
dkxk · d j x j = dkxk
∑
j∈R[I ]
d j x j ≤ dkxk .
Therefore,∑
k
∑
j∈N [k]
dkxk · d j x j ≤ 2 ·
∑
k
∑
I∈k
dkxk = 2t ·
∑
k
dkxk
and we are done. 
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2.2. The algorithm
To approximate the problem, we first consider the following two special cases.
Special Case 1: All jobs are wide, i.e., d j > 12 for all j .
Special Case 2: All jobs are narrow, i.e., d j ≤ 12 for all j .
In the case of wide jobs, the problem reduces to the special case in which all jobs have demand 1, since no pair
of conflicting jobs may be scheduled together. Thus, it can be approximated by using the 2t-approximation algorithm
from [6]. In the sequel, we present a 4t-approximation algorithm for narrow jobs. To solve the problem in the general
case, we solve it separately for the narrow jobs, and for the wide jobs, and return the solution of greater weight. Since
either the optimum of the narrow jobs is at least 23 of the optimum (for the original problem) or the optimum for the
wide jobs is at least 13 of the optimum, the schedule returned is 6t-approximate.
2.3. A 4t-approximation algorithm for narrow jobs
The first step in our algorithm is to obtain an optimal solution of P , denoted by x∗. The second step is given below.
Algorithm FPD(J, w, x∗)
1. y ← 0
2. J1← J ; i ← 1
3. While Ji 6= ∅ do:
4. Let `i = argmin`∈Ji
∑
j∈N [`]∩Ji d j x
∗
j
5. Increase yi until (1− d`i )yi +
∑
k : `i∈N (`k )∩Jk d`i yk = w(`i )
6. Ji+1← { j ∈ Ji : ∑k : j∈N (`k )∩Jk d j yk < w( j)} \ {`i }
7. i ← i + 1
8. S← ∅
9. While i > 1 do:
10. i ← i − 1
11. If S ∪ {`i } is a feasible solution do: S← S ∪ {`i }
12. Return S
The running time of the algorithm is polynomial since, in each iteration, at least one job (Job `i ) is eliminated.
Moreover, the computed schedule is feasible due to Lines 8–11. It remains to show that this schedule is
4t-approximate.
Theorem 1. Given an instance containing narrow jobs and an optimal solution x∗ of P, Algorithm FPD computes a
4t-approximate schedule.
Proof. Consider the following linear program:
max
∑
j
w( j)z j
s.t. (1− d`i )z`i +
∑
j∈N (`i )∩Ji
d j z j ≤ ci ∀i ∈ {1, . . . ,m}
z j ≥ 0 ∀ j
(P′)
where m is the number of iterations, and ci
4= 1− 2d`i + 2t . The dual of P′ is:
min
m∑
i=1
ci yi
s.t. (1− d`i )yi +
∑
k : `i∈N (`k )∩Jk
d`i yk ≥ w(`i ) ∀i ∈ {1, . . . ,m}∑
k : j∈N (`k )∩Jk
d j yk ≥ w( j) ∀ j 6∈ {`1, . . . , `m}
yi ≥ 0 ∀i ∈ {1, . . . ,m} .
(D′)
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Let x denote the incidence vector of the schedule S returned by the algorithm. Also, let y be the vector constructed
by the algorithm. We show that: (1) y is a feasible solution of D′, (2) x∗ is a feasible solution of P′, and (3)
w · x ≥ c · y/4t . When putting it all together, we get that w · x ≥ c · y/4t ≥ w · x∗/4t = OPT(P)/4t ≥ OPT/4t ,
which means that x is 4t-approximate.
To see that y is a feasible solution of D′, observe that by the termination condition of the first while loop (Line 3)
all the constraints in D′ are satisfied. Next we show that x∗ is a feasible solution of P′. Consider Inequality i . Let x i
be the projection of x∗ on Ji . That is,
x ij =
{
x∗j , j ∈ Ji
0, otherwise.
x i is a feasible solution of P . Thus, due to Line 4 and Lemma 1, we know that
∑
j∈N [`i ]∩Ji d j x
i
j ≤ 2t . Therefore,
(1− d`i )x ∗`i +
∑
j∈N (`i )∩Ji
d j x
∗
j = (1− d`i )x i`i +
∑
j∈N (`i )∩Ji
d j x
i
j
= (1− 2d`i )x i`i +
∑
j∈N [`i ]∩Ji
d j x
i
j
≤ 1− 2d`i + 2t.
Since x∗ satisfies the inequalities in P′, we conclude that x∗ is a feasible solution of P′, and that w · x∗ ≤ c · y.
Finally, we turn to prove that w · x ≥ c · y/4t :
∑
j
w( j)x j =
∑
i
x`i
(
(1− d`i )yi +
∑
k : `i∈N (`k )∩Jk
d`i yk
)
(1)
=
∑
i
yi
(
(1− d`i )x`i +
∑
j∈N (`i )∩Ji
d j x j
)
(2)
≥
∑
i
yi (1− d`i ) (3)
=
∑
i
(1− 2d`i + 2t) · yi
1− d`i
1− 2d`i + 2t
≥ 1
4t
·
∑
i
ci yi (4)
where (1) is true, since x j = 1 if j = `i for some i and the dual constraint corresponding to `i is tight (due to Line 5);
(2) is due to a change in the summation order, and the fact that x j = 0 for every j such that j 6= `i for every i ; (3)
stems from the fact that either `i ∈ S or the total demand of jobs in N (`i )∩ Ji ∩ S is more than 1−d`i , since otherwise
`i would have been added to S (in Line 11); and (4) is due to the fact that the function f (z) = 1−z1−2z+2t is decreasing
for z ∈ [0, 12 ] and t ≥ 1, and that f ( 12 ) = 1/4t . 
2.4. Fractional relaxed complementary slackness conditions
This section is written in terms of maximization problems. Similar arguments can be made in the minimization
case.
Consider the following linear program and its dual:
max
n∑
j=1
w( j)x j
s.t.
n∑
j=1
ai j x j ≤ bi ∀i ∈ {1, . . . ,m}
x j ≥ 0 ∀ j ∈ {1, . . . , n}
min
n∑
i=1
bi yi
s.t.
n∑
i=1
ai j y j ≥ w( j) ∀ j ∈ {1, . . . , n}
yi ≥ 0 ∀i ∈ {1, . . . ,m}.
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A primal–dual r -approximation algorithm usually constructs an integral primal solution x and a dual solution y, such
that the following relaxed complementary slackness conditions are satisfied:
Primal: ∀ j, x j > 0 ⇒
m∑
i=1
ai j yi = w( j).
Relaxed dual: ∀i, yi > 0 ⇒ bi/r ≤
n∑
j=1
ai j x j ≤ bi .
These conditions imply that x is r -approximate, since
n∑
j=1
w( j)x j =
n∑
j=1
(
m∑
i=1
ai j yi
)
x j =
m∑
i=1
(
n∑
j=1
ai j x j
)
yi ≥ 1r ·
m∑
i=1
bi yi .
Typically, the algorithm begins with the solutions x = 0 and y = 0. It iteratively increases dual variables until y
becomes feasible. Afterwards, it adds elements that correspond to tight dual constraints to the primal solution x as
long as feasibility is maintained, ending with a primal–dual pair satisfying the relaxed conditions. This method is
commonly referred to as the primal–dual schema.
Our algorithm deviates from the standard approach. First, the algorithm is based on an optimal fractional solution,
x∗. Also, our algorithm is based on new primal linear program P′ and its dual program D′. The constraints of P′ are
not necessarily valid for the original problem instance. However, we make sure that x∗ satisfies them. The algorithm
produces a primal solution x , and a solution y for D′, whose value divided by r bounds the weight of x . Since x∗ is in
the feasible set of P′, y serves as an upper bound to the weight of x∗. It follows that x is r -approximate.
Let P′ = max{w·z : Az ≤ c}. When using fractional primal–dual, the solutions x∗, x, y produced by the algorithm
satisfy the following fractional relaxed complementary slackness conditions:
Primal: ∀ j, x j > 0 ⇒
m∑
i=1
ai j yi = w( j)
Relaxed dual: ∀i, yi > 0 ⇒ ci/r ≤
n∑
j=1
ai j x j and
n∑
j=1
ai j x
∗
j ≤ ci .
Since x∗, x, y satisfy the above conditions, it follows that:
w · x =
n∑
j=1
w( j)x j =
n∑
j=1
(
m∑
i=1
ai j yi
)
x j =
m∑
i=1
(
n∑
j=1
ai j x j
)
yi ≥
m∑
i=1
1
r
ci yi = 1r c · y,
which means that x is r -approximate, since c · y ≥ OPT(P ′) ≥ w · x∗ = OPT(P) ≥ OPT.
3. Fractional local ratio
In this section we present a fractional local ratio interpretation of the 4t-approximation algorithm for narrow jobs,
and study the connection between fractional primal–dual and fractional local ratio. We start with a brief description
of the fractional local ratio technique.
A typical local ratio algorithm is recursive. It constructs, in each recursive call, a new weight function w1. In
essence, a local ratio analysis consists of comparing, at each level of the recursion, the solution found in that level to
an optimal solution for the problem instance passed to that level, where the comparison is made with respect to w1
and with respect to w − w1. Thus, in each level of the recursion there are potentially two optima (one with respect
to w1 and one with respect to w − w1) against which the solution is compared and, in addition, different optima
are used at different recursion levels. The fractional local ratio paradigm takes a different approach. It uses a single
solution x∗ to the original problem instance as the yardstick against which all intermediate solutions (at all levels of
the recursion) are compared. In fact, x∗ is not even feasible for the original problem instance but rather for a relaxation
of it. Typically, x∗ will be an optimal fractional solution to an LP relaxation.
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The fractional local ratio technique is based on a fractional version of the Local Ratio Lemma (or Theorem) [5,4].
We precede the statement of the lemma with the following useful definition.
Definition 1. Let r ≥ 1 and let w ∈ Rn be a weight function. Let x and x∗ be vectors in Rn . x is said to be
r -approximate relative to x∗ (with respect to w) if w · x ≥ (w · x∗)/r .
The proof of the next lemma is immediate.
Lemma 2 (Fractional Local Ratio [6]). Let w,w1, w2 ∈ Rn be weight functions such that w = w1+w2. Let x∗ and
x be vectors in Rn such that x is r-approximate relative to x∗ with respect to w1 and with respect to w2. Then, x is
r-approximate relative to x∗ with respect to w as well.
3.1. A fractional local ratio interpretation of the 4t-approximation algorithm
Let x∗ be an optimal fractional solution. We now run the recursive algorithm described next to obtain a feasible
schedule. The algorithm contains problem-size reduction steps, as do local ratio algorithms for packing problems
(e.g., [3]). The initial call is FLR(J, w).
Algorithm FLR(J, w)
1. If J = ∅, return ∅
2. Let ` = argmin`∈J
∑
j∈N [`] d j x∗j
3. ε← w(`)/(1− d`)
4. Define the weight functions w1( j) = ε ·
1− d` j = `,d j j ∈ N (`),0 otherwise,
and w2 = w − w1
5. Let J+ be the set of positive weighted jobs
6. S′← FLR(J+, w2)
7. If S′∪{`} is a feasible solution, return S = S′∪{`}
8. Else, return S = S′
Theorem 2. Given an instance containing narrow jobs and an optimal solution x∗ of P, Algorithm FLR computes a
4t-approximate schedule.
Proof. For the analysis, let x denote the incidence vector of the schedule S returned by the algorithm. We assume that
x (and w) is of size n, where n is the number of jobs in the original problem instance. This way we can compare x to
x∗. We claim that S is 4t-approximate relative to x∗, namely that w · x ≥ 14t w · x∗. The proof is by induction on the
recursion. In the base case (J = ∅) we have S = ∅, and therefore w · x = 0. Since the weights in the recursive base
are non-positive, we get that w · x∗ ≤ 0. Thus, w · x ≥ w · x∗. For the inductive step, let x ′ be the incidence vector of
S′ (obtained in Line 6). By the inductive hypothesis, x ′ is 4t-approximate relative to x∗ and with respect to w2. That
is, w2 · x ′ ≥ 14t w2 · x∗. Moreover, the weight of ` with respect to w2 is zero, and therefore w2 · x = w2 · x ′. This
means that x is also 4t-approximate relative to x∗ and with respect to w2. Next, we show that w1 · x ≥ 14tw1 · x∗. This
completes the proof, since this means that, by the Fractional Local Ratio Lemma, x is 4t-approximate relative to x∗
and with respect to w.
It remains to show that x is 4t-approximate relative to x∗ and with respect to w1. Observe that the projection of x∗
on the current instance J is feasible. Hence,∑
j
w1( j)x
∗
j = ε(1− d`)x ∗` +
∑
j∈N (`)∩J
εd j x
∗
j = ε(1− 2d`)x ∗` + ε
∑
j∈N [`]∩J
d j x
∗
j ≤ ε(1− 2d` + 2t)
where the inequality is due to Lemma 1. On the other hand, we show that w1 · x ≥ ε(1 − d`). If ` is added to S (in
Line 8), then this is obviously true. Otherwise, if ` is not added to S, then the total demand of jobs in N (`)∩ S is more
than 1 − d`, since otherwise ` would have been added to S. Hence, w1 · x ≥ ε(1 − d`). x is 4t-approximate relative
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to x∗ and with respect to w1, since
w1 · x∗
w1 · x ≤
1− 2d` + 2t
1− d` ≤ 4t.
Recall that the function f (z) = 1−z1−2z+2t is a decreasing function for z ∈ [0, 12 ] and t ≥ 1, and that f ( 12 ) = 1/4t . 
3.2. Connection to fractional local ratio
In [7], Bar-Yehuda and Rawitz showed that the primal–dual schema and local ratio technique in their standard forms
are equivalent. This equivalence is based on the fact that increasing a dual variable by ε is equivalent to subtracting the
weight function obtained by multiplying the coefficients of the corresponding primal constraint by ε from the primal
objective function. A similar equivalence exists between both fractional methods. For example, the weight function
that is used in the i th recursive call of Algorithm FLR is equal to the vector of coefficients of the inequality that was
constructed in the i th iteration of Algorithm FPD multiplied by yi . Generally, in each recursive call of a fractional
local ratio algorithm we utilize a weight function w1 such that w1 · x∗ ≤ r w1 · x . Implicitly, this means that there
exists some ci such that w1 · x ≥ ci/r and w1 · x∗ ≤ ci . Thus, the inequality w1 · z ≤ ci can be used by a fractional
primal–dual algorithm. (Note that we do not need to know the value of ci .) For the other direction, an inequality
α · z ≤ β corresponds to the weight function ε · α, where ε is the value of the corresponding dual variable.
4. Multiple resources
In this section we present a (2t + 1− 1/q)-approximation algorithm for the problem of scheduling t-intervals with
unit demands on q identical resources. The algorithm is a modified version of Algorithm FPD. We also show how
to modify Algorithm FLR in order to obtain the corresponding fractional local ratio algorithm. In fact, in the case of
q = 1, this algorithm becomes the algorithm from [6].
The following integer program is a relaxation of t-interval scheduling with unit demands on q identical resources:
max
∑
j∈J
w( j)x j
s.t.
∑
k∈R[I ]
xk ≤ q ∀ j ∈ J,∀I ∈ j
x j ∈ {0, 1} ∀ j ∈ J
where x j = 1 if and only if j is in the schedule. This program is a relaxation, since a solution may induce a schedule
in which segments of some t-interval are assigned on different resources. The LP relaxation that is denoted by Pq is
obtained by replacing the integrality constraints by 0 ≤ x j ≤ 1 for every j ∈ J .
The following lemma is a multiple resources version of the lemma that was proven in [6] for a single resource.
Lemma 3. Let x be a feasible solution of Pq . Then, there exists a job ` such that
∑
j∈N [`] x j ≤ 2t · q.
The proof of this lemma is similar to the proof of Lemma 1. (Observe that, in this case, d j = 1 for every j , and∑
k∈R[I ] xk is bounded by q and not by 1.)
We show how to modify Algorithm FPD in order to approximate the problem with unit demands and q resources.
First, we replace d j by 1 in Lines 4 and 6. We also replace Lines 5 by the following:
5. Increase yi until q · yi +∑k : `i∈N (`k )∩Jk yk = w(`i ).
Consider the following linear program:
max
∑
j
w( j)z j
s.t. qz`i +
∑
j∈N (`i )∩Ji
z j ≤ q(2t + 1)− 1 ∀i ∈ {1, . . . ,m}
z j ≥ 0 ∀ j
(P
′
q)
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where m is the number of iterations. The dual of P′q is:
min
m∑
i=1
(q(2t + 1)− 1) · yi
s.t. qyi +
∑
k : `i∈N (`k )∩Jk
yk ≥ w(`i ) ∀i ∈ {1, . . . ,m}∑
k : j∈N (`k )∩Jk
yk ≥ w( j) ∀ j 6∈ {`1, . . . , `m}
yi ≥ 0 ∀i ∈ {1, . . . ,m}.
(D
′
q)
Let x denote the incidence vector of the schedule S returned by the modified algorithm. Also, let y be the vector
constructed by the algorithm. Proving that x is an integral feasible solution of Pq and y is a feasible solution of D′q can
be done as in the analysis of Algorithm FPD. We show that x∗ is a feasible solution of P′q. Let x i be the projection of
x∗ on Ji . x i is a feasible solution of P′q, therefore by Lemma 3 we know that
∑
j∈N [`i ]∩Ji x
i
j ≤ 2t · q. It follows that
q · x ∗`
i
+
∑
j∈N (`i )∩Ji
x∗j = (q − 1)x i`i +
∑
j∈N [`i ]∩Ji
x ij ≤ q(2t + 1)− 1.
Since x∗ satisfies the inequalities in P′q, we conclude that x∗ is a feasible solution of P′q, and that w · x∗ ≤ c · y. Hence,
in order to prove that x is (2t + 1− 1/q)-approximate, it remains to show that wx ≥ q ·∑mi=1 yi :∑
j
w( j)x j =
∑
i
x`i
(
qyi +
∑
k : `i∈N (`k )∩Jk
yk
)
+
∑
j 6∈{`1,...,`m }
x j
∑
k : j∈N (`k )∩Jk
yk
=
∑
i
yi
(
qx`i +
∑
j∈N (`i )∩Ji
x j
)
≥ q ·
∑
i
yi
where the inequality holds since either `i ∈ S or there are q jobs from N (`i ) ∩ Ji in S.
The corresponding fractional local ratio algorithm can be obtained by modifying Algorithm FLR. The modified
weight function in this case is:
w1( j) = w(`) ·
1 j = `,1/q j ∈ N (`),0 otherwise.
5. Contiguous allocation of a non-fungible resource
In the t-interval scheduling problem it is assumed that the resource can be divided between several jobs, and the
only requirement is that the sum of demands at any given point s ∈ R is at most 1. In other words, we have assumed
that a job receives a portion of the resource, but the identity of this portion is subject to change. For example, in
a multimedia-on-demand system, where the resource is the bandwidth of the system, the identity of the bandwidth
allocated to a specific film is irrelevant. Such a resource is called fungible. On the other hand, there are scenarios in
which a specific portion of the resource is allocated to each job, for instance memory allocation in a multi-threaded
programming environment. Such resources are called non-fungible. In cases where we are able to allocate several
fractions of the resource instead of a single contiguous portion, non-fungible resources can be treated as though they
were fungible. However, in some cases, such as memory allocation, the allocation of the resource must be contiguous.
See [3] for more details.
In this section we focus on contiguous allocation of a non-fungible resource in the context of the t-interval
scheduling problem. Formally, we consider solutions that consist of a set of jobs S and an assignment h : S ×
{1, . . . , t} → [0, 1] such that the following constraints are satisfied:
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1. h( j, i)+ d j ≤ 1 for every j ∈ S and i ∈ {1, . . . , t}.
2. For every two conflicting jobs j, k ∈ S such that segment i j of j and segment ik of k intersect, either
h( j, i j )+ d j ≤ h(k, ik) or h(k, ik)+ dk ≤ h( j, i j ).
Condition (i) requires that the specific portion of the resource assigned to the i th segment of j is within the range
[0, 1]. Condition (ii) makes sure that no two conflicting jobs occupy the same portion of the resource.
Bar-Noy et al. [3] presented approximation algorithms for several resource allocation problems, where the
allocation is contiguous and the resource is non-fungible. We use similar ideas in order to devise a bi-criteria
approximation algorithm that produces 4t-approximate solutions by allowing the use of four times the amount of
resource available.
As we did in the Section 2.2, we examine the two special cases of wide jobs and narrow jobs. In the case of wide
jobs, the problem reduces to the unit demand case, since no pair of conflicting jobs may be scheduled together. (In
this case, the allocation is always contiguous and there is no difference between fungible and non-fungible resources.)
Thus, it can be approximated using the 2t-approximation algorithm from [6]. We present a bi-criteria approximation
algorithm for narrow jobs that returns 4t-approximate solutions that use three times the amount of resource. Therefore,
to solve the problem in general instances we solve it separately for the narrow jobs, and for the wide jobs, and combine
the solutions. The result is a 4t-approximate solution that uses four times the amount of resource.
The dynamic storage allocation problem is defined as follows. We are given a set of jobs, where each job j is
associated with an interval (not a t-interval) and a demand, d j ∈ [0, 1]. A solution for this problem is an assignment
h : S→ [0, 1] such that, for every two conflicting jobs j, k, either h( j)+ d j ≤ h(k) or h(k)+ dk ≤ h( j). Our goal is
to find a solution that minimize max j∈J
{
h( j)+ d j
}
. That is, our goal is to schedule all jobs while using a minimal
amount of resource. The dynamic storage allocation problem is known to be NP-hard [13], but it can be approximated
by a constant factor. Specifically, Gergov [14] presented a “blow-up” algorithm that computes solutions that use an
amount of resource 3LOAD, where LOAD is the maximum, taken over all times instances s, of the sum of the demands
at time s. Clearly, a solution that uses less than LOAD amount of resource does not exist, and therefore this algorithm
is a 3-approximation algorithm. A useful property of this algorithm is that it produces a solution in which jobs are
allocated in strips of size LOAD, and no job is allocated on strip boundaries. That is, the jobs are allocated on three
resources of size LOAD, and not a single resource of size 3LOAD.
We use the algorithm for the dynamic storage allocation problem to construct a schedule of t-intervals.
Lemma 4. Given an instance containing narrow jobs, there exists an algorithm that computes 4t-approximate
solutions for the problem of contiguous allocation of a non-fungible resource that use three times the amount of
resource.
Proof. We first invoke Algorithm FPD in order to obtain a schedule S. Observe that the weight of this schedule is at
least OPT/4t , since the optimum of the t-interval scheduling problem is at least as high as the optimum in this case.
Next, we run the blow-up algorithm for the dynamic allocation problem on S. However, we do so while treating the
segments of a t-interval as different jobs. The blow-up algorithm finds a new schedule S′ that uses up to a 3LOAD(S)
amount of resource. Observe that LOAD(S) ≤ 1. Thus, the algorithm returns schedules in which each segment is fully
contained in one of three unit-size strips. 
Note that, from the standpoint of the blow-up algorithm, any segment in a t-interval is a different job, and therefore
our solution may assign different segments of the same t-interval to different resources.
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