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ABSTRACT 
 The hippocampus is crucial for episodic memory and certain forms of spatial 
navigation. Firing activity of hippocampal principal neurons contains environmental 
information, including the presence of specific objects,
 as well as the animal’s spatial and 
temporal position relative to environmental and behavioral cues. The organization of 
these firing correlates may allow the formation of memory traces through the integration 
of object and event information onto a spatiotemporal framework of cell assemblies. 
Characterizing how external inputs guide internal dynamics in the hippocampus to enable 
this process across different experiences is crucial to understanding hippocampal 
function. A body of literature implicates the medial entorhinal cortex (MEC) in supplying 
spatial and temporal information to the hippocampus. Here we develop a protocol 
utilizing bilaterally implanted custom designed triple fiber optic arrays and the red-
shifted inhibitory opsin JAWS to transiently inactivate large volumes of MEC in freely 
behaving rats. This was coupled with extracellular tetrode recording of ensembles in CA1 
  viii 
of the hippocampus during a novel memory task involving temporal, spatial and object 
related epochs, in order to assess the importance of MEC activity for hippocampal feature 
selectivity during a rich and familiar experience.  
We report that inactivation of MEC during a mnemonic temporal delay disrupts 
the existing temporal firing field sequence in CA1 both during and following the 
inactivation period. Neurons with firing fields prior to the inactivation on each trial 
remained relatively stable. The disruption of CA1 temporal firing field sequences was 
accompanied by a behavioral deficit implicating MEC activity and hippocampal temporal 
field sequences in effective memory across time. Inactivating MEC during the object or 
spatial epochs of the task did not significantly alter CA1 object selective or spatial firing 
fields and behavioral performance remained stable.  Our findings suggest that MEC is 
crucial specifically for temporal field organization and expression during a familiar and 
rich experience. These results support a role for MEC in guiding hippocampal cell 
assembly sequences in the absence of salient changing stimuli, which may extend to the 
navigation of cognitive organization in humans and support memory formation and 
retrieval.    
 
  
  ix 
TABLE OF CONTENTS 
 
DEDICATION ................................................................................................................... iv 
ACKNOWLEDGMENTS .................................................................................................. v 
ABSTRACT ...................................................................................................................... vii 
TABLE OF CONTENTS ................................................................................................... ix 
LIST OF FIGURES .......................................................................................................... xv 
LIST OF ABBREVIATIONS ........................................................................................ xviii 
CHAPTER ONE ................................................................................................................. 1 
The Medial Temporal Lobe, Memory Function and the Integration of Object/Event 
Information onto Sequential Spatiotemporal Cell Assembly Frameworks ........................ 1 
Introduction ..................................................................................................................... 1 
1.1 A Brief Historical Perspective on the Study of the Hippocampal Formation........... 2 
1.2 Medial Temporal Lobe Anatomy.............................................................................. 5 
1.3 Proposed Functions of Hippocampal Sub-regions and Inputs .................................. 8 
1.3.1  Dentate Gyrus ................................................................................................... 8 
1.3.2  CA3 ................................................................................................................... 9 
1.3.3  CA1 ................................................................................................................. 10 
1.3.4  CA2 ................................................................................................................. 11 
1.3.5  Prefrontal Cortex and Nucleus Reunions ........................................................ 12 
1.3.6  The Medial Septum and Diagonal Band of Broca .......................................... 12 
  x 
1.4 Electrophysiological Investigation of Hippocampal Function ............................... 13 
1.4.1  Spatially Correlated Hippocampal Firing ....................................................... 14 
1.4.2  Temporally Correlated Hippocampal Firing ................................................... 18 
1.4.3  Object/Event Related and Conjunctive Hippocampal Firing.......................... 22 
1.5 Oscillations and neural syntax in the hippocampal formation ................................ 26 
1.5.1  Theta Rhythm Oscillations in the Hippocampal-Entorhinal System .............. 27 
1.5.2  Functional Significance of the Hippocampal-Entorhinal Theta Rhythm ....... 28 
1.5.3   Gamma Rhythm Oscillations in the Hippocampal-Entorhinal System ......... 31 
1.5.4  Hippocampal Sharp Wave Ripple Events ....................................................... 34 
1.6 The Properties and Functional Importance of the Entorhinal Cortex ..................... 35 
1.6.1  Medial Entorhinal Cortex Lesion Studies Support a Spatiotemporal Role in 
Memory ..................................................................................................................... 37 
1.6.2  Spatial, Temporal and Self-motion Correlates in Medial Entorhinal Cortex . 39 
1.6.3 The Importance of Medial Entorhinal Input to Hippocampal Firing Correlates
................................................................................................................................... 48 
1.6.4  Lateral Entorhinal Cortex Lesion Studies Support an Object Related Role in 
Memory ..................................................................................................................... 52 
1.6.5  Object and Event Related Firing in the Lateral Entorhinal Cortex ................. 53 
1.6.6  The Importance of Lateral Entorhinal Cortex to Hippocampal Function ....... 54 
1.7 The Generation, Storage and Function of Hippocampal Sequences ....................... 56 
1.7.1  Generation and Stabilization of Behavioral Timescale and Rapid Neural 
Sequences in the Hippocampus During Experience ................................................. 58 
  xi 
1.7.2  Is Phase Precession the Primary Organizer for Fine Timed Neural Sequence 
Generation and Stabilization? ................................................................................... 62 
1.7.3  Rapid Neural Sequences during SPW-Rs and the Link to Memory 
Consolidation and Retrieval ...................................................................................... 68 
CHAPTER TWO .............................................................................................................. 74 
Firing Properties of CA1 Neurons in Rats Performing the Object-Delay-Response 
Association (ODRA) Task – The Encoding of Time, Object Identity and Space ............ 74 
Introduction ................................................................................................................... 74 
2.1 Methods............................................................................................................. 75 
2.1.1  Subjects ........................................................................................................... 75 
2.1.2  Object-Delay-Response association task design and training protocol .......... 76 
2.1.3  Surgery, viral infusion, implantation of  microdrives and fiber optic arrays .. 78 
2.1.4  Electrophysiological recordings ...................................................................... 79 
2.1.5  Data Analysis .................................................................................................. 81 
2.2 Results ............................................................................................................... 86 
2.2.1  Performance After Training in the ODRA Task ............................................. 86 
2.2.2  CA1 Neuron Temporal Firing Fields During ODRA task Mnemonic Delay . 89 
2.2.3  CA1 Neuron Spatial Firing Fields on the Return Arm Display Similar 
Characteristics to Temporal Firing Fields ................................................................. 90 
2.2.4  Highly Object Selective Firing Responses in CA1 Neurons During Object 
Sampling ................................................................................................................... 93 
2.2.4  Object Selective CA1 Neurons Have Clear Phase Precession........................ 94 
  xii 
2.3 Conclusion .............................................................................................................. 98 
CHAPTER THREE ........................................................................................................ 100 
Design and Development of a Large Volume Medial Entorhinal Cortex Targeted 
Optogenetic Inactivation Protocol with Simultaneous CA1 Ensemble Recording ........ 100 
Introduction ................................................................................................................. 100 
Methods and Results ................................................................................................... 102 
3.1  JAWS – A Red Light Activated Inward Chloride Pump for Neural Silencing 102 
3.2  Subjects and Adeno-Associated Virus (AAV) constructs ............................... 103 
3.3  Viral Infusion Surgery ..................................................................................... 104 
3.4  Histological Methods ....................................................................................... 105 
3.5  Expression of Serotypes 5 and 8 of the rAAV-hSyn-JAWS-KGC-GFP-ER2 
Construct at Different Viral Concentrations ........................................................... 106 
3.6  Jaws is Inserted into the Cell Membrane of MEC Neurons............................. 109 
3.7  Pilot Inactivation Recordings in Anesthetized Rat MEC ................................ 112 
3.8  Light Delivery to MEC in Behaving Animals Using Custom Designed Triple 
Fiber Optic Arrays .................................................................................................. 115 
3.9  Surgical Implant of Triple Fiber Optic Arrays ................................................ 119 
3.10  Histology of the Final Large Scale MEC Inactivation Protocol .................... 119 
Conclusion .................................................................................................................. 124 
CHAPTER FOUR ........................................................................................................... 125 
  xiii 
The Effects of MEC Inactivation on CA1 Firing Properties and Memory Performance in 
Rats During the Temporal, Spatial and Object Sampling Epochs of the Object-Delay-
Response Association Task............................................................................................. 125 
Introduction ................................................................................................................. 125 
4.1 Methods................................................................................................................. 128 
4.1.1  Subjects ......................................................................................................... 128 
4.1.2  The Object-Delay-Response Association Task ............................................ 129 
4.1.3  Surgery, viral infusion, implantation of  microdrives and fiber optic arrays.129 
4.1.4  Electrophysiological recordings .................................................................... 130 
4.1.5  Light Delivery and Inactivation Timing ....................................................... 131 
4.1.6  Data Analysis ................................................................................................ 134 
4.2 Results ................................................................................................................... 138 
4.2.1  MEC Inactivation During Treadmill Delay but not Object Sampling or Space 
Impairs ODRA Task Performance .......................................................................... 138 
4.2.2  MEC Inactivation Disrupts CA1 Temporal Firing Field Sequences ............ 141 
4.2.3  Population Level Effects of MEC Inactivation on Hippocampal Temporal 
Firing Field Sequences ............................................................................................ 148 
4.2.4  Spatial Firing Fields Persist Through MEC Inactivation During ODRA 
Performance ............................................................................................................ 157 
4.2.5  Object Selective Firing in CA1 is Independent of MEC Activity ................ 166 
4.3 Conclusion ............................................................................................................ 169 
CHAPTER FIVE ............................................................................................................ 173 
  xiv 
Discussion and Conclusion – MEC Contributions to Hippocampal Sequence Generation 
for Memory Function ...................................................................................................... 173 
5.1  CA1 temporal firing field sequences are dependent on MEC activity and support 
memory across time – wider implications .............................................................. 174 
5.2  A learning and environment dependent role for MEC in CA1 place field firing
................................................................................................................................. 178 
5.3  Specificity and plasticity effects ...................................................................... 181 
5.4  A unifying theory of hippocampal function – The integrating relational 
sequence generation and stabilization theory ......................................................... 182 
BIBLIOGRAPHY ........................................................................................................... 192 
CURRICULUM VITAE ................................................................................................. 219 
 
  
  xv 
LIST OF FIGURES 
 
Figure 2.1: The Object-Delay-Response Association Task and Temporally Correlated 
Firing Fields in CA1. ................................................................................................ 88 
Figure 2.2: Return Arm Spatial Firing Fields Have Similar Properties to Temporal Firing 
Fields During the Delay Period................................................................................. 92 
Figure 2.3: Highly Object Selective Firing During the Object Sampling Epoch. ............ 96 
Figure 2.4: Object Selective Neurons Phase Precess During Object Sampling. .............. 97 
Figure 3.1: Example histology from MEC of animals with varying viral constructs and 
concentrations. ........................................................................................................ 108 
Figure 3.2: Jaws is Successfully Inserted into the Membrane of MEC Neurons. .......... 111 
Figure 3.3: Example Pilot Jaws Inactivation Recording Taken From Rat MEC. ........... 113 
Figure 3.4: Recording Site of Example Pilot Inactivation MEC Neuron. ...................... 114 
Figure 3.5: Design of Triple Fiber Optic Arrays for Light Delivery Across Rat MEC. . 116 
Figure 3.6: Light Delivery Into Triple Fiber Optic Arrays In Freely Behaving Animals.
................................................................................................................................. 118 
Figure 3.7: Example Histology From A Jaws Experimental MEC Inactivation Animal.
................................................................................................................................. 121 
Figure 3.8: Example Histology From A GFP  Control Animal. ..................................... 122 
Figure 3.9: Virus Expressing MEC Neurons Project into the Hippocampus in a Manner 
Supporting MEC Expression Specificity. ............................................................... 123 
Figure 4.1: Diagram of the Object-Delay-Response Association task apparatus with 
inactivation epochs illustrated as red areas. ............................................................ 133 
  xvi 
Figure 4.2: Behavioral Effects of MEC Inactivation During Different Epochs of ODRA 
Performance. ........................................................................................................... 140 
Figure 4.3: MEC inactivation persistently disrupts temporally tuned hippocampal cells.
................................................................................................................................. 143 
Figure 4.4: Temporal Firing Fields Remain Stable During Light Delivery Sessions in 
GFP Control Animals. ............................................................................................ 144 
Figure 4.5: MEC inactivation reduces stability and information of hippocampal firing 
fields on the treadmill. ............................................................................................ 145 
Figure 4.6: Treadmill recording single unit effects of MEC inactivation by timeblock. 147 
Figure 4.7: Single session examples of treadmill ensembles for Jaws and GFP groups. 153 
Figure 4.8: Transient medial entorhinal inactivation triggers a timelocked destabilization 
of the hippocampal temporal population code. ....................................................... 154 
Figure 4.9: Population vector cross correlation effects are specific to Jaws treadmill 
inactivation sessions................................................................................................ 155 
Figure 4.10: Population vector cross correlation effects are specific to Jaws treadmill 
inactivation sessions................................................................................................ 156 
Figure 4.11: Spatial correlates on the maze return arm remain stable during and after 
transient MEC inactivation. .................................................................................... 160 
Figure 4.12: Spatial single unit characteristics remain largely stable across groups. ..... 161 
Figure 4.13: Single session examples of maze ensembles for Jaws and GFP groups. ... 163 
Figure 4.14: MEC inactivation shows no effect across groups for spatial population 
vector cross correlation metrics. ............................................................................. 164 
  xvii 
Figure 4.15: Spatial decoding accuracy remains stable across groups. .......................... 165 
Figure 4.16: Object selective CA1 cells exhibit a minor but significant reduction in 
response to MEC inactivation. ................................................................................ 168 
 
 
  
  xviii 
LIST OF ABBREVIATIONS 
CA .............................................................................................................. Cornu Ammonis 
DG .................................................................................................................  Dentate Gyrus 
EC ............................................................................................................ Entorhinal Cortex 
fMRI .................................................................... Functional Magnetic Resonance Imaging 
GFP ..............................................................................................Green Fluorescent Protein 
LEC .............................................................................................. Lateral Entorhinal Cortex 
LFP ....................................................................................................... Local Field Potential 
LTP .................................................................................................. Long-term Potentiation 
MEC ............................................................................................. Medial Entorhinal Cortex 
MTL ................................................................................................  Medial Temporal Lobe 
ODRA ......................................................................... Object-Delay-Response Association 
PDI ........................................................................ Population Vector Discrimination Index 
SI ................................................................................................................ Selectivity Index 
SPW-R ................................................................................................... Sharp Wave Ripple 
 
  
  
1 
CHAPTER ONE 
The Medial Temporal Lobe, Memory Function and the Integration of Object/Event 
Information onto Sequential Spatiotemporal Cell Assembly Frameworks 
 
Introduction 
 
A fundamental function of the nervous system is to take in information about our 
surroundings and experiences and to store and utilize that information to effectively guide 
future behavior. Examples of this range from remembering where and when you can 
safely obtain nourishment, how to successfully court a potential mate or the correct 
motion and timing to hit a tennis serve. In order to learn the brain must undergo changes 
in the connectivity and strength of synapses between groups of neurons. By altering the 
probability of a stimulus causing a specific neural activity pattern, the most beneficial 
behavioral response can be associated to a situation. For example strengthening the direct 
or indirect connections between an active cortical ensemble of cells, resulting from the 
visual perception of a flame, with the neurons active during the negative experience of 
getting burnt, allows a human to recall the possibility upon seeing a flame and 
subsequently avoid proximity with it. Examples of learning can be found all around the 
mammalian brain at different levels of information processing from the plastic tuning of 
primary sensory cortex to the generation of the high level sparse encoding of specific 
feature conjunctions in hippocampal neurons. This thesis will focus on the type of 
learning occurring within these ‘higher’ structures, specifically the medial temporal lobe 
(MTL), which allows the association of the elements of an experience across both time 
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and space to form the memory of an episode. The hippocampus may serve episodic 
memory and allocentric navigation functions by taking highly processed multimodal 
information and forming a distinct and reproducible neural sequence which spans both 
rapid plasticity inducing and behavioral timescales. The incoming information about 
experience may be associated onto the formed neural sequence and by altering 
connection strengths between successive ensembles the hippocampus can stabilize and 
store the generated sequential activity pattern. These neural firing patterns can then be 
reactivated on a rapid timescale and drive the coordinated activation of the cortical neural 
‘representations’ associated with the initial experience, driving memory consolidation. 
The majority of this chapter will focus on reviewing the literature underlying the role of 
the MTL in memory function with a particular emphasis on research relevant to this 
neural sequence based theory of hippocampal function. 
 
 
1.1 A Brief Historical Perspective on the Study of the Hippocampal Formation 
 
The hippocampus is a heavily studied region of the medial temporal lobe which 
has been linked to multiple cognitive abilities and used to discover and characterize 
various key neuroscience concepts and mechanisms. The two currently prominent 
theories of hippocampal function are that it enables the formation of episodic memories 
and generates a cognitive map, which supports spatial navigation. Probably the main 
cause for the disproportional focus of researchers on the hippocampus prior to its link to 
memory formation was the well organized and striking anatomy, consisting of neat layers 
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of principle cells and well defined bands of input from various afferent regions. This 
anatomy attracted the attention of some of the pioneers of cellular level neural 
observation, resulting in elegant reproductions of the cell organization and in more 
modern times has allowed the area to be used for studies on neural plasticity (Bliss & 
Lomo, 1973) dendritic integration (Magee & Cook, 2000) and neural oscillations 
(Mizuseki et al., 2009).  
In the 1920s Richard Semon proposed that memory could be stored in mnemic 
traces or engrams that left a permanent trace within the brain (Semon, 1921). By 1949 
Donald Hebb had proposed a theory as to how this permanent trace may be stored in 
neural networks with the concept of Hebbian learning, the principal that when connected 
cells fire action potentials together the ability of one cell to drive the other increases 
(Hebb, 1949). Through the potentiation of certain connections the network could then 
store information as an assembly of co-active neurons. A year later Karl Lashley 
published his work ‘In search of the engram’ reporting his failed attempts to identify the 
location of memory engrams within the rat cortex (Lashley, 1950). 
The study of the role of the hippocampus in declarative memory goes back over a 
hundred years but the field really gathered momentum after the famous study of H.M. 
and the deficits associated with his bilateral medial temporal lobe lesions (Scoville & 
Milner, 1957). After the operation (an attempt to alleviate epilepsy) H.M. exhibited a 
profound anterograde and temporally graded retrograde amnesia, suggesting that the 
MTL is crucial for the formation and maintenance of new memories which can become 
MTL independent after a long period of time (Corkin, 1984). This case study was built 
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upon by more precise lesion cases such as that of R.B. who displayed marked anterograde 
amnesia as a result of selective Cornu Ammonis (CA) 1 damage, more specifically 
implicating the hippocampus proper in memory formation (Zola-Morgan, Squire, & 
Amaral, 1986). Vargha-Khadem et al. (1997) reported on the cases of three young 
patients with bilateral hippocampal pathology who suffered from global anterograde 
amnesia but were still able to learn a slightly impaired level of semantic knowledge, 
suggesting that the hippocampus may be specifically critical for the development of 
episodic memories, linking disparate elements across time and space. Human case studies 
have been supported by a substantial amount of animal lesion work, pharmacological 
manipulations, functional magnetic resonance imaging (fMRI) studies and 
electrophysiological recordings, which are increasingly being coupled with system 
manipulations, such as in the experimental work detailed in later chapters. Many of these 
works are referenced throughout this introductory chapter.  
The electrophysiological recordings led to an additional major breakthrough with 
the discovery of hippocampal ‘place cells’, which fire when an animal is in a specific part 
of an environment and which greatly influenced current thinking and subsequent research 
directions (O’Keefe & Dostrovsky, 1971). The publication of ‘The Hippocampus as a 
Cognitive Map’ (O’Keefe & Nadel, 1978), although careful to assert that the described 
physiology could support memory formation and function, arguably led to an increased 
separation in the field of hippocampal research with some pursuing the idea of purely 
spatial coding for allocentric navigation and others investigating the neural basis of a 
more general memory function. In the following decades the volume of hippocampal 
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related research has exploded with leaps forward in technological capability such as large 
ensemble tetrode recording and optogenetics allowing dissection, manipulation and 
observation of the system at increasing levels of specificity and accuracy. I will review 
much of this work and suggest a possible general mechanism for hippocampal function 
before reporting experiments designed to explore the role of the medial entorhinal input 
to the hippocampus in the generation of the neural firing patterns which serve memory 
function.   
 
 
1.2 Medial Temporal Lobe Anatomy 
 
In order to understand the workings and function of a neural system such as the 
MTL memory system, it is crucial to first study the anatomy. Knowledge of the 
connections and their properties, both between and within regions, coupled with the 
recording of activity in specific regions, allows the formation of theoretical models which 
propose a plausible flow of information in the system and ascribe a possible function to 
each region and the system as a whole. These theories can then be probed and refined 
through the combination of recording and specific manipulations as in the experimental 
work presented later.  
The MTL consists of the hippocampal formation, entorhinal cortex (EC), which 
can be split into medial (MEC) and lateral (LEC) subdivisions, postrhinal cortex which 
projects mainly into the hippocampus indirectly via MEC and perirhinal cortex which 
projects predominantly via LEC. The hippocampal formation is comprised of the dentate 
gyrus (DG), a densely packed cell layer with high numbers of granule cells, the Cornu 
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CA subfields, a large curved layer of pyramidal cells separable into CA1, CA2 and CA3, 
and the subicular output regions, subiculum, presubiculum and parasubiculum. The 
classical view of the hippocampal formation as a largely unidirectional trisynaptic loop 
has become substantially more complex with time but this loop still underlies the major 
hippocampal-entorhinal anatomy. In the trisynaptic loop the entorhinal cortices first 
project onto the dendrites of the DG granule cells, with MEC projecting into a band 
named the middle molecular layer and LEC synapsing immediately distally in the outer 
molecular layer. DG granule cell mossy fiber axons form powerful synapses, referred to 
as detonator synapses, onto a select number of CA3 pyramidal neurons in the stratum 
lucidium, proximal to the pyramidal cell soma. CA3 pyramidal neurons project into CA1 
via the Schaffer collaterals synapsing in stratum radiatum and stratum oriens and CA1 
pyramidal neurons project back into the EC both directly to layers V and III and 
indirectly via the subicular regions, completing the loop. However there are additionally 
two disynaptic loop pathways to CA1 and a direct EC input into the region named the 
temporoammonic pathway. The first disynaptic route consists of entorhinal layer II inputs 
directly into CA3, where MEC synapses onto dendrites in proximal stratum lacunosum 
moleculare and LEC immediately distally, with the loop completed by the CA3-CA1 
Schaffer collaterals. An alternative route can be traced from direct EC layer II onto CA2 
which can be defined as the distinct region of CA receiving layer II EC (Kohara et al., 
2014), hypothalamic and supramammillary inputs (Cui, Gerfen, & Young, 2013) but not 
DG granule mossy fiber input. The EC layer II inputs synapse distally in the stratum 
lacunosum moleculare but have an unusually strong depolarizing effect on CA2 neurons, 
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which then project onto CA1 (Chevaleyre & Siegelbaum, 2010). The direct EC perforant 
path input to CA1 originates in EC layer III and synapses distally onto pyramidal cells in 
the stratum lacunosum moleculare, in this case with an MEC/LEC separation along the 
longitudinal axis with synapses on proximal and distal CA1 respectively. An additional 
direct pathway into CA1 comes from patches of pyramidal cells in layer II of MEC which 
project predominantly onto interneurons in stratum lacunosum but also onto pyramidal 
neurons and can modulate the efficacy of the temporoammonic pathway (Kitamura et al., 
2014; Ray et al., 2014). In addition to the potential plasticity between these regions of the 
system there is also a strong and extensive amount of recurrent excitatory connectivity 
within the CA3 region where pyramidal cells project onto other pyramidal cells over a 
large distance (Wittner et al., 2007) and synapse in stratum radiatum. 
Other major inputs of note come from the septal nuclei, the prefrontal cortex and 
the nucleus reunions of the thalamus. The medial septum projects into the DG, primarily 
stratum oriens of the CA fields and EC and provides both inhibitory GABAergic inputs 
and cholinergic inputs (Givens & Olton, 1990; Nicoll, 1985; Takács, Freund, & Gulyás, 
2008). The prefrontal cortex was recently reported to project directly into the CA fields 
(Rajasethupathy et al. 2015) and has a more established indirect connection with the 
hippocampus through the nucleus reunions of the thalamus and LEC (Ito et al, 2015; 
Jones & Witter, 2007).   
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1.3 Proposed Functions of Hippocampal Sub-regions and Inputs 
 
The characteristics of the regions introduced above and the connectivity between 
and within them, along with various experimental and computational studies, have led to 
the proposition of specific functional roles. 
 
1.3.1  Dentate Gyrus 
 
 The DG has a very large number of granule cells which fire in a sparse manner 
(Leutgeb et al., 2007; Neunuebel & Knierim, 2012) and which powerfully activate a 
relatively small amount of CA3 pyramidal neurons (Henze, Wittner, & Buzsáki, 2002). 
This has led to the suggestion that the DG acts a pattern separator, taking input from the 
EC and orthogonalizing it to give a highly selective pattern of input to CA3 to enable the 
formation of separate memory traces across experiences with similar or overlapping 
elements (Neunuebel & Knierim, 2014; Rolls & Kesner, 2006). There is direct evidence 
for the ability of a dentate population to reactivate a memory engram through the 
utilization of activity dependent optogenetic labeling in DG and subsequent population 
reactivation to impact behavior (Liu et al., 2012; Ramirez et al., 2013; Redondo et al., 
2014). This function is complicated by the presence of adult neurogenesis in the DG 
(Gage, 2000). Neural progenitor cells differentiate into new born granule cells which 
within ~3 weeks can mature and form new connections with CA3 neurons (Piatti, 
Espósito, & Schinder, 2006). This provides an additional mechanism of pattern 
separation and potentially increases memory capacity by forming new feature selective 
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inputs into the CA3 recurrent network. Adult born granule neurons have recently been 
found to be hyperactive during their maturation period (Mongiat et al., 2012) which 
means they integrate a greater number of EC inputs and may have a disproportional effect 
on downstream CA3. Research has shown that ablating new born granule cells or 
transiently inactivating them has strong effects on the ability to separate similar memories 
(Clelland et al., 2009; Gu et al., 2012). It has also been shown that DG neurogenesis 
plays a role in temporally separating memories (Rangel et al., 2014), likely through 
providing a transient hyperactive population to form new CA3 activity patterns over long 
timescales.  
 
1.3.2  CA3 
 
The CA3 subfield, contrary to the dentate, is proposed to perform pattern 
completion computations and form associations through its highly recurrent connectivity 
(Hasselmo, Schnell, & Barkai, 1995; Ishizuka, Weber, & Amaral, 1990).  A sparse or 
incomplete input from the dentate and EC can be used to reinstate a complete specific 
memory engram or ensemble activity pattern in CA3 through the weighting of recurrent 
synapses (McNaughton & Morris, 1987) bringing the network to a certain attractor state. 
The proposed associational function of CA3 recurrent connectivity stems from the fact 
that neurons which are driven to fire at the same time, possibly due to different elements 
of experience, will undergo long-term potentiation (LTP) (Bliss & Lomo, 1973; Dan & 
Poo, 2004) and will favor being co-active in the future, therefore associating whatever the 
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informational content. If one of these cells ‘represents’ cheese and the other wine, the 
experience or reactivation of the cheese cell will be likely to reactivate the associated 
wine cell. Additionally it has been argued that CA3 could function as a neural sequence 
generator, with the recurrent excitatory connections allowing neural activity to progress 
through a specific pattern defined by network connectivity and the initial activity state 
(Levy, 1989; Levy, 1996). This capability could theoretically allow association of 
separate events across time and space. 
 
1.3.3  CA1 
 
 CA1 marks the end of the CA cell layer and projects back out of the hippocampus 
proper into the EC and subiculum. There are relatively low levels of recurrent 
connectivity and principle cells receive multiple inputs from CA3, CA2, EC layer III, 
MEC island cells in layer II and the nucleus reunions of the thalamus amongst others. 
This led to the suggestion that CA1 acts as an integrator and comparator, responding 
most powerfully to the co-occurrence of EC and CA3 input (Bittner et al., 2015) and 
associating activity across these regions (Larkum, 2013). The connectivity described 
above constitutes a series of loops from EC to CA1 and the modulation of the influence 
of different pathways on CA1 has been proposed to influence the processing state of the 
hippocampus, with more DG-CA3-CA1 influence driving memory retrieval and 
consolidation and more EC influence reflecting the initial encoding of a memory 
(Hasselmo, Bodelón, & Wyble, 2002). The extent to which CA1 is processing EC or 
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intrahippocampal information can be influenced by the coherence of oscillatory activity 
between regions (Colgin et al., 2009a) and by various interneuron types such as OLM 
cells, which receive cholinergic subcortical inputs and facilitate the effects of CA3 input 
to CA1 and reduce that of EC inputs (Leão et al., 2012).  
 
1.3.4  CA2 
 
 The CA2 subfield has only recently been attracting serious attention but its unique 
combination of inputs and reverse excitability rule, with strong ECII stratum lacunosum 
moleculare inputs, suggest it could be fulfilling an important and specific function in the 
hippocampus. Recent research has linked CA2 specifically to social learning, with CA2 
inactivation in mice specifically causing the loss of memory of a previously experienced 
conspecifc while leaving other forms of memory intact (Hitti & Siegelbaum, 2014). The 
firing fields of neurons in CA2 have been shown to drift largely over time (Mankin et al., 
2015), which has led to the suggestion that CA2 may play a crucial role in providing 
temporal context within the hippocampus. Providing a differing activity pattern across 
time may enable the hippocampus to differentiate similar experiences which happened at 
different time points. By being preferentially driven by ECII inputs over CA3 inputs CA2 
may be more independent of DG-CA3 mnemonic information and provide a more fluid 
temporally modulated activity pattern that can be utilized in downstream CA1 to aid in 
the creation of memories across time.  
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1.3.5  Prefrontal Cortex and Nucleus Reunions  
 
 Prefrontal cortex is often thought of as the seat of executive control in the brain, 
receiving and monitoring inputs from across the brain and selecting the correct 
information to guide attention and behavior and modulate regional activity accordingly. 
In the case of the hippocampus recent research has shown that the prefrontal cortex can 
provide a context signal via the nucleus reunions that causes differential firing patterns in 
the same spatial location depending on an animal’s past and future behavior and may 
support memory function (Ito et al., 2015). Another recent study reported a direct 
projection from the prefrontal cortex into the CA subfields which can be artificially 
activated to retrieve a context memory (Rajasethupathy et al., 2015). Supporting this 
executive role recordings from prefrontal cortex have shown the cells to fire in response 
to specific task strategies, behavioral contexts and reward associations (Farovik et al., 
2015; Young & Shapiro, 2011). 
 
1.3.6  The Medial Septum and Diagonal Band of Broca 
 
 The hippocampus and MEC have some very prominent oscillatory network 
properties which may allow the precise control of action potential timing, the segregation 
of information and varying information flow and influence between anatomical sub-
regions. These properties will be described in detail in a later section. The medial septum 
and diagonal band of broca innervate the hippocampus and EC with both inhibitory 
GABAergic inputs and cholinergic inputs and receive reciprocal hippocampal afferents. 
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Septal inputs are known to be important for pacing the hippocampal theta rhythm LFP 
oscillation which may serve important functions, organizing hippocampal cell assemblies 
for plasticity (Dan & Poo, 2004; Dragoi & Buzsáki, 2006a) and enabling some 
segregation between the encoding and retrieval of memories (Hasselmo et al., 2002). The 
cholinergic afferents from medial septum have also been linked to the control of 
processing states in the hippocampus (Leão et al., 2012). 
The properties and information content of the entorhinal cortices will be discussed 
in detail later.  
 
 
1.4 Electrophysiological Investigation of Hippocampal Function 
 
 A huge amount of neuroscience research utilizes the electrophysiological 
recording of neural activity in order to investigate the workings of the brain and the basis 
of cognition. Recordings in the hippocampal formation have been performed for over 
fifty years. The precise data gained about neural firing and local field potentials allows a 
deep level of insight into the workings of the system at a mechanistic level. The 
development of tetrode recording was pioneered in the hippocampus (O’Keefe & Recce, 
1993; Wilson & McNaughton, 1993) and allows the simultaneous recoding of large 
numbers of separable neurons. When coupled with the technology to record from freely 
behaving animals this became a very powerful tool which can be used to look for the 
neural correlates of a behavior or ability, such as successful memory performance, as 
well as at the dynamics of the system on a population level. Hippocampal neurons have 
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been found to have information about key episodic features such as space, time and 
object identity. This section will review some of the hippocampal electrophysiological 
literature which utilizes recording of neural units and behavioral timescale firing 
correlates in freely behaving animals, monkeys and humans.   
 
1.4.1  Spatially Correlated Hippocampal Firing  
 
 A major breakthrough in hippocampal electrophysiological research occurred 
when researchers first recorded from animals as they were allowed to freely move around 
an environment (O’Keefe & Dostrovsky, 1971). They observed neurons in CA1 which 
would fire when the animal was in a particular spatial location within the environment, 
with the fields of multiple cells tiling the entire environment (O’Keefe, 1976). The name 
‘place cells’ was coined and O’Keefe and Nadel went on to write ‘The Hippocampus as a 
Cognitive Map’ (O’Keefe & Nadel, 1978), which proposed that these place cells form the 
basis of a cognitive map of space which facilitates spatial navigation, a neural basis for 
the cognitive map proposed by Tolman and his earlier behavioral work (Tolman, 1948). 
The study of place cells and the hippocampus as a primarily spatial processor has caused 
fractures in the research community to this day. Momentum is building and evidence 
mounting that there may be a common hippocampal computation that is serving both 
spatial and mnemonic functions (Buzsáki & Moser, 2013; Eichenbaum & Cohen, 2014) . 
These two abilities are clearly highly overlapping with spatial location over experience 
being a central characteristic of episodic memory and successful spatial navigation being 
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reliant on memory information.  Since the discovery of place cells a large body of 
literature has built upon the finding, characterizing these cells and their relationship to 
different environmental features, memory and attention.  
 The spatial area of high action potential firing for a hippocampal neuron is called 
its place field. Place fields can be observed immediately upon exposure to a new 
environment (Frank et al. 2004; Hill, 1978) but tend to require a few minutes of 
experience within the environment to stabilize into a reliable spatial map (Frank et al., 
2004; Wilson & McNaughton, 1993). This suggests that there is initial spatially tuned 
cell driving and that with experience plasticity with hippocampal inputs and 
intrahippocampally can stabilize the map, settling place fields and their relationships to 
one another.  This is supported by the observation that blocking NMDA-Rs prevents 
long-term place field stabilization (Kentros et al., 1998) and by the finding that novel 
environments enhance LTP within the hippocampus (Davis, Jones, & Derrick, 2004) and 
reduce the activity of inhibitory neurons (Wilson & McNaughton, 1993). Observations of 
trial by trial place fields on a linear track have shown the field to shift and become 
asymmetric over experience, suggesting that a place cells connections to cells firing prior 
to it may be potentiated (Mehta, Quirk, & Wilson, 2000). Recent research has found that 
CA1 neurons can be artificially caused to generate and stabilize a field in any point of 
space by soma depolarization (Lee, Lin, & Lee, 2012) and that the initial formation of 
these fields may rely on coincident input from both CA3 and ECII (Bittner et al., 2015). 
It is important to note that although the vast majority of electrophysiological research has 
been performed with freely moving foraging rodents and may be biased towards spatially 
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receptive firing fields, there are also reports of spatially correlated firing in the 
hippocampus of humans and monkeys (Ekstrom et al., 2003; Georges-Francois, 1999).  
Place fields have been found to be controlled or anchored by various 
environmental features, being able to ‘remap’, moving the place field location in response 
to changes (Muller & Kubie, 1987). In early experiments Muller and Kubie reported that 
rotating the position of a salient cue card within a cylindrical environment caused the 
place field of neurons to rotate a similar amount (Muller & Kubie, 1987), demonstrating 
that environmental features play a role in anchoring the hippocampal place field map. 
The authors went on to demonstrate that some place fields will scale to equivalently 
cover an expanded environment and that when changing the environment geometry from 
circular to rectangular the position of a cells firing field in one environment had no 
similarity to that in the other (Muller & Kubie, 1987). Further experiments went on to 
show that place field remapping can occur in response to non-spatial feature changes 
such as the color of a salient cue card or the color of the environment walls (Bostock, 
Muller, & Kubie, 1991; Kentros et al., 1998). This was early evidence that the 
hippocampus is not a purely spatial system mapping environmental geometry and that it 
responds to multiple cue features and conjunctions. Though place fields have been shown 
to anchor onto various cues it was reported that in a spatial memory task, when all distal 
cues are abruptly removed, an animal can maintain its place field map, suggesting that 
there is some form of memory which can maintain an active place field map (O’Keefe & 
Speakman, 1987). There are two major forms of remapping, rate remapping where a cell 
maintains field location but changes firing rate and global remapping where fields change 
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location or completely start or stop firing (Leutgeb et al., 2005). It has been proposed that 
rate remapping may allow the encoding of simultaneous spatial and episodic information, 
with the firing rate encoding episodic features over a preserved spatial map (Leutgeb et 
al., 2005).  
 Studies have utilized morphing environments which gradually shift from square 
to circular to look at the attractor based properties of place cell maps (Leutgeb et al., 
2005; Leutgeb et al. 2007; Wills et al. 2005), a proposed feature linking place fields to 
memory. It was reported that CA1 neurons can abruptly switch between similar but 
different environments (Wills et al., 2005), DG granule cells can remap place fields in 
response to small changes in environment fitting the proposed pattern separation function 
and that CA3 neurons can undergo population remapping in response (Leutgeb et al., 
2007).  Hippocampal neurons have been shown to remap to over represent goal locations 
during learning (Hollup et al. 2001), this activity predicts memory performance and 
preventing its stabilization via NMDA-R antagonism impairs performance (Dupret et al., 
2010), linking place cell remapping to memory and navigation. Place cell integrity was 
also linked to memory performance by an experiment which found that mice which 
successfully learnt a spatial memory task had more stable spatial firing fields (Kentros et 
al., 2004). Recently recordings from humans performing an episodic virtual navigation 
task where they encountered objects in various locations found that retrieval of the 
memory of an object caused a significant increase in the firing rate of neurons with 
spatial fields near the virtual position where the object was encountered (Miller et al., 
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2013). Suggesting that the spatially correlated activity in a certain location becomes 
associated with the event which occurs there to form an episodic like memory.  
 
 
1.4.2  Temporally Correlated Hippocampal Firing 
 
 Spatial information is a central characteristic of episodic memory but not a 
fundamental one. Episodic memories consist of a series of events organized and 
associated across time but not necessarily space. Time is the constant factor that must be 
bridged in order to associate multiple events or locations and form an episodic memory 
trace. The fact that the vast majority of hippocampal electrophysiology studies come 
from freely behaving rodents who are actively foraging space is likely to have heavily 
biased the body of literature and though spatial correlates have been reported in monkeys 
and humans (Ekstrom et al., 2003; Ludvig et al., 2004) the firing can be guided by visual 
exploration as well as locomotion (Georges-Francois et al., 1999). As modern day 
humans we spend a large amount of our time sat in place, experiencing a series of events 
as images, text, sounds and thoughts rather than actively exploring a spatial environment. 
Formation of an episodic memory of these experiences is reliant on the ability to organize 
and associate these events across time, including separating events that occur at longer 
timescale intervals. The hippocampus has been strongly linked to memory across time 
and temporally organized memory with large amounts of evidence from lesion and fMRI 
work (for review see Eichenbaum, 2014). There is an expanding body of 
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electrophysiological research into what constitutes the neural basis of temporal context in 
memory and temporal processing in the hippocampus.  
 In one study CA1 neurons were recorded as rats ran a continuous spatial 
alternation task on a modified T-maze and were found to have differing firing rates in the 
same spatial location on the central stem dependent on the type of trial the animal was 
running (left or right turn) (Wood et al., 2000). These cells can be referred to as ‘splitter 
cells’ and argue against the notion of the hippocampus as a purely spatial map, 
demonstrating that hippocampal neuronal responses can reflect the temporal context of a 
behavior, where an animal has just come from or is about to go. A similar temporal 
context or trajectory signal was reported by another group which also reported the 
splitting phenomena in EC neurons (Frank, Brown, & Wilson, 2000). It is possible 
splitter cells reflect the existence of two somewhat separable yet overlapping and related 
memory traces. CA1 neurons have also been shown to fire with dependence on temporal 
context during a memory task involving the learning of a sequence of presented odors 
(Allen et al., 2016; Otto & Eichenbaum, 1992). These studies importantly demonstrate 
temporal context signals in the hippocampus in an experience which does not factor 
changing spatial location.  
Manns et al. (2007) reported that in rats learning a novel sequence of odors across 
two locations the hippocampal ensemble code active within the same location would 
undergo changes across time, showing increasingly dissimilar population activity across 
larger timescales. This drifting population activity was proposed to provide a temporal 
context, with the association of the odor sensory information onto a differing population 
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across time allowing subsequent judgment as to which odor was encountered earlier, in 
order to receive reward. This theory was supported by the observation that the population 
drift was only apparent during the successful learning of odor sequences and not during 
sequence learning which was followed by an incorrect temporal relationship judgment 
(Manns, Howard, & Eichenbaum, 2007). Temporal context population drift was also 
reported in CA1 by another group which additionally found CA3 to be relatively stable 
across exposures to an environment (Mankin et al., 2012), supporting the specific link of 
CA1 to memory across larger temporal delays (Farovik, Dupont, & Eichenbaum, 2010; 
Kesner, Hunsaker, & Gilbert, 2005). The same group recently observed that CA2 
population activity drifts to a greater extent still than that of CA1, suggesting that EC-
CA2, CA2-CA1 and possibly EC-CA1 connectivity may play a role in population drift 
and memory across time (Mankin et al., 2015). Such population dynamics have also been 
observed in humans watching movie clips or experiencing a sequence of images (Howard 
et al., 2012; Paz et al., 2010). The drifting temporal context signal may support memory 
by allowing the reactivation of temporally specific populations across longer timescales 
to support memory recall and reduce memory interference. This could parallel the 
generation and stabilization of behavioral timescale neural sequences seen across 
experience in rodent recordings.  
A group of recent experiments have recorded from CA1 pyramidal cells in 
rodents as animals perform behaviors with a mnemonic delay and utilized methods to fix 
the animals location in space during this delay in order to better isolate temporally 
modulated firing patterns. The first such experiment involved a continuous alternation 
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modified T-maze task where the animal was trained to run in a running wheel for >10s 
before performing each trial (Pastalkova et al., 2008). The authors found that during the 
wheel run neurons had firing fields at a specific point in time and that as a population the 
temporal firing fields formed a neural sequences spanning the mnemonic delay. These 
temporally tuned neurons were predictive of behavioral context and memory performance 
and were only present during the alternation task, not in other wheel running controls 
(Pastalkova et al., 2008). MacDonald et al. (2011) reported similar sequences of 
temporally tuned cells during the delay in a paired-associate task where rats had to 
remember an experienced objet and its predictive relationship to a temporally separated 
odored pot of sand in order to guide behavior. The authors coined the term ‘time cells’ to 
describe these neurons with temporally modulated firing fields.  
Time cells have since been found during the delay between trials of a 
hippocampal dependent plus maze task, during a treadmill running delay on the center 
stem of a modified T-maze during continuous alternation and in head fixed rats in a 
mnemonic delay between a pair of odors (Gill, Mizumori, & Smith, 2011; Kraus et al., 
2013; MacDonald et al., 2013). The systematic variation of treadmill running speed 
allowed the separation of time and distance run and proved that time cell firing cannot be 
explained solely by a path integration input monitoring running distance (Kraus et al., 
2013). Time cells were further linked to successful memory in the head fixed task where 
animals had to match odor pairs across a delay, with increased temporal firing field 
consistency being correlated with correct memory performance (MacDonald et al., 2013). 
Similar neural firing sequences in CA1 were observed to develop over a shorter timescale 
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in mice learning a trace eye blink paradigm in a manner correlated to learning (Modi, 
Dhawale, & Bhalla, 2014) and temporally modulated firing has also been observed in 
monkeys during a short delay between two visual stimuli in a temporal order memory 
task (Naya & Suzuki, 2011).  
 Reproducible temporal dynamics over multiple temporal scales could 
provide a neural mechanism to temporally organize memory and associate events across 
time. Neural sequences on the milliseconds to tens of seconds range may allow the 
maintenance of mnemonic information and the bridging of the dimensions of an 
experience whereas population activity changes over larger timescales may benefit the 
integration of experiences closer in time and the separation of temporally disparate 
experience, even when other information content overlaps. The initial report of temporal 
firing fields in CA1 went to great lengths to demonstrate that the firing fields had similar 
characteristics to those of place cells, with equivalent field widths, firing rates, ensemble 
transition speeds and theta phase precession (Pastalkova et al., 2008). This suggests that 
there may be a unifying hippocampal computation which generates and stores a sequence 
of firing fields spanning time and space onto which to associate event information in 
order to form episodic memory traces (Eichenbaum, 2013).      
 
1.4.3  Object/Event Related and Conjunctive Hippocampal Firing 
 
 The hippocampus uses spatiotemporal firing fields to form distinct population 
activity patterns across an experience and provide information to the brain about current 
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location in space and time. If the system is indeed using this spatiotemporal organization 
of cell assemblies as the scaffolding of an episodic memory, onto which to associate 
event information, one would expect that there would be evidence of object/event related 
firing in the hippocampus. This has shown to be the case in monkeys where hippocampal 
neurons fire in response to specific 3-d objects (Tamura et al., 1991). Neurons can also 
signal a behavioral event such as sampling an odor (Eichenbaum et al., 1987) and the 
presentation of a mismatched odor from the previous sample (Otto & Eichenbaum, 1992). 
The same group reported firing responses to a specific odor regardless of spatial location 
during a continuous non-match to sample task where spatial location varied but was not 
an important factor in obtaining reward (Wood, Dudchenko, & Eichenbaum, 1999a).  
In humans hippocampal neurons have been shown to respond to specific 
categories such as the gender or emotion of a face or specifically to animals (Fried, 
MacDonald, & Wilson, 1997; Kreiman, Koch, & Fried, 2000). Human MTL neurons can 
also respond as ‘grandmother cells’, firing action potentials selectively for one object but 
responding to that object across a variety of linked identifiers, for example neurons were 
found that responded to largely varying images of the same familiar person and even to 
text of their name (Quiroga et al., 2005). These data suggest that in humans a different 
form of cognitive map can be created to form memory networks, where the responses are 
not primarily spatially correlated, but can be organized by highly processed information 
about event identity and category. This of course is not to say that spatial location does 
not play a factor in human memory organization.  
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 In rodents, where spatial firing correlates seem to be the primary hippocampal 
organizer, studies have demonstrated that place cell activity is modulated by the 
conjunction of an object and a certain location (Komorowski, Manns, & Eichenbaum, 
2009; Manns & Eichenbaum, 2009; McKenzie et al., 2014; Navawongse & Eichenbaum, 
2013; Young, Fox, & Eichenbaum, 1994) . Mckenzie et al. (2014) demonstrated that 
during a task where rats were required to use the environmental context to determine 
which of two objects was rewarded, the hippocampal population activity responds 
differentially to a hierarchy of organizing characteristics such as space, object identity, 
environmental context and object valence (McKenzie et al., 2014). These results are 
supported by human fMRI literature (Henke et al., 1997; Hsieh et al., 2014; Libby, 
Hannula, & Ranganath, 2014). As well as object-space conjunctions, work has shown 
that object-time conjunctions also exist with neurons firing in response to objects in 
conjunction with the temporal context, whether they were in or out of order in a learnt 
sequence (Allen et al., 2016). One could argue that the trial specific time cell sequences 
observed in Pastalkova et al. (2008) are a form of event – time conjunction.  
An interesting question is to what extent are object selective firing cells in the 
hippocampus able to be purely object driven? The strongest evidence for pure object 
coding is possibly the report of odor selectivity regardless of location (Wood, 
Dudchenko, & Eichenbaum, 1999) and that of ‘grandmother cells’ in human which 
respond to a person when the identity is within a variety stimuli (Quiroga et al., 2005). I 
argue that the extent of pure object/event selectivity vs. conjunctive encoding is highly 
dependent on the experience information the hippocampus is processing. Under most 
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conditions there will be a wide variety of multimodal salient information reaching the 
hippocampus which will be organized by the dimensions of the experience, usually time 
and space, but possibly dimensions such as social relations (Tavares et al., 2015). The 
additional information about objects and events can then be integrated onto that 
organizing frame work of cell assemblies, forming conjunctive feature selectivity. This 
results in spatiotemporal firing fields which are modulated by the presence of a specific 
object, firing at a higher rate in its presence. In the most extreme cases where the reader 
neuron is heavily potentiated to the object related inputs the cell may be reliant on the 
objects presence to fire at all, examples of this phenotype are presented in chapter 2. If 
this object driven firing becomes independent of the location where the object is 
experienced then a cell can be said to be purely object responsive.   
 
In summary there is a wealth of electrophysiological data which demonstrates 
the hippocampal processing of the elements of an experience or episode, including the 
spatial and temporal positions occupied and the objects/events encountered. In rodents 
the hippocampus may support memory function by tiling an experience with overlapping 
spatiotemporal firing fields onto which object/event information can be integrated to 
form conjunctive associations. The binding of these overlapping spatiotemporal firing 
fields and the associated event information into a reproducible neural sequence may 
enable the formation of episodic memories. In humans the same mechanism may occur 
but the memory cell assembly framework, generated primarily across time and space in 
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rats, may also be effectively established through the organization of cells responsive to 
additional characteristics such as categories and semantic relationships.      
 
 
 
1.5 Oscillations and neural syntax in the hippocampal formation 
  
 Another field of study which has benefitted greatly from the elegant and orderly 
anatomy of the hippocampal formation is the study of neural oscillations. The well 
organized layer of pyramidal cells which comprises the CA subfields, combined with the 
neat laminar arrangement of inputs into these cells and their varying timing, creates a 
dynamic extracellular local field potential signal (LFP). The LFP is the superposition of 
all currents in the brain at a recording point, which is dominated by the more local 
currents due to the inverse scaling of potential amplitude with distance to each current 
source (for review see Buzsaki, Anastassiou, & Koch, 2012). The well arranged cell layer 
and inputs of the hippocampus and highly coordinated neural activity create a large and 
coherent series of ionic membrane currents as excitation and inhibition act on specific 
anatomical layers at different times, creating current dipoles in a cyclic manner. These 
dominate the LFP causing an oscillatory voltage. The frequency and power of LFP 
oscillations reflects the dynamics of the system, its ionic currents and waxing and waning 
levels of excitation and inhibition. This oscillatory property of neural networks is 
proposed to control the flow of information between regions, the type of processing 
occurring within a network by altering the activity patterns and plasticity, to organize and 
segregate information for downstream reader neurons and to create temporally precise 
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firing patterns which may aid in sequence generation and guide plasticity (Buzsaki, 
2006).  
 
1.5.1  Theta Rhythm Oscillations in the Hippocampal-Entorhinal System 
 
 The prominent oscillatory frequency in the LFP of the rodent hippocampus is 
between 4-11Hz and is referred to as Theta. Similar frequency oscillations have also been 
reported in human subjects (Arnolds et al., 1980; Kahana et al., 1999). The theta 
oscillation recorded at the pyramidal layer of CA1 forms an asymmetric inverse saw 
tooth LFP trace (Buzsáki, Rappelsberger, & Kellényi, 1985) where the trough of the 
oscillation corresponds to the period of lowest inhibition and highest pyramidal cell 
firing. Theta is observed in rodent hippocampus at high powers during active locomotion 
or exploratory behaviors as well as during rapid eye movement sleep (Jouvet, 1969; 
Vanderwolf, 1969). It has also been reported in animals actively attending during 
memory tasks (MacDonald et al., 2013; Seidenbecher et al., 2003; Whishaw, 1972) and 
importantly for the experimental work of later chapters is present as an animal runs on a 
treadmill (Brankack, Stewart, & Fox, 1993). The theta rhythm is generated by multiple 
mechanisms such as the pacing of hippocampal interneurons by GABAergic input from 
the medial septum, the intrinsic resonant properties of single neurons and network 
interactions (for review see Buzsáki, 2002). Within the hippocampal-entorhinal system 
information is routed using the theta oscillation, with different inputs reaching CA1 at 
different phases of theta (Mizuseki et al., 2009; Schomburg et al., 2014). There is strong 
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coherence between theta in the hippocampus and in the EC with ECIII being roughly in 
phase with the CA1 pyramidal layer and ECII being roughly in antiphase (Mizuseki et al., 
2009).  
 
1.5.2  Functional Significance of the Hippocampal-Entorhinal Theta Rhythm 
 
 The prominent theta oscillation has received a lot of attention from 
experimentalists and modelers linking the rhythm to memory performance, the 
segregation of memory encoding and retrieval, control of neural spiking dynamics, 
plasticity and the formation of internally generated sequences. Lesions of the medial 
septum or fornix reduce hippocampal theta power (Buzsáki, Leung, & Vanderwolf, 1983) 
and cause impairment in working memory tasks such as continuous T-maze alternation in 
rats (Aggleton et al., 1995; Givens & Olton, 1990). In an earlier study there was observed 
to be a correlation between theta reduction and memory impairment (Winson, 1978). The 
importance of theta for learning is supported by a substantial number of studies in rabbits. 
Conditioning occurs more rapidly in animals with higher theta power (Berry & 
Thompson, 1978) and trace conditioning rate is increased if the stimuli are presented 
during high theta power (Griffin et al., 2004).  
 Hasselmo and colleagues proposed in modeling work that the theta rhythm may 
enable the hippocampus to somewhat segregate the processes of encoding a new memory 
and retrieving a stored one (Hasselmo et al., 2002; Hasselmo & Eichenbaum, 2005; 
Kunec, Hasselmo, & Kopell, 2005). Theta oscillations can coordinate population activity 
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within different sub-regions and cause CA3 and EC inputs to reach CA1 at different 
phases of local theta, reducing interference, with high levels of EC input corresponding to 
new encoding and CA3 input to memory retrieval. A large amount of 
electrophysiological data proves this to be true with the majority of EC input reaching 
CA1 just after the peak of pyramidal theta, the period of highest inhibition, and CA3 
input being greatest near the trough of theta, the point of highest CA1 firing (Mizuseki et 
al., 2009; Montgomery, Sirota, & Buzsáki, 2008; Schomburg et al., 2014). The switch 
between the relative influences of EC and CA3 input can be further aided by the activity 
of interneurons such as OLM cells which indirectly reduce the inhibition onto stratum 
radiatum and increase CA3 input efficacy (Leão et al., 2012). The role of theta 
oscillations  in separating encoding and retrieval was supported by experimental work 
showing that CA1 spiking changes theta firing phase preference across encoding and 
retrieval (Manns et al., 2007b) and human electrocorticography recordings observing a 
shift in oscillation phase in response to learning or retrieval (Rizzuto et al., 2006). 
Importantly theta phase was shown to modulate the effects of input onto CA1 neurons 
with input at the peak of theta causing LTP and at the trough causing long-term 
depression of synaptic strengths (Hyman et al., 2003), matching Hasselmo and colleagues 
proposed separation of encoding and retrieval (Hasselmo et al., 2002) and demonstrating 
the role of the relative levels of inhibitory and excitatory currents reflected in theta in 
controlling plasticity. A highly ambitious project used a close-loop design coupled with 
optogenetics to drive inhibition and impair CA1 spiking at specific phases of theta during 
a task which involved both encoding and retrieval epochs on each trial (Siegle & Wilson, 
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2014). The authors reported dissociation between the effects of inhibition at different 
theta phases on behavior during the two epochs, supporting the theory that theta 
oscillations help to segregate memory encoding and retrieval.  
 Another benefit of theta oscillations in the hippocampus is that they likely aid in 
the generation of rapid timescale neural sequences for memory function. As hippocampal 
neurons fire a series of action potentials, such as in a passage through a receptive field, 
the firing phase of the spikes relative to the local theta rhythm progresses to an earlier 
phase within each oscillation cycle (O’Keefe & Recce, 1993; Aghajan et al., 2014). This 
phenomenon is known as phase precession and its mechanism, which has been the focus 
of many researchers, will be discussed in more detail in a following section. The 
existence of phase precession in the spiking of hippocampal neurons allows a finely 
timed level of coordination in the spiking of a simultaneously active population, forming 
a sequence of activity that matches that of behavioral timescale firing fields and repeats 
within each theta cycle (Dragoi & Buzsáki, 2006). The fine timed organization of 
sequential cell firing within spike-timing dependent plasticity windows (Dan & Poo, 
2004) may enable the asymmetric plasticity required to stabilize a neural sequence and 
store it within the hippocampal network. The extent to which existing network 
connectivity or synaptic motifs may also contribute to generating sequential firing within 
a theta cycle during novel and learned experience is the topic of much debate.  
 Theta rhythms also play an important role in controlling information flow with 
other brain regions such as the prefrontal cortex (Jones & Wilson, 2005b), amygdala 
(Seidenbecher et al., 2003) and striatum (DeCoteau et al., 2007). The prefrontal cortex 
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has been shown to rely on hippocampal afferents during spatial memory encoding 
(Spellman et al., 2015) and prefrontal firing has been shown to phase precess relative to 
hippocampal LFP theta (Jones & Wilson, 2005a) supporting the importance of theta for 
information transfer between regions. The same relationship has been observed in the 
striatum with phase precession relative to hippocampal theta being most prominent 
during periods of high theta coherence between regions (van der Meer & Redish, 2011). 
These results demonstrate the importance of theta for coordinating activity and precise 
information transfer not only within the hippocampus but with other brain regions.  
 
 
1.5.3   Gamma Rhythm Oscillations in the Hippocampal-Entorhinal System 
 
 In addition to the theta oscillation there is a group of prominent high frequency 
oscillations present in CA1 of the hippocampus ranging from ~30-125Hz and referred to 
as gamma oscillations. This wide range of frequencies has often been segregated into fast 
gamma (~65-140Hz) and slow gamma (~25-50Hz) bands (Colgin et al., 2009). Slow CA1 
gamma was associated to CA3 input and fast gamma to EC inputs (Bragin et al., 1995; 
Chrobak & Buzsáki, 1998; Colgin et al., 2009). Research suggests that one of these two 
bands is dominant in each theta cycle and that the theta phase of highest power differs 
between the bands (Colgin et al., 2009), which complements the separation of highest EC 
and CA3 input times across theta phase and the proposed role of theta in coordinating 
encoding and retrieval (Hasselmo et al., 2002). Fast and slow gamma have been shown to 
be important for different behavioral or processing modes. High-gamma is linked to 
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position encoding and working memory (Cabral et al., 2014; Yamamoto et al., 2014)  and 
slow gamma has been linked to memory replay during sharp-wave ripple (SWR) events 
(Karlsson, Carr, & Frank, 2012; Pfeiffer & Foster, 2015) and memory retrieval 
(Montgomery & Buzsáki, 2007). Recent data has shown fast gamma to be associated 
with place cell firing with an average location just behind an animal and slow gamma to 
be linked to cells firing with place fields just ahead of the animal, suggesting that 
preferentially tuning into EC or CA3 input drives slightly differing spatial firing locations 
in CA1 (Bieri, Bobbitt, & Colgin, 2014). It was also found that slow gamma associated 
spikes were more prevalent when entering a place field and fast gamma when leaving 
one. This could possibly have implications for models of theta phase precession as a 
switch in balance from CA3 to EC input while traversing a field could bring spikes 
earlier in phase towards the timing of the greatest EC input activity.  
 Gamma oscillation power and spike coherence has been linked to memory 
performance in monkeys and humans (Jutras, Fries, & Buffalo, 2009; Sederberg et al., 
2007). During working memory tasks in humans the power of gamma increases in a 
manner dependent on the number of items being remembered (Howard et al., 2003). 
Buzsaki and colleagues recently published work demonstrating that there are in fact three 
gamma bands in the CA1 LFP during spatial navigation, a 30-80Hz band corresponding 
to CA3 input at the descending phase of theta and previously reported slow gamma, a 60-
120Hz band corresponding to EC input at the peak of theta and part of previously 
reported fast gamma and a high gamma prominent in the pyramidal layer (>100Hz) 
(Schomburg et al., 2014). 
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 Gamma is proposed to be generated by pyramidal-interneuron interactions and 
interneurons in the hippocampus have been found to be able to entrain to all gamma sub-
bands (Schomburg et al., 2014). The firing frequency of populations of interneurons can 
generate an oscillating window of inhibition and disinhibition which times the window of 
pyramidal cell firing. In this way one gamma cycle is thought to chunk one packet of 
information, enabling the firing of a single cell assembly within the time frame of a 
possible reader (Dragoi & Buzsáki, 2006; Jensen & Lisman, 1996; Lisman & Jensen, 
2013). In this way several packets of information can be contained and segregated within 
a single theta cycle, preventing the interference of different cell assemblies, reducing 
noise and maintaining temporal order (Buzsáki & Moser, 2013). This appealing theory 
has been complicated slightly by recent work suggesting a subtle difference between 
gamma cycle firing for fast and slow gamma (Zheng et al., 2016). If a single gamma 
cycle contains spiking for one cell assembly active in a given place then the length of 
neural sequence, or decodable experience trajectory, contained within one theta cycle 
should be shorter in slow gamma states as less gamma cycles can fit into the theta 
window. Zheng et al. (2016) found that this was not the case and that within a slow 
gamma cycle a short sequence of different spatially correlated cells can play out firing 
across different gamma phases, allowing a longer decoded sequence. During fast gamma 
however decoded trajectories tended to be shorter and gamma phase of firing was phase 
locked. A similar gamma phase coding was observed in monkey prefrontal cortex where 
the firing related to learnt objects was segregated by gamma phase (Siegel, Warden, & 
Miller, 2009).   
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1.5.4  Hippocampal Sharp Wave Ripple Events 
 
 Another LFP signal of great importance in the hippocampal formation is the sharp 
wave ripple event (SPW-R). SPW-Rs occur during periods of low theta oscillation when 
an animal is immobile or engaged in consummatory behaviors such as eating, drinking or 
grooming (Buzsáki et al., 1983; for review see Buzsáki, 2015). Sharp wave ripples are so 
named as they consist of a large depolarizing input coming into stratum radiatum of CA1 
which is detected as a large positive polarity deflection just above the pyramidal cell 
layer and is accompanied by a high frequency ‘ripple’ oscillation (110-200Hz)  (Bragin et 
al., 1999; Buzsáki, 1986). SPW-Rs also occur at a high frequency during slow-wave 
sleep (Buzsaki, 1986). At the time of ripple oscillations there is a large highly 
synchronous firing of CA1 neurons with a significant proportion of pyramidal neurons 
firing sparsely (Buzsáki et al., 1992). Buzsaki (1989) proposed that SPW-R events may 
serve an important consolidation like function in a two-stage memory model with the 
population burst allowing plasticity between CA3-CA1 and forming or strengthening a 
memory trace. This was recently demonstrated in work which quantified the effects of 
SPW-R characteristics on CA3-CA1 plasticity (Sadowski, Jones, & Mellor, 2016). 
Pyramidal neurons during SPW-R events have been shown to fire in rapid timescale 
sequences which correlate to the sequence of behavioral timescale firing fields during a 
current or recent experience (Foster & Wilson, 2006; Wilson & McNaughton, 1994). 
This has become the focus of huge amounts of research which will be reviewed later.  
  CA3 is the proposed origin of SPW-Rs, as they correspond to a large 
depolarization in stratum radiatum where CA3 inputs and since lesions of other areas 
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such as EC and septum leave SPW-Rs intact (Buzsáki et al., 1983; Ylinen et al., 1995). 
During SPW-Rs an increase in slow gamma coherence between CA1 and CA3 has been 
observed, further supporting a CA3-CA1 origin (Karlsson et al., 2012). In transgenic 
mice with CA3 transmission blocked the frequency of CA1 ripples and the coordination 
of spike timing between cells was reduced but high frequency events were still observed 
(Nakashiba et al., 2009).  
Ripples have been shown to be generated through interaction between CA1 
pyramidal cells and interneurons with pyramidal cells firing and driving interneurons 
which in turn inhibit pyramidal cell firing until the inhibition wears off allowing the next 
pyramidal ensemble to fire (English et al., 2014; Stark et al., 2014). In one study the 
authors demonstrated that the optogenetic excitation of pyramidal neurons with carefully 
titrated light power can be used to initiate local ripple events, supporting the idea that a 
surge in CA3 excitation onto CA1 pyramidal neurons can instigate naturally occurring 
SPW-Rs (Stark et al., 2014).   
  
 
 
1.6 The Properties and Functional Importance of the Entorhinal Cortex  
 
 The major cortical input to the hippocampus comes from the entorhinal cortex, 
which can be divided into the medial and lateral subdivisions. These areas are thought to 
be the top of two largely parallel cortical processing streams. It has been proposed that 
the two pathways deal with different types of information (Eichenbaum, Yonelinas, & 
Ranganath, 2007), with the lateral subdivision receiving object/event related information, 
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including a strong direct input from the olfactory system and prefrontal cortex (Jones & 
Witter, 2007; Shipley & Adamek, 1984) and the medial subdivision receiving spatial and 
contextual information. An additional distinction can be drawn between lateral and 
medial entorhinal cortex, with LEC neurons tracking proximal cues such as texture and 
MEC neurons tracking distal visual cues on the walls of an environment (Neunuebel et 
al., 2013). Although evidence supports the different information content and function of 
the two streams it is worth noting that they are not completely parallel in that there is 
some interconnectivity between the streams and MEC and LEC (Dolorfo & Amaral, 
1998). The behavioral, electrophysiological and imaging evidence for this functional 
dissociation is reviewed in this section. 
The existence of the two distinct hippocampal input processing pathways has 
been supported by work in monkeys and humans. In the monkey brain visual processing 
separates into two streams, a ventral and dorsal stream, with lesion work showing the 
ventral stream to be important for object identification and the dorsal stream for location 
in space (Gattass et al., 1990). The ventral object stream passes into the perirhinal cortex 
and the dorsal spatial stream into the parahippocampal cortex, much like in rats (Suzuki 
& Amaral, 1994). In humans fMRI work has supported the proposed distinction with 
multivoxel pattern similarity analysis demonstrating that the perirhinal cortex carries 
object information, the parahippocampal cortex carries spatial information and the 
hippocampus binds both streams to form item in context representations (Libby et al., 
2014). This binding items and context (BIC) theory is a prominent view of hippocampal 
function, that it takes the spatial/temporal context information from MEC and associates 
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it with incoming item/event information to form a rich contextual memory (Eichenbaum 
et al., 2007). The functional separation of the two cortical processing hippocampal input 
streams in humans was recently demonstrated using high power fMRI and functional 
connectivity analysis (Maass et al., 2015). 
 
 
1.6.1  Medial Entorhinal Cortex Lesion Studies Support a Spatiotemporal Role in 
Memory  
 
 The medial entorhinal cortex is arguably the major cortical influence on 
hippocampal firing as it synapses more proximal to hippocampal neuron cell soma then 
its lateral counterpart. Animal lesion studies targeting MEC have reported a variety of 
effects, with impairment of spatial memory tasks including navigation, spatial working 
memory and spatial reference memory. It is often claimed that the MEC plays a crucial 
role in navigation through path integration by maintaining a representation of position 
which is updated by velocity information and can enable route calculation (Hafting et al., 
2005). MEC lesions in foraging rats which have to return to a home location between 
trials cause impairment in calculating the correct return heading (Parron & Save, 2004), 
supporting the role of MEC in spatial navigation and possibly path integration. 
Interestingly the same group demonstrated impairment in spatial navigation when using 
distal landmarks but not proximal ones (Parron, Poucet, & Save, 2004). In reference 
memory tasks such as the Morris water maze, MEC lesions impair learning of a spatial 
location (Ferbinteanu, Holsinger, & McDonald, 1999; Oswald & Good, 2000; Van 
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Cauter et al., 2013), however the deficit is in location learning speed and animals will 
learn the location with more trials, suggesting MEC may aid but not be crucial for spatial 
navigation. MEC lesions have also been shown to cause deficits in spatial working 
memory tasks (Bannerman et al., 2001; Nagahara, Otto, & Gallagher, 1995). In these 
studies increasing the delay between trials increased the impairment. Further non-
navigation based memory tasks support the role of MEC in providing spatial context 
information, with lesions causing deficits in object location memory (Van Cauter, Poucet, 
& Save, 2008a) and contextual fear conditioning (Majchrzak et al., 2006). Importantly in 
these two studies evidence was presented for a specific deficit when spatial context was 
involved as animals could detect previously experienced objects (Van Cauter et al., 
2008a) and could associate a tone with a shock but not a spatial context (Majchrzak et al., 
2006). This lends weight to the dissociation of information in the medial and lateral 
subdivisions although the partial ablation and sometimes limited specificity of this lesion 
work weakens the strength of such conclusions.  
 There is also lesion work more directly implicating the MEC in bridging temporal 
delays to serve memory function and allow the association of two elements of experience 
across time. One study reported MEC lesions to cause a deficit in the acquisition of trace- 
eye blink conditioning (Ryou, Cho, & Kim, 2001) and another in the acquisition of  
auditory-trace fear conditioning (Esclassan et al., 2009). Specific silencing of MEC layer 
III transmission impairs performance in a spatial working memory delayed non-match to 
sample T-maze task and other forms of temporal association memory (Suh et al., 2011; 
Yamamoto et al., 2014). The same group also found MEC layer II pyramidal ‘island’ 
  
39 
cells to synapse primarily onto interneurons in stratum lacunosom and to modulate the 
efficacy of layer III perforant path input in a manner such that inhibiting island cells 
actually boosts temporal memory (Kitamura et al., 2014). A recent presentation displayed 
data showing MEC lesions to also disrupt delayed-spatial alternation on a T-maze in a 
transient manner, with performance returning over time (Sabariego et al., 2015).   
Together these results suggest the MEC is important for the rapid formation of spatial 
memories which persist across time and the maintenance of information across time to 
form associations between temporally disparate stimuli.  
 
1.6.2  Spatial, Temporal and Self-motion Correlates in Medial Entorhinal Cortex 
 
Early recordings from the MEC reported limited weakly spatially tuned firing in 
MEC (Barnes et al., 1990; Frank et al., 2000). It was not until dorsal MEC neurons were 
recorded from rats in a large enough environment that it became apparent that a 
proportion of spatially tuned cells fired in a grid like hexagonal pattern with  multiple 
firing fields tiling the entirety of an environment (Fyhn et al., 2004; Hafting et al., 2005). 
Cells with this phenotype of firing were named ‘grid cells’ and have since attracted a 
huge amount of attention. It has been suggested that together with hippocampal place 
cells they comprise the ‘brains GPS’, specifically supporting navigation through spatial 
environments. I will later argue that this neural system has the benefit of providing a 
reproducible dynamic input into the hippocampus which can be used, particularly during 
new learning and in impoverished environments, to guide hippocampus sequence 
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generation. The grid cell network has characteristics which may allow the production of a 
large number of distinct activity patterns in an energy efficient and elegant manner.   
Grid cells have been reported in layers 2, 3 and 5 of the MEC (Sargolini et al., 
2006), as well as in the presubiculum and parasubiculum (Boccara et al., 2010). Grid 
cells in MEC layer II tend to be more pure grid cells whereas in layer III they are often 
conjunctive grid by head direction cells (Sargolini et al., 2006). Evidence from 
intracellular recordings in behaving animals suggested that in layer 2 pyramidal patch or 
‘island’ cells are grid cells and stellate DG/CA3 cells are primarily border cells (Tang et 
al., 2014) but this organization has been disputed (Sun et al., 2015; Zhang et al., 2013). 
The spacing between grid cell firing fields and their size differs along the dorsal ventral 
axis of MEC with larger spacing a fields in more ventral MEC (Brun et al., 2008). More 
ventral neurons have a lower theta frequency of firing and reduced phase precession. 
Hasselmo and colleagues also found a decreased frequency of sub-threshold membrane 
potential oscillations and a slower time constant of hyperpolarization-activated cation 
current in more ventral MEC neurons (Giocomo & Hasselmo, 2008; Giocomo et al., 
2007). The increased spacing and field size of ventral grid cells matches the increased 
size of ventral place fields in the hippocampus where the ventral band of MEC projects, 
supporting hypothesized gird cell-place cell interactions. Further data suggests that the 
grid cell population is modular along the dorsal ventral axis, with somewhat spatially 
separated clusters of cells sharing the same spacing and orientation of grid fields 
(Stensola et al., 2012). These modules can rotate independently upon changes in the 
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environment which may enable the production of many distinct activity patterns and has 
been proposed to aid in hippocampal remapping (Monaco, Abbott, & Abbott, 2011).  
Besides the conjunction of spatial location and head direction in many grid cells 
there is additional evidence that the grid firing pattern is not a completely coordinate 
based path integrating representation of space. Grid cells have been shown to display 
context dependent firing depending on previous or subsequent behavior in a continuous 
T-maze alternation (Lipton, White, & Eichenbaum, 2007). During a cued T-maze task 
where a light cue informed animal behavior MEC cells during the choice point displayed 
‘look ahead’ properties, being able to be decoded to the upcoming cued reward location 
(Gupta, Keller, & Hasselmo, 2012). The grid cell map is also heavily influenced by 
environmental boundaries and features of an environment. Grid fields will orientate to the 
walls of polarized environments and in highly polarized enclosures the hexagonal 
organization of fields is permanently morphed (Krupic et al. 2015) demonstrating an 
important role of the local borders and suggesting an interaction with border firing cells 
(discussed later) to anchor the grid firing. When experiencing a novel environment grid 
cell patterns expand and then contract again with experience (Barry, et al., 2012) 
suggesting some learning related refinement of activity. Additionally two incoherent grid 
patterns formed across two separate environments will alter firing to merge into a single 
grid field following sufficient experience of the environments when joined (Carpenter et 
al., 2015). These studies are proving the grid-cell story to be more complicated than a 
pure representation of space.  
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 The work detailed above was all performed in rodents and so could be somewhat 
predisposed to find spatial correlates in animals actively foraging environments. It is 
important then to mention evidence for grid cell firing in other species. Grid firing has 
now also been directly recorded in humans(Jacobs et al., 2013), monkeys (Killian, Jutras, 
& Buffalo, 2012) and bats (Yartsev, Witter, & Ulanovsky, 2011). Interestingly the grid 
cells recorded in head fixed monkeys were detected in visual space rather than full 
locomotion by tracking eye moments during scene inspection. Remarkably the same 
group went on to show that grid cell like activity could be found using the position of 
covert attention during a visual task when the eyes were fixated in one location 
(Wilming, Konig & Buffalo, 2014). These studies demonstrate that grid field firing is a 
conserved mechanism used across mammalian species and also hint and the possibility 
that grid cells in more complex species may be utilized to track change and location 
across additional dimensions than current location within an environment.   
The striking pattern of grid cell firing in a higher cortical area, and one intimately 
related to the hippocampal memory and place cell network, has understandably received 
huge amounts of attention, not least in the exploration of what could generate grid fields. 
There have been two major groups of theories proposed, attractor models (Couey et al., 
2013) and oscillatory interference models (Hasselmo, Giocomo, & Zilli, 2007), 
importantly these two categories do not have to be mutually exclusive and may 
simultaneously contribute to grid field firing (Hasselmo & Brandon, 2012). More 
recently models have been developed which utilize rebound spiking after periods of 
inhibition to generate grid fields (Hasselmo, 2014). The details of these models are 
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slightly beyond the scope of the current thesis and will not be described for reasons of 
brevity.  
 
 
 Grid cells only make up a minority of the neurons in the MEC. Several other 
correlates have been found with head-direction modulated cells (Sargolini et al., 2006; J 
S Taube, Muller, & Ranck, 1990), cells with fire along environmental borders of one 
orientation (border cells)(Solstad et al., 2008) and neurons which fire when an animal is 
running at a certain speed (speed cells)(Kropff et al., 2015). The existence of direction 
and speed modulated cell firing supports the theory that MEC is capable of path 
integration, with grid cell fields being updated by velocity information from these other 
cell types.  
Head direction cells have been reported in multiple brain regions including the 
hippocampus and postsubiculum, with the highest proportion found in the anterodorsal 
thalamic nucleus (Taube, 2007). Their generation is dependent on vestibular input (Yoder 
& Taube, 2014) and becomes locked to visual cues when available, with cells shifting to 
orientate to cues in preference over conflicting self-motion information (Goodridge & 
Taube, 1995). Strong evidence suggests that the head direction network is internally 
organized, even before rat pups first open their eyes (Bjerknes et al., 2015; Peyrache et 
al., 2015). One interesting study reported that head direction cells in MEC fired in 
distinct populations on alternating theta cycles, with alternating cells firing with at least 
40 degrees of separation (Brandon et al., 2013). In this study medial septum inactivation, 
which disrupts the theta oscillation, was found to eliminate this alternate firing and 
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disrupted grid field firing, suggesting that the alternating head direction signal could be 
important for the maintenance of angularly organized grid cell firing fields. The 
importance of head direction cells for grid field formation was also shown in a study 
where inactivation of the anterior thalamic nuclei head direction system caused 
impairment of both head direction cells and grid cells in MEC and parasubiculum 
(Winter, Clark, & Taube, 2015).  Another recent study from the same group 
demonstrated a correlation between head direction cell activity in the anterodorsal 
thalamic nucleus and navigation errors in a task where rats had to calculate a return 
bearing without visual information after foraging for food (Valerio & Taube, 2012), 
linking the head direction signal to spatial navigation.   
The use of virtual reality setups with rodents is becoming increasingly common 
and provides the advantage of being able to control the subset of stimuli available to an 
animal while recording neural activity. In two such studies Mehta and colleagues 
demonstrated that without the vestibular input to aid coordination of the head direction 
system rats were unable to form stable hippocampal place fields while exploring a virtual 
open arena (Aghajan et al., 2014). The same group found that less place cells are active 
on a virtual linear track when dynamic vestibular input is prevented and that the active 
place cells in virtual reality encoded distance along a run regardless of direction, in 
comparison to place cells on a real world linear track which encoded absolute position 
(Ravassard et al., 2013). This evidence implicates head direction cells in the creation of 
place cells which can respond in location regardless of the animal’s current heading. 
Another recent study linking the head direction signal to the creation of hippocampal 
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place cells taught rats to perform an odor-location association task where one specific 
odored pot was rewarded in each of four identically shaped and linked compartments 
(Grieves et al., 2016). The compartments could either be organized in a row so the 
geometry faced the same heading or in a fan arrangement. The authors found that place 
equivalent firing, when a place cell fires in the same location within multiple 
compartments relative to local geometry, was more common in the row arrangement 
when head direction was the same, implicating the head direction signal in generating 
different spatial representations within each compartment. Interestingly they found that 
when the head direction was varied and less equivalent firing occurred the animals 
performed better in the task, possible due to reduced memory interference from the more 
orthogonal hippocampal population. Finally the one-trial formation of place cells on a 
circular track was strongly linked to firing bursts generated when an animal stopped and 
scanned the scene with a rapid head movement (Monaco et al., 2014). This behavior may 
cause the firing of a large number of linked head direction cells which either directly or 
indirectly drives a hippocampal firing burst which causes potentiation and stabilizes a 
spatial firing field. Paralleling the earlier observation of grid cells in visual space in 
monkeys the same group recently reported direction tuning of MEC cells for saccade 
direction (Killian, Potter, & Buffalo, 2015), demonstrating that in monkeys, and likely in 
humans, directional tuning of firing responses is not limited to the bearing in a spatial 
environment.    
 Another spatial correlate of experience in the firing of MEC neurons is the border 
cell (Solstad et al., 2008). Border cells fire along, or a certain distance from, the borders 
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of one orientation within an environment. It has been hypothesized that these neurons 
could give a unique pattern of activity at a given location within an environment and 
drive the formation of place cells in the hippocampus during experiences with sufficient 
proximity to environmental boundaries. The observation that grid cell firing error 
accumulates in between boundary encounters and then resets upon contacting a border 
(Hardcastle, Ganguli, & Giocomo, 2015) and the shearing of grid fields in polarized 
environments (Barry et al., 2012) imply an important role of border cells in anchoring the 
grid cell network. In this way these two cell phenotypes may act in compliment to each 
other, with grid cells providing an estimate of position in the absence of salient proximal 
cues and border cells generating accurate spatial firing correlates in the presence of 
sufficient proximal stimuli and updating the grid cell network where possible.   
 The behavioral lesion work described above also supports a role for the 
MEC in memory across time, possibly by supplying the hippocampus with temporal 
information or persistent input to bridge delays. The evidence for persistent spiking in 
MEC in vivo is limited, possibly due to the fact that the majority of work has been 
performed in vitro in slice. Intracellular recordings performed in mice found that while 
LEC neuron membrane voltage and spiking reliably follows cortical up/down states 
neurons in MEC can maintain a depolarized spiking state across cortical up/down 
transitions (Hahn et al., 2012). The authors found that current injections similar to those 
given in slice work were insufficient to cause persistent spiking in MEC and suggested 
that this spiking is reliant on intact network mechanisms. To the best of my knowledge 
persistent MEC spiking has not been reported during a mnemonic delay in a behaving 
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animal to date. Although persistent spiking would be a simple mechanism for the 
maintenance of information across a delay a reproducible sequence of activity would also 
be able to serve the purpose as the end point of the sequence will be informative as to the 
information content and can be associated with, or used to inform, the correct behavior. 
Such dynamic temporal signals have recently been recorded from MEC in rats 
performing a spatial alternation task where they run in place on a treadmill for a delay 
period each traversal of the central arm of the maze (Kraus et al., 2015). They first 
recorded neurons in an open arena to determine which units were grid cells and then 
recorded the same cells during the treadmill spatial alternation behavior. The authors 
reported that grid cells have temporal firing fields during the treadmill run which cannot 
be fully explained as a function of distance run, these temporal grid cells often had 
multiple temporal firing fields, similar to the spatial firing fields of a grid cell in space. 
MEC cells which did not pass the criterion to be counted as grid cells did not exhibit the 
same level of temporal tuning (Kraus et al., 2015). This study provides strong evidence 
that MEC, and specifically the grid cell population, can provide a dynamic and reliable 
temporally tuned input to the hippocampus over the passage of time during an experience 
in the absence of changing salient cues. Although in this case self-motion signals are 
intact and may play an important role in driving the progression through different active 
populations of MEC grid cells over time, it can be argued that this is not a sufficient 
explanation for the temporally tuned firing, as varying running speed to dissociate time 
and distance found that some cells signaled time independent of distance run. A temporal 
signal has also been observed in the entorhinal cortex of monkeys in between visual 
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stimulus presentations during a memory task (Sakon et al., 2014). These cells had 
incremental firing rates which increased or decreased across the delay and can be 
conjunctive with upcoming behavioral response or object-place stimulus combination.  
 
 
1.6.3 The Importance of Medial Entorhinal Input to Hippocampal Firing Correlates 
 
 The presence of strong spatial firing correlates in MEC leads to the obvious 
possibility that MEC neurons may be providing the information and input used in the 
hippocampus to drive and organize hippocampal place cells. As research into this 
possibility has accumulated a story is emerging with more complexity suggesting that 
MEC is not crucial for spatially tuned firing in the hippocampus and that the level of 
influence MEC has on place cell firing may vary as a function of learning/familiarity and 
the features of the environment, such as the level of proximal cues.    
 A growing number of experiments are combining tetrode recording of 
hippocampal neurons with manipulations of MEC to try and assess its role in the 
formation and control of the place cell map. One study created radiofrequency lesions of 
the entorhinal cortices and found that place cells in the hippocampus were stable within 
an exposure to an environment but would undergo increased remapping between 
exposures to a familiar environment (Van Cauter, Poucet, & Save, 2008b). This was 
supported in work from using the GABAA agonist muscimol to silence MEC activity 
during an object-context task which resulted in increased remapping of place fields 
between behavioral sessions (Navawongse & Eichenbaum, 2013).  Brun et al. (2008) 
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created lesions of the direct MEC layer III input to the hippocampus and reported a 
modest reduction of the spatial information of the place cell firing in the hippocampus. In 
support of a role for MEC perforant path inputs in place field expression, when the same 
group cut CA3 projections into CA1 in an earlier study, they observed intact CA1 place 
fields (Brun et al., 2002). Complete bilateral chronic lesions of MEC were accompanied 
by increased place field size and reduced spatial information in the hippocampus, with 
only modest impairment in a hippocampal dependent spatial task (Hales et al., 2014). 
Place cell stability over environment exposures was reduced without MEC and place 
firing in a novel environment was more heavily disrupted. In another study using chronic 
bilateral lesions the same group found place cells to only be transiently spatially selective 
within one environmental exposure, importantly they found that phase precession through 
these temporarily spatially selective firing fields was disrupted in the absence of MEC, 
indirectly suggesting a role for phase precession in the stabilization of hippocampal maps 
(Schlesiger et al., 2015).  
 Two recent studies used small scale transient inactivation of MEC with 
optogenetics, similar to the experimental work described in later chapters, and reported 
that hippocampal place cells showed increased remapping but that spatial information 
and place field size was unaffected (Miao et al., 2015; Rueckemann et al., 2015). Place 
cells reported from the Miao et al. (2015) study were all from CA3 of the hippocampus 
and the effect on CA1 firing was more modest. Rueckemann et al. (2015) observed a 
subtle effect on CA1 place cell activity with an increased remapping which occurred in a 
cumulative manner after laser inactivation trials began. It is important to note that in 
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these studies the environment was a fairly proximally impoverished simple track, absent 
physical borders or objects.  
 To date it has only been possible to indirectly manipulate grid cells firing to 
assess any specific role in place cell formation. It has been demonstrated that the 
dramatic reduction or theta power and cholinergic tone that is caused by medial septum 
inactivation causes the loss of grid firing fields (Brandon et al., 2011; Koenig et al., 
2011). In these studies head direction cells were shown to be intact as well as spatially 
tuned non-grid firing in MEC such as boundary vector cells (Koenig et al., 2011). Koenig 
et al. (2011) also recorded from hippocampal neurons and found intact spatial tuning, 
showing that grid cells are not crucial for place field expression. Subsequent studies 
utilizing the same technique of medial septum muscimol inactivation designed 
experiments to assess the importance of grid cell firing for the formation of place fields in 
a novel environment (Brandon et al., 2014; Wang et al., 2014). The results were mixed, 
Brandon et al. (2014) reported that novel place fields were formed under medial septum 
inactivation when grid cells, MEC and hippocampal theta are disrupted, Wang et al. 
(2014) on the other hand found that while in a familiar environment place fields remained 
stable, on a large novel platform place fields did not develop.   
The difference between these data sets may come down to the details of the novel 
environment, with the platform in the Brandon et al. (2014) study being smaller with 
more obvious local cues, enabling sufficient spatially correlated non-grid cell input to the 
hippocampus. This is supported by additional experiments from Wang et al. (2014) where 
place fields  formed under medial septum inactivation when animals ran repeated loops 
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on a square track or experienced a smaller open arena (Wang et al., 2014). The possible 
redundance of grid cell activity for place field formation is strongly backed by data 
showing that in developing rat pups the head direction system is active first, then place 
cells develop before grid cells, demonstrating that grid cells are not a prerequisite for 
place field formation (Langston et al., 2010). In fact some evidence suggests that place 
cell activity could be important for forming grid cells, with muscimol inactivation of  
dorsal hippocampus causing MEC grid cells to lose firing fields and lower in firing rate 
(Bonnevie et al., 2013), this disruption is likely attributable to a reduction in excitation to 
MEC preventing grid cell generating network dynamics. 
The Wang et al. (2014) study is also the only experimental manipulation work 
looking into the generation of temporal firing fields in the hippocampus and found that 
under medial septum inactivation time cells in a running wheel were ablated while place 
cells were intact. This links the grid cell network to the generation of time cells through 
the generation of a temporally tuned input to the hippocampus as seen in Kraus et al. 
(2015). It is important to note that the interpretation of these medial septum inactivation 
studies is limited by the imprecise nature of the manipulation, which will reduce theta 
rhythm and cholinergic tone and does not simply disrupt grid field firing. In addition to 
the lacking literature on hippocampal time cell generation and the possible role of MEC 
input, there is currently no publications detailing the effects of MEC inactivation on 
object selective hippocampal firing.   
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1.6.4  Lateral Entorhinal Cortex Lesion Studies Support an Object Related Role in 
Memory  
 
If the hippocampus is creating contextual memories by binding information about 
space and time from the MEC with object and event information, where is that 
information coming from? As mentioned earlier the most likely source is from the lateral 
entorhinal cortex. There is relatively little experimental work specifically targeting LEC 
but what there is supports this assigned function. Lesion work has shown that LEC and 
perirhinal cortex are needed for the association of a context, defined by proximal and 
tactile cues, with an aversive stimuli, but not for place learning   (Burwell et al., 2004). 
LEC lesions do not impair recognition of single objects (Kesner et al., 2001), however 
lesions of the perirhinal cortex, one step upstream in the processing pathway, do impair 
object recognition, while keeping spatial task performance intact (Ennaceur, Neave, & 
Aggleton, 1996; Kesner et al., 2001). More recent lesion experiments targeting LEC have 
reported deficits in more complex object related tasks, such as novel object-in context 
recognition (Hunsaker et al., 2013; Wilson et al., 2013) and associative learning between 
objects, contexts and places (Van Cauter et al., 2013; Wilson et al., 2013). These studies 
all reinforce the dissociation of function between LEC and MEC but suggest that at the 
level of the entorhinal cortex there is already some interaction between streams and the 
association of item and context information. The latest techniques are now being applied 
to the study of LEC, with one currently unpublished study demonstrating that optogenetic 
inactivation of layer III direct LEC to hippocampus input impaired olfactory associative 
learning (Li et al., 2015). 
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1.6.5  Object and Event Related Firing in the Lateral Entorhinal Cortex 
 
While MEC neurons have strong spatially correlated firing LEC neurons do not 
exhibit spatial tuning (Hargreaves, 2005). In support of the functional link of LEC to 
object related associational processing LEC neurons from rats foraging in an environment 
containing salient objects fired in response to being in the proximity of specific objects, 
with a large number of cells responding to the presence of novel objects (Deshmukh & 
Knierim, 2011). Calcium imaging of LEC has shown sparse populations of neurons to be 
activated by specific odors or tones (Tsao et al., 2014). In one study a rare phenotype was 
observed where LEC neurons which did not fire in response to an object, began firing in 
the location that object was once the object was removed (Tsao, Moser, & Moser, 2013), 
possibly an important firing correlate for generating the kind of mismatch signals 
sometimes seen in the hippocampus. Unlike MEC neurons LEC neurons show no 
evidence of persistent firing across cortical up/down states (Hahn et al., 2012). The LEC 
LFP has a much weaker power theta oscillation than MEC and LEC neurons show very 
little theta modulated firing (Deshmukh et al., 2010). These properties of LEC suggest it 
would be ill suited to provide fine timed spike information to the hippocampus and to 
bridge temporal delays by information maintenance. This coupled with the strong 
olfactory, object related and prefrontal input suggests that LEC is suited for the role of 
providing proximal, object/event related information to the hippocampus. The preference 
of LEC firing selectivity to proximal cues was demonstrated in a study where the local 
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and distal environmental cues could be rotated in opposite directions, recordings from 
MEC and LEC cells found a dissociation, where while MEC cells preferentially track the 
distal visual cues, rotating their firing patterns to a similar extent, LEC neurons tracked 
the proximal cues (Neunuebel et al., 2013).  
 
 
 
1.6.6  The Importance of Lateral Entorhinal Cortex to Hippocampal Function 
 
  As is the case with recording and lesion studies of LEC there is relatively little 
research into the importance of LEC input to the hippocampal generation of specific 
firing selectivity and dynamics for memory function. Fortunately interest in the area is 
rapidly growing.  
 A recording study in the hippocampus of animals which received chronic LEC 
lesions found that the ability of hippocampal cells to rate remap in response to an 
environmental alteration was ablated (Lu et al., 2013). This result supports the theory that 
MEC input can stabilize a spatiotemporal map which determines the location of firing 
fields and that LEC input provides object/event information about the experience which 
is integrated onto the existing map and modulates firing rates. The simplicity of this 
theory is appealing but there is some evidence that object selective firing can become 
somewhat independent of the primary spatial organization of hippocampal firing in the 
rodent (Wood et al., 1999b). The object related firing detailed in later chapters could 
either be an extreme case of the rate modulation of spatially located firing or may suggest 
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that particularly salient objects can generate sufficient excitation to drive hippocampal 
cells regardless of the existence of a spatial firing field.  
 A dual recording site recording study of CA1 and LEC during an associative 
learning task using odor stimuli observed an increased coherence between LEC and distal 
CA1 in the 20-40Hz band which paralleled learning and the development of hippocampal 
odor selective firing (Igarashi et al., 2014). This is very strong correlative evidence that 
LEC plays an important role in generating object selective responses in the hippocampus, 
which can then be used for memory function. An extremely interesting recent study 
characterized the role of long range inhibitory interneurons from LEC in the control of 
hippocampal firing and the encoding of object and context information (Basu et al., 
2016). The authors demonstrated that these under studied long range inhibitory EC-CA1 
projections synapse onto local interneurons and can suppress inhibition and cause 
pyramidal firing. Reducing long range inhibitory firing caused contextual fear 
conditioning and novel object recognition impairments (Basu et al., 2016). They also 
showed the activity of long range inhibitory neurons in LEC to be sensitive to different 
combinations of sensory and behavioral variables and to be important for gaiting CA1 
plasticity.  
 
 Current experimental literature on the properties and function of the entorhinal 
subdivisions supports the dissociation of information, with MEC encoding spatial, 
temporal, self-motion and distal cue information and LEC encoding object/event 
information. The hippocampus is ideally positioned to take inputs from these two regions 
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and form rich episodic memories which combine information about what, where and 
when.  
 
 
 
1.7 The Generation, Storage and Function of Hippocampal Sequences 
 
 The brain is a highly dynamic and plastic machine with constantly changing 
activity patterns, network structure and connectivity strengths. Both our sensory 
processing and our motor behaviors play out across time, as well as our internally 
generated neural patterns and their meanings or functions. It is clearly important for more 
than just episodic memory and spatial navigation functions that the brain operate in a 
manner which allows the reliable linking of information processing and guidance of 
output pattern generation across time. One way in which the brain can achieve this is 
through the formation of reproducible neural sequences where the previous activity 
pattern plays a role in determining subsequent activity. In the case of episodic memory 
function, if the hippocampal-entorhinal system can provide a means of reliable sequence 
generation, storage and replay, these sequences can be used to associate individual 
elements such as a place or moment in time (and the associated event information) into a 
memory trajectory. For example if you have a small population of cells, Ap, active in a 
given place, A, as is known to be the case in the hippocampus, another population, Bp, 
active in place B and a third, Cp, in place C, the activation of populations Ap , Bp and Cp 
in sequence encodes a spatial trajectory or episode in which places A, B and C were 
visited in order. If the activity of population Ap can cause the subsequent activation of 
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populations Bp and Cp in the absence of the sensory experience, it forms the neural basis 
of a temporally organized memory.  
A key idea for the proposed functional theory of neural sequences is that if a 
specific cue, be it visual, odor or spatial history can cause a specific activity state in a 
network and this activity state leads to the progression through a distinct sequence, the 
activity in that network after a fixed delay period will be predictable. That activity pattern 
could then be used to ‘remember’ what happened previously and guide behavior. For 
example if a stimulus causes pattern A, which over a period progresses through a 
sequence, B, C, D to E, then upon the presentation of an second stimulus, Z, the 
combination of the representation of that stimulus and activity pattern E should give a 
distinct pattern E’ which can become associated with the desired behavior over training. 
In addition to that the rapid transition from E to E’ would allow plasticity between these 
two overlapping populations of cells so that even without the presentation of the second 
stimulus activity state E moves towards E’, possibly sufficiently to allow pattern 
completion of the strongly connected ensemble representing stimulus Z and so the 
recollection of this stimulus. Recordings from cultured rat cortical slices have 
demonstrated plasticity in network dynamics in response to the timing and identity of an 
electrical stimulus (Johnson, Goel, & Buonomano, 2010) an important prerequisite for 
the development and strengthening of meaningful activity sequences. The same group 
presented work showing that the same cortical network could be taught two different 
temporal activity patterns in response to two different microstimulations and that by 
optogenetically stimulating a subset of cells at a specific point in the instigated sequence 
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those cells subsequently became reactivated at that point in the sequence independently 
of the optogenetic activation (Goel & Buonomano, 2012). The activation of this 
subpopulation embedded within a sequence could be equivalent to our hypothetical 
representation for stimulus Z, with the entire active population in the slice being 
equivalent to E’. Importantly the ensemble E’ is not simply the representation of Z, but 
contains a form of temporal context, an activity pattern which is history dependant and 
contains information about the previous states/experiences. For this to work in the CA3 
subfield of the hippocampus the network has to avoid functioning with true attractor 
dynamics. While reactivation of embedded representations would require some level of 
pattern completion, the ensemble activity must not fall into a static and stable state which 
is simply the representation of a single set of stimuli. Neural oscillations may play a 
crucial role in preventing the network from settling into a true attractor state, with the 
differing release of inhibition across the network allowing a changing activity pattern. 
Rhythmic inhibition may also serve to prevent the buildup of catastrophic levels of noise, 
and keep the neural trajectory on track by allowing only small sections to play out.  
 
 
1.7.1  Generation and Stabilization of Behavioral Timescale and Rapid Neural Sequences 
in the Hippocampus During Experience 
 
 As we traverse the spatial and temporal dimensions of an experience neurons in 
the hippocampus will exhibit fields of high action potential firing frequency which are 
correlated to a specific spatial (Dragoi & Buzsáki, 2006a; John O’Keefe, 1976) or 
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temporal (Kraus et al., 2013; Pastalkova et al., 2008) location. These fields tile the 
entirety of an environment or experience and so in moving through time or space neurons 
fire in a behaviorally correlated behavioral timescale neural sequence. The stabilization 
of spatiotemporal fields and the associated slow neural sequences develops over initial 
experience and with learning (Frank et al., 2004; Gill et al., 2011) and their firing has 
been linked to memory performance (Pastalkova et al., 2008; Robitsek, White, & 
Eichenbaum, 2013). Context dependent rate remapping or ‘splitting’ of place cells 
provides a link between place cells and episodic memory with differential firing possibly 
reflecting the existence of different memory frames or neural sequences within the same 
location (Frank et al., 2000; Wood et al., 2000). The NMDA-R dependent asymmetric 
expansion and backwards shift of place cells is cited as evidence of the intrahippocampal 
binding of adjacent spatial firing fields through asymmetric plasticity which may stabilize 
behavioral timescale neural sequences and reflect the encoding of an episodic memory 
(Ekstrom et al., 2001; Mehta, Barnes, & McNaughton, 1997; Mehta et al., 2000). It is 
worth noting however that targeted learning is not a requirement for spatiotemporal field 
development, simply experience traversing the encoded dimension is sufficient. A recent 
study found that mice which were sporadically running on a ball, with no other stimuli, 
behavioral requirements or reward seeking, formed reproducible neural sequences of 
activity which were correlated with distance run and would repeat after a fixed distance 
(Villette et al., 2015), strengthening the case that sequence generation is the default 
method with which the hippocampus encodes experience.   
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 As described briefly earlier, the firing phase of a hippocampal neurons action 
potentials relative to the local theta oscillation progresses to earlier within each 
subsequent cycle as an animal traverses the neurons receptive field (O’Keefe & Recce, 
1993). This phenomena has also been observed in a virtual reality open arena where place 
fields do not develop but spikes theta phase precess within burst of high firing, 
demonstrating that it is a fundamental characteristic of hippocampal firing which is not 
dependent on the existence of receptive fields (Aghajan et al., 2014). The controlled 
firing phase of spikes within a theta cycle allows the sequence of firing fields to be 
recreated within the theta cycle in preserved order and with temporal compression such 
that parts of the sequence play out repetitively up to ten times faster than the fields are 
traversed and with preserved between cell distance such that cells with place fields which 
are further apart fire further apart in theta cycle phase (Skaggs et al., 1996). It was 
proposed that the temporal compression of hippocampal sequences within a theta cycle 
allows for long-term potentiation between sequentially active cell assemblies, which 
stores the sequence structure in the synaptic weights between elements and forms a 
neural trajectory, increasing the probability of that sequence of activity reoccurring. 
Though the phenomenon of phase precession generates theta timescale neural sequences 
the initial patterns are noisy and fairly inconsistent. Evidence that these initial sequences 
are then stabilized to form higher integrity rapid recapitulations of the behavioral field 
sequence will be reviewed in the next section.  
The neural sequence across the theta cycle correspond to place field location 
trajectories which begin just behind the animal and progress forward to a distance in front 
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of the animal (Foster & Wilson, 2007). It has been shown that the precise trajectory 
represented by a theta sequence can vary dependent on environmental features and 
current goals (Gupta et al., 2012; Wikenheiser & Redish, 2015). Gupta et al. (2012) 
observed that theta sequences shifted the position of location information relative to the 
animal so that theta sequences were further forward when accelerating and behind when 
decelerating and shifted to partially ‘chunk’ the environment by preferentially 
representing the space in between salient landmarks (Gupta et al., 2012). The same group 
found the spatial trajectory encoded within theta sequences to progress further in front of 
an animal when it was moving toward more distant goal locations (Wikenheiser & 
Redish, 2015), suggesting that theta sequences can be modulated by planning or 
attention. CA3 cells also display rapid ‘look ahead’ sequences of activation at a choice 
point in a spatial memory task while animals were making their decision (Johnson & 
Redish, 2007). These behaviorally relevant forward trajectories were proposed to inform 
decision making by activating information linked to spatially distant locations. It is 
powerful evidence for a sequence based mechanism of hippocampal function and 
demonstrates this not to be solely a CA1 or active locomotion dependent possibility.  
 The generation and stabilization of hippocampal sequences has also been linked 
to associative learning in head-fixed mice who were trained on a trace eye-blink 
paradigm utilizing a 250ms delay (Modi et al., 2014). Using calcium imaging they 
observed that a rapid reliable neural sequence developed in CA1 which spanned the delay 
period between the tone and air puff stimuli. Importantly these sequences developed in a 
manner correlated with learning, only stabilizing during trace conditioning and in animals 
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which successfully learnt the association. This further reinforces the hypothesis that 
hippocampal sequence generation and stabilization underlie the formation of memories 
which span time and allow the association of the temporally disparate elements of an 
experience.   
 
1.7.2  Is Phase Precession the Primary Organizer for Fine Timed Neural Sequence 
Generation and Stabilization? 
 
 The phase precession of the firing of individual neurons through a firing field 
or burst generates a temporally compressed recapitulation of the behavioral 
timescale sequence of firing fields across an experience. This mechanism of fine 
timed sequence generation is imprecise however and is insufficient to create 
reliable neural sequences at the millisecond level (Dragoi & Buzsáki, 2006). Just 
because a population of overlapping place fields will phase precess reliably during a 
traversal through the fields it does not mean the spiking of those cells will be 
accurately coordinated at fine timescales. An important recent paper demonstrated 
that although phase precession was present in the firing of individual neurons 
during the first pass through their spatial receptive field on a novel linear track, 
there was a lack of synchronization between cell pairs such that theta sequences 
which decoded to a trajectory through space were not present on the first run down 
the track (Feng, Silva, & Foster, 2015). Theta sequence trajectories immediately 
began to form after the first traversal, becoming apparent on the second trial and 
optimal by the fifth. This data effectively dissociates the phenomena of theta 
  
63 
sequences from that of phase precession, demonstrating that there is some 
additional process which is taking the temporal relationships between cell spiking 
and fixing it into a more precise and organized pattern by stabilizing the phase 
offset between cells. One possibility is that phase precession is a fundamental 
property of hippocampal neural firing and that its existence allows 
intrahippocampal plasticity, likely within CA3 and between CA3-CA1, to stabilize 
and store the temporal relationship between cells, strengthening and storing the 
initially phase precession generated sequence and forming the basis of a memory 
trace which links the elements of experience adjacent in space and/or time.      
 Additional support for this theory comes from unpublished work which 
made use of an unusual setup in an attempt to look at whether phase precession is a 
necessary prerequisite for the development of theta sequences and subsequent 
meaningful replay SPW-R events during sleep and quite wakefulness (Drieu et al. 
2015). In this study rats were transported passively around a track on a small train, 
when passively transported, cells fired with some spatial tuning but did not precess, 
however when running on a treadmill during transportation precession was 
observed. The authors reported that during passive transport the lack of theta phase 
precession was accompanied by the lack of theta sequence development and 
meaningful subsequent ripple replay events. When the animal was running in place 
and cells phase precessed, theta sequences and replay events developed. This 
supports the theory that theta phase precession is an initial organizer of neural 
sequences within spike-timing dependent plasticity windows, which then stabilize 
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within the hippocampus and can be reactivated in the absence of the sensory 
experience to retrieve and consolidate a memory.  
Theta phase precession has not been observed in humans and bats where the 
LFP trace does not display as robust an oscillation at this frequency as in rodents, an 
issue which must be explained if the proposed important function of precession as 
an initial temporal organizer is to be accepted. Recordings in humans to this point 
are performed while the patient is not moving and is navigating a virtual 
environment by use of a joystick (Ekstrom et al., 2003; Jacobs et al., 2013; Miller et 
al., 2013). In these cases sporadic bouts of theta are observed, the prevalence and 
power of which is possibly reduced due to the virtual nature of the task. It is 
however possible that spatially tuned firing in the MTL is phase precessing and 
these analyses have yet to be performed. A recent study in humans navigating a 
virtual world with teleport spots found that a prominent theta like frequency 
oscillation in the hippocampus was present both during navigation and during 
teleportation where spatial location changed without the presence of sensory or 
self-motion cues (Vass et al., 2016). The pattern of oscillation was predictive of 
distance teleported, supporting the ability of humans to mentally travel through 
memory and the proposed importance of oscillatory organization of rapid neural 
sequences for the expression of behavioral timescale neural sequences in the lack of 
guiding external inputs.   
In bats the existence of place cells and grid cells in the absence of theta has 
been used as evidence against the importance of theta for organization of 
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hippocampal and entorhinal firing correlates (Ulanovsky & Moss, 2007; Yartsev & 
Ulanovsky, 2013; Yartsev et al., 2011). However in bats as in humans there are 
transient bouts of LFP oscillation (Ulanovsky & Moss, 2007). These transient bouts 
of oscillatory activity may be sufficient to aid sequence learning and fine temporal 
organization, with a recent presentation of unpublished work reporting that in bats 
hippocampal neurons phase precess relative to these variable LFP fluctuations 
(Eliav et al., 2015). This preserves the possibility of phase coding and precession in 
mammals serving as an initial sequence organizer.  
 The potential importance of phase precession has led many to investigate the 
possible mechanisms through which it may be generated. Among the most popular 
models are the dual oscillator or oscillatory interference models (Hasselmo, 
Giocomo, & Zilli, 2007; Lengyel, Szatmáry, & Erdi, 2003), the asymmetric ramping 
depolarization model (Mehta, Lee, & Wilson, 2002) and models which utilize 
recurrent connectivity or neural trajectories to cause sequence play out from a start 
position (Jensen & Lisman, 1996). In dual oscillator models a somatic voltage 
oscillation interacts with a dendritic oscillation which increases frequency while an 
animal passes through the cells field in a manner proportional to running speed. The 
interference pattern of the two oscillation controls spiking and leads cells to spike at 
progressively earlier phases of theta. In models utilizing asymmetric ramp 
depolarization the phase of firing of a neuron is simply determined by the point at 
which the depolarization can overcome the local inhibition. As long as the 
depolarization is ramping and asymmetrical phase precession is generated. The 
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final type of model mentioned relies on the input to the hippocampus to fire the cell 
assembly active earliest in the theta phase and this cell assembly drives the firing of 
a chain of other assemblies generating a theta sequence. If input then triggers the 
starting assembly to be slightly later in the overall sequence phase precession is 
generated. Other possibilities include the direct inheritance of spike phase 
information from an external source such as MEC or the reading of a shifting balance 
of input efficacy in spike driving from two inputs arriving at different theta phases. 
 There is evidence for the importance of external input for hippocampal phase 
precession. In animals where MEC is chronically lesioned hippocampal cells do not 
precess (Schlesiger et al., 2015). However inactivation of the hippocampus does not 
remove phase precession in MEC grid cells (Hafting et al., 2008). This suggests that 
MEC may generate phase precession which could be directly inherited in the 
hippocampus. It is also possible that MEC input is needed to control a dendritic 
oscillator in hippocampus or to provide sufficient asymmetric ramping 
depolarization. Phase precession can pick up in the correct location after the CA 
subfields are transiently inactivated for ~100ms when an animal travels through 
space which proves that external information can at the least reinstate the 
mechanism generating phase precession to the correct point once inhibition wares 
off (Zugaro, Monconduit, & Buzsáki, 2005). The possibility of an EC-CA1 interaction 
driving CA1 phase precession was also supported in recently presented unpublished 
data which found that place cells and phase precession were intact in transgenic 
mice where CA3 transmission was blocked (Middleton & McHugh, 2015). This 
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strongly argues against models which rely on CA3 recurrent connectivity to guide 
theta sequences and generate phase coding. During periods of blocked CA3 
transmission phase precession may have been intact but the spike timing of cell 
pairs and so accurate theta sequences were not intact. This supports a theory where 
phase precession results from a fundamental network property whereas the 
intrahippocampal stabilization of the generated temporal order into a theta 
sequence and subsequent replay events is reliant on CA3 activity. The fact that 
phase precession exist during CA1 pyramidal cell firing bursts  in a virtual reality 
setup where place cells do not form supports the fundamental nature of this 
property of hippocampal firing (Aghajan et al., 2014). 
 Though evidence for the importance of extrahippocampal, particularly EC 
input is strong there is reason to believe that intrahippocampal network 
connectivity and dynamics play a role in theta phase precession. One study reported 
that precession was initially weak and strengthens with experience and the 
asymmetric expansion of place fields which was proposed to result from 
potentiation with the previously active hippocampal assembly (Mehta et al., 2002).  
 Two simultaneously active neurons with different sized firing fields would precess 
at different rates and as such have inconsistent spike timing relationships if 
completely independent of each others activity. Dragoi and Buzsaki (2006) 
demonstrated that pairs of neurons had more consistent spike timing relationships 
then predicted by this model of independence, perhaps not surprisingly considering 
the highly linked nature of the hippocampus both through CA3 recurrent 
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connectivity and through pyramidal-interneuron-pyramidal interactions within 
CA1. These studies coupled with evidence linking CA3 to the storage and replay of 
the same neural sequences at a similar timeframe during SPW-R replay events 
suggest that intrahippocampal interactions play a role in guiding sequence 
progression and so in coordinating phase precession. As often seems to be the case 
there is likely not one single mechanism contributing to the phenomenon. It does 
seem that internal network connectivity is not initially a dominant factor however. A 
unique experiment transporting rats backwards while they ran forward on a 
treadmill managed to observe reversed phase precession in CA1 (Cei et al., 2014), 
which would not occur if being guided by internal sequences launched from a 
sensorially influenced location. Intracellular recording of place cells revealed both 
an asymmetric ramp of depolarization and the interaction of subthreshold 
membrane potential oscillations with local LFP to generate CA1 spike timing, with 
analysis suggesting the oscillatory interaction to be the main determinant of spike 
timing (Harvey et al., 2009). 
 Future experimental work will attempt to more explicitly link theta phase 
precession to sequence stabilization and storage for subsequent replay to support 
memory retrieval and consolidation. 
 
1.7.3  Rapid Neural Sequences during SPW-Rs and the Link to Memory Consolidation 
and Retrieval  
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 The sequences of neural activity which are formed during experience in the 
hippocampus can be replayed either in forward or reverse order within the highly 
synchronous burst of activity occurring during SPW-R events (Foster & Wilson, 2006; 
Wilson & McNaughton, 1994). Extended replay of a longer experience related sequence 
can be played out across multiple consecutive SPW-R events (Davidson, Kloosterman, & 
Wilson, 2009). It was proposed, even before it was known that SPW-Rs contain 
meaningful sequence information, that these burst of activity during slow wave sleep and 
quite wakefulness may enable the hippocampus to rapidly output memory information to 
the rest of the brain for the purpose of consolidation (Buzsáki, 1989; Buzsaki, 1996). 
Supporting this function the rapid detection and perturbation of SPW-R events using 
hippocampal commissure stimulation results in an impairment in memory consolidation 
(Girardeau et al., 2009). It has also been shown that ripple perturbation during periods of 
quiet wakefulness during an experience also impairs current and later performance 
(Jadhav et al., 2012), supporting a role in both the consolidation and active retrieval of 
memory traces. Ripples subsequent to correct trials tend to have more accurate replay 
coordination (Singer et al., 2013) and ripple related sequences decode to a spatial goal 
location at higher levels than chance during spatial navigation (Pfeiffer & Foster, 2013a), 
further linking awake replay of neural sequences to successful memory retrieval. 
 It has been proposed that the hippocampus forms memory of an experience 
through the storage of neural sequences via plasticity within the recurrent CA3 network 
and CA3-CA1 schaffer collateral synapses. There is substantial support for this theory. 
SPW-R events in CA1 are triggered by a burst of activity in CA3 which causes a large 
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depolarizing input into stratum radiatum of CA1 (Sullivan et al., 2011). CA3-CA1 
transmission has been linked to slow-gamma oscillations and increased slow gamma 
power and coherence between CA1 and CA3 occurs during ripple replay events, with 
higher gamma synchrony correlating with higher accuracy of CA1 replay (Karlsson et al., 
2012). During SPW-R events the decoded CA1 experience trajectory jumps between 
discrete locations with a slow gamma frequency which may reflect CA3 attractor 
dynamics driving downstream CA1 activity (Pfeiffer & Foster, 2015).  A recent paper 
recorded spike trains in CA1 and CA3 in vivo then reproduced similar patterns in slice 
and assessed the plasticity caused between CA3-CA1 (Sadowski, Jones, & Mellor, 2016). 
They found that plasticity occurred when there was both a sharp-wave and ripple in CA3 
and CA1 and when CA3 spikes proceeded CA1 spikes by <30ms. Finally the blockade of 
CA3 transmission reduces the high frequency of CA1 ripple events, impairs memory 
consolidation and reduces the coordination of CA1 cell pairs during ripple events, 
reflecting and impairment in sequence replay (Nakashiba et al., 2009).  
 Much recent debate has centered on data suggesting that the neural sequences 
generated during SPW-Rs are actually present prior to a novel experience in existing 
network structure and that the existing sequences are applied to the new experience rather 
than developed or stabilized within it. In a series of papers experimenters reported the 
recording of SPW-R sequence events during a sleep period prior to a novel spatial 
experience, they found that the sequences recorded contained a higher than chance level 
of the sequential structure of place fields which were present on the subsequent 
experience of the novel environment or environments (Dragoi & Tonegawa, 2011, 
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2013b). The authors argued that this was evidence for a preexisting repertoire of 
hippocampal sequences which were wired into the structure and synaptic weights of 
intrahippocampal networks. They went on to propose that the preexisting hippocampal 
sequences are modified to a small extent in a manner dependent on CA3 NMDA-Rs but 
that the overall prevalence of significant SWR-P sequence events was not higher in post-
experience sleep SPW-Rs then in the pre-experience sleep events (Dragoi & Tonegawa, 
2013a). It was also demonstrated that while place fields in an entirely novel environment 
were impaired in CA3 NMDA-R knock-out mice the animals could successfully form 
stable place fields on a novel section of track when it was added to a previously familiar 
environment. The authors proposed that this demonstrated the schematization of memory, 
in that when memory frame work (the place cell map) was already formed new memory 
information can be added to or integrated onto that framework, aiding the encoding of 
new information and possible forming relational structures which link sequentially 
structured memories across their common elements.  
 The ‘preplay’ literature has been strongly disputed by recent data which 
performed similar experiments and analysis in larger neural ensembles recorded from rats 
(Silva, Feng, & Foster, 2015a). No prevalence of significantly correlated sequences was 
found in SPW-R events during sleep prior to the novel spatial experience. Decoding of 
candidate events into spatial trajectories found that accurate continuous trajectory 
encoding sequences developed during the animal’s first experience on the novel track. 
This strongly argues against the claim that preexisting sequences within the hippocampus 
are applied to a novel experience with relatively little alteration, a possibility which 
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would seem to greatly limit memory capacity and increase the potential for memory 
interference. In the same series of experiments researchers tested the necessity of 
NMDA-R function for the development of environment encoding SWR-P events and 
found that during novel experience in the presence of an NMDA-R antagonist these 
sequences do not develop. Finally they looked at post-experience sequence replay and 
found that for animals in which NMDA-R mediated plasticity was blocked during the 
experience not only did the environmental encoding sequences develop during behavior, 
there was also no accurate sequence replay post-experience (Silva et al., 2015a). The 
large difference in findings between this and ‘preplay’ experiments may be partially 
down to the use of different analytical methods at points and the scale of recorded neural 
ensembles. It seems that the preplay of neural sequences prior to an experience is at best 
a weak phenomenon and that considerable NMDA-R plasticity occurs to stabilize the 
rapid neural sequences which develop to encode an experience and which may form the 
physiological basis of episodic memory. This theory is further supported by the fact that 
theta sequences are not initially present and develop over the first few travels of an 
environment (Feng et al., 2015).  
 
 It is becoming increasingly clear that the generation, stabilization and storage of 
hippocampal neural sequences is an important mechanism which may support both the 
formation of episodic memories and spatial navigation. The idea that the hippocampus 
serves these functions through sequence generation is far from novel and has been 
present in the literature for generations. However with modern recording studies, analysis 
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and manipulations the idea has gained considerable traction and I believe future research 
should continue to probe the ways in which the MTL memory system generates, stores, 
utilizes and broadcasts these sequences to support memory function. These studies should 
be performed during a variety of experiences to assess the differing sources of specific 
forms of information to the hippocampus and how their contributions vary with the 
combination of available modalities and the level of previous learning.  
 The current body of animal recording work looking at the hippocampal 
mechanisms supporting memory function needs to be expanded to increase the relevance 
to human memory, with greater use of memory paradigms which include the association 
of objects and events across time. It is largely unknown how the brain may generate the 
neural patterns which guide plasticity and hippocampal sequence formation in the 
absence of changing salient spatial features in order to form memories spanning temporal 
delays and allow the association of elements disparate in the only constant dimension of 
experience and neural processing, time.     
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CHAPTER TWO 
 
Firing Properties of CA1 Neurons in Rats Performing the Object-Delay-Response 
Association Task – The Encoding of Time, Object Identity and Space 
 
 
Introduction 
 
 Though the hippocampus is crucial for episodic memory, which links objects and 
events to their spatiotemporal context and binds the elements of experience together 
across time and space, the majority of recordings and manipulations have been performed 
as rodents explore a purely spatial environment, purposefully minimizing proximal cues, 
objects, odors, textures and tones. Often these recordings are taken during a behavior 
which is devoid of any memory load apart from familiarity to the environment. To more 
effectively look at the neural firing associated with realistic experience and memory 
encoding, retrieval and consolidation, recordings should be performed during more 
complex, variable experiences which involve epochs of passage through time, space and 
object sampling, as well as a measure of the successful association of elements or 
maintenance of information across time. In order to observe temporal, spatial and object 
related firing patterns during experience we developed a novel behavioral task referred to 
as the object-delay-response association task (ODRA). We performed extracellular 
tetrode recording from CA1 neurons in rats as they performed the task and analyzed the 
neural data to look at spatial firing fields (O’Keefe & Dostrovsky, 1971), temporal firing 
fields (Kraus et al., 2013; Pastalkova et al., 2008) and object selective firing (Wood et al., 
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1999). This chapter details the task design and performance, recording setup and the 
firing patterns observed in CA1 neurons during different task epochs.  
 
2.1 Methods 
2.1.1  Subjects 
 
Eleven male Long Evans rats (400-600g at surgery) were kept on a 12hr 
light/12hr dark schedule and housed individually. After behavioral training 9 rats were 
implanted with hyperdrives consisting of 24 individually movable tetrodes targeted at 
CA1 of the hippocampus and two bilateral triple fiber optic arrays targeting MEC. Prior 
to implant a series of 6 adeno-associated virus (rAAV) infusions (3 each hemisphere) 
were performed into MEC. 2 rats were used in pilot inactivation recordings.  During 
periods of behavioral performance rats were food deprived to maintain 85-90% of free 
feeding weight. All behavioral training and recording sessions were performed during the 
light phase of the cycle. All procedures were approved by the Boston University 
Institutional Animal Care and Use Committee. No randomization to experimental 
treatments and no blinding were used. Animal number was set a priori, without statistical 
calculation, to the minimum required to obtain the number of cells and behavioral data 
points for statistical power. 
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2.1.2  Object-Delay-Response association task design and training protocol 
 
Animals were trained on a 335cm long 7.5cm wide approximately triangular track 
with an integrated 42cm long 14cm wide custom treadmill made using commercially 
available parts (Colombus Instruments). The treadmill had walls funneling into a small 
exit to ensure minimal lateral head movement while running. The track was elevated 
95cm above the floor and surrounded by salient nearby cues on all sides. Immediately 
prior to the beginning of the treadmill belt, 10cm walls on either side of the track 
contained slots which allowed a 35 x 10cm panel to be inserted, two panels were used 
here to present two different salient objects fixed onto different colored backgrounds. 
Prior to the object presentation location and immediately after the treadmill belt were two 
additional black 35 x 10cm panels which were used to control animal movement. The 
experimenter stood in a consistent position during task performance and remained still 
until the animal had made a response on each trial.  
After 2 days of initial exposure to the environment animals were taught to run 
unidirectional laps while foraging for pieces of cereal reward (Fruit Loops). Once lapping 
the animals were taught to run on the treadmill, initially at 30cm/s before being 
incrementally increased until the animal was comfortably running at 50cm/s for 7s. This 
running speed and duration was set after pilot training as it was found to ensure the 
animal was fixed in position effectively while running and would perform at least 60 
trials before losing motivation or fatiguing. During treadmill training reward was given at 
the sites of the two future reward locations on the maze (see Figure 2.1a). Once animals 
were comfortable running laps and on the treadmill an 8cm in diameter ceramic pot filled 
  
77 
with sand was positioned on a platform attached to the main track, just after the treadmill. 
Food reward was progressively put lower into the sand until animals were confidently 
digging in the sand in order to find the reward on each lap. Animals were additionally 
rewarded at the alternative reward site further down the track.  
Finally a 2s sampling period of one of two objects was introduced prior to the 
treadmill run on each lap and animals learnt to associate one object with the digging 
response being rewarded and the other object with withholding digging and getting 
rewarded at the later position on the track (Figure 2.1b). We used a round green spiky 
rubber object and a slatted wooden object on white or black backgrounds in attempt to 
maximize the salience of the differing object identities. Animals were allowed to fully 
interact with the objects. Upon object discrimination training the treadmill run time was 
reduced to 2s until the animal learnt the association and then was ramped up to 7s across 
a number of days. The objects were initially presented in blocks to aid response learning 
before being pseudo randomized. In order to prevent the use of olfaction to determine if 
the reward was in the pot the sand was mixed with crushed up food reward and the 
experimenter used randomized foil trials, where the sand was not baited regardless of the 
object association, to assess whether the animal was attempting to smell the presence of 
reward. If the animal disturbed the sand it was counted as a dig response. Each training 
session consisted of 60 trials. Once an animal performed >75% correct with the 7s 
treadmill delay for three consecutive days they were surgically implanted. The entire 
training process pre-surgery took ~4weeks. 
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2.1.3  Surgery, viral infusion, implantation of  microdrives and fiber optic arrays 
 
Animals were anaesthetized with isoflurane at 5% (vol/vol) for induction with an 
air flow of 1.0lmin
-1
. Buprenorphine (0.05mg/kg) and Rimydyl (1mg/kg) were injected 
subcutaneously for analgesia. The rat’s fur was shaved around the incision site and they 
were fixed into a stereotaxic frame using ear bars (Kopf). Isoflurane levels were reduced 
to 1-2.5% (vol/vol) and adjusted subsequently depending on physiological markers. An 
automated heat pad controlled by rectal thermometer was used to maintain a body 
temperature of 36-38 degrees Celsius.  Iodine was applied to sterilize the site and a layer 
of ophthalmic ointment (Puralube) was used to protect the eyes. The incision was made 
and the skin and fascia was cleared from the skull and held back with hemostats.   
The areas for tetrode drive implantation, viral infusion and fiber optic array 
implant were measured relative to bregma and marked using a stereotaxic arm (Kopf). 7 
steel screws (Morris Co.) were inserted into the skull to hold the implant in place and 2 
screws with attached ground wires were inserted through the skull over the cerebellum. 
Craniotomies were made over MEC on both hemispheres and a durotomy was performed 
to allow clean needle penetration. Viral infusions were made using a 1 µL Neuros Model 
syringe with a 32 gauge needle (Hamilton) and an Ultra Micro Pump (World Precision 
Instruments Inc.) attached to a stereotaxic arm. 3 injections were made into each 
hemisphere at a flow rate of 50nl/min (1µL at anterior-posterior (AP): -9.1, medial-lateral 
(ML): +/- 4.9, dorsal-ventral (DV): - 3.2; 0.64 µL at AP: - 8.4, ML: +/- 4.8, DV: -4.1; 
0.36 µL at AP: -7.7, ML: +/- 4.7, DV: - 4.7, DV relative to cortical surface). Prior to 
infusion the needle was allowed to settle for 5 minutes and after infusion was left for 10 
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minutes to allow viral diffusion before being slowly retracted. After viral infusion custom 
designed triple fiber arrays were implanted bilaterally, more detail is provided in the next 
chapter.  
Microdrives were implanted unilaterally over the right hippocampus with a 
craniotomy centered at AP: -4.1 and ML: -3.1. During surgery the tetrodes were sterilized 
before being lowered into the brain to a depth of ~0.8mm. Two ground points on the 
drives were soldered to the two ground screws over the cerebellum. The drive and fiber 
optic arrays were secured to the skull using dental acrylic and stitches were placed to 
hold the incision site closed. Post-surgery the animals were given subcutaneous 
buprenorphine (0.05mg/kg) and Rimydl (1mg/kg) and intramuscular Cefazolin 
(50/mg/kg) for 4 days, with water and food ad libitum for ten days to aid recovery. 
 
 
2.1.4  Electrophysiological recordings 
 
Hyperdrives consisted of 24 individually drivable tetrodes each consisting of four 
entwined 12.7µm Nickle-Chrome wires (Kanthal), gold plated to reduce impedance to 
between 180-225kΩ. Each hyper drive was custom built in house. A light weight plastic 
mold contained holes to house 24 screw based microdrives into which the recording 
tetrodes were fixed. The tetrodes were guided through 30-gauge stainless steel cannulae 
and grouped into two 15-gauge base cannulae which were implanted over the brain. Each 
tetrode wire was pinned into an electronic interface board (Plexon Inc.) which sat atop 
the hyperdrive construct.     
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 All electrophysiological recordings were made using a 96-channel Multichannel 
Acquisition Processor (MAP) system (Plexon Inc.). Each channel was amplified (3,000-
10,000×), band pass filtered in the 0.3Hz-6kHz range and digitized at 32kHz. Tetrodes 
were connected to the system via an electronic interface board (Plexon Inc.). Spike 
channels were referenced to a quiet electrode to remove noise. Events were captured 
using thresholding and digitized at 40kHz. After animal recovery tetrodes were gradually 
lowered into the CA1 cell layer over 3-4 weeks using electrophysiological markers such 
as the LFP theta power and SPW-R deflection amplitude and direction. Tetrodes were 
gradually positioned to be immediately above the pyramidal cell layer of 
dorsal/intermediate CA1 until the action potentials of individual neurons could be 
detected clearly above the background noise. Tetrodes were left to stabilize a minimum 
of 6 hours before a recording session to maximize stability and were moved between 
recording sessions of the same type to reduce possible cell re-sampling.  
During recording sessions the animal’s location was tracked using two light 
emitting diodes attached to one preamp chip on the top of the hyperdrive. The position 
was tracked at 30Hz by Cineplex Studio software (Plexon Inc.). The tracking data was 
fed into custom software in MATLAB (MathWorks) which was used to control the onset 
of the treadmill and was synchronized with the neural recording data.  
Spikes were assigned to individual neurons by offline manual clustering of 
waveform characteristics (peak-valley, valley, energy, principal components) across 
tetrode wires using Offline Sorter (Plexon Inc.). Unit integrity was verified by the 
existence of a clean refractory period and by cross-correlogram characteristics with other 
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units. Recording stability was confirmed by comparing cluster characteristics across the 
duration of the session to ensure tetrode positioning remained consistent.     
 
2.1.5  Data Analysis  
 
We analyzed data during treadmill running, maze running, and object sampling 
separately. Each 7 s treadmill run was aligned by the treadmill start time, and the maze 
run was defined as a fixed length of the track on the return arm. The object sampling 
period was identified and timestamped post-hoc in CinePlex Editor (Plexon Inc.) and 
each trial was aligned by the time of object removal. All analyses were done using 
custom written routines in MATLAB (MathWorks). 
 
2.1.5.1 Temporal Firing Fields 
 
For firing fields on the treadmill, each trial’s spike train was aligned to the onset 
of the run, downsampled to 1250 Hz, and convolved with a Gaussian kernel 
(s.d.=200ms). The smoothed spike trains were averaged to obtain the firing rate tuning 
curves. We identified temporally tuned neurons with treadmill mean firing rates of at 
least 0.5 Hz and peak firing rates at least 1 Hz and twice the mean firing rate. A neuron 
was considered to have a firing field on the treadmill if its firing rate profile dropped 
below half its mean firing rate of the delay on both sides of the peak, if the time within 
those boundaries covered not more than 4 seconds of the treadmill run, if it fired at least 
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an average of 1.5 spikes per trial within the field boundaries, and if those spikes occurred 
within at least 30% of trials. Cells which had fields which did not fall below half the 
mean firing rate before reaching one of the delay period edges were only required to meet 
this criterion on one side of the firing field.   
 
2.1.5.2 Spatial Firing Fields 
 
The return arm of the maze was linearized by converting angular position into a 
linear position, and then binned into 0.6 mm bins. Instantaneous firing rate over space 
was calculated for each trial by calculating spike counts and occupancy at each bin, 
smoothing with a Gaussian kernel (15cm), and dividing the smoothed spike counts and 
occupancy times to obtain rates. Only spikes recorded while the animal was running 
>5cm/s were included in this analysis. Neurons with spatial firing fields were identified 
with the same algorithm used in time for the treadmill epoch.  
 
2.1.5.3 Neural sequences 
 
For firing field sequences on the treadmill or maze, we took all cells that passed 
our tuning criteria and ordered them according to the latency of their peak firing rate. 
Each cell’s firing rate histogram was then normalized by its peak firing rate and the 
ensemble was plotted as a heatmap.  
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2.1.5.4 Population vector cross correlation 
 
The width of the diagonal band of heat along the population vector cross 
correlation matrix of an ensemble of neurons reflects the distance or time required for 
successive population vectors to become decorrelated from one another, and thus, the 
quality and scale of tuning for a given domain. To contrast the reliability and punctate 
tuning of temporal firing fields on the treadmill with the non-temporally tuned 
population, we constructed population vectors for all cells with mean firing rates of at 
least 0.5 Hz on the maze by binning the firing rate histograms into 100ms bins, organized 
separately for even and odd trials for both temporally tuned and non-temporally tuned 
populations. Population vector cross correlation matrices were computed by 
crosscorrelating the even and odd trial matrices for each group. We compared the two 
populations by computing the average correlation value across the range of possible lags 
between population vector pairs.  
 
2.1.5.5 Firing field information 
 
                                  , where I = information (bits/spk),       = 
firing rate in a temporal or spatial bin,    = mean firing rate of the firing rate curve, and 
     is the probability of the animal being in that bin (Skaggs et al. 1996). Field 
information was calculated for firing rate profiles in both spatial and temporal domains.  
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2.1.5.6 Neural activity during object sampling 
 
For object-related activity, we extracted all spikes from cells between -6 to +2 
seconds around the object removal timestamp for each trial. For each trial, spikes were 
subsampled to 1250 Hz and convolved with a Gaussian function (s.d. 200ms). Trials were 
separated according to the object present on each trial and averaged to compute the object 
tuning curves. Only cells active during the object sampling period (-3 to 0 seconds) with 
a minimum mean firing rate of 2 Hz for at least one object and maximum mean firing rate 
of 20 Hz were considered for further analysis. 
 
2.1.5.7 Object selectivity index 
 
For each cell, we used its two object tuning curves to compute a selectivity curve 
over time: 
 
                                        , where       is the selectivity index 
at bin x,       and       are the firing rates at bin x for objects A and B, and         
and         are the maximum firing rates for each object firing rate profile within the 
object sampling epoch. This produces a score bounded between -1 (maximal selectivity 
for object B) and +1 (maximal selectivity for object A). Because the denominator is 
based on the maximum rate over the entire tuning curve during object sampling for each 
object, this score is more robust to spurious, isolated spikes that could otherwise produce 
rapid fluctuations in the SI curve for lower firing rate segments in each object curve.  
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2.1.5.8 Population vector differential index 
 
We examined the temporal evolution of the population’s ability to discriminate 
between objects using a population vector differential index computed over time. We 
binned the object firing rate histograms into 100ms bins and constructed population 
vectors from each bin separately for object A and B trials. We define the differential 
index at each bin as the cosine distance of the two vectors: 
 
                           , where        is the differential index at bin x, 
and    and    are the population vectors at bin x from object A and B tuning curves 
respectively. This produces a value bounded [0 1], where 0 indicates no discrimination 
between objects and 1 indicates completely orthogonal vectors.  
 
2.1.5.9 Theta phase estimation for object responses  
 
Local field potential recordings were filtered between 6 and 12 Hz using a fourth-
order Butterworth filter and instantaneous phase was derived via Hilbert transform. Spike 
phases were linearly interpolated using the built-in MATLAB function interp1.  
 
2.1.5.10 Object spike autocorrelograms 
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For each trial, we isolated spikes within the approximate object sampling window 
(-3 to 0 sec) and computed the timestamp difference for all spike pairs. To visualize 
intrinsic rhythmicity, we binned spike pairs across lags from -1 to 1s in 1ms bins and 
smoothed with a narrow Gaussian function (s.d. 1ms). 
 
2.1.5.11 Spectral calculations for units and LFP  
 
For LFP and spike frequency comparisons, we considered only data from the 
object response with highest mean firing rate within the object sampling window (-3 to 0 
sec). Spike trains for each trial were convolved with a narrow Gaussian function (s.d. 
1ms) and the power spectra were estimated for each trial LFP and spike train segment via 
the multitaper method implemented in the Chronux Toolbox (Mitra and Bokil, 2008). 
Frequency offset between unit and LFP frequencies was determined by the peak of the 
crosscorrelation between the spectra rotated across a range of lags.  
 
 
 
2.2 Results 
 
2.2.1  Performance After Training in the ODRA Task  
 
 After the lengthy training process and recovery from surgical implantation 
animals were retrained on the ODRA Task. Prior to any experimental manipulation we 
ran animals on no light sessions to assess baseline performance (10 sessions from 4 Jaws 
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animals). Average ODRA performance across the sessions was 80.8% and did not vary 
significantly as the session progressed (ANOVA F(5,54) = 0.35, p = 0.88., Figure 2.1c). 
This importantly demonstrates that animals can successfully run the duration of 60 trial 
sessions and as such any observed decrease in performance related to experimental 
manipulation is not due to fatigue or loss of motivation.  
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Figure 2.1: The Object-Delay-Response Association Task and Temporally Correlated 
Firing Fields in CA1. a) Schematic of the ODRA task apparatus. b) ODRA task trial structure. c) 
Performance across session for Jaws no inactivation and GFP control animals. d) Trial by trial 
firing rate profile heat plots for 6 CA1 neurons with temporal fields during the treadmill run 
delay, peak firing rate shown in white. e) Mean firing rate profiles of all simultaneously recorded 
neurons with temporal firing fields from an example session, neurons are ordered by time of peak 
firing rate. f) Cross-correlation matrices of odd vs even trials using temporal tuned or non-
temporally tuned neurons. g) Decorrelation profile across time for odd vs even trial population 
vectors taken from temporally tuned and non-temporally tuned populations.  
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2.2.2  CA1 Neuron Temporal Firing Fields During ODRA task Mnemonic Delay    
 
Having demonstrated the stable and successful performance of implanted rats 
trained to perform the ODRA task we next went on to analyze the firing of CA1 neurons 
during the temporal, spatial and object sampling epochs of the task. Due to the low 
number of cells available from preliminary no light sessions we report the firing activity 
of cells recorded during GFP control animal sessions which are demonstrated to be 
unaffected by light delivery in chapter 4. A population of CA1 neurons was observed to 
have reliable temporal firing fields during the mnemonic treadmill run delay (see Data 
Analysis) which persisted through the entirety of the recording session (Figure 2.1d). 
Time cell firing fields occurred at all points in the delay, such that when the average 
firing rate curves of simultaneously recorded cells are ordered by peak firing time a clear 
sequence of activity is seen which spans the complete delay period (Figure 2.1e).  
To assess the temporal tuning of CA1 activity at the population level we binned 
the ensemble firing rate profiles of separate odd or even numbered trials from cell which 
passed our temporal tuning criterion into successive population vectors across the delay 
and computed the population vector cross correlation matrix (Fig. 2.1f, see Data 
Analysis). The diagonal band of high correlation is testament to the reliable temporal 
tuning of these neurons and the width of the diagonal band of high population vector 
correlations reflects the time taken for the population activity to change and decorrelate 
from its state at a given time. The narrow band of high correlation across time illustrates 
the high level of temporal tuning present in these cells as a population and confirms the 
integrity of a sequence of neural activity spanning the entire delay period. In comparison 
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when computing the cross correlation matrix for the cells which did not pass our temporal 
tuning filter, but which fired a mean rate >0.5Hz on the treadmill, we do not observe a 
narrow band of high correlation, confirming the lack of temporal tuning.  
To quantify this analysis we calculated the average population vector correlation 
across all pairs of time bins of each temporal separation bidirectionally (Figure 2.1g). The 
population vectors from cells which passed our temporal tuning filter gave a sharp fall off 
in correlation value from the zero lag due to the relatively swift and clean progression 
through the sequence of active neurons. Interestingly the non-time cell group also 
displayed some decorrelation with increasing lags but to a lesser rate and extent than the 
time cell population and the starting correlation at zero lag between odd and even trials 
was not as high. This result shows that there is still a weak level of temporal tuning and 
reliability within the non-time cell population.  
 
 
2.2.3  CA1 Neuron Spatial Firing Fields on the Return Arm Display Similar 
Characteristics to Temporal Firing Fields  
 
 We next looked at the firing properties of CA1 neurons as the animals traversed 
the return arm of the ODRA task apparatus (Figure 2.1a). We linearized the animal’s 
tracked position on the return arm and calculated normalized occupancy maps of the 
firing rate across location for each trial. Unsurprisingly we recorded units which had 
strong spatially correlated firing fields along the track which fired in a reliable manner 
across trials and persisted across the entire session (Figure 2.2a, see Data Analysis). We 
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calculated an average rate curve across all trials for each neuron within a session and 
ordered the ensemble by the position of their peak firing rate (Figure 2.2b). As with the 
temporal firing fields observed across the delay period, we found that spatial fields tiled 
the entirety of the return arm, forming a neural sequence across the spatial epoch of the 
experience.   
 To draw comparison between the identified temporally and spatially tuned firing 
fields we plotted the distributions of their information scores across time or space and the 
peak firing rate within the field (Figures 2.2c and d). No difference was found between 
the information scores for temporal or spatial firing fields (Mann-Whitney U test (MW)). 
Neither was there a difference between the distributions of peak firing rates (MW test). 
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Figure 2.2: Return Arm Spatial Firing Fields Have Similar Properties to Temporal Firing 
Fields During the Delay Period. a) Trial by trial spatial firing rate profile heat plots for 6 
example CA1 neurons, peak firing rate shown in white. b) Mean firing rate profiles of all 
simultaneously recorded neurons with spatial firing fields on the return arm from an example 
session, neurons are ordered by location of peak firing rate. c) Distribution of information scores 
for temporal and spatial firing fields across all sessions, dashed lines denote group median. d) 
Distribution of peak firing rates for temporal and spatial fields across all sessions, dashed lines 
denote group median. 
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2.2.4  Highly Object Selective Firing Responses in CA1 Neurons During Object Sampling   
 
 Having established the presence of both temporal and spatial firing fields in CA1 
neurons during ODRA task performance we next analyzed the neural data during the 
object sampling epoch. On each trail the animal approached the object, and once in close 
proximity (<3cm) and attending to the object was given ~2s before the object was 
removed and they could proceed onto the treadmill. We isolated the neural data across 
the object sampling period, taking 6 seconds prior to object removal and 2 seconds after. 
A population of CA1 neurons displayed highly selective firing to one of the two objects 
during the ~2s of guaranteed object sampling (Figure 2.3a). These firing responses often 
began to ramp up as the animal approached the object approximately 3-4s prior to 
removal.  
 To assess object selectivity in our recorded population across time we first filtered 
for cells which fired a mean rate >2Hz and <20Hz to remove low firing cells and 
interneurons. For each neuron we calculated the rate curve for object A and B trials 
separately (see Figure 3a for examples). We binned the data by 100ms intervals and for 
each bin calculated the selectivity index (SI) as the firing rate difference for object A and 
B trials, divided by the sum of the highest firing rates during object sampling from object 
A and B trials (see Data Analysis). This returned a measure of object selectivity across 
the 8s period. When the population is ordered by the selectivity score and plotted as a 
color map across time a clearly observable period of highly selective firing is present 
corresponding to the ~3s of object proximity (Figure 2.3b). Subsets of neurons code 
strongly for each object and once the object is removed the selective firing rapidly ceases. 
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To further confirm this clear time locked hippocampal response to object identity on a 
population level we calculated the population discrimination index (PDI) across time (see 
Data Analysis). We observed a sharp-rise in object discrimination in the population ~3 
seconds prior to the object removal which remained high, until suddenly falling off time 
locked to the object removal (Figure 2.3c). Taking the mean PDI within each epoch, prior 
to, during and after object sampling, we found a large highly significant difference 
between the PDI during object sampling and the two other epochs (Figure 2.3d), 
confirming the clearly observable object selective firing during object sampling at the 
population level.  
 
2.2.4  Object Selective CA1 Neurons Have Clear Phase Precession  
 
 Theories which utilize phase coding within the hippocampus to allow the 
generation and stabilization of the neural sequences serving memory function and the 
binding of items or elements together across experience would face a major issue if 
object selective firing responses did not display some fine temporal organization to 
facilitate asymmetric plasticity. However to the best of our knowledge this has never 
been reported. To investigate this possibility we calculated the instantaneous phase of our 
theta band LFP and took the phase position of each spike fired across the object sampling 
period. Within single trial object sampling periods we observed clear theta phase 
precession in highly object selective cells, with the initial spikes beginning on the 
ascending phase of CA1 pyramidal layer theta and progressing to the early descending 
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phase across the period of object selective firing (Figure 2.4a). We next looked at spike 
phase over time for object selective cell firing across all 60 trials. Within the object 
sampling epoch cells clearly phase precessed during periods of high firing while 
sampling one of the two objects, exhibiting the classic scalloped shape in a plot of phase 
across time (Figure 2.4b). Spatial fields and temporal fields have both previously been 
shown to phase precess and examples of tight precessing fields in these modalities can be 
observed in Figure 2.3b, cell 2.  
 We next computed the inter-spike interval autocorrelogram to visualize 
rhythmicity in action potential firing for each neuron using spikes from the object 
sampling period, of trials in which the animal encountered that neurons favored object 
(Figure 2.4b, below each phase plot). In order to quantify levels of phase precession 
across the population active during the object sampling period, we calculated the power 
spectra for both the unit spike trains and the LFP (Figure 2.4c) and defined the lag 
between the two as the temporal distance at which the maximal cross-correlation was 
obtained. A subset of the active population displayed a higher frequency of spiking than 
the local LFP which is a strong indicator of phase precession (Figure 2.4d). Finally we 
separated neurons which displayed phase precession to those which did not and 
calculated the mean SI for each group. Interestingly a significantly higher level of object 
selectivity was revealed in the phase precessing population (Figure 2.4e).  
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Figure 2.3: Highly Object Selective Firing During the Object Sampling Epoch. a) Trial by 
trial firing rate profile heat plots for 6 example CA1 neurons, split by trial object identity, average 
firing rate curves for each plot shown below. b) Selectivity index score across time for the 
population of recorded neurons, colors denote selective for one object, neurons are ordered by 
mean selectivity index score across the 3s sampling window. c) Population vector discrimination 
index across time, note the period of high population level object selectivity restricted to the 
object sampling period. d) The population vector discrimination index is significantly higher 
during object sampling than in other epochs (MW test). 
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Figure 2.4: Object Selective Neurons Phase Precess During Object Sampling. a) Single trial 
phase precession during object selective firing from a single neuron, action potentials (dots) 
progress to earlier phases of the filtered theta LFP oscillation (6-12Hz, dark gray). b) Theta phase 
of action potential firing across time, split by trial object identity, for 4 example object selective 
neurons. Firing rate curve normalized by maximum rate across both trial types over laid in red. 
Bottom, unit spike autocorrelograms for each trial type. c) LFP frequency power spectrum (black) 
and unit spike train frequency power spectrum (red) for the example unit shown first in b, note 
the higher frequency of the maximum power in the spike train spectrum. d) Plot of the cross-
correlation between pyramidal layer LFP and spike train power spectra across frequency lags, 
neurons are ordered by lag of peak correlation (dots). e) Neurons which have a higher frequency 
spike train than the local LFP (precessing cells) have a higher average selectivity index score than 
those which do not (MW test).       
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2.3 Conclusion 
  
We designed and implemented the object-delay-response association task, a novel 
behavioral task which involves object sampling periods, memory across time and 
traversal through space. After training, animals were able to successfully perform the task 
at high levels, demonstrating the ability to form associations between objects and 
temporally separated actions and to maintain recently experienced object identity 
information across time to guide behavior.  
We analyzed recordings of ensembles of CA1 neurons across the different task 
epochs. During the mnemonic delay treadmill run period we observed neurons with firing 
fields at specific points in time. As a population these neurons fired at different time 
points across the delay period, forming a neural sequence of activity which spanned the 
entire delay. It has previously been shown that these sequences of temporal firing fields 
are linked to memory load and content (Pastalkova et al., 2008). If these sequences are 
playing a crucial role in memory we would expect a behavioral deficit in later reported 
work aiming to disrupt sequence integrity.  In addition to temporal fields across the 
treadmill run delay we observed spatial firing fields which spanned the entirety of the 
return arm of the maze. Comparison between temporal and spatial firing fields revealed 
similar field characteristics. 
A subset of CA1 neurons fired in a highly selective manner to one of the two 
objects during object sampling in the ODRA task. Upon further analysis these cells were 
found to have clear phase precession during the period of object selective high firing. To 
the best of our knowledge this result has not previous been reported and contributes 
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significantly to the weight of theories which rely on phase coding. If the phenomenon 
was not present during object selective firing it would significantly hamper the claim that 
phase precession may enable the initial generation of sequences which associate the 
elements of an experience across time. The increased object selectivity observed in phase 
precessing neurons needs further exploration before solid interpretation. It is possible that 
cells which receive substantial drive from object related inputs are driven to a sufficient 
degree of spiking to enable the mechanism underlying phase precession, whereas those 
which are not significantly driven by object related input are not. 
  
  
100 
CHAPTER THREE 
 
Design and Development of a Large Volume Medial Entorhinal Cortex Targeted 
Optogenetic Inactivation Protocol with Simultaneous CA1 Ensemble Recording   
 
 
Introduction 
 
A serious issue with the majority of existing literature on the hippocampal-
entorhinal system is that the manipulations used to probe its function and workings have 
been either chronic or reversible over a very slow timescale. The brain is a highly plastic 
system and there are often many possible strategies or mechanisms which may guide a 
behavior or serve a function. The presence of a manipulation will immediately begin to 
cause changes to the workings of the brain and subsequent recording or behavioral testing 
may not accurately reflect the normal operation of the brain were the manipulation 
rapidly applied, influencing the interpretation and strength of any conclusions. The 
development of new techniques, particularly optogenetics (for review see Deisseroth, 
2015), has enabled the rapidly reversible manipulation of action potential firing in 
specific cell populations. The temporal precision of these manipulations reduces the 
opportunity for compensation within the brain and increases the chance of recording or 
testing an otherwise normally acting system. However, even optogenetic methods have 
potential issues with compensation, network alterations and other undesired events which 
much avoided with comprehensive pilot experiments and carefully controlled for (Allen, 
Singer, & Boyden, 2015).  
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 The first successful manipulation of neural activity using light activated 
transmembrane proteins to control ion permeability was reported in 2005  (Boyden et al., 
2005). The authors genetically inserted an algal protein Channelrhodopsin-2 into neurons, 
a cation channel which can be triggered to open by light delivery. Upon light delivery the 
neurons were successfully depolarized and action potentials could be triggered on a 
millisecond timescale. This allowed the control of neural activity at an unprecedented 
temporal resolution, an ability of huge benefit when dealing with systems which operate 
at this kind of timescale and which are prone to compensatory mechanisms when 
manipulated. Coupled with the genetic targeting of the expression of these proteins in 
certain cell populations or brain regions optogenetics allows the interrogation of neural 
systems at a previously impossible level of precision.  
Since the advent of this technology a series of improvements and variations on the 
original light sensitive opsins have been engineered. New opsins were identified and 
developed that can inhibit neural activity and prevent action potential firing (Han & 
Boyden, 2007; Zhang et al., 2007). There are limitations for the application of this 
technology to effect systems level interactions and behavior in vivo in animals 
performing complex behaviors in that it is difficult to provide sufficient light power and 
opsin expression over a large area and in a way that animals can behave largely 
uninhibited. One way to increase the effect area of an optogenetic manipulation is to use 
recently developed red light sensitive opsins to control activity (Chuong et al., 2014). The 
red wavelength of light can travelled substantially further through neural tissue at a 
sufficient power to activate opsins and influence activity. The current chapter describes 
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the development of a protocol to apply the viral insertion one of these opsins with 
multiple light delivery fibers targeting MEC in a manner which allows manipulation 
during behavior of the ODRA task. 
 
 
Methods and Results 
3.1  JAWS – A Red Light Activated Inward Chloride Pump for Neural Silencing  
 
Prior to the development of JAWS the outward proton pumps Arch and ArchT 
(Chow et al., 2010; Han et al., 2011) or inward chloride ion pumps eNpHR and 
eNpHR3.0 (Gradinaru et al., 2010) were used for optogenetic inhibition in neuroscience 
experiments. The area of inactivation was limited in these cases to approximately a cubic 
millimeter, which for many potential experiments such as two prior MEC optogenetic 
inactivation studies (Miao et al., 2015; Rueckemann et al., 2015) results in affecting only 
a small fraction of a targeted brain area and limits effect size and interpretation. The 
identification and engineering of Jaws, a cruxhalorhodopsin taken from the 
microorganism H. Salinarum, provides an opsin which creates a powerful current in 
response to red-shifted light wavelengths and enables the silencing of neural activity over 
larger areas (Chuong et al., 2014). When designing the experiments detailed in the 
following chapter we desired optical control over the largest possible extent of MEC and 
were fortunate to come into contact with the developers of Jaws far before it was publicly 
available. This gave us the potential to inactivate a larger volume of tissue but also 
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required careful pilot work as Jaws had not previously been used in rat MEC and was not 
yet established as an effective optogenetic inhibitor.     
 
3.2  Subjects and Adeno-Associated Virus (AAV) constructs 
 
8 pilot animals were injected with rAAV5-hSyn-JAWS-KGC-GFP-ER2 (a gift 
from E. Boyden) in various concentrations and locations. 4 Pilot animals were injected 
with rAAV8-hSyn-JAWS-KGC-GFP-ER2 (a gift from E. Boyden) in varying 
concentrations. These pilot animals were used to determine the expression profiles of 
different serotypes of virus and concentrations in rat MEC in order to maximize the 
silencing effect of the designed approach. 3 animals were injected with rAAV5-hSyn-
JAWS-KGC-GFP-ER2 at 3.3 × 10
12
 GC/ml and used for anaesthetized pilot inactivation 
recordings.  
7 experimental animals (JAWS) were injected with rAAV5-hSyn-JAWS-KGC-
GFP-ER2 at 3.3 × 10
12
 GC/ml to generate JAWS expression under the neural specific 
promoter synapsin. The use of this promoter leaves all neural cell types potentially light 
sensitive if they are expressing sufficient levels of the Jaws construct. 2 experimental 
control animals (GFP) were injected with rAAV5-hSyn-EGFP (UNC Vector Core) at 3.3 
× 10
12
 GC/ml to control for viral infusion, expression and light delivery. 
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3.3  Viral Infusion Surgery 
 
 Animals were anaesthetized with isoflurane at 5% (vol/vol) for induction with an 
air flow of 1.0lmin
-1
. Buprenorphine (0.05mg/kg) and Rimydyl (1mg/kg) were injected 
subcutaneously for analgesia. The rat’s fur was shaved around the incision site and they 
were fixed into a stereotaxic frame using ear bars (Kopf). Isoflurane levels were reduced 
to 1-2.5% (vol/vol) and adjusted subsequently depending on physiological markers. An 
automated heat pad controlled by rectal thermometer was used to maintain a body 
temperature of 36-38 degrees Celsius.  Iodine was applied to sterilize the site and a layer 
of ophthalmic ointment (Puralube) was used to protect the eyes.  
Craniotomies were made over MEC on both hemispheres and a durotomy was 
performed to allow clean needle penetration. Viral infusions were made using a 1 µL 
Neuros Model syringe with a 32 gauge needle (Hamilton) and an Ultra Micro Pump 
(World Precision Instruments Inc.) attached to a stereotaxic arm. Virus was stored at -80 
degrees Celsius prior to use and was kept on ice to avoid heat shock while defrosting 
before injection. Virus was drawn into the syringe from a sterilized plastic dish. All 
dilutions were made with sterilized phosphate-buffered saline.  3 injections were made 
into each hemisphere at a flow rate of 50nl/min (1µL at AP: -9.1, ML: +/- 4.9, DV: - 3.2; 
0.64 µL at AP: - 8.4, ML: +/- 4.8, DV: -4.1; 0.36 µL at AP: -7.7, ML: +/- 4.7, DV: - 4.7, 
DV relative to cortical surface). Prior to infusion the needle was allowed to settle for 5 
minutes and after infusion was left for 10 minutes to allow viral diffusion before being 
slowly retracted. Craniotomies were sealed with Quiksil (World Precision Instruments 
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Inc.) before the incision sign was stitched closed. Animals were then left for a minimum 
of 4 weeks for viral expression to occur.  
 
3.4  Histological Methods 
  
Animals were sacrificed at varying time points depending on pilot or 
experimental needs. Animals were anesthetized with 2.5% isoflurane. Rats from 
recording experiments had 40 µA of current passed through one wire on each tetrode 
which recorded hippocampal cells for 30 seconds to create a small lesion at the tetrode tip 
and enable recording location determination. When anesthetized a lethal dose of sodium 
pento-barbital (Euthasol, Verbac) was injected into the liver and animals were 
transcardially perfused using 200ml phosphate buffered saline followed by 300ml 4% 
paraformaldehyde in phosphate buffered saline (vol/vol). Recording tetrodes and fiber 
arrays were carefully removed from experimental animals and the brain was removed. 
The brain was then left in 4% paraformaldehyde for 16hrs before two days in 20% 
sucrose in phosphate buffered saline solution.  
Pilot brains were sectioned on a cryostat into 40µm slices from the hippocampus 
through to the back of the cortex. Slices were processed for fluorescence microscopy by 
being fixed onto slides using a DAPI stain mounting medium to label cell nuclei with 
blue fluorescence. Jaws virally induced expression was localized using the conjugated 
GFP. Experimental animal brains were sectioned coronally through the 
doral/intermediate hippocampus, the majority of these slides were Nissl-stained and 
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cover slipped with DPX (Electron Microscopy Sciences) to allow tetrode localization. A 
few hippocampal slides were processed for fluorescence microscopy to assess input from 
viral construct expressing MEC neurons. The remainder was sliced into 40µm sagittal 
sections and processed for fluorescence microscopy to allow visualization of fiber 
placement and viral expression in MEC.  
 
3.5  Expression of Serotypes 5 and 8 of the rAAV-hSyn-JAWS-KGC-GFP-ER2 Construct 
at Different Viral Concentrations 
 
 AAV viruses are small non-pathogenic viruses which can infect cells and insert an 
engineered genetic construct into the host DNA under a specific promoter. AAV viruses 
are now commonly used for the insertion of optogenetic constructs and genetically 
inserted calcium indicators for neuroscience experiments. AAV viruses fall into different 
groups called serotypes dependent on the cell surface antigens and different serotypes 
will be effective for infecting specific types of tissue. Two serotypes of rAAV-hSyn-
JAWS-KGC-GFP-ER2 were available for our use and since they had never been used in 
rat MEC the first step of protocol development was to assess which serotype best 
expressed in MEC neurons. We injected animals with either rAAV5-hSyn-JAWS-KGC-
GFP-ER2 (n=2) or rAAV8-hSyn-JAWS-KGC-GFP-ER2 (n=2) virus at 1 x 10
13
 GC/ml as 
detailed above. 4 weeks was given post-surgery to allow for viral expression and then the 
animals were sacrificed and processed for histology. We observed very high levels of the 
Jaws construct in MEC of animals injected with serotype 5 of the virus (Figure 3.1d), as 
  
107 
detected through the high intensity of fluorescence signal from the conjugated green 
fluorescent protein (GFP). Sparse expression was observed in animals injected with 
serotype 8 of the virus (Figure 3.1c). 
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Figure 3.1: Example histology from MEC of animals with varying viral constructs and 
concentrations. Slices are 40 micron coronal sections and images show MEC of the right 
hemisphere at ~AP -8.8mm. Blue signal is DAPI stain and green is GFP conjugated to the Jaws 
opsin.  
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 We additionally injected 4 animals, two with each serotype, with a 1:10 dilution 
of the virus (1 x 10
12
 GC/ml) in order to obtain perspective on which concentration would 
achieve the ideal amount of expression to give us high levels of Jaws expression during 
subsequent experiments without causing early negative effects from over expression. The 
diluted serotype 8 virus showed no observable expression (Figure 3.1a), while the 
serotype 5 virus showed sparse viral expression at 4 weeks (Figure 3.1b). Taking these 
pilot results into account we decided to use the rAAV5-hSyn-JAWS-KGC-GFP-ER2 
virus at a concentration of 3.3 x 10
12
 GC/ml for our large scale MEC inactivation 
protocol.  
 
3.6  Jaws is Inserted into the Cell Membrane of MEC Neurons 
 
 Having determined the serotype and concentration most likely to achieve large 
scale MEC inactivation over the long time frame required for a complex simultaneous 
inactivation ensemble recording experiment in behaving animals we went on to take a 
closer look at Jaws expression at the cellular level. In order for Jaws to be effective in 
MEC tissue the construct has to be expressed and subsequently trafficked to and inserted 
into the cell membrane of neurons. We utilized confocal microscopy to verify this was 
successfully happening in our animals. Images were taken at 60x and we were able to 
observe clear peaks in GFP signal at the cell membranes (Figure 3.2). We calculated an 
intensity profile across the cell membrane and noted two large peaks in signal 
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corresponding to the locations of the cell membranes and the accumulated GFP 
conjugated Jaws opsin (Figure 3.2 graph inset).  
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Figure 3.2: Jaws is Successfully Inserted into the Membrane of MEC Neurons. Confocal 
image taken at 60x magnification. Blue signal is a DAPI stain of cell nuclei and green shows 
Jaws and conjugated GFP. Graph insert is an intensity profile over the area donated by the red 
line in the image.  
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3.7  Pilot Inactivation Recordings in Anesthetized Rat MEC 
 
 Finally before moving onto the design of the light delivery apparatus we 
performed recordings in anesthetized animals to confirm that the delivery of red light 
effectively silences neural activity in MEC. 3 animals were injected with  
rAAV5-hSyn-JAWS-KGC-GFP-ER2 at a concentration of 3.3 × 10
12
 GC/ml and allowed 
4 weeks post-surgery for viral expression. On the recording day animals were 
anesthetized using intraperitoneal injection of a cocktail of Ketamine (60mg/kg) and 
Xylazine (7.5mg/kg). Once under the animals were placed in a stereotaxic frame and the 
craniotomy over the MEC was reopened. Pulled glass pipettes were filled with saline 
solution and attached to micromanipulators (make/model) with a recording electrode. A 
200µm core fiber was attached to the recording pipette and positioned to deliver light to 
the recording site. The fiber was coupled to a 635nm 300mW laser (Optoengine) and the 
power was calibrated to supply 8mW/mm
2 
at the fiber tip. The recording pipette was 
positioned above dorsal MEC and lowered 2.8mm from the cortical surface before being 
slowly advanced until suitably high amplitude action potential voltage deflections were 
detected from a cell. We then proceeded to record 30 sweeps of 35 seconds in which the 
laser was used to supply red light between 5-10 seconds. We observed neurons (75%, 
n=4) which fired greatly reduced numbers of action potentials during light exposure 
(Figure 3.3). Upon completion of recording animals were sacrificed and processed for 
histology to confirm recording locations in MEC. This demonstrates that Jaws was 
effective at silencing MEC neural activity 4 weeks post-surgery with rAAV5-hSyn-
JAWS-KGC-GFP-ER2 at a concentration of 3.3 × 10
12
 GC/ml. 
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Figure 3.3: Example Pilot Jaws Inactivation Recording Taken From Rat MEC.  30 recording 
sweeps of 35 seconds were taken of an individual neuron, 635nm light was delivered between 5-
10 seconds. During light delivery the cell fired no action potentials. Bottom plot shows the 
cumulative trace from all 30 sweeps.  
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Figure 3.4: Recording Site of Example Pilot Inactivation MEC Neuron.  Coronal section 
showing MEC of the right hemisphere at ~AP -8.8mm. Blue signal is DAPI stain and green is 
GFP conjugated to the Jaws opsin.   
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3.8  Light Delivery to MEC in Behaving Animals Using Custom Designed Triple Fiber 
Optic Arrays 
 
 Having developed an effective protocol for viral infusion to express functional 
levels of Jaws expression in MEC and enable large scale inactivation we next focused on 
a method to deliver light at a sufficient power across the maximal extent of MEC possible 
while animals performed a task. MEC is a ribbon of tissue located on the posterior ventral 
edge of the cortex and spans ~3mm along the AP axis and >3.5mm on the DV axis, 
making sufficient light delivery a technical challenge. Even using red wavelength light, in 
order to provide sufficient power to tissue at the DV depth of MEC it is required to insert 
fiber optics into the brain. We calculated that in order to supply sufficient light power 
along the extent of MEC we would need three fibers. However in order to inactivate both 
hemispheres to increase the likelihood of seeing a behavior effect and to remove the 
possibility of MEC supplied information reaching the hippocampus via commissural 
connections we decided to inactivate bilaterally, giving a total number of 6 required 
fibers per animal. To achieve this we designed triple fiber optic arrays where three glass 
µm core fibers are fixed into a base piece which holds them at specific lengths and 
distances from one another and then brought together at the other end bundled into an 
angled ferrule which allowed the attachment of a single 600µm fiber to supply light 
(Figure 3.5). We initially had trouble getting the 600µm fibers onto the arrays due to the 
proximity of the recording hyperdrives and so had to add a 30 degree angle towards the 
posterior end of the animals head to allow access (Figure 3.5b and c).   
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Figure 3.5: Design of Triple Fiber Optic Arrays for Light Delivery Across Rat MEC. a) 
Cartoon of mark 1 array with no fiber to ferrule angle. b) Cartoon of mark 2 array with angled 
connection ferrule for fiber access. c) Specification of mark 2 triple fiber optic arrays.  
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To supply light into the arrays during animal behavior we had to develop a 
method which could be used simultaneously with our recording channels being attached 
to the hyperdrive and which could avoid torsion build up and twisting around the 
recording channels as the animal ran laps of the object-delay-response association task. A 
635nm 300mW laser (Optoengine) was coupled to a 1×2 equal intensity division fiber 
optic rotary joint (Doric Lenses Inc.) with a 1m 200µm core fiber and FC/PC connector. 
Two 2m 600µm fibers were used to carry light from the rotary joint to the fiber optic 
arrays and secured using a zirconia sleeve (Figure 3.6), this connection was checked 
throughout recording sessions to ensure successful light transmission. The laser was 
positioned to allow the intensity division rotary joint to be fixed in the center of the 
roughly triangular track which the light source fiber coming from below. This enabled the 
two 600µm fibers to be attached elastically to the electrical commutator and to rotate 
around a spate axis than the electrical channels as the animal ran the task, ensuring that in 
well trained animals the fibers and recording channels did not entangle. The rotary joint 
prevented the accumulation of torsion on the fibers which would have prevented the 
animal from freely moving. Light power was adjusted to achieve an intensity of 
~10mW/mm
2
 per array fiber tip. During behavior the laser was triggered using a TTL 
pulse from an Arduino UNO (Arduino) which was controlled with custom written 
software in MATLAB (MathWorks) and either the animals tracked location or relative 
timing to the treadmill run initiation. 
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Figure 3.6: Light Delivery Into Triple Fiber Optic Arrays In Freely Behaving Animals.  
Schematic of light delivery from laser through fiber optic intensity division rotary joint into fiber 
optic arrays and cartoon of fiber optic coupling between 600µm fibers and triple fiber optic arrays 
using a zirconia sleeve.   
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3.9  Surgical Implantation of Triple Fiber Optic Arrays 
 
 Surgery began as detailed in section 3.3. Once viral infusions were complete the 
infusion pump and syringe were removed from the sterotaxic frame. They were replaced 
by a custom angled ferrule holder arm (Doric Lenses) which allowed the triple fiber optic 
arrays to be held firmly and released using a screw mechanism that minimized the 
amount of movement caused upon removal of the holder while the fibers were within the 
brain. The open MEC craniotomies were kept covered with a layer of saline while 
preparing the implants. Each fiber array was sterilized using 70% ethanol solution which 
was allowed to evaporate prior to implant. An array was positioned in the ferrule holder 
and angled by rotating the stereotax arm 6.5 degrees to give approximately 0.1mm lateral 
distance between each fiber. The anterior longest fiber was used to measure bregma and 
then moved into position over MEC at AP: - 9.1, ML: +/- 4.9. DV was measure from the 
cortical surface and then the array was slowly lowered 3.4mm. Kwiksil (World Precision 
Instruments Inc.) was used to seal the craniotomy and then dental acrylic added to secure 
the array in place. After 10 minutes to ensure the array was stable the holder was 
removed and the procedure repeated in the other hemisphere with the opposite direction 
of array angle.  
 
 
3.10  Histology of the Final Large Scale MEC Inactivation Protocol 
 
 Having established a protocol for the expression of Jaws in rat MEC and the 
delivery of light across bilateral MEC in freely behaving animals we implicated the 
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full approach in experimental animals. Upon completion of the experiment each 
animal was sacrificed and processed for histology, the time of sacrificed ranged 
from 2 – 4 months post-surgery. We observed clear expression of Jaws along the 
dorsal-ventral and anterior-posterior axis of MEC in experimental animals (Figure 
3.7) and could clearly see tracts where the fibers were placed and determine the tip 
location (white lines Figure 3.7). Arrays were positioned to deliver light along a 
large portion of the MEC axis and at a suitable depth the give sufficient light power 
to superficial layers of MEC. Histology from GFP control animals returned similar 
results with clear viral expression and fiber placement (Figure 3.8). The sagittal 
histology displayed clear bands of green signal where virus infected MEC neurons 
projected into the hippocampus (Figures 3.7 and 3.8). We additionally observed 
clear bands of input in coronal slices from dorsal/intermediate hippocampus in the 
vicinity of our recording tetordes demonstrating that MEC projections into the 
hippocampus were sufficiently intact despite fiber implant (Figure 3.9). These axons 
terminated in the middle molecular layer of the DG and lacunosum moleculare of 
CA1 where they displayed a gradient of intensity with maximal projections in 
proximal CA1 and weaker projections in distal CA1. These anatomical observations 
strongly support that we were selectively infecting MEC neurons with our viral 
injections and had minimal expression in LEC.  
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Figure 3.7: Example Histology From A Jaws Experimental MEC Inactivation Animal. 
Sagittal sections of the back of the brain, top section ~ 4.6mm, bottom section ~ 4.9mm lateral 
from bregma. White lines denote the fiber tip locations.     
 
 
 
 
 
  
122 
 
Figure 3.8: Example Histology From A GFP  Control Animal. Sagittal sections of the back of 
the cortex from one hemisphere. White lines denote the fiber tip locations.    
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Figure 3.9: Virus Expressing MEC Neurons Project into the Hippocampus in a Manner 
Supporting MEC Expression Specificity. a) Coronal section of the hippocampi from two 
experimental Jaws animals. Note the band of Jaws expressing axons terminating in the middle 
molecular layer of the DG and displaying a gradient along the transverse axis with highest signal 
intensity in stratum lacunosum moleculare of proximal CA1 and reducing intensity in distal CA1. 
b) Coronal section of the hippocampus from a GFP control animal, note the same pattern of 
inputs.   
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Conclusion 
 
 We designed and developed a protocol for the optogenetic inhibition of large 
volumes of MEC tissue bilaterally in freely behaving rats. Virus serotype and 
concentration was piloted to ensure the correct expression levels and dynamics. Jaws was 
found to successfully express in rat MEC and be trafficked into the cell membrane. Pilot 
recordings in anesthetized animals demonstrated that Jaws effectively silenced MEC 
neurons in a transient and highly precise temporal manner.  
 Custom designed triple fiber optic arrays were implemented to supply light over 
large area of rat MEC across both the AP and DV axis. Light was delivered to each array 
through the bottom of the ODRA task track, passed through an intensity division optical 
rotary joint and coupled to the electrical commutator to allow simultaneous ensemble 
recording and optogenetic inactivation.  
 Histology from the full experimental protocol demonstrated that viral expression 
was successfully targeted to MEC with minimal contamination. Fiber locations were 
observed to be optimal for MEC targeted light delivery. The presence of layer specific 
axonal inputs to the hippocampus with Jaws-GFP conjugated fluorescence signal proves 
that MEC Jaws expressing cells have intact projections into the hippocampus and support 
the anatomical specificity of our manipulation. This protocol can be applied to transiently 
inactivate a large percentage of MEC in freely behaving animals, allowing epoch specific 
inactivation and minimizing compensatory mechanisms.  
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CHAPTER FOUR 
 
The Effects of MEC Inactivation on CA1 Firing Properties and Memory 
Performance in Rats During the Temporal, Spatial and Object Sampling Epochs of 
the Object-Delay-Response Association Task 
 
Introduction 
 
 Having developed a novel behavioral task with distinct temporal, spatial and 
object sampling epochs and a novel optogentic protocol for the transient inactivation of 
large volumes of MEC tissue in freely behaving animals we moved on to the primary 
objective of the work, to investigate the importance of MEC activity for hippocampal 
feature selectivity and memory performance. By performing MEC inactivation during 
each epoch, whilst simultaneously recording large cell ensembles, we were able to take 
baseline activity correlates and determine if they were dependent on interaction with 
MEC.  
Some prevalent models of the MTL memory system propose that spatial context 
information is supplied to the hippocampus via MEC and object or event information is 
supplied via LEC  (Eichenbaum et al., 2012). These proposed functional roles are 
supported by lesion work with MEC damage causing deficits in spatial memory tasks 
(Bannerman et al., 2001; Oswald & Good, 2000; Parron et al., 2004; Parron & Save, 
2004) and lesions of LEC causing impairment in object-context association tasks  
(Wilson et al., 2013; Wilson et al., 2013b). Additionally substantial electrophysiological 
evidence reinforces this distinction with the recording of spatially correlated firing in 
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MEC (Fyhn et al., 2004; Hafting et al., 2005; Sargolini et al., 2006; Solstad et al., 2008) 
and object or proximal cue related firing in LEC (Deshmukh & Knierim, 2011; 
Neunuebel et al., 2013; Tsao, Moser, & Moser, 2013).  
The discovery of spatial firing correlates in MEC led to the proposal that MEC 
activity drives the expression of place fields within the hippocampus. A review of current 
literature reveals a more complex picture in which MEC is not always crucial for 
spatially tuned firing in the hippocampus. The level of reliance hippocampal place cell 
firing has on MEC input may vary as a function of learning and the features of the 
environment, such as the availability of proximal cues. Studies have found the 
hippocampal place field map to be stable within but not between environmental 
exposures in the absence of MEC activity (Navawongse & Eichenbaum, 2013; Van 
Cauter et al., 2008b). Lesions of layer III MEC cause modest impairment in the precision 
of spatial firing correlates (Brun et al., 2008). Work using complete bilateral chronic 
lesions of MEC has reported very modest effects on place fields in familiar environments 
(Hales et al., 2014). Two recent studies using partial optogenetic inactivation of MEC 
reported modest remapping in CA1 and larger scale effects in CA3 (Miao et al., 2015; 
Rueckemann et al., 2015). A series of experiments using medial septum inactivation to 
impair MEC grid cell firing patterns found intact hippocampal place fields but evidence 
that grid cells may be important for place field formation in larger novel environments 
(Brandon et al., 2014; Koenig et al., 2011; Wang et al., 2015). Combined, the current 
research suggests that MEC activity may play an important role specifically in the initial 
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formation of hippocampal place field maps, particularly in larger more impoverished 
environments.  
Experimental investigation of the source of temporal information to the 
hippocampus, which may guide cell assembly sequence progression in the absence of 
salient changing cues, has been relatively sparse. Recent work has implicated MEC layer 
III in memory across a delay (Suh et al., 2011; Yamamoto et al., 2014) and recordings 
have observed grid cells in MEC to have temporal firing fields while an animal runs in 
place on a treadmill (Kraus et al., 2015). Inactivation of medial septum, know to disrupt 
grid field firing, was found to abolish hippocampal time cell firing fields (Wang et al., 
2015). Together this data implicates MEC in providing a temporal signal to the 
hippocampus which may enable the reliable expression of temporal firing field 
sequences, this hypothesis has not previously been directly tested however. To our best 
knowledge the importance of MEC activity for the generation of object selective firing, 
or lack thereof, has not yet been demonstrated.  
 The present study enables the direct evaluation of the role of MEC activity in 
generating hippocampal feature selectivity during a complex mnemonic task. We 
hypothesized that MEC inactivation during the mnemonic delay would cause substantial 
perturbation of hippocampal time cell firing sequences and impair behavioral 
performance. Inactivation during traversal of a highly familiar space or the sampling of 
salient objects on the other hand may leave the associated hippocampal firing relatively 
intact. The study provides strong evidence for the online interactions within the MTL 
memory system which enable the hippocampus to form cell assembly sequences tiling 
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time and space, onto which to associate object/event information for the formation of 
episodic memories.   
 
 
4.1 Methods 
4.1.1  Subjects 
 
Nine male Long Evans rats (400-600g at surgery) were kept on a 12hr light/12hr 
dark schedule and housed individually. After behavioral training they were implanted 
with 24 individually movable tetrodes targeted at CA1 of the hippocampus and two 
bilateral triple fiber optic arrays targeting MEC. Prior to implant a series of 6 adeno-
associated virus (rAAV) infusions (3 each hemisphere) were performed into MEC. 7 
experimental animals (JAWS) were injected with rAAV5-hSyn-JAWS-KGC-GFP-ER2 
at a concentration of 3.3 × 10
12
 GC/ml (a gift from E. Boyden) to generate JAWS 
expression under the neural specific promoter synapsin. 2 animals (GFP) were injected 
with rAAV5-hSyn-EGFP (UNC Vector Core) to control for viral infusion, expression and 
light delivery.  During periods of behavioral performance rats were food deprived to 
maintain 85-90% of free feeding weight. All behavioral training and recording sessions 
were performed during the light phase of the cycle. All procedures were approved by the 
Boston University Institutional Animal Care and Use Committee. No randomization to 
experimental treatments and no blinding were used. Animal number was set a priori, 
without statistical calculation, to the minimum required to obtain the number of cells and 
behavioral data points for statistical power. 
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4.1.2  The Object-Delay-Response Association Task 
 
 Animals were trained to perform the object-delay-response association task 
(ODRA). For detailed description of the apparatus and training steps see chapter 2. In this 
task animals ran laps around a large triangular track. Each trial began with the animal 
encountering one of two objects. The objects used were a round green rubber object and 
an angular wooden object fixed to different colored boards. Animals were allowed to 
freely interact with the object for ~2s after which the object board was removed. Animals 
then proceeded onto a custom built treadmill (Colombus Instruments) fixed into the track, 
where they ran fixed in space at 50cm/s for 7s. After the treadmill delay period animals 
exited the treadmill and came to an 8cm in diameter ceramic pot which was full of sand. 
The sand was mixed with crushed food reward to prevent the use of olfaction to guide 
behavior. Animals were required to remember the object identity experienced before the 
treadmill delay and its rewarded response association to determine whether to dig in the 
pot of sand to find reward or withhold digging and be rewarded later along the track. 
Trial identity pseudo-randomization and treadmill control was achieved using custom 
software written in MATLAB (MathWorks), behavioral data was input to the same 
software and saved for later analysis. Once an animal performed >75% correct over three 
consecutive 60 trial sessions they were prepared for surgery.  
 
 
4.1.3  Surgery, viral infusion, implantation of  microdrives and fiber optic arrays.  
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 For greater detail on surgical protocol see chapters 2 and 3. Animals were infused 
with AAV virus into MEC in 3 locations in each hemisphere (1µL at AP: -9.1, ML: +/- 
4.9, DV: - 3.2; 0.64 µL at AP: - 8.4, ML: +/- 4.8, DV: -4.1; 0.36 µL at AP: -7.7, ML: +/- 
4.7, DV: - 4.7, DV relative to cortical surface). Custom designed triple fiber optic arrays 
(Doric Lenses) were then implanted bilaterally with fiber tips positioned 1mm above each 
injection site. A custom built 24 tetrode hyperdrive was then implanted unilaterally over 
dorsal/intermediate hippocampus in the right hemisphere centered at AP: -4.1 and ML: -
3.1. The hyperdrive was grounded to two screws over the cerebellum. Post-surgery 
animals were given water and food ad libitum for ten days to aid recovery. 
 
 
4.1.4  Electrophysiological recordings 
 
All electrophysiological recordings were made using a 96-channel Multichannel 
Acquisition Processor (MAP) system (Plexon Inc.). Each channel was amplified (3,000-
10,000×), band pass filtered in the 0.3Hz-6kHz range and digitized at 32kHz. Tetrodes 
were connected to the system via an electrical interface board (Plexon Inc.) and the 
channels were passed through a commutator to prevent twisting and aid animal 
movement. Spike channels were referenced to a quiet electrode to remove noise. Events 
were captured using thresholding and digitized at 40kHz. Additionally continuous LFP 
data was recorded from a single wire from each tetrode.  
 After animal recovery tetrodes were gradually lowered into the CA1 cell layer 
over 3-4 weeks using electrophysiological markers such as the LFP theta power and 
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SPW-R deflection amplitude and direction. Tetrodes were gradually positioned to be 
immediately above the pyramidal cell layer of dorsal/intermediate CA1 until the action 
potentials of individual neurons could be detected clearly above the background noise. 
Tetrodes were left to stabilize a minimum of 6 hours before a recording session to 
maximize stability and were moved between recording sessions of the same type to 
reduce possible cell re-sampling.  
During recording sessions the animals location was tracked using two light 
emitting diodes attached to one preamp chip on the top of the hyperdrive. The position 
was tracked at 30Hz by Cineplex Studio software (Plexon Inc.). The tracking data was 
fed into custom software in MATLAB (MathWorks) which was used to control the onset 
of the treadmill and was synchronized with the neural recording data.  
Spikes were assigned to individual neurons by offline manual clustering of 
waveform characteristics (peak-valley, valley, energy, principal components) across 
tetrode wires using Offline Sorter (Plexon Inc.). Unit integrity was verified by the 
existence of a clean refractory period and by cross-correlogram characteristics with other 
units. Recording stability was confirmed by comparing cluster characteristics across the 
duration of the session to ensure tetrode positioning remained consistent.     
 
 
4.1.5  Light Delivery and Inactivation Timing 
  
 A 635nm 300mW laser (Optoengine) was coupled to a 1×2 equal intensity 
division fiber optic rotary joint (Doric Lenses Inc.) with a 1m 200µm core fiber and 
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FC/PC connector. 2  2m 600µm fibers were used to carry light from the rotary joint to the 
fiber optic arrays and secured using a zirconia sleeve. Light power was adjusted to 
achieve an intensity of ~10mW/mm
2
 per array fiber tip. The laser was triggered using a 
TTL pulse from an Arduino UNO (Arduino) which was controlled with custom written 
software in MATLAB (MathWorks) and either the animals tracked location or relative 
timing to the treadmill run initiation. Treadmill delay inactivation was 2s in duration and 
timed 2s after run initiation. Object sampling inactivation was 3s in duration to span the 
2s sampling epoch and triggered using the tracking of the animals position when the 
animal came within 15cm of the object. The spatial inactivation was also tracking 
triggered and occurred as the animal began the run down the return arm. During 
recording sessions and post surgery re-training the treadmill was also triggered using the 
tracked location of the animal. A typical recording session consisted of 20 baseline trials 
before 20 laser inactivation and 20 no laser trials all with pseudo randomized object 
identity. MEC inactivation was performed during one consistent task epoch in each 
session (treadmill delay, return arm or object sampling, see Figure 4.1) and the session 
type was rotated each recording day. 
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Figure 4.1: Diagram of the Object-Delay-Response Association task apparatus with 
inactivation epochs illustrated as red areas.    
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4.1.6  Data Analysis 
  
Neural data during treadmill running, maze running, and object sampling epochs 
were analyzed as described previously in Chapter 2. We restricted our analysis to neurons 
that met our field definition and firing rate criteria during baseline trials to evaluate the 
effects of medial entorhinal inactivation on existent feature correlates.  
 
4.1.6.1 Unit correlations over trials 
 
We assessed the stability of single unit firing patterns over the session by 
correlating a sliding window of 5 trials in each trial type (Baseline, Light on, and Light 
off) to the average Baseline tuning curve. For temporal firing field on the treadmill, we 
calculated the correlation profile over trials separately for neurons whose peak firing at 
baseline occurred before (0-2 sec), during (2-4 sec), or after (4-7 sec) the light trigger 
time window during Light on trials.  
 
4.1.6.2 Information 
 
Information was calculated as detailed previously in Chapter 2. To summarize 
information change effects across trial types for all experimental and control groups, we 
report the change in information from baseline for Light on and Light off trials. 
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4.1.6.3 Neural sequences 
 
For firing sequences on the treadmill or maze, we selected all cells passing our 
firing field criteria at baseline and normalized them by their peak firing rate during 
baseline trials. Neurons in each condition were then sorted according to the latency of 
their peak firing rate at baseline and plotted as a heatmap.  
 
4.1.6.4 Population vector cross correlation matrix 
 
We examined the quality of temporal or spatial tuning across trial types by means 
of the population vector cross correlation matrix of the recorded ensembles. As described 
earlier, the width of the center diagonal reflects the rate at which successive assemblies 
become decorrelated with one another, and thus, the quality and scale of the temporal or 
spatial tuning. We calculated the mean correlation coefficient at each possible lag of 
population vector pairs for each session, split by trial type. This forms a decorrelation 
curve that falls from a peak at the zero lag (a population vector compared to itself) to 
lower correlation values at more distant vectors (e.g., a population vector compared to 
one 4 seconds or 1 meter later). Intuitively, punctate temporal or spatial tuning produces a 
rapid drop from the 0 lag autocorrelation as the population activity quickly transitions 
across successive vectors in time or space, while less precise tuning takes greater 
temporal or spatial extent to become equally decorrelated. To quantify this relationship, 
we define a threshold correlation of 0.5 and calculate the population vector lag at which 
the decorrelation curve drops below this value, which allows us to compare the 
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population transitionary dynamics across Baseline, Light on, and Light off trial types in 
time or space (Pastalkova et al, 2008, Maio et al, 2015).  
 
4.1.6.5 Population vector template matching decoder 
 
In order to evaluate the integrity of temporal or spatial tuning across each trial 
type and group, we implemented a simple population vector template matching decoding 
algorithm to gauge how accurately we could predict the animal’s location in place or time 
through the treadmill run using the spike counts for each cell (Zhang et al, 1998). Briefly, 
the mean firing rate profile of all neurons at baseline in each temporal or spatial bin x is 
described by the vector: 
 
                        , where       is the firing rate of the ith neuron in the xth bin 
for neurons i = 1,…,N 
 
These vector templates are created for each bin x, which are then used to compare to the 
vector of actual spikes fired by these N cells over a chosen temporal or spatial window: 
 
                , where    is the number of spikes fired by the ith neuron during the 
chosen period for neurons i = 1,…,N 
 
We define the decoded position as the bin x which maximizes the dot product  n•f: 
  
137 
 
                
 
        
 
   
 
 
For temporal analyses, we binned each neuron’s firing rate histogram into 100ms 
bins to form the baseline template vectors and then attempted to decode elapsed time on 
the treadmill for Baseline, Light on, and Light off trials across consecutive, non-
overlapping 100ms windows of spike counts (3cm bins for template and spike count bins 
in spatial analyses). For each spike window that we decode, we normalize the resulting 
distribution of dot products by the maximum result (i.e. the decoded time/position) and 
then plot the results across all spike windows as a heatmap, where real time/position is 
the x axis and decoded time/position is the y axis (red color indicates highest template 
match, blue indicate lowest match). A diagonal red band running from the upper left to 
lower right corners indicates a perfect match of decoded and real time/position. We 
computed the error profile for the decoded trajectories in Baseline, Light on, and Light 
off by computing the absolute value of the difference between real and decoded 
time/position at each bin.  
 The decoding method is susceptible to inadequate coverage in the template across 
the treadmill or maze run. Therefore, to compare the effects of MEC inactivation on 
decoding accuracy across different experimental and control groups, we first subtracted 
the Baseline error profile from the Light on and Light off error profiles in order to 
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remove systemic error from gaps in the population coverage. We then compared the 
change in error from Baseline directly between groups.   
 
4.1.6.6 Object selectivity 
 
We identified and analyzed object selective cells as described previously in Chapter 2, 
additionally separating trial responses by trial type (Baseline, Light on, and Light off). 
We compared differences in population object discrimination between conditions by 
comparing the population vector differential index (PDI) curve in the latter two-thirds of 
the estimated object sampling period. To account for different proportions of object 
selective to non-object selective cells across experimental and control groups at Baseline, 
we computed the difference in PDI curves from Baseline and used the change from 
Baseline to compare between groups.  
  
 
 
4.2 Results  
4.2.1  MEC Inactivation During Treadmill Delay but not Object Sampling or Space 
Impairs ODRA Task Performance 
 
 We first looked at the behavioral effect of MEC inactivation during the different 
epochs of the ODRA behavior. During each recording session 20 baseline trials were 
recorded before 20 Light on MEC inactivation trials and 20 Light off trials. Memory 
performance was high in baseline trials prior to MEC inactivation (mean 77.41% ± 0.006, 
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17 sessions from 7 Jaws animals, Fig. 4.2), during GFP only control animal sessions 
(81.48% ± 0.01, 8 sessions from 2 GFP animals) and during no laser control sessions 
(82% ±0.006, 10 sessions from 5 Jaws animals). Treadmill inactivation resulted in a 
significant impairment in memory performance in Jaws animals (Kruskal-Wallis (KW) 
test P<0.003, mean performance 62.28% ± 0.024, post-hoc Dunn’s test P<0.002). 
Interestingly there was also a significant impairment in performance during these 
sessions for intermixed Light off trials (68.38% ± 0.025, KW, Dunn’s test P < 0.05). 
Performance remained stable for Jaws animals when the laser was triggered on the return 
arm of the maze or during the object sampling period, as well as in sessions where the 
laser was not used at all and in all GFP control animal sessions (Figure 4.2).  
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Figure 4.2: Behavioral Effects of MEC Inactivation During Different Epochs of ODRA 
Performance.  MEC inactivation during the treadmill run delay significantly impaired task 
performance (Kruskal-Wallis (KW) test P<0.003, mean performance 62.28%  ± 0.024, post-hoc 
Dunn’s test P<0.002). Performance on intermixed Light off trials after inactivation trials was also 
significantly impaired (68.38% ± 0.025, KW, Dunn’s test P <0.05). No other inactivation 
protocols resulted in behavioral impairment. During GFP control animal and no laser sessions 
behavior remained stable.    
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4.2.2  MEC Inactivation Disrupts CA1 Temporal Firing Field Sequences 
 
 We next asked whether temporally correlated firing in CA1 of the 
hippocampus and memory across time rely on MEC activity. In Jaws animals, of 772 
CA1 neurons recorded during 17 sessions, 176 (22.8%) cells passed our criteria for 
temporally tuned firing during baseline trials (see Data Analysis). In GFP-control 
animals, of 464 cells recorded in 9 sessions, 130 (28.0%) passed criteria. In Jaws 
animals, MEC inactivation during the delay triggered substantial temporal field 
disruption during Light on trials, which similarly persisted in subsequent Light off 
trials (Fig. 4.3). This disruption was not present in GFP control animals (Figure 4.4).  
We characterized this effect for neurons whose baseline peak firing rate 
occurred before (0-2 sec), during (2-4 sec) or after (4-7 sec) the laser exposure 
window. For single units in each group, we calculated the correlation between the 
baseline average rate map and a sliding average of 5 trials across each trial type (Fig. 
4.5a). For 0-2 sec neurons, the rate map correlation profile drifted slightly from 
baseline to later trials, but there were no systemic significant differences between 
Jaws and GFP control groups (FDR-corrected Mann-Whitney U (MW),  test* 
indicates q<0.05). However, neurons with peak activity within the laser window (2-4 
sec) and after (4-7 sec) experienced a large and immediate drop in correlation 
compared to GFP controls (FDR-corrected MW test, * indicates q<0.05) These data 
suggest that transient MEC inactivation immediately destabilized hippocampal 
temporal firing fields. The effect was focally confined to neurons whose fields were 
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within or after the inactivation window (2-7 sec), and persisted through the remainder 
of the session during subsequent Light-on and Light-off trials. 
While there was no reduction in unit mean firing rate (Wilcoxon Signed Rank 
(WSR) test, P = 0.90, Figure 4.5b), neurons showed a significant reduction in 
temporal information in response to MEC inactivation (WSR test, P = 4e-06, Figure 
4.5c). Decreased temporal information was observed specifically in session where 
Jaws animals underwent MEC inactivation during the treadmill delay and was not 
present in object or spatial inactivation sessions or GFP control sessions where the 
light was similarly triggered on the treadmill (KW test, Light on P<5.6e-07, Light off 
P<0.005, * indicates P<0.05 Dunn’s test for all post-hoc comparisons, Figure 4.5d). 
Accompanying the reduction in temporal information we also observed significant 
decreases in peak firing rate (WSR test, P<0.02, Figure 4.6Ac), and peak to mean 
firing rate ratio (WSR test, P<0.04, Figure 4.6Ad) in neurons which fired maximally 
during the MEC inactivation period (2-4 sec). This effect was not observed for cells 
recorded in sessions where the light was triggered on the maze or at the object, or in 
GFP control animal sessions (Figure 4.6B,C,D). Importantly these results demonstrate 
that our MEC inactivation protocol was not simple reducing excitation in CA1 and 
preventing action potential firing but was selectively influencing the ability of 
neurons to fire reliably in a temporally modulated manner. This directly implicates 
MEC activity as being crucial for the successful sequential activation of CA1 cell 
assemblies across time in the absence of salient changing environmental features. 
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Figure 4.3: MEC inactivation persistently disrupts temporally tuned hippocampal cells.  
Activity of four simultaneously recorded CA1 pyramidal cells during treadmill running in Jaws 
experimental animals for Baseline (blue), Light on (red), and Light off (green) trials. Mean trial 
firing rate curves (top) and spike raster plot. Red dashed lines denote light trigger timing.    
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Figure 4.4: Temporal Firing Fields Remain Stable During Light Delivery Sessions in GFP 
Control Animals.  Activity of four simultaneously recorded CA1 pyramidal cells during 
treadmill running in GFP control animals for Baseline (blue), Light on (red), and Light off 
(green) trials. Mean trial firing rate curves (top) and spike raster plot. Red dashed lines denote 
light trigger timing.  
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Figure 4.5: MEC inactivation reduces stability and information of hippocampal firing fields 
on the treadmill.  a) Mean single unit correlation between baseline firing rate profile and 5 trial 
sliding window across each trial type: Baseline (Jaws blue/GFP dark grey), Light on (Jaws 
red/GFP middle grey), and Light off (Jaws green/GFP light grey). Cell populations are plotted 
separately according to the time of their peak firing rate during baseline (0-2 sec, 2-4 sec 
inactivation window, 2-7 sec).  Dots denote significant difference at that trial step from GFP 
controls (FDR-corrected MW test, q < 0.05). Note the immediate large drop in correlation for 2-7 
sec neurons on the first Light on/off trial step for Jaws animals compared to GFP controls. b) 
Mean firing rate on the treadmill for cells with firing fields during Baseline compared to their 
firing rate during Light on. There is no significant reduction in mean firing rate (WSR test). c) 
Firing field information during Baseline, Light on, and Light off (WSR test). d) Change in 
information from baseline for Light on and Light off trials, compared across inactivation 
locations and GFP controls (KW test, Light on P<5.6e-07, Light off P<0.005, * indicates P<0.05 
Dunn’s test for all post-hoc comparisons). 
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Figure 4.6: Treadmill recording single unit effects of MEC inactivation by timeblock.  
Aa) Maze diagram indicating unit recording location (treadmill), light trigger location (treadmill), 
and animal group for unit data (Jaws). Ab) Mean firing rate for cells with temporal firing fields 
during baseline compared to mean firing rate during Light on (red) and Light off (green) trials. 
The unit populations are subdivided by time of peak firing at baseline: 0-2 sec (prior to light 
exposure), 2-4 sec (during light exposure), and 4-7 sec (after light exposure). Ac) As in Ab., for 
peak firing rate. Ad) Histogram of peak to mean ratio for units during Baseline (blue), Light on 
(red), and Light off (green) trials, with units separated by time of peak firing at baseline as before. 
Ae) As in Ad, for temporal information. B), as in A., for Jaws treadmill recordings where the 
light was triggered on the maze return arm. C), as in A., for Jaws treadmill recordings where the 
light was triggered during the object sampling period. D) as in A., for GFP control treadmill 
recordings where the light was triggered on the treadmill. All tests are Wilcoxon Signed Rank 
tests.  
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4.2.3  Population Level Effects of MEC Inactivation on Hippocampal Temporal Firing 
Field Sequences 
 
 Having quantified observable effects at the single neuron level we next 
determined how the organization of hippocampal population activity across the delay was 
affected by MEC inactivation. We computed mean temporal rate curves for baseline 
trials, Light on and Light off trials for each neuron which met our temporal firing field 
criteria. Firing rate curves were normalized by each unit’s baseline maximum firing rate. 
Organized by the latency of their peak firing rate at baseline, the ensemble forms a 
sequence of firing fields that bridges the span of the mnemonic treadmill run delay period 
(Figures 4.7, 4.8a). MEC inactivation markedly perturbed this temporal organization 
during Light on trials and in subsequent Light off trials. Neurons with fields before the 2-
4 sec inactivation window were relatively unaffected whereas temporally tuned neurons 
which peaked either within or after the inactivation period were drastically perturbed.   
  To quantify this disruption at the population level we utilized two main methods. 
Firstly to illustrate how the quality of temporal tuning degraded following MEC 
inactivation, we binned the ensemble firing rate profiles into successive 100ms 
population vectors across the delay and computed the population vector cross correlation 
matrix for each trial type (Fig. 4.8b, see Data Analysis). The width of the band of high 
correlation values along the diagonal describes the time elapsed before successive 
population vectors become de-correlated and thus the time taken to progress through 
successive active cell assemblies and the scale of any temporal tuning. This band of high 
population vector correlation expands considerably during and after MEC inactivation 
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trials from its baseline value. To quantify this effect across conditions, we computed the 
mean correlation between all pairs of population vectors at increasing lags for each 
session (Figure. 4.8b, lower right) and determined the population vector lag at which the 
mean correlation first falls below 0.5. This measure markedly increases for Light on and 
Light off trials compared to baseline value and from GFP control sessions (Figure. 4.8c, 
4.9d). We repeated this analysis for Jaws treadmill recordings where the light was 
triggered on the maze return arm or during object sampling (Figure 4.9b-c). All groups 
crossed the correlation threshold at comparable lags during baseline. We performed a 
two-factor ANOVA to test for cross-group differences, which revealed significant effects 
of group (ANOVAgroup: d.f. = 3, F = 6.51, P<0.0004) and trial type (ANOVAtrial type: d.f. 
= 2, F = 8.87, P<0.0002), as well as an interaction effect (ANOVAgroup*trial type: d.f. = 6, F 
= 2.67, P<0.02). Post-hoc testing revealed that only Jaws treadmill recordings where the 
light was triggered on the treadmill showed a significant increase in the threshold 
population vector lag compared to its baseline value (Figure. 4.9e-f, Tukey’s Honestly 
Significant Difference (HSD) test, * indicates P<0.05 compared to baseline). These 
results corroborate our findings that MEC inactivation during the delay significantly 
impairs the quality of hippocampal temporal tuning and is not simply an artifact of 
remapping effects.  
 We tested the efficacy of temporal tuning and the integrity of the population’s 
sequential organization by implementing a simple template matching decoding algorithm, 
which enabled us to estimate elapsed time by comparing the population spiking activity 
to a template of cell tuning curves (see Data Analysis.).  The baseline mean firing rate 
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profiles from all Jaws treadmill cells during temporal inactivation sessions were binned 
into 100ms population vectors to use as our template. We then reconstructed temporal 
trajectories using Baseline, Light on, and Light off trial spike counts across consecutive, 
non-overlapping 100ms temporal windows.  Decoding error was minimal using Baseline 
spikes, but became increasingly inaccurate using Light on spikes after 2 sec (i.e. the light 
trigger time) while decoding remained accurate for the two seconds prior to light 
exposure (Figure 8d-e, 0-2 sec Baseline error compared to Light on error, WSR test, P=1, 
2-7 sec Baseline Error compared to Light on error, WSR test, P < 4.4e-09). This effect 
persisted during attempts to decode elapsed time using the Light off spikes (Figure 8d-e, 
0-2 sec Baseline error compared to Light off error, WSR test, P=1, 2-7 sec Baseline Error 
compared to Light off error, WSR test, P < 2.2e-09). 2-7 sec decoding error was also 
greater for Light on trial spikes than for Light off trial spikes (WSR test, P<0.05). We 
repeated this analysis for cells recorded during Jaws treadmill sessions where the light 
was triggered on the maze return arm or object sampling error, and for GFP control 
session where the light was triggered on the treadmill (Figure 4.10a-h). Insufficient 
coverage of the entire temporal delay by cells recording during these session types was 
reflected in consistent, focal increase in error for fractions of the delay. However, no 
other groups demonstrated significant increase in error from Baseline. To account for 
stereotyped error produced by low cell coverage, we subtracted the Baseline error profile 
from the Light on and Light off profiles. We then compared the change in error from 
Baseline directly across groups. For Light on trials, Jaws treadmill inactivation sessions 
showed overwhelmingly greater change in error from baseline compared to all other 
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groups (Figure 4.10o-p, KW test, P < 2.1e-08, * indicates P < 0.05 Dunn’s test for all 
post hoc comparisons). Light off trials showed similar results for the Jaws treadmill 
inactivation group (Figure 4.10q-r, KW test, P < 3.98e-05, * indicates P < 0.05 Dunn’s 
test for all post hoc comparisons).  
Combined these results demonstrate that the CA1 sequence of temporal firing 
fields across the mnemonic treadmill run delay is greatly perturbed by MEC inactivation, 
specifically during sessions in which MEC was inactivated during the delay. The 
sequence organization is lost after MEC inactivation and neurons can no longer fire in a 
reliable or precise temporally tuned manner. Neurons with firing field peaks both during 
and after the inactivation period were affected suggesting that once perturbed temporal 
information in the hippocampal-EC system cannot be reinstated by an external source. 
The specificity of the effect supports a crucial role for the MEC in enabling the 
generation of sequential temporal firing fields in CA1 across a delay and implicate this 
type of activity in supporting memory function by enabling the association and/or 
maintenance of information across a temporal delay.   
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Figure 4.7: Single session examples of treadmill ensembles for Jaws and GFP groups. a) 11 
simultaneously recorded CA1 neurons that passed temporal firing field criteria from an example 
Jaws animal session where the light was triggered during the treadmill delay. For each cell, trial 
rate maps and mean tuning curves for Baseline (blue), Light on (red), and Light off (green) trials. 
b) Session population sequence plots for the neurons in a. Each neurons mean firing rate curve 
from each trial condition is plotted as one row, ordered and normalized by the firing rate profile 
during baseline trials.  The time of peak firing rate is traced in black. c-d) As in a-b., for an 
example GFP control session where the light was triggered during the treadmill delay.  
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Figure 4.8: Transient medial entorhinal inactivation triggers a timelocked destabilization of 
the hippocampal temporal population code.  a) Normalized firing rate of all neurons during 
Jaws treadmill inactivation sessions with temporal firing fields at baseline, shown for Baseline, 
Light on, and Light off trials. Neurons are sorted by the latency of their peak firing rate at 
baseline. Note the relative stability of cells with fields before the light exposure area. b) 
Population vector cross correlation matrix (see Data Analysis). The width of the diagonal band of 
heat gives a measure of how quickly successive population vectors decorrelate from one another. 
Lower right: decorrelation curves for Baseline (blue), Light on (right), and Light off (green) 
trials. Thin lines are single sessions, while thick lines are trial type means. c) Lag at which the 
mean correlation between population vectors drops below 0.5. Note the expansion for the Jaws 
group (* denotes P < 0.05 compared to baseline for post-hoc HSD test, see Figure 4.9). d) Top: 
population vector template matching decoding results for Baseline, Light on, and Light off trials 
(see Data Analysis). Dotted white line along the diagonal indicates the idealized decoding 
trajectory; green line indicates actual decoded trajectory. Bottom: decoding error as the absolute 
value of the difference between real time and decoded time for each time window. e) Mean 
decoding error across trial types by time window (WSR test, * denotes P < 0.05). f) Change in 
decoding error from Baseline to Light on, compared across groups (* denotes P < 0.05 Dunn’s 
test for all post-hoc comparisons, see Figure 4.10).   
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Figure 4.9: Population vector cross correlation effects are specific to Jaws treadmill 
inactivation sessions. a-d) Population vector cross correlation matrices for each trial type. Lower 
right: mean decorrelation curves for each trial type. Correlation matrices are displayed with all 
cells in each group for illustration; decorrelation curves are computed for each session and 
averaged. e) Lag between population vectors where the mean correlation drops below 0.5, across 
trial types for each group (* denotes P < 0.05 post-hoc HSD test compared to baseline). f) Two-
factor ANOVA on groups and trial types for the data shown in e. 
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Figure 4.10: Population vector cross correlation effects are specific to Jaws treadmill 
inactivation sessions.  a-h) As in Figure 4.8d-e, temporal population vector template matching 
decoder for each group: Jaws treadmill inactivation, Jaws maze inactivation, Jaws object 
sampling period inactivation, and GFP control sessions where the light was triggered on the 
treadmill. i-j) Change in decoding error from baseline to Light on across groups for 0-2 sec and 2-
7 sec time windows (* indicates P < 0.05 Dunn’s test for all post hoc comparisons); k-l). As in i-
j., for Light off trials.  
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4.2.4  Spatial Firing Fields Persist Through MEC Inactivation During ODRA 
Performance 
 
During separate sessions, we shifted the inactivation trigger area to the return arm 
of the maze while animals performed the object-delay-response association task (Figure 
4.1). We tested whether MEC inactivation on the maze return arm would also impair task 
performance, or whether the behavioral effect was specific to inactivation during the 
mnemonic temporal delay. Each maze inactivation session began with a baseline trial 
block, followed by Light on and Light off blocks (~20 trials each). Performance was high 
during the baseline block (83% ± 0.013 for baseline, Fig. 1d) and remained stable 
throughout Light on and off trials (Kruskal-Wallis (KW) test P = 0.94, mean performance 
82%  ± 0.024 for Light on, and 82%  ± 0.024 for Light off, Figure 4.2). As reported 
above, task performance and the temporal organization firing field sequences across the 
treadmill delay were also intact in these sessions (Figures 4.9b and e, 4.10c-d). These 
results corroborate our finding that the disruption of hippocampal temporal organization 
and memory performance were caused by MEC inactivation specific to the mnemonic 
delay.  
  Given the presence of strong spatial firing correlates in MEC and the prevalent 
theory that MEC input may play an important role in hippocampal place field generation 
we analyzed whether CA1 spatial firing patterns were perturbed following MEC 
inactivation on the return arm of the maze. We isolated and linearized the return arm of 
the maze, anchored around the inactivation trigger point, and identified cells with spatial 
firing fields during baseline trials. 589 CA1 neurons were recorded during maze 
  
158 
inactivation sessions, of which 136 (23.1%) passed our criteria for baseline spatial tuning 
(see Data Analysis). Spatial tuning remained stable throughout maze inactivation sessions 
(Figure 4.11a and b, 4.13). Light on and Light off spatial correlations to baseline rate 
maps across trials remained high and showed no significant difference from GFP controls 
(KS test P = 0.23 for Light on, P = 0.77 for Light off, comparisons to GFP controls, 
Figure 4.11c). This supports the observation that spatial firing field locations stayed 
largely stable across return arm MEC inactivation sessions and Jaws experimental 
animals showed no increased remapping relative to GFP controls.   
We observed no significant reduction in mean firing rate (WSR test, P = 0.16 for 
Light on, P = 0.35 for Light off, Figure 4.12Ab) or spatial information (WSR test, P = 
1.00 for Light on, P = 0.90 for Light off., Figure 4.11d) compared to baseline or GFP 
control animals (MW test, P = 0.76 for Light on, P = 0.89 for Light off), demonstrating 
that the ability of CA1 neurons to effectively fire at specific spatial locations in the 
environment was intact during MEC inactivation.  
To assess population level spatial tuning we binned the ensemble firing rate 
profiles into successive population vectors across space and computed the population 
vector cross correlation matrix for each trial type as shown previously (Figure 4.11e, see 
Data Analysis). In contrast to the treadmill ensembles, we did not find a significant 
increase in the population vector lag required to pass the 0.5 correlation threshold (, 
Figure 4.14).  
To further investigate spatial coding at the population level we used our template 
matching population vector decoder (see Data Analysis). We split our population vectors 
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into those from the small section of the return arm prior to laser inactivation and those 
after the laser trigger point. We then decoded spatial location across each trial condition 
using raw population vector firing rates and the average baseline trial rate curve 
population vectors as our template. We observed no increase in decoder error in response 
to return arm MEC inactivation in Jaws animals (Figure 4.11g and h). There was also no 
notable change in spatial decoder accuracy in GFP control or Jaws treadmill inactivation 
sessions (Figure 4.11i and 4.15). Our findings show CA1 spatial firing fields during a 
rich highly familiar experience persist and remain stable during and following transient 
MEC perturbation on the maze and suggest that during a highly familiar, stereotyped and 
environmentally rich experience alternative inputs and hippocampal connectivity are 
sufficient to retrieve and maintain a spatial firing field map. 
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Figure 4.11: Spatial correlates on the maze return arm remain stable during and after 
transient MEC inactivation.  a) Two CA1 pyramidal neurons with spatial firing fields on the 
return arm of the maze. Top: mean firing rate tuning curves for each trial type: Baseline (blue), 
Light on (red), Light off (green). Bottom: spike raster plot for all trials. b) Normalized firing rate 
of all place fields for Jaws spatial inactivation sessions ordered by the location of their peak firing 
rate and shown for Baseline, Light on, and Light off. c) Unit correlations between baseline 
average ratecurve and a sliding window of 5 trials for each trial type, as in Figure 4.5a. d) 
Distribution of spatial information for each trial type (WSR test). e. Population vector cross 
correlation decay curve (see Data Analysis). f) Mean lag at which correlation between population 
vectors drops below 0.5 (mean and SEM). g) Population vector template matching decoder for 
spatial ensembles (See Data Analysis). h) Decoding error for each trial type by spatial window 
(mean and SEM). i) Change in decoding error from Baseline to Light on spikes across groups.  
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Figure 4.12: Spatial single unit characteristics remain largely stable across groups. Aa) 
Maze diagram indicating unit recording location (maze), light trigger location maze), and animal 
group for unit data (Jaws). Ab) Mean firing rate for cells with spatial firing fields during baseline 
compared to mean firing rate during Light on (red) and Light off (green) trials.  Ac) As in Ab., for 
peak firing rate. Ad) Histogram of peak to mean ratio for units during Baseline (blue), Light on 
(red), and Light off (green) trials. Ae) As in Ad, for spatial information. B) as in A., for Jaws 
maze recordings where the light was triggered on the treadmill. C), as in A., for GFP maze 
recordings where the light was triggered on the maze.  
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Figure 4.13: Single session examples of maze ensembles for Jaws and GFP groups. a) 12 
simultaneously recorded CA1 neurons that passed spatial firing field criteria from an example 
Jaws animal session where the light was triggered on the maze. For each cell, trial ratemaps and 
mean tuning curves for Baseline (blue), Light on (red), and Light off (green) trials. b) Session 
population sequence plots for the neurons in a. The location of peak firing rate is traced in black. 
c-d) As in a-b., for an example GFP control session where the light was triggered on the maze.  
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Figure 4.14: MEC inactivation shows no effect across groups for spatial population vector 
cross correlation metrics. a-c) Population vector cross correlation matrices for each trial type. 
Lower right: mean decorrelation curves for each trial type. Correlation matrices are displayed 
with all cells in each group for illustration; decorrelation curves are computed for each session 
and averaged. e) Lag between population vectors where the mean correlation drops below 0.5, 
across trial types for each group. f) Two-factor ANOVA on groups and trial types for the data 
shown in e). 
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Figure 4.15: Spatial decoding accuracy remains stable across groups. a-f) As in Figure 4.11g-
h, spatial population vector template matching decoder for each group: Jaws spatial inactivation, 
Jaws temporal inactivation, and GFP control sessions where the light was triggered on the maze. 
g-h) Change in decoding error from Baseline to Light on across groups for 0-0.17m and 0.17-
1.5m spatial windows. k-l) As in i-j., for Light off trials.  
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4.2.5  Object Selective Firing in CA1 is Independent of MEC Activity 
 
We further asked whether medial entorhinal disruption would affect object 
selective firing correlates in CA1 and influence ODRA task performance levels. As 
before, animals completed three blocks of trials, baseline, Light on and Light off. During 
the intervention, the laser was triggered for three seconds over the object sampling period 
before the treadmill run delay (Figure 4.1). MEC inactivation over this task epoch had no 
significant effect on behavioral performance (mean performance 78% ± 0.015 for 
Baseline, 82%  ± 0.022 for Light on, and 81%  ± 0.023 for Light off, KW test P = 0.49, 
Figure 4.2). Temporal firing fields during the mnemonic delay were unaffected by MEC 
inactivation during object sampling with no significant reduction in mean or peak firing 
rate (Figure 4.6c), temporal information (Figure 4.6c), no increase in population vector 
decorrelation lag (Figure 4.9c and e) and no increase in population vector decoder error 
(Figure 4.10e, f and i).  
During object sampling in baseline trials a subset of CA1 neurons displayed 
highly selective firing to one of the two objects (Figure 4.16a). To assess the integrity of 
object selective activity in the CA1 population during and after MEC inactivation, we 
constructed tuning curves from successive 100ms bins of spiking activity for each active 
cell (>2Hz), separated by each object trial type and each condition block (Figure 4.16b). 
In each 100ms bin for each cell, we calculated a selectivity index (SI, see Data Analysis) 
to measure preferential firing for one object over the other. We sorted cells by their mean 
SI during baseline, and plotted them across each condition to visualize the ensemble 
object selectivity across condition (Fig 4.16b). Object selectivity across the population 
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remained relatively stable with highly selective neurons still present during MEC 
inactivation trials. We characterized object discrimination at the population level using a 
population vector differential index (PDI) which compared the ensemble activity between 
each object during each condition, a higher resulting score reflects greater population 
level discrimination between objects (see Data Analysis). The population displayed high 
object selectivity time locked to the object sampling epoch throughout all session blocks 
(Figure 4.16c). However we did observe a minor but significant reduction in selectivity 
for Light on trials which recovered in subsequent Light off trials (Figure 4.16d). In 
addition to this we found an increased selectivity in the equivalent trials for GFP control 
rats (probably due to their being later within a session) and a significantly different delta 
in the PDI score between Jaws and GFP animals (Figure 4.16e). 
This object sampling epoch data confirms the ability of the hippocampus to 
encode object identity conjunctively with spatial firing via rate modulation and perhaps 
even independently of spatial location in the cells with near perfect selectivity.   During 
trials in which MEC was inactivated during object sampling high levels of object 
selectivity were still observed in CA1 neurons despite a small decrease in population 
selectivity (Figure 4.16a and b). The small decrease is perhaps not surprising as there is 
some connectivity between MEC and LEC, the inactivation may have influenced LEC 
activity and could reduce the amount of object information reaching the hippocampus. It 
is important to note however that CA1 selectivity is largely intact and only modestly 
effected, suggesting that LEC or other unperturbed inputs are driving object selectivity in 
the hippocampus.   
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Figure 4.16: Object selective CA1 cells exhibit a minor but significant reduction in object 
selectivity in response during MEC inactivation. a) Two example highly object selective cells. 
Each neuron’s trials are sorted by the object present and by trial type. b) Responses of all cells 
active during object sampling for Jaws object inactivation sessions. Each row shows the 
selectivity curve for a single cell color coded according to object preference (see Data Analysis). 
Cells are sorted according to object selectivity. c) Population vector differential index (PDI) 
analysis across 100-ms time bins for all cells in b. Note the punctate rise in population object 
discrimination during the object sampling period. d) PDI across trial types (mean and SEM, WSR 
test). e) Change in PDI from Baseline for Light on and Light off trials (Light on Jaws compared 
to GFP, MW test, P < 0.001). 
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4.3 Conclusion 
 
 The experimental work detailed in this chapter adds to our current understanding 
of the interaction between MEC and the hippocampus and the role of MEC-hippocampus 
inputs in generating the hippocampal firing correlates which may serve episodic memory 
function. Our data demonstrate that MEC activity is necessary for the integrity of 
hippocampal temporal firing fields and their sequential firing structure across a 
mnemonic delay in which salient changing environmental cues are minimized. MEC 
inactivation during these delay periods not only disrupts hippocampal sequences but 
severely impairs performance in the object-delay-response association task, implicating 
MEC activity and intact hippocampal temporal firing field sequences in successful 
memory across time. When the sequence is disrupted the animal is unable to correctly 
guide behavior using recently experienced object information and its association to 
reward location, suggesting that the neural sequence serves to either maintain trial 
information across the delay or to trigger the successful retrieval of the object-response 
association. 
Our work supports previous studies which found MEC layer III inactivation to 
impair temporal association memory (Suh et al., 2011) and linked transient high gamma 
synchrony between MEC and hippocampus to working memory performance (Yamamoto 
et al., 2014). The only previous report of hippocampal temporal firing field disruption 
utilized a long time scale inactivation of the medial septum (Wang et al., 2015) While the 
specificity of this manipulation is limited, one documented effect of medial septal 
inactivation is the disruption of grid cell firing fields in MEC (Brandon et al., 2011). 
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Recordings from MEC neurons during a mnemonic delay found that cells which 
exhibited grid firing fields in an open environment would also often fire in temporally 
correlated fields during the delay period. Collated with the presently reported findings 
these studies suggest that MEC grid cells may be providing temporal information to the 
hippocampus in the absence of salient changing environmental cues which can be used to 
guide the expression of and progression through hippocampal temporal firing field 
sequences. 
 The highly transient nature of our large scale optogenetic inactivation setup in 
freely moving animals allowed us to assess the effects of inactivation at temporal, spatial 
and object related epochs of the ODRA task. We found the disruption of temporal firing 
in the hippocampus and the associated behavioral deficit to be specific to inactivation 
during the delay period. Surprisingly we also observed substantial perturbation of 
temporal firing during intermixed no inactivation trials specific to the inactivation timing, 
suggesting some destabilizing and specific plasticity occurs during MEC inactivation 
trials which can persist over short time frames. 
 The strong spatial firing correlates of MEC neurons (Fyhn et al., 2004; Giocomo 
et al., 2014; Hafting et al., 2005; Solstad et al., 2008) and spatial memory deficits 
associated with MEC lesions (Parron et al., 2004; Van Cauter et al., 2013) have led many 
to propose that MEC is controlling the expression of spatial firing fields in the 
hippocampus which may serve memory function. There is a growing body of evidence 
that this is not definitely the case and that MEC may be crucial to hippocampal spatial 
firing fields only in novel or impoverished environments (Brandon et al., 2014; Hales et 
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al., 2014; Navawongse & Eichenbaum, 2013). The present study supports this possibility, 
reporting stability and preserved spatially correlated tuning in the firing of CA1 neurons 
during MEC inactivation. It is possible that during a highly familiar, stereotyped and 
environmentally rich experience alternative inputs and hippocampal connectivity are 
sufficient to retrieve and maintain a spatial firing field map.  We observed no deficit in 
memory performance from return arm inactivation. However since this part of the task 
involves no memory load it is impossible to investigate any modality specific reliance on 
MEC activity for working memory function in the current study.  
 The final major finding of this study is that the highly object specific firing of 
CA1 neurons during object sampling is not dependent on simultaneous normal MEC 
activity. During MEC inactivation object selective cells continued to strongly 
discriminate between the two saliently different objects used to guide behavior in our 
task. The continued specificity of hippocampal firing was accompanied by continued 
high levels of task performance, demonstrating that MEC activity was not needed during 
object sampling to enable correct object memory across time. This result supports the 
often proposed functional dissociation between MEC and LEC, where LEC supplies 
object/event related information to the hippocampus to associate onto cell assembles 
which span space and time (Eichenbaum et al., 2012); a theory supported by object 
related LEC firing  (Deshmukh & Knierim, 2011; Tsao et al., 2013a) and the link 
between Hippocampal-LEC LFP coherence and object selective CA1 firing (Igarashi et 
al., 2014).   
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The hippocampus uses a multitude of inputs to organize a spatiotemporal 
framework of cell assemblies onto which event information can be integrated and through 
which reproducible neuronal sequences can be generated and stabilized. We propose that 
these sequences underlie the physiological mechanism serving both episodic memory and 
spatial navigation. We show that MEC activity is necessary for the temporal organization 
and tuning of hippocampal neural sequences across a mnemonic delay whereas spatial 
firing fields and maps become independent of simultaneous MEC activity. Due to the 
highly interconnected nature and compensatory potential of neural systems determining 
the functional significance of individual areas is difficult. However the combination of 
large scale transient inactivation and ensemble recording in behaving animals holds 
potential for the dissection of systems such as the hippocampal-entorhinal memory 
system. Future work will utilize this approach to target other input regions and continue 
to investigate the functional interactions of the MTL memory system.  
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CHAPTER FIVE 
 
Discussion and Conclusion – MEC Contributions to Hippocampal Sequence 
Generation for Memory Function 
 
 Our work adds to the significant body of literature on the functioning of the MTL 
memory system and specifically medial entorhinal contributions to the generation of the 
hippocampal activity patterns that likely underlie the formation of memories spanning 
time and space in the mammalian brain. Previous experiments and theory have identified 
the MEC and LEC as two largely separate processing streams supplying the hippocampus 
with spatial (Fyhn et al., 2004; Giocomo et al., 2014; Hafting et al., 2005; Solstad et al., 
2008) and object/event (Deshmukh & Knierim, 2011; Tsao et al., 2013) information 
respectively. Recent studies implicate MEC in the encoding of temporal information 
(Kraus et al., 2015) and in supporting memory across time (Suh et al., 2011; Yamamoto 
et al., 2014). The current thesis supports the theory that MEC provides a specialized 
temporal input to the hippocampus during mnemonic delays which enables the stable 
expression of temporal firing fields in CA1 and is crucial for memory across time. We 
also support the dissociation between the proposed MEC and LEC specializations by 
demonstrating that MEC inactivation does not largely impair CA1 object selective firing. 
Perhaps the most surprising finding from our experimental work is the stability of 
hippocampal spatial firing fields in animals during MEC inactivation. This must be 
integrated with existing data to further the understanding of the role of MEC in 
generating CA1 spatial firing fields during different experiences and across different 
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levels of learning. The importance of our findings, their interpretation and their 
relationship to existing data will be discussed below.  
  
5.1  CA1 temporal firing field sequences are dependent on MEC activity and support 
memory across time – wider implications 
 
The main finding of this research is that CA1 temporal firing fields across a 
mnemonic delay while an animal is fixed in space are reliant on the activity of MEC. The 
disruption of the sequence of temporal firing fields co-occurs with the impairment of the 
animal’s memory across time as measured by ODRA task performance. This suggests 
that CA1 temporal field sequences across a mnemonic delay are not purely 
epiphenomenal but serve an important memory function, which is further supported by 
the observation that these sequences are dependent on and specific to memory load 
(Pastalkova et al., 2008). CA1 temporal field sequences may support memory in the 
ODRA task by allowing the formation of associations between the experienced object 
and temporally separate rewarded action and subsequently by maintaining object 
information across the delay to inform behavior. Internally generated sequential firing 
fields can serve this function as once the activity pattern is initiated, in this case by object 
sampling, the progression through the field sequence can reach a reproducible activity 
state at the end of the delay period which contains information about the current memory 
load that can be used to form an association with the correct behavioral response. The 
same sequence based memory mechanism can be utilized for guiding behavior in space 
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as reflected by ‘splitter cells’ (Wood et al., 2000) and by the relationship between SPW-R 
rapid neural sequence replay and memory retrieval (Pfeiffer & Foster, 2013; Singer et al., 
2013).  
We report that MEC activity is crucial for the expression of temporal firing field 
sequences during a highly learnt behavior but not for the generation of spatial firing field 
sequences. This suggests that the MEC network provides the hippocampus with temporal 
information which can drive, coordinate and progress temporal firing field sequences and 
that this information depends upon specialized network function in MEC which does not 
become redundant with learning and cannot be supplied by alternative sources. The 
observation that the sequence was disrupted both during and after MEC inactivation 
supports this theory since if the information was present elsewhere, in alternative inputs 
to the hippocampus or further upstream in the parahippocapal-MEC processing stream, it 
may have enabled the continuation of the sequence at the correct timing once MEC 
activity recovered. This is likely an oversimplification of the possible effects however, as 
even our highly transient perturbation of MEC activity may have considerable effects on 
other highly connected areas, limiting the strength of the focal interpretation. A recent 
high profile publication highlighted the possibility of rapid manipulations causing the 
incorrect link between a behavior and specific region (Otchy et al., 2015). The authors 
performed experiments illustrating the possibility that rapid inactivation in a certain area 
can cause behavioral deficits even though a chronic lesion of the same area only 
transiently disrupts behavior, thus the region is in fact not crucial for the assigned 
behavior, but possibly interacts with other areas which are crucial.  
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  Our results lead to the question, how does MEC support CA1 sequences in the 
absence of the passage through space and salient changing environmental stimuli. The 
limited current literature implicates MEC grid cells in fulfilling this function. During 
running on a treadmill with a memory load, as in the present work, MEC grid cells were 
found to have temporally tuned firing fields whereas non-grid cell firing contained 
limited temporal information (Kraus et al., 2015). In addition to this recording study, the 
only prior work detailing a disruption of CA1 temporal firing fields used the 
pharmacological inactivation of the medial septum, which in a very non-specific manner 
involves the impairment of grid cell firing fields (Wang et al., 2015). Our data supports 
the possibility that grid cells provide a specialized input which can guide the progression 
of CA1 sequences in the absence of salient changing environmental stimuli. Anecdotally 
we observed a subset of CA1 neurons which displayed repeated semi-periodic temporal 
firing fields across the delay (Figure 4.4), a characteristic which could be inherited from 
upstream grid cell periodic temporal fields.  
It could be argued that the treadmill run behavior is unnatural and that by having 
the animal run fixed in space, as in the current and two previously mentioned studies, we 
are isolating the self-motion driven MEC path integration capable network of grid cells, 
speed cells (Kropff et al., 2015) and head direction cells (Sargolini et al., 2006). If this 
was the case both CA1 temporal fields and grid cell temporal fields in MEC would be 
locked to distance run on the treadmill rather than time. This was shown not to be the 
case by work which controlled the speed of the treadmill run to partially dissociate time 
and distance run (Kraus et al., 2013, 2015). While unsurprisingly the majority of cells 
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were found to encode a conjunction of time passed and distance run, a subset of neurons 
were recorded which strongly tracked time separately from distance run, proving this 
phenomena is not solely guided by a path integration input tracking the distance the 
animal has run.   
 We propose that the specialization of MEC network function may be described 
not purely in a spatial manner but as a mechanism for guiding neural progression through 
mental space with a specific directionality and speed across the dimensions of 
experience. Importantly the MEC network is specialized such that, in the presence of 
some velocity signal, it may not require additional sensory input to reliably guide 
sequence progression both internally and in the hippocampus. In the experimental work 
described in this thesis the dimension across which this progression is guided is time 
across the delay. Though MEC may be particularly effective in guiding sequence 
progression across time and space, in humans and non-human primates it may be used to 
control the movement through sequential activity patterns for memory formation and 
navigation of memory spaces which involve more abstract organization. The recording of 
grid firing fields is MEC of monkeys which fire in response to visual location (Killian et 
al., 2012) and even the location of covert attention during visual fixation (Wilming et al., 
2014), are the beginnings of experimental support for this theory on MEC function. 
Evidence is also mounting for the role of the hippocampus in the ‘mapping’ of elements 
along other dimensions. Tavares et al. (2015) performed an fMRI study in which subjects 
formed and learnt a series of new social relationships in a virtual town. Characters were 
assigned a coordinate in ‘social space’ relative to the subject through quantification of the 
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subject’s perceived power over and strength of affiliation with, multiple virtual characters 
as calculated through the nature of their interactions. Analysis of brain activity revealed a 
relationship between hippocampal activity and the position of each character in the 
calculated ‘social space’ (Tavares et al., 2015), corroborating the theory that the 
hippocampus can organize memories across an abstract memory space involving factors 
other than spatial location (Eichenbaum & Cohen, 2014).  
 
5.2  A learning and environment dependent role for MEC in CA1 place field firing 
 
 The growing body of research on the role of the MEC in the generation and 
maintenance of hippocampal place fields was reviewed in Chapter 1. Our finding of 
stability in spatial firing fields during MEC inactivation on the return arm of the ODRA 
task may be of surprise to many but is not necessarily contradictory to previous work. It 
has been shown that spatial firing fields still exist in a familiar environment in animals 
where MEC is chronically bilaterally lesioned  (Hales et al., 2014). Other studies have 
observed intact place field firing within an environmental exposure but reduced stability 
across exposures in animals with MEC lesions or inactivations (Navawongse & 
Eichenbaum, 2013; Van Cauter et al., 2008b). Studies reporting increased remapping in 
the hippocampus in response to transient MEC inhibition have been performed using 
relatively impoverished environments lacking salient proximal cues, objects or task 
demands (Miao et al., 2015; Rueckemann et al., 2015). Medial septum inactivation and 
the associated grid field disruption has been shown not to cause place field disruption 
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(Brandon et al., 2014; Koenig et al., 2011). In novel environments the development of 
new place field maps has been shown to be dependent on medial septum activity only in 
large open arenas (Wang et al., 2015), while place fields effectively form in smaller novel 
environments with more proximal cues or tracks requiring stereotyped behavior (Brandon 
et al., 2014; Wang et al., 2015). Finally, place fields have been recorded in developing rat 
pups prior to the existence of accurate gird firing fields (Langston et al., 2010).  
 The above studies suggest that MEC activity and grid cell firing may be important 
for hippocampal place fields only across a certain set of circumstances. MEC may be of 
particular importance in the initial formation of place cell maps and this function may be 
supported in the absence of grid cells in environments with sufficient proximal cues, 
possibly though preserved head direction and border cell inputs to the hippocampus. 
Learning is also heavily implicated in controlling the extent to which the hippomcapus 
depends on MEC input. It is possible that with experience the hippocampus undergoes 
plasticity to strengthen the patterns of activity and spatial firing correlates of the cells 
which constitute an established spatial map. It is likely that there are also preserved 
spatially correlated external inputs coming into the hippocampus that bias the 
hippocampal population. For example the object related firing observed in LEC 
(Deshmukh & Knierim, 2011; Tsao et al., 2013) could be described as a spatial correlate 
when the object is in a fixed location in space such as in our experiments. These inputs 
may be sufficient to retrieve the correct hippocampal map and combined with 
intrahippocampal connectivity can be sufficient to maintain that map. The lack of spatial 
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firing field destabilization or impairment in our experimental work can thus be explained 
as a combination of these possibilities.  
Our task involves a rich environment with objects, proximal cues and task 
demands. The animals were trained for long periods of time before recording and were 
highly familiar with the environment and task, running highly stereotyped laps. The 
object sampling, treadmill proximal cues, barriers and experimenter may have provided 
sufficient spatially correlated alternative inputs to retrieve the correct spatial map and the 
high level of learning may have generated the hippocampal network connectivity to 
maintain the active map. Our inactivations were highly transient and it is possible that 
with a longer inactivation period we would begin to see effects on spatially correlated 
firing. We were unable to guarantee the recording of the same units on multiple sessions 
and so it is possible that our inactivation caused instability between environmental 
exposures which went undetected. Finally, it is possible that our inactivation left areas of 
MEC unaffected such that there was still sufficient MEC input to the hippocampus to 
retrieve a spatial map and drive spatial firing fields. The effects observed on the temporal 
data demonstrate that we were manipulating MEC, however it is possible that our 
technique was sufficient to disrupt temporal firing fields but insufficient to impair more 
robust spatial firing correlates.   
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5.3  Specificity and plasticity effects 
 
 
 Our highly transient inactivation allowed us to observe clear differences in the 
results of MEC inactivation on the integrity of temporal firing fields before, during and 
after the inactivation window. While neurons which fired at the beginning of the 
sequence prior to the inactivation remained stable, those which peaked during or after the 
inactivation were significantly disrupted. This implicates continued network activity in 
the maintenance and progression through the established sequence. It is possible that 
inactivating a large portion of MEC would cause network instability which would be 
reflected in a global remapping phenomenon throughout the entire spatiotemporal extent 
of the experience. Our data instead demonstrates a specificity where only cells active 
during the inactivation or immediately after in the internally generated sequence are 
affected. This finding can be explained as the perturbation of the activity patterns 
required for sequence generation within inactivation trials. We also observed perturbation 
in intermixed no inactivation trials which preserved the temporal specificity of the 
inactivation triggered sequence disruption. Clearly these changes cannot be directly 
driven by the light activated MEC inhibition and must be the result of temporally specific 
plasticity within the MEC-hippocampal network such that once the sequence reaches the 
time point of inactivation the connectivity which usually ensures sequence progression is 
no longer present and the sequence breaks down. 
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5.4  A unifying theory of hippocampal function – The integrating relational sequence 
generation and stabilization theory 
 
 
 To conclude this thesis I will attempt to bring together the evidence reviewed in 
Chapter 1 and experimental results from chapter 4 into a coherent general theory on the 
mechanism of hippocampal function. The theory is simplified, overlooking some key 
details and possible factors, and by no means novel. It combines ideas from literature on 
sequence learning (Hasselmo, 2008), two stage models of memory formation (Buzsáki, 
1989), relational memory networks (Eichenbaum et al., 1999), systems level 
consolidation, temporal context/population drift (Howard & Eichenbaum, 2013) and the 
segregation of information content in cortical processing streams (Eichenbaum et al., 
2007).   
The key element of this theory is the idea that the hippocampus supports memory 
function, including spatial navigation, by forming, stabilizing, storing and replaying 
neural sequences which allow the association of the elements of an experience across 
time and space through the binding of the brain states co-occurring with and resulting 
from those elements. At each point in time during a novel experience information 
processing from across the brain is channeled into the hippocampus, reaching a high level 
of logical depth which can be observed in responses such as object selective in the LEC. 
The hippocampus takes these inputs and forms a distinct population response through 
pattern separation in the dentate gyrus, synaptic weighting within the CA subfields and 
excitatory inhibitory interactions which ensure a select population of active neurons. The 
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fundamental unit of information for a neuron reading hippocampal inputs is the active 
population of synapsing cells within the readers membrane time constant, in which these 
inputs can be combined to determine action potential responses. Within the hippocampus 
these cell assemblies are present within cycles of the gamma oscillation with inhibitory 
neuron activity pacing the activity of successive active assemblies and controlling the 
activity of competing ensembles in a winner takes all fashion.  The population recruited 
into a pyramidal cell ensemble does not have to be reciprocally connected with excitatory 
connections but this is likely a contributing factor, especially in the CA3 subfield. A 
central premise to this theory is that during learning the sequence of successively active 
cell assemblies becomes increasingly determined by intrahippocampal connectivity (this 
is not to say the intial sequence formation is completely independent of intrahippocampal 
influence) such that the active population during one reader window largely 
predetermines the subsequent population.  
Initially during a novel experience, spatially and temporally correlated behavioral 
timescale firing fields are present but require a few minutes to stabilize (Frank et al., 
2004; Wilson & McNaughton, 1993). The firing field localization at this point is 
predominantly controlled by external inputs to the hippocampus. MEC plays the major 
role in the initial organization of firing correlates by supplying spatially and temporally 
correlated inputs. Though under normal conditions MEC likely dominates the initial 
organization of hippocampal cell assemblies across time and space a multitude of other 
inputs contribute to the active population. In environments rich in proximal cues, objects 
and behavioral events LEC may exhibit substantial control over the hippocampal activity 
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state at a given point in an experience. Hippocampal neurons will potentiate and associate 
with the active input population during spiking events and over multiple exposures will 
strengthen connections with neurons which supply a reliable input pattern.  
The vast majority of relevant recording studies have used rodents and their 
tendency to forage in environments to obtain food. These environments are often largely 
devoid of proximal cues and objects. Under this circumstance the spatial firing correlates 
of MEC firing will dominate, guiding if not driving hippocampal field and sequence 
development. Object/event information from LEC is less influential in determining field 
location and sequence structure but the information is integrated onto the spatiotemporal 
scaffolding and modulates the activity of firing fields in a rate coded manner. In this way 
the hippocampus can integrate object/event information onto spatiotemporal context and 
form memories of the elements of experience across space and time. It is possible that in 
humans also MEC dominates the development of hippocampal sequences during initial 
learning, however LEC inputs may play an increased role in determining active cell 
populations in more object/event rich experiences. The extremely object selective cells 
reported in chapters 2 and 4 that are largely unaffected by MEC inactivation are evidence 
that LEC (or other areas) can provide salient object related information which can either 
drive cell assembly activation or regulate spatial field expression in a binary manner.  
During feature selective firing action potentials undergo theta phase precession 
independently of the existence of stabilized fields (Aghajan et al., 2014). I will not 
speculate as to the mechanism for phase precession at this period in learning. However 
MEC has been shown to phase precess in the absence of hippocampal activity (Hafting et 
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al., 2008) and appears to be crucial for CA1 phase precession (Schlesiger et al., 2015). 
The temporal organization of hippocampal activity may be a key factor in the role of 
MEC in forming and stabilizing feature selective fields. The hippocampal phase code 
gives initial fine timescale temporal organization to the sequence of active cells and 
enables asymmetric potentiation of the synapses between cells which are co-active within 
a spike-timing dependent plasticity window (Dan & Poo, 2004). This is reflected in the 
asymmetric expansion of firing fields across an experience which is proposed to reflect 
intrahippocampal plasticity between  neurons with neighboring firing fields (Mehta et al., 
2000). This is an important concept in that with experience the balance of influence 
between external and internal inputs on a hippocampal cell shifts to increasingly favor 
intrahippocampal drive as the hippocampal network learns to reproduce the activity 
pattern across time. 
Evidence is mounting for the proposed function of phase precession as an initial 
organizer of fined timed sequence learning. When the rapid neural sequence of cell 
assemblies active during one theta cycle is sufficiently stabilized via intrahippocampal 
plasticity it can be decoded using the location of firing fields to depict a behavioral 
trajectory around the animal, beginning behind the current position in time or space and 
proceeding ahead of the animal. An important study used high numbers of recording 
tetrodes to obtain sufficient simultaneously recorded units to enable the accurate single 
trial analysis of theta sequences (Silva, Feng, & Foster, 2015). It was found that while 
phase precession is present in firing on the first traversal of a novel experience, theta 
sequences are not and develop over the initial traversals. This reinforces the view that 
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phase precession is a primary organizer that allows hippocampal plasticity to occur which 
stabilizes the sequence into a reproducible form.  
The proposed contribution of phase coding in the initial formation of rapid neural 
sequence structure and the stabilization of behavioral timescale firing field sequences was 
disputed by the observation of place fields in humans and bats where there is not a 
consistent theta rhythm  (Ekstrom et al., 2003; Ulanovsky & Moss, 2007). Similar 
frequency oscillations are present sporadically in both species however, and may be 
sufficient to enable fine scale temporal organization for sequence learning. In bats phase 
coding was recently discovered relative to the more sporadic LFP oscillation (Eliay et al., 
2015), strongly supporting this possibility. Another possible blow to this theory would be 
the lack of phase precession in highly object selective firing periods, since this would 
mean a lack of temporal organization to continue the sequence, and so the  memory,  
across the object experience. One major contribution of the experimental work detailed 
here is the observation of clear phase precession in our object selective CA1 neurons, a 
phenomenon which, to the best of our knowledge, has not been previously reported and 
which preserves the possible memory mechanism described in this section.   
Sequence forming plasticity is likely to occur largely within the CA3 recurrent 
excitatory to excitatory network but may also occur between CA1 pyramidal cells, mostly 
indirectly through interneurons. While initial firing field generation and CA1 phase 
precession can be independent of CA3 activity and plasticity (Brun et al., 2002; 
Nakazawa et al., 2002; Middleton & McHugh, 2015) no rapid timescale spike timing 
coordination is present in CA1, and thus no accurate sequences are present, in the 
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absence of CA3 transmission (Middleton & McHugh, 2015). This supports a specialized 
role of the CA3 recurrent network and CA3-CA1 input for the stabilization of rapid 
sequences to form dynamic memories.  
Once learning has occurred the hippocampus can reproduce the rapid neural 
sequences during SPW-R events in the absence of the associated inputs across time 
which drove the initial sequence structure. SPW-R sequences arise in CA3 and have been 
shown to cause potentiation between CA3-CA1cells in a spike timing dependent manner 
which is dependent on ripple occurrence and which may further the transmission efficacy 
between CA3 stored sequences and CA1 activity patterns (Sadowski et al., 2016). The 
selective strengthening of CA3-CA1 connectivity can be thought of as a form of 
intrahippocampal consolidation (Buzsáki, 1989). This plasticity may generate the 
connectivity to enable coordinated CA3-CA1 sequence expression, and enable the output 
of activity patterns constituting the association of elements or brain states across time. 
SPW-R sequences have been strongly implicated in memory consolidation, experiments 
which disrupt these events in both sleep and during behavior cause impairment in later 
memory performance (Girardeau et al., 2009; Jadhav et al., 2012). Importantly SPW-R 
events have also been linked to memory retrieval (Jadhav et al., 2012; Pfeiffer & Foster, 
2013), where the rapid recall of a neural trajectory encoding an experience may guide 
decision making and behavior.  
An important element of the mechanism detailed here is that the hippocampal 
neurons which become associated with specific input patterns through synaptic 
potentiation must also be linked back those inputs in a manner which allows their 
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widespread reactivation during systems level memory consolidation. As the major output 
region of the hippocampus, CA1 could transmit this information back out to the cortex 
through EC and the existence of selective ‘re-entry loops’ between EC, CA1 and 
subiculum (Naber, Lopes da Silva, & Witter, 2001) supports this possibility. CA1 has 
reciprocal connectivity with EC and functions by linking hippocampally stored sequence 
memory to the associated EC input pattern, enabling memory recall to reactivate brain 
wide cell populations. Evidence for this has been observed in the SWP-R triggered 
reactivation of cortex observed in monkey fMRI (Logothetis et al., 2013) and the 
coordinated reactivation of visual cortex and hippocampal neurons during SPW-R events 
(Ji & Wilson, 2007).   
The hippocampus drives systems level consolidation through the rapid co-
ordinated reactivation of cortical patterns present during experience, enabling plasticity 
and so associations to form between cortical regions. This forms a memory that can 
persist in the absence of the hippocampus but the process comes at a cost, the cortical 
regions cannot support the same level of coordinated recall across the dimensions of 
experience and the memory becomes semantisized. The hippocampal memory trace 
gradually degrades as the neurons involved undergo additional plasticity and recruitment 
into alternative memory sequences. 
A criticism sometimes leveled at sequence based models of memory formation is 
that our experience of memory does not seem to function in a purely sequence based way, 
we can jump between elements which would have to be linked across seemingly 
ridiculous lengths of neural sequence without it taking proportionally longer to recall the 
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association, as if having to go through the entire alphabet to remember the letter z. Some 
top-down influence is clearly needed to target the retrieval of sections of hippocampal 
memory trace. The answer may also in part lie in fact that no hippocampal neural 
trajectory can exist in isolation. The hippocampus may use sequences to build dynamic 
memory traces of a single experience but this mechanism could also enable the 
construction of complex relational memory spaces formed from networks of integrated 
neural trajectories with common overlapping elements (Eichenbaum et al., 1999; 
Eichenbaum, 2004). The presence of the same element during two different experiences 
may cause the activation of cell populations which partially overlap between experiences. 
The common cells can function as a relational node which binds the two memory traces 
into a memory network where the retrieval of one trace increases the chance of the 
retrieval of the other. The relational combination of large numbers of memory traces 
within the hippocampus can form memory spaces which can be navigated during recall. 
The hippocampal memory space may be transient, aiding in the creation of a cortical 
schematized memory space, which possibly is the source of much of the human 
experience of memory recall.  
While reproducible neural sequences may ideally serve the association of 
information across shorter durations, two additional weaknesses with this idea are the 
possible inability to effectively generate memories which are fixed within a larger 
temporal context such as a week or even year, and the possibility for memory capacity 
limitations and interference. Both of these issues can be addressed by the interaction of 
rapid and behavioral timescale neural sequences with longer-timescale changes in the 
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active population. Within one experience there is a subpopulation of highly active cells 
(Mizuseki & Buzsáki, 2013) and this population can drift within an exposure (Mankin et 
al., 2012, 2015). The extent of population drift across a sequence learning task was 
shown to correlate with memory performance (Manns et al., 2007) supporting a role in 
enabling the formation of distinct memories across longer time scales. The same temporal 
context population level signal may be effective in separating memories over much 
longer timescales, days, weeks and years. The largest temporal context signal has been 
observed in CA2 with its reversed EC input excitability rule. It is possible that changing 
cortical inputs are particularly effective at driving population change in CA2, which is 
then inherited to a smaller level in downstream CA1. Another possibility is that the 
continuous formation of connections from new born DG neurons onto CA3 pyramidal 
cells creates a drifting population of highly active cells. This is not supported by reports 
of relative stability across days in CA3 (Mankin et al., 2012), increased stability may be 
established through the highly recurrent connectivity of CA3. Additionally cycling levels 
of CREB may contribute to transient highly active populations in the hippocampus (Han 
et al., 2007).      
 If this theory is correct then why in our experimental work does MEC inactivation 
cause disruption in temporal field sequences but not spatial field sequences during our 
highly familiar experience? The possible reasons that may enable spatial field stability 
were discussed in length earlier in the chapter. Within this theoretical context it is 
possible that intrahippocampal connectivity is highly effective in maintaining the spatial 
map due to the highly established neural trajectories and sufficient remaining 
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behaviorally correlated input. Temporal firing field sequences on the other hand may not 
be maintained during MEC inactivation despite high levels of learning because in the 
absence of salient changing environmental stimuli they rely on continuous network 
activity around the hippocampal-MEC loop. When this internally generated progression 
through cell assemblies is disrupted in MEC the intrahippocampal connectivity is 
insufficient to progress through the behavioral timescale neural sequence in the absence 
of sensorially driven changing inputs to maintain the trajectory across time. In his way 
we have isolated a specialization of the MEC network, its ability to provide a reliable 
series of input patterns over time in the absence of salient changing stimuli in order to 
guide hippocampal cell assembly sequences and enable memory function. In humans 
MEC may enable the navigation of memory spaces formed from networks of integrated 
cell assembly sequences which map not only time and space but also the more abstract 
dimensions of human memory organization.    
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