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Cyclic Isogenies for Abelian Varieties with Real
Multiplication
Alina Dudeanu, Dimitar Jetchev, Damien Robert and Marius Vuille
Abstract
We study quotients of principally polarized abelian varieties with real multiplication by
Galois-stable finite subgroups and describe when these quotients are principally polarizable.
We use this characterization to provide an algorithm to compute explicit cyclic isogenies
from kernel for abelian varieties with real multiplication over finite fields. Our algorithm is
polynomial in the size of the finite field as well as in the degree of the isogeny and is based
on Mumford’s theory of theta functions and theta embeddings. Recently, the algorithm
has been successfully applied to obtain new results on the discrete logarithm problem in
genus 2 as well as to study the discrete logarithm problem in genus 3.
1. Introduction
1.1 Motivation
Let f : A→ B be a separable isogeny of non-polarized abelian varieties of dimension g > 1 over a
field k and suppose that G = ker(f) is a cyclic subgroup defined over k (as a group scheme, not
necessarily pointwise). Let us denote by t a generator of G. Suppose that A is equipped with a
principal polarization λA (an algebraic equivalence class of ample line bundles on A). The polarization
isogeny λA : A → A∨ (where A∨ is the dual abelian variety of A) determines a Rosati involution
† : End(A)→ End(A) defined by ϕ 7→ ϕ† = λ−1A ◦ ϕ∨ ◦ λA. Suppose further that the endomorphism
algebras End0(A) = End(A)⊗Z Q and End0(B) = End(B)⊗Z Q both contain a totally imaginary
extension K of a totally real number field K0/Q with [K0 : Q] = g in such a way that complex
conjugation of K corresponds to the Rosati involution.
In this paper, we study when the target abelian variety B is principally polarizable and if so,
whether one can explicitly compute B as well as evaluate the isogeny f on points. The latter needs
a clarification as it is not even clear how the abelian varieties are represented. If g = 1 (elliptic
curves) then it amounts to computing a Weierstrass equation for B and providing an algorithm to
compute images of points under f [Vél71]. The problem is much more challenging for g > 1. One
way to represent a principally polarized abelian variety which is a Jacobian of an algebraic curve is
via degree zero divisor classes. This assumes that one knows an explicit model of the curve which
need not always be the case. Even worse, there is no reason that the non-polarized abelian variety
B = A/G even admits a principal polarization, so working with linear equivalence classes of divisors
of degree zero is not a suitable option.
A different approach is via Mumford’s theory of projective embeddings of abelian varieties via
theta functions. The latter allows us to compute explicit coordinates for B (theta null points) on
a certain projective model of the moduli space of principally polarized abelian varieties out of
the data for A. In a series of papers [Mum66, Mum67a, Mum67b] (see also [Mum84]), Mumford
defines a group associated to an invertible sheaf on an abelian variety (Mumford’s theta group).
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This group has a natural action on the space of global sections of the sheaf, thus yielding a natural
linear representation. As Mumford’s theta group is abstractly non-canonically isomorphic to a finite
analogue of the Heisenberg group, a finite analogue of Stone–von Neuman’s theorem then yields that
such a representation is unique. Fixing a choice of such an isomorphism between the Heisenberg
group and Mumford’s theta group then yields a system of canonical projective coordinates for the
abelian variety. It is these coordinates for the target abelian variety and the target point that one
may try to compute explicitly.
1.2 Main results
We first give a criterion when the target abelian variety B = A/G admits a principal polarization.
Let End(A)+ ⊂ End(A) be the subset of symmetric endomorphisms of A, that is, endomorphisms
ϕ ∈ End(A) for which ϕ† = ϕ. Furthermore, let End(A)++ ⊂ End(A)+ be the subset of all
symmetric endomorphisms that are totally positive (i.e. if for ϕ ∈ End(A)+ one considers the
induced endomorphism ϕ` : T`A → T`A on the `-adic Tate-module of A, for ` different from the
residue characteristic of the ground field of A, then ϕ is said to be totally positive if all the 2g roots
of the characteristic polynomial of ϕ` are positive real numbers). If L is an ample line bundle on A
(which by abuse of notation we will henceforth also call a polarization) and β ∈ End(A)++, one
defines a polarization via the composition ϕL ◦ β : A→ A∨. One can show [Mil86, Prop.13.6] that
this composition arises as the polarization isogeny of an ample line bundle on A that we denote
by Lβ.
Let K(Lβ) be the kernel of the polarization isogeny ϕLβ : A→ A∨. Associated to the polarization
Lβ is an alternating bilinear pairing (the commutator pairing) eLβ : K(Lβ) × K(Lβ) → k× (see
Section 3.1.2 for the precise definition).
Theorem 1.1 (Principal polarizability of B). Let L0 be a principal polarization on A. The a priori
non-polarized abelian variety B = A/G admits a principal polarizationM0 if and only if there exists
a totally positive real endomorphism β ∈ End(A)++ such that G ⊂ ker(β) = K(Lβ0 ) and G is a
maximal isotropic subgroup for the commutator pairing eLβ0 .
Definition 1.2. Let (A,L) and (B,M) be polarized abelian varieties. An isogeny f : A→ B is called
β-cyclic if ker(f) is a cyclic subgroup of A and if there exists a totally positive real endomorphism
β ∈ End(A)++ such that f∗M is algebraically equivalent to Lβ.
Suppose from now on that f : (A,Lβ)→ (B,M) is a β-cyclic isogeny of polarized abelian varieties
for some β ∈ End(A)++. Given a projective embedding A ↪→ P(Γ(A,Lβ)), we will be interested in
computing a projective embedding of B ↪→ P(Γ(B,M)). Yet, the data of an abelian variety together
with a very ample line bundle does not determine a canonical projective embedding in the space of
global sections. In addition, one needs to make precise the notion of projective embeddings being
compatible under isogeny. Mumford [Mum66] resolved these questions by introducing the notion of
theta structures (see Section 3 for details). Fixing a theta structure ΘL associated to a polarized
abelian variety (A,L) yields canonical projective coordinates for the variety. In addition, one can
descend the data of a polarized abelian variety with theta structure under isogeny (see Theorem 3.2).
Our main theorem provides an algorithm that can compute the theta coordinates of the image of a
geometric point under f for a suitable theta structure on (B,M) from the theta coordinates of the
original point on the source.
Theorem 1.3 (Computing β-cyclic isogenies). Let (A,L0) be a principally polarized simple abelian
variety of dimension g over the finite field k and let ΘL be a symmetric theta structure (see Section
3.1.3) for the polarization L = L⊗20 . Let ` be a prime different from the characteristic of k and
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let G ⊂ A(k) be a Gal(k/k)-stable cyclic subgroup of prime order `. Denote by π the Frobenius
endomorphism π : A→ A. Assume the following hypotheses:
H.1 The prime ` is either split or ramified in OK0 and one of the primes above ` is principal,
generated by a totally positive element β that satisfies G ⊂ A[β].
H.2 The abelian variety A has maximal local real endomorphism ring at `, i.e. End(A)+ ⊗Z Z` is
isomorphic to OK0 ⊗Z Z`.
H.3 The conductor gap [OK0 : Z[π + π†]] is coprime to 2`.
H.4 There exists an algorithm RM(α, y) that computes the action of a real multiplication (RM)
endomorphism α ∈ End(A)+ on a 4-torsion point y ∈ A[4].
(i) Given the theta null point of (A,L) with respect to ΘL, there exists an algorithm polynomial in
log q and ` that computes the theta null point of (B,M) for some theta structure ΘM.
(ii) Given a point x ∈ A(k) whose order is coprime to `, there exists an algorithm that computes the
canonical theta coordinates of f(x) with respect to ΘM in time polynomial in log q and ` where ΘM
is the theta structure from (i).
Remark 1. If k is an arbitrary field (not necessarily finite), Theorem 1.3(i) provides an algorithm to
compute the theta null point of (B,M) for some theta structure ΘM, and Theorem 1.3(ii) provides
an algorithm to evaluate a cyclic isogeny on points x whose order is finite and coprime to the degree
`, provided End+(A) acts on x by scalar multiplication.
Remark 2. In genus 2 and 3, knowing the theta null point associated to (B,M,ΘM) is enough for
determining the equation of the underlying curve of B. For the case of a hyperelliptic Jacobian, see
[CR11] and for the case of a Jacobian of a smooth plane quartic, see [Fio16].
Remark 3. For all applications that we will consider, hypothesis H.4 is not too restrictive. In the case
where A is the Jacobian of a curve, one can use Mumford’s representation to compute this action
(e.g., in this case, we know that the 2-torsion points are coming from the Weierstrass points on the
curve). For g = 2, a more general method for RM is based on computing
√
D0 as a (D0, D0)-isogeny
(using the method of [CR11]) where D0 is the discriminant of the real quadratic field.
Remark 4. A natural question is to what extent is the theta structure ΘM uniquely determined by
the theta structure ΘL. As we will discuss in more detail in Section 4, this theta structure need not
be unique.
1.3 Known results and applications of the main theorem
Computing isogenies in higher dimensions has been of considerable interest. The idea of using theta
coordinates to compute isogenies from kernel is certainly not new and already appears in several
prior works [Rob10], [CR11], [LR12b], [CE15]. Other more geometric methods have been considered
as well [Ric37], [DL08], [Smi09], [BFT14] and [Fly15].
Yet, in all of these works, the computed isogenies are special in the sense that the target abelian
variety is naturally principally polarized (in other words, these are isogenies that are preserving the
principal polarization of the source abelian variety). In the case of cyclic isogenies, the target abelian
variety need not even be principally polarizable, so the problem requires much more careful analysis
and novel ideas.
Computing explicit isogenies have been fundamentally important in both computational number
theory and mathematical cryptology. The basic point-counting algorithm of Schoof–Elkies–Atkin
(SEA) relies heavily on isogeny computations (see [FM02]). Kohel’s algorithm for computing the
endomorphism ring of an elliptic curve over a finite field [Koh96] as well as the analogous algorithm
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for genus 2 due to Bisson [Bis11] critically used isogenies. On a more practical cryptographic level,
computing isogenies from kernel was the key idea behind the post-quantum cryptographic system
proposed by de Feo, Jao and Plut [dFJP14]. Isogenies received considerable attention in computing
Hilbert class polynomials and the CM method [LR12a], modular polynomials in genus 2 [Mil15] and
[MR17] as well as pairings [LR15].
Theorem 1.3 has already been applied to prove a worst case to average case reduction in isogeny
classes for the discrete logarithm problem for Jacobians of curves of genus 2 [JW15]. In addition, it
enabled improvements to existing going-up algorithms that appear crucial in the CM method in
genus 2 for computing Hilbert class polynomials [BJW17].
It is expected that Theorem 1.3 can be used to efficiently reduce the discrete logarithm problem
in genus 3 from the Jacobian of a hyperelliptic curve to the Jacobian of a quartic curve, thus
generalizing the arguments of Smith [Smi09]. Since the problem on Jacobians of quartic curves is
known to be solvable faster than the generic Pollard’s rho method, this could allow us to show that
the problem is also easier on Jacobians of hyperelliptic curves of genus 3. The latter is an on-going
project that is part of the doctoral thesis of the fourth mentioned author.
1.4 Overview and organization of the paper
We establish the criterion for polarizability of the target abelian variety in Section 2 (see Proposi-
tion 2.3). Section 3 reviews basic notions from Mumford’s theta theory such as theta groups, theta
structures, symmetric and totally symmetric line bundles as well as the main tool for transferring
data under isogeny - the isogeny theorem (Theorem 3.2). We apply the theory in Section 4 to first
compute the theta null point of the target variety for a suitably chosen totally symmetric line bundle
and symmetric theta structure on the target variety. This section requires several novel ideas: first
of all, in order to apply the isogeny theorem, one needs to work on an r-fold product Br of the
target variety B for some suitable r > 1. One can thus only get the theta coordinates for some theta
structure on Br that is not an r-fold product theta structure (i.e., that comes from a single copy
of B). To remedy this, in Section 4.3 we apply a metaplectic isomorphism to modify appropriately
the theta structure and extract theta coordinates for a single copy of B. Section 5 explains how to
evaluate the isogeny on points. Section 6 analyzes the complexity of the two algorithms. Finally, we
provide an explicit example and discuss our implementation of the algorithm in Section 7.
2. Polarizability
Let X be an abelian variety over a field k of dimension g.
2.1 Principal polarization on an abelian variety
The Picard group Pic(X) of X is the group of isomorphism classes of line bundles LX on X under
the tensor product ⊗. In the sequel we will write LnX instead of L
⊗n
X for the nth tensor power.
Every line bundle LX on X induces a map ϕLX : X(k̄) → Pic(X), x 7→ t∗xLX ⊗ L
−1
X which is a
homomorphism by the theorem of the square. The latter also implies that the image of ϕLX is in
Pic0(X), the subgroup of isomorphism classes of line bundles LX ∈ Pic(X) of degree zero. If LX is
ample then LX yields an isogeny ϕLX : X → X∨ where X∨ is the dual abelian variety. Recall that
two isomorphism classes of line bundles L1 and L2 on X are algebraically equivalent if there exists an
isomorphism class L0 ∈ Pic0(X) such that L2 ∼= L1 ⊗L0. If L1 is ample, this is equivalent to saying
that L2 ∼= t∗xL1 for some x ∈ X(k̄) (indeed L1 is ample, hence ϕL1 : X → X∨ is an isogeny, so the
line bundle L0 from above can be written as t∗xL1 ⊗ L−11 for some x ∈ X(k̄)). Note that the isogeny
ϕLX : X → X∨ depends only on the algebraic equivalence class of LX . Since ⊗ respects algebraic
equivalence, the algebraic equivalence classes of line bundles on X form a group, the Néron-Severi
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group NS(X). We may thus consider the elements of NS(X) as either equivalence classes or as
isogenies X → X∨. However, not every isogeny X → X∨ is of the form ϕLX for some LX ∈ Pic(X).
For a criterion, see [Mil86, Prop.13.6].
A polarization λ on X is the algebraic equivalence class of an ample line bundle. The polarization
is called principal if the induced isogeny X → X∨, also denoted by λ, is an isomorphism.
If λ is a principal polarization then λ determines a Rosati involution † on End(X) defined by
ϕ 7→ ϕ† := λ−1 ◦ ϕ∨ ◦ λ. Again consider the subset End(X)+ ⊂ End(X) of endomorphisms of X
stable under †. If End(X)+ ⊗Q is a totally real field K0/Q of degree g (the dimension of X), we
say that X has real multiplication.
2.1.1 Principal polarizations and totally positive real endomorphisms. Suppose that X has real
multiplication by K0/Q and let λ be a principal polarization on X. If ` is a prime different
from the residue characteristic of k, let e` : T`X × T`X∨ → µ`∞ be the Weil pairing. Given any
isogeny φ : X → X∨, define eφ` : T`X × T`X → µ`∞ as e
φ
` (x, y) = e`(x, φy). Note that φ is an
isogeny arising from a polarization on X if and only if eφ` is alternating [Mil86, Prop.13.6]. The
following result describes all polarizations on X up to algebraic equivalence in terms of the subring
End(X)+ ⊂ End(X).
Proposition 2.1. The map LX 7→ λ−1 ◦ϕLX yields an isomorphism Φλ : NS(X)
∼−→ End(X)+. This
isomorphism induces a bijection between the polarizations on X and the set End(X)++ ⊂ End(X)+
of symmetric (for the Rosati involution) totally positive endomorphisms of X. Under this bijection,
the polarizations of degree d correspond to the totally positive symmetric endomorphisms whose
analytic norm is d. In particular, if d = 1 then principal polarizations on X correspond to totally
positive units in End(X)+.
Proof. For the proof for abelian varieties over C, we refer to [BL04, Prop.5.2.1 and Thm.5.2.4]. For
the case of ordinary abelian varieties over a finite field k, we prove the proposition by considering the
canonical lift (to the ring of Witt vectors), embedding the fraction field of the ring of Witt vectors
(in any way) to C and then reducing the problem to a complex abelian variety.
Corollary 2.2. If α is an endomorphism of X, then α∗L is algebraically equivalent to Lα†α.
Remark 5. Proposition 2.1 shows that if (X,λ) is a principally polarized abelian variety with
End(X) = Z (the generic case over an algebraically closed field), then NS(X) is equal to Z. In
particular, all polarizations are equivalent to Ln0 for some n ∈ Z>0. We will see that in this case,
there is no cyclic isogeny between X and a principally polarized abelian variety when dimX > 2.
Remark 6. Proposition 2.1 is not quite strong since often we will need to rigidify the line bundles up
to isomorphism (linear equivalence) rather than up to algebraic equivalence. But this rigidification
will actually be automatic, since we will be working with symmetric theta structures on totally
symmetric line bundles (see Section 3.1.3). A line bundle is totally symmetric if and only if it is
the square of a symmetric line bundle, so there is at most one totally symmetric line bundle in
its algebraic equivalence class. In particular, if there is an isogeny f : (A,L) → (B,M) such that
f∗M is algebraically equivalent to L and both L and M are totally symmetric, then f∗M (which is
totally symmetric) is linearly equivalent to L.
2.2 Principal polarizability via isogenies
Let f : A→ B be an isogeny of abelian varieties whose kernel is ker(f) = G ⊂ A(k). Proposition 2.1
can be used to decide whether B ∼= A/G is principally polarizable. Assuming that there exists a
principal polarizationM0 on B, we would like to compute the theta null point ofM =Mn0 for some
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n and for a suitably chosen theta structure on (B,M). The exact criterion for deciding principal
polarizability is summarized in the following lemma valid over any field k.
Proposition 2.3. Let (A,L0) be a principally polarized abelian variety defined over a field k. Let
G ⊂ A(k) be a finite subgroup, and f : A→ B = A/G be the corresponding isogeny. Then B admits
a principal polarization if and only if there exists a totally positive real endomorphism β ∈ End(A)++
such that G is a maximal isotropic subgroup for the commutator pairing eLβ0 .
Proof. If B admits a principal polarization M0, we apply the proposition to f∗M0, so there exists
an endomorphism β making the following diagram commute:
A











It is easy to check that β is symmetric, it is positive because Lβ0 ∼= f∗M0 is ample (see Proposition 2.1),
and G is maximal isotropic inside ker(φLβ ) for degree reasons.
Conversely, given an endomorphism β satisfying the conditions of the lemma, let Lβ0 be an
element of the algebraic equivalence class representing the polarization associated to β. Then Lβ0
descends under f into a polarization M0 by descent theory [Rob10, Prop.2.4.7], and the following
diagram is commutative
A











So f∗(M0) is algebraically equivalent to Lβ0 ; moreover since the degree of β is equal to
deg f · deg f∨ = (deg f)2, then the degree of ϕM0 is 1 and hence,M0 is a principal polarization.
Remark 7. If G is cyclic of order `, we will apply the above lemma to elements β ∈ End(A)++ that
are real endomorphisms of degree `2. Then G is automatically a maximal isotropic subgroup for the
commutator pairing eLβ0 .
In dimension 2, we have that End(A)+ is a real quadratic order. Again, for G cyclic of prime
order `, there is a principal polarization on A/G if and only if there exists a totally positive real
endomorphism β ∈ End(A)++ of K0/Q-norm ` such that G ⊂ A[β] (which is then automatically
maximally isotropic for eLβ0 ). In particular, (`) splits into (β)(β
c) in End(A)+ (where βc is the real
conjugate of β), and it is easy to see that this can happen only if End(A)+ is maximal locally at `.
In particular, unless the real multiplication is locally maximal at `, there is no cyclic isogeny of
degree ` between A and another principally polarized abelian variety.
We remark that while an isogeny between (non-polarized) abelian varieties can always be written
as the composition of cyclic isogenies of prime degrees, Proposition 2.3 shows that this is not true if
we require the abelian varieties to be principally polarized.
3. Theta Coordinates and Theta Structures
An abelian variety X together with a polarization LX is not sufficient to get a canonical projective
embedding of X. One needs to add more data in order to single out canonical coordinates. In this
section, we recall the notion of a theta structure and explain how it yields canonical theta coordinates.
We discuss symmetric theta structures and recall how canonical theta coordinates are related under
6
isogenies (the isogeny theorem). Finally, we explain how to choose an appropriate symmetric theta
structure on the original abelian variety given to our algorithm.
3.1 The theta group and theta structures
Following [Mum66], let LX be an ample line bundle on an abelian variety X and let K(LX) be the
kernel of the polarization isogeny ϕLX : X → X∨, x 7→ t∗xLX ⊗ L
−1
X . For any element x of K(LX),
the line bundles LX and t∗xLX are isomorphic, but not necessarily in a unique way.
3.1.1 Mumford’s theta group. The Mumford theta group is
G(LX) = {(x, φx) : x ∈ K(LX), φx : LX
∼−→ t∗xLX},
under the group law (x, φx) · (y, φy) = (x+ y, t∗xφy ◦ φx) for (x, φx), (y, φy) ∈ G(LX). The inverse of
(x, φx) under this group law is (−x, t∗−xφ−1x ). We have an exact sequence
0→ k× → G(LX)→ K(LX)→ 0,
where α ∈ k× 7→ (0, α) ∈ G(LX) (here, α : LX
∼−→ t∗0LX = LX is the multiplication-by-α automor-
phism of LX) and G(LX)→ K(LX) is the forgetful map (x, φx) 7→ x.
3.1.2 Theta structures. The ample line bundle LX on X gives rise to a non-degenerate symplectic
form eLX on K(LX) defined as follows: for any x, y ∈ K(LX), let x̃, ỹ ∈ G(LX) be arbitrary
lifts and set eLX (x, y) := x̃ỹx̃−1ỹ−1. As lifts of elements of K(LX) are defined up to scalars, and
since k× is the center of G(LX), the form eLX is well defined. Moreover, x̃ỹx̃−1ỹ−1 being in the
kernel of G(LX) → K(LX), we can see eLX (x, y) as a scalar in k×. We call eLX the commutator
pairing. If K(LX) = K1(LX) ⊕ K2(LX) is a symplectic decomposition of K(LX) with respect
to the commutator pairing eLX (here, Ki(LX) are maximal isotropic subspaces of K(LX)), then
K1(LX) ∼= Z(δ) :=
⊕g
i=1 Z/δiZ where δ1 | δ2 | · · · | δg are the elementary divisors of K1(LX). We
then say that the polarization (ample line bundle) LX is of type δ = (δ1, . . . , δg).
Given a tuple δ = (δ1, . . . , δg) ∈ Zg with δ1 | · · · | δg, let K(δ) = Z(δ) ⊕ Ẑ(δ) where Ẑ(δ) =
Hom(Z(δ), k×). Then K(δ) is equipped with the standard pairing eδ coming from the duality, i.e.,




Moreover, let H(δ) be the Heisenberg group, that is, the group whose underlying set is k× ×K(δ)
and whose group law is
(α1, x1, y1) · (α2, x2, y2) = (α1α2y2(x1), x1 + x2, y1 + y2), ∀αi ∈ k×, xi ∈ Z(δ), yi ∈ Ẑ(δ). (3)
Note that the Heisenberg group fits into the exact sequence
0→ k× → H(δ)→ K(δ)→ 0,
where α ∈ k× 7→ (α, 0, 0) and (α, x, y) ∈ H(δ) 7→ (x, y). Also, note that the inverse of (α, x, y) ∈ H(δ)
is given by (α−1y(x),−x,−y).
A theta structure ΘLX of type δ is an isomorphism of central extensions
ΘLX : H(δ)
∼−→ G(LX).
One can show that the pairing eδ on K(δ) is induced from the commutator pairing on H(δ) and thus,
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the induced isomorphism ΘLX : K(δ)
∼−→ K(LX) which makes the following diagram commutative










0 // k× // G(LX) // K(LX) // 0
is a symplectic isomorphism since ΘLX pulls back commutators. There is a canonical map (of sets)
sδ : K(δ) → H(δ) given by (x, y) 7→ (1, x, y) that is a homomorphism of groups when restricted
to K1(δ) := Z(δ) and K2(δ) := Ẑ(δ). Via the theta structure, these homomorphisms yield two
sections sK1(LX) : K1(LX)→ G(LX) and sK2(LX) : K2(LX)→ G(LX), where Ki(LX) := ΘLX (Ki(δ))
for i = 1, 2. Conversely [Rob10, Prop. 3.3.3], given a symplectic isomorphism ΘLX : K(δ)→ K(LX)
together with two (group) sections sK1(LX), sK2(LX) we get a unique theta structure ΘLX above ΘLX
inducing these two sections. In particular, for any symplectic isomorphism ΘLX : K(δ)→ K(LX)
(equivalently, a Witt basis for K(LX) with respect to eLX ), there is a theta structure ΘLX above
that isomorphism. This follows from [Rob10, Prop. 3.2.6] : the projection G(LX)→ K(LX) admits
a section above K ⊂ K(LX) if and only if K is isotropic for the pairing eLX .
3.1.3 Totally symmetric line bundles and symmetric theta structures. Let (X,LX) be a polarized
abelian variety. A priori, there is no way to fix a particular choice of a representative in the algebraic
equivalence class of LX . One way to do that is to introduce the notions of symmetric and totally
symmetric line bundles. A line bundle LX on X is called symmetric if [−1]∗LX ∼= LX .
Suppose now that LX is a symmetric line bundle and fix an isomorphism ψ : LX
∼−→ [−1]∗LX
(such an isomorphism is unique up to a scalar in k×). This means that we have isomorphisms on
fibers ψ(x) : LX(x)
∼−→ [−1]∗LX(x) = LX(−x). We assume that ψ is normalized in the sense that
ψ(0) : LX(0)
∼−→ LX(0) is the identity map (otherwise rescale ψ). If x ∈ X[2] then LX(−x) = LX(x)
and hence, ψ is given on LX(x) by multiplication by a scalar eLX∗ (x) ∈ k×. Note that eLX∗ (x) = ±1
for all x ∈ X[2]. We call the line bundle LX totally symmetric if eLX∗ (x) = 1 for all x ∈ X[2]. The
notion of totally symmetric line bundles is useful for making a canonical choice of an isomorphism
class of line bundles within an algebraic equivalence class. More precisely, if 2 | δ1, . . . , δg where
δ = (δ1, . . . , δg) is the type of LX , then there exists a unique totally symmetric line bundle in the
algebraic equivalence class of LX [Rob10, Prop.4.2.4].
Suppose now that LX is symmetric and let ψ : LX
∼−→ [−1]∗LX be the isomorphism of LX with
[−1]∗LX . Assume that ψ is normalized, i.e. the restriction of ψ to the fiber LX(0) of 0 is the identity.
We then have an automorphism γ−1 : G(LX)→ G(LX) given by
γ−1(x, φ) =
(
−x, (t∗−xψ)−1 ◦ ([−1]∗φ) ◦ ψ
)
.
In addition, we have a metaplectic automorphism γ−1 : H(δ) → H(δ) of the Heisenberg group
given by γ−1(α, x, y) = (α,−x,−y). A theta structure ΘLX on (X,LX) is called symmetric if
γ−1 ◦ ΘLX = ΘLX ◦ γ−1. Suppose LX is a totally symmetric line bundle on X of type δ. Then,
according to [Mum66, Remark 2, p.318], every symplectic isomorphism Θ: K(δ)→ K(LX) is induced
by a symmetric theta structure ΘLX : H(δ)→ G(LX).
The reason why this notion will be useful (see the key application in Section 4.3.2) is the following
result proved in [Rob10, Prop.4.3.1]:
Proposition 3.1. Let LX be a totally symmetric line bundle on X of type δ. Let Θ: K(δ)→ K(LX)
be a symplectic isomorphism. In order to fix a symmetric theta structure on (X,LX) that induces Θ
it suffices to fix a symplectic isomorphism K(2δ)→ K(L2X) that restricts to Θ on K(δ).
Note that for the above proposition, we identified K(δ) with a subgroup of K(2δ) in the following
8
way. The elements (x1, . . . , xg) ∈ Z(δ) ⊂ K(δ) are sent to (2x1, . . . , 2xg) ∈ Z(2δ), whereas for each
y ∈ Ẑ(δ) ⊂ K(δ) there exists a unique y′ ∈ Ẑ(2δ) such that y′(x) = y(2x) for all x ∈ K(2δ).
3.2 Theta coordinates
Assume now that the line bundle LX on X is very ample. This means that each k-basis of the space
of global sections Γ(X,LX) yields a projective embedding X ↪→ Pd−1k , where d = degLX . This
embedding is only defined up to the action of PGLd(k). In order to fix an embedding, we need to
fix canonical coordinates on X (i.e. a canonical basis for Γ(X,LX)). This choice will come precisely
from the choice of a theta structure. Once we have fixed a theta structure ΘLX on (X,LX), one gets
canonical theta functions {θΘLXi }i∈K1(δ) forming a basis for the space of global sections Γ(X,LX)
and a canonical theta null point (θΘLXi (0))i∈K1(δ) of (X,LX). We will get this canonical basis via
the representation theory of the Heisenberg group H(δ).
Recall that the Heisenberg group H(δ) has a natural irreducible representation on the space V (δ)
of k-valued functions on K1(δ) that is given by
((α, x, y) · f)(z) = αy(z)f(z + x).
One can show that any representation V of H(δ) with a natural action of k× (as in [Mum66, Prop.2])
is a direct sum of r copies of V (δ) where r = dimk V K̃ , for K̃ ⊂ H(δ) any maximal level subgroup.
To explain why the theta structure yields a canonical embedding, note that the Mumford theta
group G(LX) acts on the space V = Γ(X,LX), where the action is given by
(x, φ) · s = t∗−xφ(s).
One can show that this action is irreducible [Rob10, Prop.3.4.3], and one easily sees that k× ↪→ G(LX)
acts in the natural way. It follows that the theta structure ΘLX determines a unique (up to a scalar
multiple) H(δ)-equivariant isomorphism ϕ : V (δ) → Γ(X,LX). Since V (δ) has a canonical basis
{γi}i∈K1(δ) given by
K1(δ) 3 j 7→ γi(j) =
{
1 if i = j,
0 otherwise,




i := ϕ(γi) | i ∈ K1(δ)
}
for Γ(X,LX), up to
scalar multiples.
If we summarise the above we get: Let (X,LX ,ΘLX ) be a polarized abelian variety with theta




i = ϕ(γi) | i ∈ K1(δ)
}
be the basis of Γ(X,LX) induced by the theta structure ΘLX and fix once and for all an ordering
a1, . . . , ad of the elements of K1(δ), where d = #K1(δ) = δ1 · · · δg. This ordering determines an
ordering θΘLX1 , . . . , θ
ΘLX
d of the theta functions, which then yields an embedding
X ↪→ Pd−1k , x 7→ (θ
ΘLX
1 (x) : · · · : θ
ΘLX
d (x)).
Since we always keep the same ordering of the elements of K1(δ), we will subsequently write
the embedding as x 7→ (θΘLXi (x))i∈K1(δ). Moreover, via the symplectic isomorphism ΘLX , we may
consider indexing the theta functions θΘLXi by K1(LX).
3.2.1 The isogeny theorem. We now recall a theorem (see [Rob10, §3.6] or [BL04, §6.5]) that relates
theta coordinates on two isogenous polarized abelian varieties with theta structure. Suppose that
(X,LX) and (Y,LY ) are two polarized abelian varieties over a field k and let f : (X,LX)→ (Y,LY )
be a separable k-isogeny of polarized abelian varieties, i.e. f∗LY is linearly equivalent to LX . Let
9
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G ⊂ X be the finite kernel of f so that Y ∼= X/G. It is explained in [Rob10, §3.6] what it means for
two theta structures ΘLX and ΘLY to be compatible with respect to the isogeny f . One condition is
that the symplectic decomposition on K(LX) induced by ΘLX is f -compatible with the symplectic
decomposition on K(LY ) induced by ΘLY in the sense that Ki(LY ) = f(Ki(LX)) ∩ K(LY ) for
i = 1, 2.
The polarized abelian varieties with theta structure (X,LX ,ΘLX ) and (Y,LY ,ΘLY ) yield canon-
ical embeddings of the varieties X and Y respectively into projective space. The following theorem
tells us how to compute the canonical theta coordinates of f(x) out of the canonical theta coordinates
of x for x ∈ X(k̄).
Theorem 3.2. Let f : (X,LX ,ΘLX ) → (Y,LY ,ΘLY ) be an isogeny of polarized abelian varieties
with theta structure. There exists λ ∈ k̄× such that for all i ∈ K1(LY ) and x ∈ X(k̄), we have
θ
ΘLY







In addition, we can state an affine version of the isogeny theorem as follows: suppose that we have
fixed affine coordinates on both X̃ and Ỹ (i.e. we chose f -compatible very ample line bundles and
theta structures on X and Y respectively and see the closed points via the canonical embeddings).










3.2.2 The action of the Heisenberg group on theta coordinates. Suppose we are given (X,LX ,ΘLX ) as
above, which determines the embedding X ↪→ Pd−1k , x 7→ (θ
ΘLX
i (x))i∈K1(δ). Let p : Adk\{0} → P
d−1
k
be the natural projection map and consider the affine cone X̃ = p−1(X). The action of G(LX)
on Γ(X,LX) induces an action of G(LX) on X in terms of theta coordinates, which is above
the translation by elements of K(LX). To be more precise, given x ∈ X and x̃ ∈ Ad(k̄) above
(θΘLXi (x))i∈K1(δ) ∈ Pd−1(k̄), then for (w, φw) ∈ G(LX), the element (w, φw) · x̃ is an affine lift of
x+ w.
Let us give a description of this action for H(δ) (via the theta structure ΘLX ). Let (α, x, y) ∈ H(δ)
and suppose it is mapped to (w, φw) via ΘLX . Consider θ
ΘLX
i for i ∈ K1(δ). [BL04, Prop.6.4.2.]
describes the action of (α, x, y) on θΘLXi above the translation by −w, and by the slight adaption
(α, x, y)↔ (α,−x,−y) we obtain an action above the translation by w, which is given by
(α, x, y) · θΘLXi = αeδ((i+ x, 0), (0,−y))θ
ΘLX
i+x = αy(−i− x)θ
ΘLX
i+x . (5)
Hence we see that translation by an element of K1(LX) acts on X̃ as permutation of the theta
coordinates, whereas translation by an element of K2(LX) acts on X̃ as dilatation of the theta
coordinates. This proves the following.
Lemma 3.3. A choice of an affine lift x̃ of an element x = (θΘLXi (x))i∈K1(δ) gives a section of the
projection X̃ → X above x+K(LX). That is to say, once an affine lift x̃ of x is fixed, the action of
the Heisenberg group H(δ) on X̃ determines a lift above each x+ w, for w ∈ K(LX).
Note that for the above lemma, we used the canonical embedding of Ki(δ) ↪→ H(δ), for i = 1, 2.
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3.2.3 Product line bundles and product theta structures. Let (X,LX ,ΘLX ) be a polarized abelian
variety of type δ = (δ1, . . . , δg) with theta structure, and let r > 1 be a nonnegative integer . There
is a natural polarization L?rX on Xr defined by
L?rX = p∗1LX ⊗ · · · ⊗ p∗rLX ,
where pi : Xr → X is the projection of the ith factor of Xr for i = 1, . . . , r. A polarization (or
ample line bundle) L on the variety Xr is called a product polarization if L is isomorphic to
p∗1LX ⊗ · · · ⊗ p∗rLX for some polarization LX on X. According to [Mum66, Lem.1, p.323] we have
G(L?rX ) ∼= G(LX)×r/{(α1, . . . , αr) : αi ∈ k× ⊂ G(LX), α1 · · ·αr = 1},
where ((x1, ϕ1 : LX
∼−→ t∗x1LX), . . . , (xr, ϕr : LX
∼−→ t∗xrLX)) is mapped to




The type δ?r of L?rX is easily seen to be
δ?r =
δ1, . . . , δ1︸ ︷︷ ︸
r
, δ2, . . . , δ2︸ ︷︷ ︸
r
, . . . , δg, . . . , δg︸ ︷︷ ︸
r
 ∈ Zgr,
since Z(δ?r) ∼= Z(δ)r, and K(δ?r) ∼= K(δ)r is equipped with the symplectic pairing
eδ?r((z1, . . . , zr), (z′1, . . . , z′r)) = eδ(z1, z′1) · · · eδ(zr, z′r) ∈ k×.
The Heisenberg group H(δ?r) is then defined as in (3). The theta structure ΘLX : H(δ) → G(LX)




(α, (x1, y1), . . . , (xr, yr)) 7→ (α ·ΘLX (1, x1, y1), . . . ,ΘLX (1, xr, yr))
(actually, we can put the scalar α in any coordinate). The canonical coordinates for the r-fold product




i (x) = θ
ΘLX
i1




where i = (i1, . . . , ir) ∈ K1(LX)r = K1(L?rX ) and x = (x1, . . . , xr) ∈ Xr(k̄).
We call a theta structure on (Xr,L?rX ) an r-fold product theta structure if it arises via the above
construction for some polarization LX on X. Note that r-fold product theta structures are key for
our algorithm as they will allow us to deduce data about the polarized abelian variety (B,M) from
data about the polarized abelian r-fold product abelian variety (Br,M?r). The following lemma
will be useful in the sequel.
Lemma 3.4. A theta structure Θ?r : H(δ?r)→ G(L?rX ) is of product form if and only if the induced
symplectic isomorphism Θ?r : K(δ?r)→ K(L?rX ) is of product form.
Proof. Let Θ?r : H(δ?r)→ G(L?rX ) be a theta structure such that the induced symplectic isomorphism
Θ?r : K(δ?r)→ K(L?rX ) is of product form. Denote by Θ: K(δ)→ K(LX) the restriction of Θ
?r to a
single factor and suppose (x, y) ∈ K(δ) is mapped via Θ to z ∈ K(LX). Then Θ?r must send
(1, (x, y), . . . , (x, y)) 7→ ((z, ϕ1), . . . , (z, ϕr)),
where the isomorphisms ϕ1, . . . , ϕr satisfy ϕ2 = α2 · ϕ1, . . . , ϕr = αr · ϕ1, with α2, . . . , αr ∈ k×.
Define Θ: H(δ)→ G(LX) pointwise by
(1, x, y) 7→ (z, r
√
α2 · · · r
√
αr · ϕ1).
One carefully checks that Θ is a k×-isomorphism and that Θ?r is equal to the r-fold product of
Θ.
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4. Computing a Theta Null Point for the Target Abelian Variety
We now compute a theta null point for the target abelian variety (B = A/G,M0) where M0 is
the induced principal polarization on B from Section 2.2. To do that, we apply Theorem 3.2 to
the β-contragredient isogeny f̂ : (B,Mβ)→ (A,L) to express the canonical coordinates of (B,Mβ)
(with respect to a compatible theta structure) in terms of the canonical coordinates of (A,L,ΘL)
and then use one more time the isogeny theorem for a suitably chosen isogeny of polarized abelian
varieties with theta structures
F : (Br, (Mβ)?r,Θ(Mβ)?r)→ (Br,M?r, Θ̃M?r)
to obtain the canonical coordinates of (Br,M?r, Θ̃M?r). Since the target theta structure Θ̃M?r is
not necessarily a product theta structure, we cannot a priori use it to recover a theta null point
for (B,M). We thus convert it first to a theta structure of the form ΘM ? ΘM?(r−1) for a theta
structure ΘM on (B,M) via a suitable choice of a metaplectic automorphism (an automorphism of
the corresponding Heisenberg group) and then use a transformation formula for the theta constants
to recover the theta null point for (B,M,ΘM).
4.1 Applications of the isogeny theorem
Let (A,L0) be a principally polarized abelian g-fold over k. For what follows we set n = 2 or n = 4.
Let L be the totally symmetric line bundle in the algebraic equivalence class of Ln0 . Starting from
Theorem 3.2, we wish to use the theta null point of A for the symmetric theta structure ΘL on
(A,L) to compute the theta null point of B for a suitably chosen symmetric theta structure ΘM on
(B,M), where M is the totally symmetric line bundle algebraically equivalent to Mn0 . One possible
way is to first compute the theta null point of A for a symmetric theta structure ΘLβ on (A,Lβ)
in order to apply the isogeny theorem to f : (A,Lβ) → (B,M) which will give us the theta null
point of B for a symmetric theta structure ΘM compatible with ΘLβ (via f). There are two major
problems with this approach:
i) There is no obvious isogeny of polarized abelian varieties between (A,Lβ) and (A,L) available1.
ii) Even if one knows such an isogeny, the isogeny theorem applied to (A,Lβ)→ (A,L) expresses
the theta coordinates for ΘL as polynomials in the theta coordinates for ΘLβ , thus requiring
one to solve a polynomial system which may be expensive in practice.
4.1.1 Addressing i). To address i), one may try to express β as uū for some u ∈ End(A), where ū
is the K/K0-conjugate of u, and then apply the isogeny theorem for u : A→ A instead. In this case,
u∗L will be algebraically equivalent to Lβ and hence, we will have an isogeny u : (A,Lβ)→ (A,L)
of polarized abelian varieties. The problem is that β need not be in the image of the norm map
NK/K0 : OK → OK0 and even if it were (i.e. β = uū for some u ∈ OK), such a u need not be an
easily computable endomorphism of A.
Instead, we use an idea appearing in [CR11] and motivated by Zahrin’s trick [Mil86, Thm.13.12]
used to show that for any abelian variety X, the abelian variety (X ×X∨)4 is principally polarizable.
Note that for any integer r > 1, β induces an endomorphism βr : Ar → Ar of the r-fold product
Ar. Choosing r > 1 allows us to search for a matrix F ∈ Mr(End(A)) that satisfies βr = F̄F . If
for example r = 4, one knows that any totally positive element of OK0 is a sum of 4 algebraic
numbers in the same field, i.e. there exist α1, . . . , α4 ∈ K0 such that β = α21 + · · ·+ α24. In general,
the αi’s need not be integral and hence, need not be in End(A)+. Yet, assuming that they yield
endomorphisms of the β-torsion and the n-torsion points (i.e. the denominators are coprime to n`),
1One might misleadingly think that β : A→ A is such an isogeny. Yet, the degree of β∗L is ng deg(β) = ng`2 whereas
the degree of Lβ is ng`, so β∗L is not isomorphic to Lβ
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one can take F to be the matrix corresponding to multiplication by α1 + α2i+ α3j + α4k on the
Hamilton quaternions over K0 and observe that F tF = F̄F = βI4. By looking at the corresponding
isogeny F : A4 → A4, we see that F ∗L?4 is algebraically equivalent to (Lβ)?4 and hence, one can
apply the isogeny theorem for F : (A4, (Lβ)?4)→ (A4,L?4). But this reduces to the same problem as
in ii).
4.1.2 Addressing ii). We can avoid solving a polynomial system by using the β-contragredient
isogeny f̂ : B → A in an appropriate way, as we will see in the next section. Therefore we first
consider the following lemma.
Lemma 4.1. Let M0 be the (induced) principal polarization on B defined in Section 2.2 and let
Mβ0 be the ample line bundle on B whose polarization isogeny ϕMβ0 is ϕM0 ◦ β : B → B
∨. Then
f̂∗L0 is algebraically equivalent to Mβ0 .
Proof. By Proposition 2.1 applied to (B,M0), there exists γ ∈ End(B)++ such that f̂∗L0 is





Lβγ0 ∼ (f ◦ f̂)∗L0 = β∗L0 ∼ L
β2
0 where the last equivalence comes from Corollary 2.2 and the fact
that β is a real endomorphism. By applying Proposition 2.1 again, we get that β = γ.
Remark 8. The line bundles satisfy (f̂∗L0)n ∼ f̂∗Ln0 ∼ f̂∗L, as n - `, and (M
β
0 )n ∼Mβ. Therefore,
f̂∗L is algebraically equivalent to Mβ . But then, both line bundles being totally symmetric implies
that f̂∗L is linearly equivalent to Mβ.
Using Lemma 4.1 we can recover the theta coordinates for (B,Mβ) with respect to a suitably
chosen theta structure ΘMβ without solving systems of polynomial equations. Then using the same
idea as in i) applied to F : (B4, (Mβ)?4)→ (B4,M?4), we compute the theta null point for (B4,M?4)
for some compatible theta structure Θ̃M?4 . In general, we can recover the theta null point for a single
polarized factor (B,M) only after a symplectic transformation of the theta coordinates (induced by
a metaplectic automorphism turning Θ̃M?4 into a product structure), as explained in Section 4.3.
Note that in some cases β can be written as the sum of 2 squares of real algebraic integers,
therefore in the sequel we will consider F as a real endomorphism of Br for r = 2 or r = 4.
4.1.3 Isogeny theorem for f̂ . Lemma 4.1 shows that f̂ : (B,Mβ)→ (A,L) is an isogeny of polarized
abelian varieties. Let ΘMβ be a theta structure on (B,Mβ) compatible with the theta structure ΘL,
i.e. such that the isogeny f̂ : (B,Mβ,ΘMβ )→ (A,L,ΘL) is an isogeny of polarized abelian varieties
with theta structures. Then ΘMβ induces a symplectic decomposition K(Mβ) = K1(Mβ)⊕K2(Mβ).
Since Ki(Mβ) = Ki(Mβ)[β] ⊕ Ki(Mβ)[n], we have a symplectic decomposition K1(Mβ)[n] ⊕
K2(Mβ)[n] of B[n] which yields (via f̂) the symplectic decomposition on K(L) = A[n] determined
by the theta structure ΘL. If we assume that the kernel Ĝ of f̂ is contained in K2(Mβ)[β] (which we
can always do since the compatibility requirement on ΘMβ is only on the n-torsion and not on the
β-torsion points), the kernel G of f coincides with f̂(K1(Mβ)[β]). Moreover, the isogeny f̂ induces
an isomorphism between K1(Mβ)[n] and K1(L) and significantly simplifies the formula appearing
in the isogeny theorem when applied to f̂ . Indeed, there exists a constant λ ∈ k× such that for all
points y ∈ B(k) and all i ∈ K1(L),
θΘLi (f̂(y)) = λ · θ
ΘMβ
j (y), (7)
where j ∈ K1(Mβ)[n] is the unique preimage of i via f̂ . Specializing to y = 0B, we obtain
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4.1.4 Isogeny theorem for F . Let F : Br → Br be as in Section 4.1.2. We first prove the following:
Lemma 4.2. The line bundles F ∗M?r0 and (M
β
0 )?r are algebraically equivalent.
Proof. From Corollary 2.2, F ∗M?r0 is algebraically equivalent to (M?r0 )F
†F . Here F † denotes the
action of the Rosati involution on End(Br), which is given component wise as the Rosati involution (of
End(B)) on the coefficients of the transpose of F . Since F is composed of totally real endomorphisms,
we have that F † = F t, so that F tF = β Idr. Furthermore, comparing polarization isogenies we have
that (M?r0 )β Idr is algebraically equivalent to (M
β
0 )?r.
As F ∗M?r0 is algebraically equivalent to (M
β
0 )?r and as M?r and (Mβ)?r are both totally
symmetric, we have that F ∗M?r is linearly equivalent to (Mβ)?r.
Consider the r-fold product theta structure Θ(Mβ)?r on (Br, (Mβ)?r) (determined by ΘMβ ) and
let Θ̃M?r be a compatible (for the isogeny F ) theta structure on (B,M?r). According to Theorem 3.2
applied to
F : (Br, (Mβ)?r,Θ(Mβ)?r)→ (Br,M?r, Θ̃M?r),
there exists λ ∈ k× such that for every y = (y1, . . . , yr) ∈ Br(k) and k ∈ K1(M?r),
θ
Θ̃M?r















Here, we are using the decomposition K1((Mβ)?r) = K1((Mβ)?r)[n] ⊕K1((Mβ)?r)[β], with j =
(j1, . . . , jr) being the unique element in K1((Mβ)?r)[n] that satisfies F (j) = k, and t = (t1, . . . , tr)
is in the kernel of F . Specializing to y = 0, we obtain
θ
Θ̃M?r









4.2 Computing the theta null point (θΘ̃M?rk (0Br))k∈K1(M?r) of Br
To evaluate the right-hand side of (10), we need to know the theta null point (θΘMβj (0B))j∈K1(Mβ).
The input of the algorithm only provides us with the (projective) theta null point (θΘLi (0A))i∈K1(L)
and the (projective) theta coordinates (θΘLi (t))i∈K1(L), where t is a generator of the kernel of f .
Equation (8) will recover some, but not all of the projective theta coordinates for the theta
null point (θΘMβj (0B))j∈K1(Mβ). More precisely, we will recover {θ
ΘMβ
j (0B)}j∈K1(Mβ)[n] up to a
projective factor. To recover the rest of the coordinates, we are hoping to use the action of the
Heisenberg group H(δMβ ) on the affine cone B̃ (as described in Section 3.2.2), which implies that
for each t′′ ∈ K1(Mβ)[β] we have
θ
ΘMβ
j+t′′ (0B) = λt′′ · θ
ΘMβ
j (t
′′), ∀j ∈ K1(Mβ)[n] (11)
up to a projective factor λt′′ ∈ k̄×. This shows that one can recover the missing projective coordinates
by using the theta coordinates of all the `-torsion points t′′ ∈ K1(Mβ)[β]. Letting t′ ∈ K1(Mβ)[β]














′) = λu · θΘL
f̂(j)
(ut), for 1 6 u 6 `− 1. (12)
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The latter can be computed by computing the point ut in Mumford coordinates and then converting
to theta coordinates (θΘLi (ut))i∈K1(L) for (A,L,ΘL). The problem is that we cannot simply patch
the projective coordinates (θΘLi (0A))i∈K1(L), (θ
ΘL
i (t))i∈K1(L) ,..., (θ
ΘL
i ((`− 1)t))i∈K1(L) together and
obtain the theta null point of B for ΘMβ . That is, knowing ` projective points in Pn
2−1, there is no
natural map
Pn
2−1 × · · · × Pn2−1︸ ︷︷ ︸
` times
→ P`n2−1
giving a projective point in P`n2−1. Hence, for computing the right-hand side of (10) we cannot




js+t′′s (0B). Still we
would like to make use of Equations (11) and (12) to compute the right-hand side of (10). To do so,
we will have to work with affine lifts 0̃B ∈ A`n
2(k̄) and 0̃A, t̃, . . . , ˜(`− 1)t ∈ An
2(k̄) of the points 0B
and 0A, t, . . . , (`− 1)t respectively.
Notation 1. Let (X,N ,ΘN ) be a polarized abelian variety with a theta structure. Let x ∈ X(k̄) be





. Let x̃ be an affine lift of the theta
coordinates of x. Then we write θΘNi (x̃) for the ith coordinate of x̃.
Equations (11) and (12) are equalities between coordinates of projective points. This means,
knowing the coordinates of one projective point, we know the coordinates of the second one up to a
projective factor. For (11), fixing an affine lift 0̃B of 0B, we can set the projective factor λt′′ = 1,
which determines an affine lift of t′′. And for (12), writing ut′ = t′′, an affine lift of ut′ for ΘMβ
determines an affine lift of ut for ΘL by setting λu = 1. Combining (11) and (12), if we were given



















, . . . , ˜(`− 1)t =
(
θΘLi ( ˜(`− 1)t)
)
i∈K1(L)
of 0A, t, . . . , (`− 1)t as
θΘLi (0̃A) := θ
ΘMβ
j (0̃B),




θΘLi ( ˜(`− 1)t) := θ
ΘMβ
j+(`−1)t′(0̃B),
where i runs over K1(L) and j = f̂−1(i) runs over K1(Mβ)[n]. Unfortunately, the input of the
algorithm only provides us with an affine lift 0̃A of 0A and not with an affine lift of 0B. However,
by the affine version of (12) where we set the scalar to 1, a choice of lift 0̃A determines a lift of 0B,
which in return determines lifts of t, . . . , (` − 1)t as in (13). If now out of all the possible lifts of
t, . . . , (`− 1)t we were able to determine precisely the ones induced in this way, we could patch their
coordinates together and obtain an affine lift of 0B for ΘMβ , and then using (10) we can compute
an affine lift of the theta null point of Br with respect to Θ̃M?r . Of course we cannot take arbitrary
lifts of t, . . . , (`− 1)t and hope they correspond to the ones induced by the fixed lift 0̃A, but we will
show that the induced lifts satisfy some compatibility condition, and that we can compute them up
to `th roots of unity.
15
Alina Dudeanu, Dimitar Jetchev, Damien Robert and Marius Vuille
4.2.1 Affine lifts of f̂ . The isogeny theorem applied to the isogeny of polarized abelian varieties
f̂ : (B,Mβ,ΘMβ )→ (A,L,ΘL)
implies that there exists λ ∈ k̄× such that for all i ∈ K1(L) and for all y ∈ B(k̄),
θΘLi (f̂(y)) = λ · θ
ΘMβ
j (y),
where j ∈ K1(Mβ)[n] is the unique index such that f̂(j) = i. The scalar λ is just a projective factor
of the projective point f̂(y) ∈ A(k̄), meaning that replacing λ by any λ′ ∈ k̄×, the statement of the
isogeny theorem remains true. We can lift the isogeny f̂ to an “affine” isogeny˜̂
fλ : B̃ → Ã, ỹ 7→
˜̂
f(ỹ),
where the ith coordinate of ˜̂f(ỹ) (for i ∈ K1(L)) is given by
θΘLi (
˜̂




Moreover, every choice of λ ∈ k̄× determines an affine lift ˜̂fλ of f̂ by the above. For now, fix ˜̂f = ˜̂f1
the affine lift of f̂ where we set λ = 1. Then ˜̂f satisfies˜̂
f(ξ · ỹ) = ξ · ˜̂f(ỹ) for ỹ ∈ B̃ and ξ ∈ k̄×. (14)




4.2.2 The action of the Heisenberg group on B̃. Let δMβ = (n, . . . , n, `n) ∈ Zg be the type of Mβ
and consider the Heisenberg group H(δMβ ), whose underlying set is given by k××Z(δMβ )× Ẑ(δMβ ),
where Z(δMβ ) = (Z/nZ)g−1 × Z/`nZ. By (5) we know that H(δMβ ) acts on B̃ as
(α, i, k) · θΘMβj = αk(−j − i)θ
ΘMβ
j+i
and that (1, i, k) · ỹ is a lift of y + z, where z = ΘMβ ((i, k)).
Let it′ ∈ Z(δMβ ) be the unique preimage of t′ ∈ K1(Mβ)[β] under ΘMβ . Note that uit′ =
iut′ , so that `it′ = 0. The action of H(δMβ ) on B̃ determines affine lifts t̃′, 2̃t′, . . . , ˜(`− 1)t′ of
t′, 2t′, . . . , (`− 1)t′ as follows
ũt′ = (1, uit′ , 0) · 0̃B, for 1 6 u 6 `− 1.
This means that we have equality between the coordinates
θ
ΘMβ
j (ũt′) = θ
ΘMβ
j ((1, uit′ , 0) · 0̃B) = θ
ΘMβ
j+ut′(0̃B).
Therefore, fixing a lift 0̃A of 0A, which determines a lift 0̃B of 0B by the relation 0̃B =
˜̂
f(0̃A), the
lifts t̃, . . . , ˜(`− 1)t of (13) satisfy
t̃ = ˜̂f((1, it′ , 0) · 0̃B), . . . , ˜(`− 1)t = ˜̂f((1, (`− 1)it′ , 0) · 0̃B).
Definition 4.3. Let 0̃A be a fixed affine lift of 0A. Let 0̃B be the lift induced by
˜̂
f and 0̃A. For
1 6 u 6 `− 1, the induced lift ˜̂
f((1, uit′ , 0) · 0̃B)
is called right lift of ut, and is denoted by ũtright.
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The terminology comes from the following: knowing 0̃A and the right lifts t̃right, . . . , ˜(`− 1)tright,
we can patch their coordinates together and obtain an affine lift 0̃B of 0B for ΘMβ , from which we
can compute an affine lift of the theta null point of Br for Θ̃M?r . In general we cannot hope finding
the right lifts, but as we will see, the right lifts satisfy some compatibility conditions, so that we
can compute them up to `th roots of unity.
4.2.3 Excellent lifts. We will show that the right lifts are excellent lifts, following the definition
of [Rob10, §7.4]. We will therefore briefly recall the notion of the pseudo-operations chain add,
chain multadd and chain mult on the affine cone of an abelian variety. For more details we refer
to [Rob10, §4.4]. Let (A,L,ΘL) be a polarized abelian variety with theta structure and let Ã be the
affine cone associated to the projective embedding induced by ΘL. Let 0̃A ∈ Ã be a fixed lift of 0A.
Then,
– given affine lifts x̃, ỹ, x̃− y ∈ Ã of x, y, x− y ∈ A,
chain add(x̃, ỹ, x̃− y)
is an algorithm that computes the affine lift x̃+ y of x+ y so that 0̃A, x̃, ỹ, x̃+ y, x̃− y satisfy
the Riemann relations [Rob10, Thm.4.4.6.].
– given an integer m > 1 and affine lifts x̃, ỹ, x̃+ y ∈ Ã,
chain multadd(m, x̃+ y, x̃, ỹ)
is an algorithm that computes an affine lift of mx + y. It is defined by recursive calls of
chain add. If m < 0 we set
chain multadd(m, x̃+ y, x̃, ỹ) := chain multadd(−m,−x̃+ y,−x̃,−ỹ).
– given an affine lift x̃ ∈ Ã,
chain mult(m, x̃) := chain multadd(m, x̃, x̃, 0̃A)
is an algorithm that computes an affine lift of mx.
Definition 4.4. Suppose that 0̃A is a fixed affine lift of the theta null point of A for ΘL. We call an
affine lift t̃e of t ∈ G excellent with respect to (A,L,ΘL, 0̃A) if
chain mult(m+ 1, t̃e) = − chain mult(m, t̃e), (15)
where ` = 2m+ 1.
Throughout this section, suppose that we have fixed a lift 0̃A of 0A. To compute an excellent lift
of t, take any affine lift t̃ and look for a scalar λt ∈ k
× such that t̃e = λt · t̃ is excellent. Here, λt · t̃ is
the affine point with ith coordinate equal to λt · θΘLi (t̃). Indeed, using that
chain mult(m+ 1, λt · t̃) = λ(m+1)
2
t · chain mult(m+ 1, t̃)
and
chain mult(m,λt · t̃) = λm
2
t · chain mult(m, t̃),
we obtain that t̃e = λt · t̃ will be excellent if
λ`t · chain mult(m+ 1, t̃) = − chain mult(m, t̃).
This determines λ`t precisely; yet, one still has to take an `th root of unity, thus introducing some
ambiguity in the choice of the affine lift.
We will show that if we fix a lift 0̃A, then the right lift t̃right is an excellent lift, and for all
u = 2, . . . , `− 1, we have ũtright = chain mult(u, t̃right).
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4.2.4 The right lifts are excellent. Let us first prove the following lemma about the compatibility
of chain operations with the action of the Heisenberg group. Suppose that we have fixed an affine
lift 0̃B of 0B.
Lemma 4.5. Let i ∈ Z(δMβ ) and k ∈ Ẑ(δMβ ) and let m ∈ Z>0. Then, for ỹ ∈ B̃ we have
chain mult(m, (1, i, k) · ỹ) = (1,mi,mk) · chain mult(m, ỹ).
Moreover, for ỹ′ ∈ B̃
chain multadd(m, (1, i, k) · ỹ + y′, (1, i, k) · ỹ′, ỹ) = (1,mi,mk) · chain multadd(m, ỹ + y′, ỹ′, ỹ).
Proof. We first recall the following: for n ∈ Z>0 and x̃ ∈ B̃, by definition
chain mult(n, x̃) := chain multadd(n, x̃, x̃, 0̃B)
and we compute chain multadd(n, x̃, x̃, 0̃B) recursively as
chain multadd(n, x̃, x̃, 0̃B) := chain add(chain multadd(n−1, x̃, x̃, 0̃B), x̃, chain multadd(n−2, x̃, x̃, 0̃B)).
It follows that
chain mult(n, x̃) = chain add(chain mult(n− 1, x̃), x̃, chain mult(n− 2, x̃)).
The proof is by induction on m. For m = 1 the statement is precisely [LR12b, Prop.3.11]. Assume
that the statement is true for all n 6 m and write
chain mult(m+ 1, (1, i, k) · ỹ)
by def.= chain add(chain mult(m, (1, i, k) · ỹ), (1, i, k) · ỹ, chain mult(m− 1, (1, i, k) · ỹ))
by ind.= chain add((1,mi,mk) · chain mult(m, ỹ), (1, i, k) · ỹ, (1, (m− 1)i, (m− 1)k) · chain mult(m− 1, ỹ))
[LR12b,3.11]= (1, (m+ 1)i, (m+ 1)k) · chain add(chain mult(m, ỹ), ỹ, chain mult(m− 1, ỹ))
by def.= (1, (m+ 1)i, (m+ 1)k) · chain mult(m+ 1, ỹ).
This proves the induction hypothesis. The proof for chain multadd is similar except that we use
chain multadd(m+ 1, ỹ + y′, ỹ′, ỹ)
= chain add(chain multadd(m, ỹ + y′, ỹ′, ỹ), ỹ′, chain multadd(m− 1, ỹ + y′, ỹ′, ỹ)).
Now, using Lemma 4.5 from above, and Lemma 3.9 and Corollary 3.17 of [LR12b], we can show
the following key result.
Proposition 4.6. Let 0̃A be a fixed affine lift of 0A. Then the right lift t̃right is an excellent lift of
t, and for 2 6 u 6 `− 1 we have
ũtright = chain mult(u, t̃right).
It follows that 2̃tright, . . . , ˜(`− 1)tright are excellent lifts too.
Proof. Let 0̃B be the lift of 0B induced by 0̃A and
˜̂
f (c.f. Section 4.2.1). Let
t̃′ = (1, it′ , 0) · 0̃B, . . . , ˜(`− 1)t′ = (1, (`− 1)it′ , 0) · 0̃B
be the lifts of t′, . . . , (`− 1)t′ induced by the action of the Heisenberg group on B̃. Let ` = 2m+ 1.
Observe that (1, (m+ 1)it′ , 0) · 0̃B = (1,−mit′ , 0) · 0̃B, which follows from `it′ = 0. Now,
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chain mult(m+ 1, t̃right) = chain mult(m+ 1,
˜̂
f(t̃′))
= ˜̂f(chain mult(m+ 1, t̃′)) by [LR12b, 3.17]
= ˜̂f(chain mult(m+ 1, (1, it′ , 0) · 0̃B))
= ˜̂f((1, (m+ 1)it′ , 0) · chain mult(m+ 1, 0̃B)) by Lemma 4.5
= ˜̂f((1,−mit′ , 0) · 0̃B)
= ˜̂f(−(1,mit′ , 0) · 0̃B) by [LR12b, 3.9]
= ˜̂f(−(1,mit′ , 0) · chain mult(m, 0̃B))
= ˜̂f(− chain mult(m, (1, it′ , 0) · 0̃B)) by Lemma 4.5
= ˜̂f(− chain mult(m, t̃′))
= − chain mult(m, ˜̂f(t̃′)) by [LR12b, 3.9] and [LR12b, 3.17]
= − chain mult(m, t̃right),
and therefore t̃right is an excellent lift. The equality ũtright = chain mult(u, t̃right) is shown in a
similar way, using that ũtright =
˜̂











of the algorithm, when fixing an affine
lift 0̃A of 0A, we can compute an excellent lift t̃ of t for 0̃A. This lift will differ from t̃right by an
`th root of unity ζt, i.e., t̃ = ζt · t̃right. By Proposition 4.6, the lift ũt = chain mult(u, t̃) of ut, for
2 6 u 6 `− 1, will differ from the right lift of ut by ζu2t . When fixing an excellent lift of t we commit
an error of an `th root of unity, compared to fixing the right lift. We will show that this ambiguity
does not affect the computation of the theta null point of Br for Θ̃M?r .
4.2.5 Independence of the choice of an excellent lift of t. We prove the case r = 4. The case r = 2
is easier and can be proven in a similar way.
It is not hard to show that
ker(F ) ∩G4 = {F t(t1, t2, 0, 0) : t1, t2 ∈ G}, (16)
where the endomorphism F t is represented by the matrix
F t =

α1 −α2 −α3 −α4
α2 α1 α4 −α3
α3 −α4 α1 α2
α4 α3 −α2 α1
 .
Fix a lift 0̃A of 0A and fix an excellent lift t̃ of t that differs from the right lift by an `th root of
unity ζt. Fix lifts 2̃t = chain mult(2, t̃), . . . , ˜(`− 1)t = chain mult(` − 1, t̃) of 2t, . . . , (` − 1)t. As
we have seen, these lifts differ from the right lifts by ζ22t , . . . , ζ
(`−1)2
t respectively. Fix k ∈ K1(M?4)








where j ∈ K1((Mβ)?4)[n] is the unique index such that F (j) = k.
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In order to evaluate the above sum, we have to make sense of the terms we substitute for each
θ
ΘMβ
js+t′′s (0B). Let t
′ ∈ K1(Mβ)[β] ⊂ B be the unique preimage of t under f̂ . Let us be such that






Note that since t̃ is an excellent lift, we have that 0̃A = chain mult(`, t̃), so that the lifts 0̃t and
0̃A are the same.
Recall that the kernel Ĝ of f̂ equals K2(Mβ)[β], so that f̂ induces an isomorphism of K1(Mβ)[β]
onto f̂(K1(Mβ)[β]) = G, the kernel of f . Hence, looping over t′′ = (t′′1, . . . , t′′4) ∈ K1((Mβ)?4)[β] ∩










(ũst) (again, writing t′′s = ust′) is equivalent to









θΘLi1 ( ˜α1t1 − α2t2)θ
ΘL
i2
( ˜α2t1 + α1t2)θΘLi3 ( ˜α3t1 − α4t2)θ
ΘL
i4
( ˜α4t1 + α3t2), (18)
where is = f̂(js) ∈ K1(L). Writing the action of αi on t as multiplication by the scalar ai (considered




θΘLi1 ( ˜(a1u1 − a2u2)t)θ
ΘL
i2
( ˜(a2u1 + a1u2)t)θΘLi3 ( ˜(a3u1 − a4u2)t)θ
ΘL
i4
( ˜(a4u1 + a3u2)t). (19)
We know that if we compute (17) as∑
06u1,u26`−1
θΘLi1 ( ˜(a1u1 − a2u2)tright)θ
ΘL
i2
( ˜(a2u1 + a1u2)tright)θ
ΘL
i3
( ˜(a3u1 − a4u2)tright)θ
ΘL
i4
( ˜(a4u1 + a3u2)tright),
(20)
then we compute the theta null point of B4 for Θ̃M?4 correctly. We will show that with our choice
of lifts of t, . . . , (`− 1)t, the sums (19) and (20) are the same.
Lemma 4.7. Fix u1, u2 ∈ {0, . . . , `− 1}. Then the terms
θΘLi1 ( ˜(a1u1 − a2u2)t)θ
ΘL
i2
( ˜(a2u1 + a1u2)t)θΘLi3 ( ˜(a3u1 − a4u2)t)θ
ΘL
i4
( ˜(a4u1 + a3u2)t) and
θΘLi1 ( ˜(a1u1 − a2u2)tright)θ
ΘL
i2
( ˜(a2u1 + a1u2)tright)θ
ΘL
i3
( ˜(a3u1 − a4u2)tright)θ
ΘL
i4
( ˜(a4u1 + a3u2)tright)
are the same. That is to say, fixing an excellent lift t̃ of t and substituting the coordinates of
0̃A, t̃, 2̃t = chain mult(2, t̃), . . . , ˜(`− 1)t = chain mult(` − 1, t̃) in the formula (17), we correctly
compute an affine lift of the theta null point of B4 for Θ̃M?4 .





(a1u1 − a2u2)2 + (a2u1 + a1u2)2 + (a3u1 − a4u2)2 + (a4u1 + a3u2)2 = (a21 + · · ·+ a24)(u21 + u22)
and (a21 + · · ·+ a24) is a multiple of `, since it is given by the scalar of the action of β = α21 + · · ·+α24
on t.
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4.3 Modification of Θ̃M?r on (Br,M?r) via a metaplectic isomorphism
The theta null point for the symmetric theta structure Θ̃M?r on M?r from Section 4.2 does not
automatically recover the theta null point for (B,M). It would do so if Θ̃M?r were of the form
ΘM ?ΘM?(r−1) for theta structures ΘM and ΘM?(r−1) on (B,M) and (Br−1,M?(r−1)) respectively.
In order to obtain information about a single polarized factor (B,M), we need to modify Θ̃M?r
via a suitably chosen metaplectic automorphism (an automorphism of the corresponding Heisenberg
group) so that it has the above form. We explain how to do that now.
4.3.1 Transforming Θ̃M?r to a product theta structure via a metaplectic automorphism.
Lemma 4.8. There exists a metaplectic automorphism M ∈ Autk×(H(δ?rM)) such that the theta
structure Θ̃M?r ◦M is a product theta structure.
Proof. There exists a symmetric theta structure ΘM on (B,M). We can then form the (r-fold)
product theta structure ΘM?r = ΘM ? · · · ?ΘM on (Br,M?r). Define M := Θ̃−1M?r ◦ΘM?r , which is
clearly an element of Autk×(H(δ?rM)) and satisfies the above property.
4.3.2 Explicit computation of a metaplectic automorphism M . Lemma 4.8 shows that Θ̃M?r can
be transformed into a product theta structure via an automorphism M ∈ Autk×(H(δ?rM)), but does
not provide such an M . We will look for an automorphism M that transforms Θ̃M?r into a theta
structure of the form ΘM ? · · · ? ΘM. By Proposition 3.1, to give a symmetric theta structure
H(δ?rM)→ G(M?r) it suffices to give a symplectic isomorphism K(2(δ?rM))→ K((M?r)2). Observe
that K(2(δ?rM)) = K((2δM)?r) = K(2δM) × · · · ×K(2δM) and that K((M?r)2) = K((M2)?r) =
K(M2)× · · · ×K(M2). We have the following proposition.
Proposition 4.9. Suppose that a symplectic isomorphism K(2(δ?rM))→ K((M?r)2) is of product
form. Then the induced symmetric theta structure H(δ?rM)→ G(M?r) is also of product form.
Proof. Observe that the induced symplectic isomorphism K(δ?rM) → K(M?r) is of product form,
then use Lemma 3.4.
We will now explain how to find the symplectic isomorphism K(2(δ?rM))→ K((M?r)2) that turns
Θ̃M?r into a product theta structure. We will therefore work on Ar instead.
Let ΘL be as in Section 4.1 and let ΘL2 be a symmetric theta structure on (A,L2) such that
(ΘL,ΘL2) is a compatible pair of symmetric theta structures for (L,L2), as defined in [Mum66, p.317].




i=1 for the 2n-torsion points of (Ar, (L2)?r)
determined by (the r-fold product of) the theta structure ΘL2 . Let {x′i, x′′i }
gr
i=1 be the r-fold product
basis on K((M2β)?r)[2n] corresponding to the r-fold product theta structure Θ(M2β)?r . We know
that f̂?r(x′i) = e′i (and same for x′′i ). Let y′i = F (x′i) and y′′i = F (x′′i ). The basis {y′i, y′′i }
gr
i=1 is not
of product form, but is symplectic for the Weil pairing on Br[2n]. Define f ′i = (f?r)−1(y′i) and
f ′′i = (f?r)−1(y′′i ) where we use the fact that f?r|K((L2β)?r)[2n] is invertible. Note that {f ′i , f ′′i }
gr
i=1
is a non r-fold symplectic basis for K((L2)?r). The following diagram might be helpful. Note that
{e′i, e
′′
i } and {f ′i , f ′′i } are bases of Ar[2n], whereas {x′i, x′′i } and {y′i, y′′i } are bases of Br[2n].
{e′i, e′′i }: r-fold, symplectic for e(L2)?r
Fβ−1





{f ′i , f ′′i }: non r-fold, symplectic for e(L2β)?r f?r
// {y′i, y′′i }: non r-fold, symplectic for e(M2)?r
A simple diagram chasing shows that indeed Fβ−1(e′i) = f ′i and Fβ−1(e′′i ) = f ′′i , so the non r-fold
basis {f ′i , f ′′i } of Ar[2n] can be computed from the basis {e′i, e′′i }.
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Lemma 4.10. Suppose that SA ∈ Sp(Ar[2n]) is a symplectic automorphism (for the pairing e(L2β)?r
restricted to Ar[2n]) such that the basis {SA(f ′i), SA(f ′′i )}
gr
i=1 is an r-fold product basis. Then the
basis {SB(y′i), SB(y′′i )}
gr
i=1 is an r-fold product symplectic basis of K((M2)?r) for e(M2)?r , where
SB = f?r ◦ SA ◦ (f?r)−1 ∈ Sp(Br[2n]).
Proof. Write
SB(y′i) = f?r(SA(f ′i)) and SB(y′′i ) = f?r(SA(f ′′i )).
Since {SA(f ′i), SA(f ′′i )} is an r-fold product basis, so is {SB(y′i), SB(y′′i )}.
To compute such an SA ∈ Sp(Ar[2n]) in practice, we do the following:
– Let MFβ−1 ∈ GL2gr(Z/2nZ) be the matrix corresponding to the action of Fβ−1 on {e′i, e′′i }
gr
i=1
(i.e. the one corresponding to the change of basis from {e′i, e′′i }
gr
i=1 to {f ′i , f ′′i }
gr
i=1).
– For each N ∈ GL2g(Z/2nZ) let ∆(N) be the image of N under the standard diagonal embedding
∆: GL2g(Z/2nZ) ↪→ GL2gr(Z/2nZ).
Then test whether SA = ∆(N)M−1Fβ−1 ∈ Sp2gr(Z/2nZ) where the symplectic group Sp2gr(Z/2nZ) ⊂





for the standard basis of
(Z/2nZ)2gr.
The complexity of the computation depends on g = dimA, r and n and has no dependency in q and
`. In practice we will have n = 2 and for most cases r = 4.
4.4 Transforming theta coordinates under metaplectic automorphisms
In this section we explain how to transform canonical theta coordinates under metaplectic auto-
morphisms. We first treat the case where (X,LX) is a g-dimensional abelian variety over a field k
with a totally symmetric ample line bundle LX of type δX = (4, . . . , 4) ∈ Zg, i.e. LX is algebraically
equivalent to the 4th tensor power of a principal polarization. Let ΘLX and Θ′LX be two symmetric
theta structures on (X,LX). We will explain how to compute the theta null point of X with respect
to Θ′LX from the theta null point of X with respect to ΘLX . More generally, for a geometric point
x ∈ X(k), we will explain how to express the canonical theta coordinates of x with respect to Θ′LX
out of the canonical theta coordinates of x with respect to ΘLX . Then we will stick to the case
(X,LX) where LX is totally symmetric of type (2, . . . , 2) and see how to relate theta coordinates on
X with respect to different symmetric theta structures, using the transformation law developed for
L2X (i.e. the one for totally symmetric line bundles of type (4, . . . , 4)).
4.4.1 Analytic transformation formula of Igusa for totally symmetric line bundles of type (4, . . . , 4).
Here we restrict to the case k = C. Let (X = Cg/Λ,LX) be a complex abelian variety of dimension g
with a totally symmetric line bundle LX on X of type δX = (4, . . . , 4) and let ΘLX and Θ′LX be two
symmetric theta structures on (X,LX). The theta structures ΘLX and Θ′LX induce level δX -structures
on (X,LX) (see [BL04, Ch.8.3]), which in return are induced by period matrices Ω ∈ Hg and Ω′ ∈ Hg















determined by Ω and Ω′ respectively, with indices a = (a1, . . . , ag),b = (b1, . . . , bg) ∈ 12Z
g that run




. We want to see how these bases are related. Recall
that Sp2g(Z) acts on Cg ×Hg via
S · (z,Ω) = (SΩ · z, S · Ω), (21)
22
where SΩ · z = t(CΩ +D)−1z and S · Ω = (AΩ +B)(CΩ +D)−1. Igusa [Igu72, §5, Thm.2] proved






(SΩ · z, S · Ω) = ξS · ξz,S · ξa,b ·
√







– ξS is an 8th root of unity,




and is 1 for the case of z = 0.
– ξa,b = exp
(





















Now consider the metaplectic automorphism M := Θ−1LX ◦ Θ
′
LX ∈ AutC×(H(δX)). Let S ∈
Sp(K(δX)) be the induced symplectic automorphism. With respect to the standard symplectic basis
of K(δX), the automorphism S can be expressed as a 2g-by-2g symplectic matrix with coefficients





∈ Sp2g(Z) in order that Ω′ = S · Ω. Then






(SΩ · z) = ξS · ξz,S · ξa,b ·
√






The important point is that the factor λ = ξS · ξz,S ·
√
det(CΩ +D) is independent of a and b,
so it gets absorbed when working with projective coordinates.
4.4.2 Algebraic transformation formula for totally symmetric line bundles of type (2, . . . , 2). We
now want to give a transformation law for canonical bases on (X,LX), where LX is totally symmetric
of type δX = (2, . . . , 2). Suppose we have fixed two pairs of compatible symmetric theta structures





) for (LX ,L2X) (as defined in [Mum66, p.317]). Note that by [Mum66, §2,
Prop.7] every symmetric theta structure ΘLX on (X,LX) can be extended to a compatible pair of
symmetric theta structures (ΘLX ,ΘL2X ) on (LX ,L
2
X). Let S ∈ Sp(K(δX)) and S2 ∈ Sp(K(2δX)) be






respectively. Then S2 restricts to S on K(δX). Denote by S2 an arbitrary lift of S2 to Sp2g(Z).
Given the theta coordinates of a point z with respect to the theta structure ΘLX , we will explain
how to compute the theta coordinates of the point z′ = SΩ ·z with respect to the theta structure Θ′LX .
First note that the theta structures ΘLX and Θ′LX determine the squares of the theta coordinates
for the compatible theta structures ΘL2X and Θ
′
L2X
respectively. Hence, we write the analogue of (23)
for the squares of the algebraic theta coordinates for ΘL2X and Θ
′
L2X
. There exists a constant λ such
































The theta coordinates of any point z of (X,LX ,ΘLX ) and indexed by i are transformed into
squares of type 2δX theta coordinates, denoted by θ
ΘL2
X














































































We summarise the above in the following proposition.
Proposition 4.11. Let (X,LX) be a polarized abelian variety of dimension g with a totally symmetric





) be two pairs of compatible
symmetric theta structures for (LX ,L2X). Let S ∈ Sp(Z/4Z) be the symplectic automorphism induced
by Θ−1L2X ◦ Θ
′
L2X





∈ Sp2g(Z) be an arbitrary lift of S. Let e′ = 12 diag(A
tC)
and e′′ = 12 diag(D



































4.5 Computing the theta null point of (B,M,ΘM)
Let (A,L) be a polarized abelian g-fold with L totally symmetric of type δ = (2, . . . , 2). Suppose we
have fixed a compatible pair of symmetric theta structures (ΘL,ΘL2) for (L,L2). Let SA ∈ Sp(Ar[4])
be computed as in Section 4.3.2, where the symplectic pairing on Ar[4] is the restriction of e(L2β)?r
to Ar[4]. Via Θ(L2β)?r we might see SA as a matrix S ∈ Sp2gr(Z/4Z).
On the other hand, (ΘL,ΘL2) induces the compatible pair of symmetric theta structures
(ΘM,ΘM2) for the totally symmetric line bundles (M,M2) on B. According to [Mum66, Rem.2,
p.318] there exists a symmetric theta structure Θ̃(M2)?r above Θ̃M?r such that the symplectic
automorphism induced by Θ̃−1(M2)?r ◦Θ(M2)?r (when expressed in the canonical symplectic basis of
K(2δ?r)) equals S.
Now suppose we are given the theta null point (θΘ̃M?rb (0Br))b∈K1(M?r) of (Br,M?r, Θ̃M?r). If
we apply Proposition 4.11 to (Br,M?r) and the two pairs of compatible symmetric theta structures
(Θ̃M?r , Θ̃(M2)?r) and (ΘM?r ,Θ(M2)?r), then we can compute the theta null point for the product





∈ Sp2gr(Z) be an arbitrary lift of S. Let
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e′ = 12 diag(A
tC) and e′′ = 12 diag(D
tB). Then there exists a constant λ (containing the factor
θ
ΘM?r








































−πi(atABta + btCDtb)− 2πi(Ata + Ctb + e′)te′′ − 2πiatBCtb
)
.






















(k2,...,kr) (0Br−1) 6= 0, we obtain the projective
theta null point (θΘMk (0B))k∈K1(M) for (B,M,ΘM).
Remark 9. In order to apply Lemma 4.10 and Proposition 4.11, and hence to compute the theta null
point of (B,M,ΘM), it is important to note that we need not only a symmetric theta structure ΘL
for (A,L), where L is totally symmetric and of type (2, . . . , 2), but also a compatible symmetric
theta structure ΘL2 for (A,L2). In the case where A is the Jacobian variety of a hyperelliptic curve
H of genus g, Thomae’s formula [Mum84, Theorem 8.1.] gives a way to fix such a pair of compatible
symmetric theta structures (ΘL,ΘL2), and hence to apply the above algorithm.
5. Evaluating the Isogeny on Points
Let x ∈ A(k) be a point of order N coprime to `. We want to express the theta coordinates of
y = f(x) ∈ B(k) with respect to the theta structure ΘM in terms of the theta coordinates of x with
respect to the theta structure ΘL.
5.1 The preimage of (y, 0, . . . , 0) under F
Consider the following subgroup of Ar(k):
X = {(a1x, . . . , arx) : (a1, . . . , ar) ∈ Zr}.
As β = F ◦ F t is an automorphism of X, then both F and F t are automorphisms of X.
Lemma 5.1. Let (x1, . . . , xr) = F t(x, 0 . . . , 0) ∈ X and let (x′1, . . . , x′r) = F−1(x, 0, . . . , 0) ∈ X. If
yi = f(x′i) ∈ B then,
(f(x), 0, . . . , 0) = F (y1, . . . , yr) and f̂?r(y1, . . . , yr) = (x1, . . . , xr).
Proof. Let (y′1, . . . , y′r) = F t(y, 0, . . . , 0). Then it follows:






3 (y1, . . . , yr)






3 (y, 0, . . . , 0)
(x1, . . . , xr) ∈ Ar(k)
f?r // Br(k) 3 (y′1, . . . , y′r).
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and consequently
F (y1, . . . , yr) = (y, 0 . . . , 0)
and
(x1, . . . , xr) = β(x′1, . . . , x′r) = f̂?r(f?r(x′1, . . . , x′r)) = f̂?r(y1, . . . , yr).




k (y, 0, . . . , 0)
)
k∈K1(M?r)
5.2.1 The isogeny theorem for F . Similarly to the computation of the theta null point of Br with
respect to Θ̃M?r , we use the isogeny of polarized abelian varieties
F : (Br, (Mβ)?r,Θ(Mβ)?r)→ (Br,M?r, Θ̃M?r)
to compute the coordinates of (y, 0, . . . , 0) with respect to Θ̃M?r . Equation (9) implies that up to a
projective factor λ ∈ k×, one has that for every k ∈ K1(M?r),
θ
Θ̃M?r









where j ∈ K1((Mβ)?r)[n] is the unique index for which F (j) = k.
We encounter the same difficulty as in Section 4.2. That is, the input of the algorithm only















of x. As in the
computation of the theta null point of Br with respect to Θ̃M?r , we would like to use a combination
of the isogeny theorem for F and of the isogeny theorem for f̂ . Following Lemma 5.1, we consider
x1 = α1x, . . . , xr = αrx which satisfy x1 = f̂(y1), . . . , xr = f̂(yr), where (y1, . . . , yr) ∈ Br(k) is the








where is = f̂(js) and where we write ust′ for t′′s , but we have to carefully work this out. One of the










js+t′′s (0B) is that we have
to substitute affine coordinates not only of one point 0̃B but of r points ỹ1, . . . , ỹr. Now this might
look like a restriction, but it turns out to actually simplify things, since we are free to choose affine
lifts of y1, . . . , yr, a priori without any relation amongst them.
5.2.2 Right lifts and suitable lifts. Let ˜̂f be the affine lift of f̂ of Section 4.2.1. Fixing lifts x̃1, . . . , x̃r
of x1, . . . , xr determines lifts ỹ1, . . . , ỹr of y1, . . . , yr by the relation
x̃1 =
˜̂
f(ỹ1), . . . , x̃r =
˜̂
f(ỹr).
If we were able to compute the lifts ỹ1, . . . , ỹr, then we could substitute their coordinates in (29)
and compute an affine lift of (y, 0, . . . , 0) for Θ̃M?r . Unfortunately we cannot directly compute those
from the input.
We make the following crucial observation. The lifts ỹ1, . . . , ỹr determine lifts of x1 +u1t, . . . , xr +
26
urt, where 1 6 u1, . . . , ur 6 `− 1, as
˜xs + ust =
˜̂
f((1, usit′ , 0) · ỹs).
These lifts will play an important role in the sequel.
Definition 5.2. Let 0̃A and x̃1, . . . , x̃r be fixed affine lifts of 0A and x1, . . . , xr respectively. Let 0̃B
and ỹ1, . . . , ỹr be the lifts induced by
˜̂
f and 0̃A, x̃1, . . . , x̃r. For s = 1, . . . , r and 1 6 u, us 6 ` − 1,
the induced lifts ˜̂
f((1, usit′ , 0) · ỹs) and
˜̂
f((1, uit′ , 0) · 0̃B)
are called right lifts of xs + ust and ut respectively, and are denoted by
˜xs + ustright and ũtright.
The terminology is motivated by the following: fixing lifts 0̃A and x̃1, . . . , x̃r, if we knew the right
lifts of all the points xs + ust (with respect to x̃1, . . . , x̃r), we could patch their affine coordinates
together and recover affine lifts of ỹ1, . . . , ỹr. Surely we do not know the right lift, since when we
convert the point xs + ust from Mumford to theta coordinates, we do an arbitrary choice of affine
lift. Hence, the lift differs from the right lift by a scalar λxs+ust ∈ k̄×.
But we can show, similar to the notion of excellent lifts from Section 4.2.3, that the right lifts of
{xs + ust : s = 1, . . . , r and us = 1, . . . , `− 1} satisfy some compatibility conditions, reducing the
ambiguity when fixing a lift to a choice of an `th root of unity.
Definition 5.3 (suitable lifts). Let x ∈ A(k) (not necessarily the input of the algorithm) and let x̃
be a fixed affine lift of x. Let t̃ be an affine lift of t ∈ G (we can assume that t̃ is excellent). We call
an affine lift x̃+ t of x+ t suitable for t̃ and x̃ if
chain multadd(`, x̃+ t, t̃, x̃) = x̃.
For the algorithms chain mult and chain multadd, see Section 4.2.3. The computation of a
suitable lift of x+ t is similar to the computation of excellent lifts in the previous section: we take
any lift x̃+ t and search for a scalar λx+t ∈ k
× such that λx+t · x̃+ t is suitable. Using [LR12b,
Lem.4.8], we obtain that in order for λx+t · x̃+ t to be suitable, we need
x̃ = λ`x+t · chain multadd(`, x̃+ t, t̃, x̃).
The latter determines λ`x+t uniquely (since chain multadd(`, x̃+ t, t̃, x̃) can be computed using
[LR12b, Alg.4.6]). This determines λx+t up to an `th root of unity.
We will now show that the notion of suitable lift is the correct notion.
Proposition 5.4. Let 0̃A and x̃1, . . . , x̃r be fixed affine lifts of 0A and x1, . . . , xr respectively. Then,
the right lift t̃right is an excellent lift of t and for 2 6 u 6 `− 1,
ũtright = chain mult(u, t̃right).
Moreover, for s = 1, . . . , r, the right lift x̃s + tright of xs + t is suitable for t̃right and x̃s and we have
˜xs + ustright = chain multadd(us, x̃s + tright, t̃right, x̃s), for us = 2, . . . , `− 1.
Proof. We proved in Proposition 4.6 that t̃right is an excellent lift of t and that ũtright = chain mult(u, t̃right)
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0̃A, x̃1, . . . , x̃r respectively. Then,
chain multadd(us, x̃s + tright, t̃right, x̃s)
= chain multadd(us,
˜̂
f((1, it′ , 0) · ỹs),
˜̂
f((1, it′ , 0) · 0̃B),
˜̂
f(ỹs))
= ˜̂f(chain multadd(us, (1, it′ , 0) · ỹs, (1, it′ , 0) · 0̃B, ỹs))
= ˜̂f((1, usit′ , 0) · chain multadd(us, ỹs, 0̃B, ỹs))
= ˜̂f((1, usit′ , 0) · ỹs)
















of the algorithm, when
fixing an affine lift 0̃A of 0A, we can compute an excellent lift t̃ of t for 0̃A. This lift will differ from
t̃right by an `th root of unity ζt, i.e. t̃ = ζt · t̃right.
Lemma 5.5. Let t̃ (not necessarily excellent) and x̃ be fixed affine lifts of t and x respectively. Let
x̃+ t be an affine lift of x+ t. Then, x̃+ t is suitable for t̃ and x̃ if and only if x̃+ t is suitable for
ζ · t̃ and x̃ for any `th root of unity ζ.
Proof. This is a direct consequence of [LR12b, Lem.3.10], saying that
chain multadd(`, x̃+ t, ζ · t̃, x̃) = ζ`(`−1) · chain multadd(`, x̃+ t, t̃, x̃).
Fix arbitrary affine lifts x̃1, . . . , x̃r of x1, . . . , xr (for example by computing α1x, . . . , αrx in
Mumford coordinates and then convert to theta coordinates). By Lemma 5.5, computing suitable lifts
of x1 +t, . . . , xr+t for t̃right and x̃1, . . . , x̃r is equivalent to computing suitable lifts of x1 +t, . . . , xr+t
for t̃ (= ζt · t̃right) and x̃1, . . . , x̃r. We cannot perform the former computation since we do not know
t̃right, but we can perform the latter computation. This means that we can compute suitable lifts
x̃1 + t, . . . , x̃r + t of x1 + t, . . . , xr + t for t̃right and x̃1, . . . , x̃r respectively, that differ from the right
lifts of x1 + t, . . . , xr + t by `th roots of unity ζx1+t, . . . , ζxr+t. Moreover, if we compute lifts of
xs + ust as
˜xs + ust := chain multadd(us, x̃s + t, t̃, x̃s),
then they differ from the right lifts of xs + ust by a factor ζusxs+t, meaning that
˜xs + ust = ζusxs+t · ˜xs + ustright.
5.2.3 Choice of lifts of xs + ust. We use a different approach based on the Chinese Remainder
Theorem and the fact that the order N of x is coprime to `. Suppose that we have fixed a lift 0̃A
of 0A and that we have computed a lift x̃ of x that satisfies chain mult(N, x̃) = 0̃A. This, via
˜̂
f ,
determines lifts 0̃B and ỹ of 0B and y, respectively, satisfying chain mult(N, ỹ) = 0̃B. The lift 0̃B
then determines right lifts t̃right and x̃+ tright. We first compute an excellent lift t̃ of t. We have
t̃ = ζt · t̃right for an `th root of unity ζt. We then compute a suitable lift x̃+ t of x+ t for t̃ (hence
for t̃right) and x̃. We have x̃+ t = ζx+t · x̃+ tright for ζx+t an `th root of unity. Let ỹ + t′ be the lift
of y + t′ induced by ˜̂f and x̃+ t. It is not hard to see that
ỹ + t′ = ζx+t · (1, it′ , 0) · ỹ. (30)
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Suppose e and f satisfy eN + f` = 1. Consider the isomorphism
c[·,·] : Z/NZ× Z/`Z→ Z/N`Z, (a, u) 7→ c[a,u] = ueN + af`.
For s = 1, . . . , r let as mod N be the integer such that xs = αsx = asx.
Define lifts of x1, . . . , xr as
x̃s := chain mult(c[as,0], x̃+ t) for s = 1, . . . , r. (31)
The lifts x̃1, . . . , x̃r induce lifts ỹ1, . . . , ỹr of y1, . . . , yr and using the compatibility of the affine isogeny˜̂
f with chain mult, it is not hard to see that
ỹs = chain mult(c[as,0], ỹ + t′) for s = 1, . . . , r. (32)
The lifts x̃1, . . . , x̃r also induce right lifts
{ ˜xs + ustright : s = 1, . . . , r, us = 1, . . . , `− 1},
which are given by
˜xs + ustright =
˜̂
f((1, usit′ , 0) · ỹs) =
˜̂
f((1, usit′ , 0) · chain mult(c[as,0], ỹ + t′)). (33)
Again, there is no chance we can determine the right lift of xs +ust. But we can prove the following.
Proposition 5.6. Let 0̃A and x̃ be fixed affine lifts of 0A and x respectively. Let t̃ be a fixed excellent
lift of t, that differs from the right lift of t by an `th root of unity ζt. Let x̃+ t be a fixed suitable
lift of x+ t for t̃ and x̃, and suppose x̃+ t differs from the right lift of x+ t by an `th root of unity
ζx+t. Let x̃1, . . . , x̃r be lifts of x1, . . . , xr defined as in (31). For s = 1, . . . , r and us = 1, . . . , `− 1,
define a lift of xs + ust as
˜xs + ust := chain mult(c[as,us], x̃+ t). (34)
Then, we have that
˜xs + ust = ζu
2
s
x+t · ˜xs + ustright,
where the right lift of xs + ust is as in (33).
Proof. Observe that
ỹs = chain mult(c[as,0], ỹ + t′) = chain mult(c[as,0], ζx+t · (1, it′ , 0) · ỹ)
= chain mult(c[as,0], (1, it′ , 0) · ỹ)
(by Lemma 3.10 of [LR12b] and the fact that c[as,0] is congruent to 0 mod `)
= chain mult(c[as,0], ỹ) by Lemma 4.5
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Now,




= ˜̂f(chain mult(c[as,us], ỹ + t′))
= ˜̂f(chain mult(c[as,us], ζx+t · (1, it′ , 0) · ỹ))
= ˜̂f(ζc2[as,us]x+t · chain mult(c[as,us], (1, it′ , 0) · ỹ))
= ˜̂f(ζu2sx+t · (1, usit′ , 0) · chain mult(c[as,us], ỹ))






f((1, usit′ , 0) · chain mult(c[as,0], ỹ))











x+t · ˜xs + ustright.
5.2.4 Independence of the choice of a suitable lift of x+ t. We prove the case r = 4. The case r = 2
is easier and can be proven in a similar way.








where j ∈ K1((Mβ)?4)[n] is the unique index such that F (j) = k. Let t′ ∈ K1(Mβ)[β] be the unique
preimage of t under f̂ .
Fix a lift 0̃A of 0A and fix a lift x̃ of x that satisfies chain mult(N, x̃) = 0̃A, where N is the
order of x which is coprime to `. Compute an excellent lift t̃ of t, that differs form t̃right by an `th
root of unity ζt, and compute a suitable lift x̃+ t of x+ t for t̃ (hence for t̃right) and x̃, that differs
from x̃+ tright by an `th root of unity ζx+t. For s = 1, . . . , 4 and us = 0, . . . , `− 1, define a lift of
xs + ust as
˜xs + ust := chain mult(c[as,us], x̃+ t). (36)
Proposition 5.6 tells us that for s = 1, . . . , 4 and us = 1, . . . , `− 1, the lift ˜xs + ust differs from the




˜xs + ust = ζu
2
s
x+t · ˜xs + ustright.
Here, right lift of xs + ust means with respect to the lift x̃s = chain mult(c[as,0], x̃+ t) of xs. We
want to evaluate (35) by making the substitution
θ
ΘMβ
js+t′′s (ys) = θ
ΘL
f̂(js)
( ˜xs + ust),
where us is such that t′′s = ust′. If we knew the right lifts
{ ˜xs + ustright : s = 1, . . . , 4 and us = 0, . . . , `− 1},
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where x̃s + 0tright is just x̃s, then, by making the substitutions
θ
ΘMβ
js+t′′s (ys) = θ
ΘL
f̂(js)
( ˜xs + ustright),
we could compute (35) correctly.











θΘLi1 ( ˜x1 + α1t1 − α2t2)θ
ΘL
i2
( ˜x2 + α2t1 + α1t2)θΘLi3 ( ˜x3 + α3t1 − α4t2)θ
ΘL
i4
( ˜x4 + α4t1 + α3t2),
(37)
where is = f̂(js) ∈ K1(L). For s = 1, . . . , 4, let as,t mod ` be the integer such that αst = as,tt.
Writing t1 = u1,tt and t2 = u2,tt, with 0 6 u1,t, u2,t 6 `− 1, we define integers
– u1 = a1,tu1,t − a2,tu2,t mod `, u2 = a2,tu1,t + a1,tu2,t mod `,
– u3 = a3,tu1,t − a4,tu2,t mod `, u4 = a4,tu1,t − a3,tu2,t mod `.
Then, we are reduced to computing∑
06u1,t,u2,t6`−1
θΘLi1 ( ˜x1 + u1t)θ
ΘL
i2
( ˜x2 + u2t)θΘLi3 ( ˜x3 + u3t)θ
ΘL
i4
( ˜x4 + u4t). (38)
Lemma 5.7. Fix u1,t, u2,t ∈ {0, . . . , `− 1}. Then we have equality between the terms
θΘLi1 ( ˜x1 + u1t)θ
ΘL
i2
( ˜x2 + u2t)θΘLi3 ( ˜x3 + u3t)θ
ΘL
i4
( ˜x4 + u4t) and
θΘLi1 ( ˜x1 + u1tright)θ
ΘL
i2
( ˜x2 + u2tright)θΘLi3 ( ˜x3 + u3tright)θ
ΘL
i4
( ˜x4 + u4tright).
That is to say, evaluating (35) by substituting the lifts { ˜xs + ust : s = 1, . . . , 4 and us = 0, . . . , `− 1}
as defined in (36), we correctly compute an affine lift of (y, 0, . . . , 0) ∈ B4(k) with respect to Θ̃M?4 .
Proof. By Proposition 5.6, the term
θΘLi1 ( ˜x1 + u1t)θ
ΘL
i2
( ˜x2 + u2t)θΘLi3 ( ˜x3 + u3t)θ
ΘL
i4
( ˜x4 + u4t)
differs from
θΘLi1 ( ˜x1 + u1tright)θ
ΘL
i2
( ˜x2 + u2tright)θΘLi3 ( ˜x3 + u3tright)θ
ΘL
i4





u21 + · · ·+ u24 = (a21,t + · · ·+ a24,t)(u21,t + u22,t)
which is a multiple of `, since a21,t + · · ·+ a24,t is given by the action of β on t.
5.3 Theta coordinates for (B,M,ΘM)




k (f(x), 0, . . . , 0)
)
k∈K1(M?r)
for x ∈ A(k). Analo-
gous to Section 4.3 this does not allow us to recover the theta coordinates of f(x) for (B,M). The same
metaplectic automorphism from Section 4.3.2 turns Θ̃M?r into a product theta structure and the trans-
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be as in Proposition 4.11 and let e′ = 12 diag(A
tC) and e′′ = 12 diag(D
tB). Then there exists a






















exp(4πiati)θΘ̃M?rb+i ((f(x), 0, . . . , 0))θ
Θ̃M?r
i (0Br),
























−πi(atABta + btCDtb)− 2πi(Ata + Ctb + e′)te′′ − 2πiatBCtb
)
.
We finally compute the projective point
(θΘMk (f(x)))k∈K1(M).
6. Complexity Analysis
The algorithms from Sections 4 and 5 depend on the following parameters:
– the size q of the finite field Fq,
– the order ` of the kernel of the isogeny,
– the level n of the theta functions that we use in the computation,
– the dimension g of the abelian variety,
– the parameter r (typically, r is either 2 or 4),
– the order N of the point x ∈ A(Fq) (for the algorithm of Section 5).
For the moment, we assume that the matrix F is precomputed and that the (affine) theta null
point (θΘLi (0̃A))i∈K1(L) as well as the (affine) theta points (θ
ΘL
i (t̃))i∈K1(L) and (θ
ΘL
i (x̃))i∈K1(L) are
provided as input to the algorithm. We fix the following notations:
– k0 denotes the field of definition of the affine theta coordinates of 0A,
– kt denotes the field of definition of the affine theta coordinates of t,
– kx denotes the field of definition of the affine theta coordinates of x,
– kx+t denotes the field of definition of the affine theta coordinates of x+ t.
It will follow from Section 6.2.1 that kx+t is the composite field of kx and kt.
In the case where A is the Jacobian variety of a hyperelliptic curve H defined over Fq, we
can explicitly determine the fields k0, kt and kx. Suppose that the Weierstrass points of H have
coordinates in Fqd . Then k0 equals Fq2d . In general, if z ∈ A(Fqd′ ) is any point on the Jacobian of
H, then the theta coordinates of z will be defined over the composite field of Fq2d and Fqd′ . Since x
is Fq-rational we have that kx = k0, and if d′ is the smallest integer such that A[`] ⊂ A(Fqd′ ), then
kt is the composite field of Fq2d and Fqd′ .
6.1 Computing the theta null point for B
We first analyse the complexity of the algorithm from Section 4.
6.1.1 Compute an excellent affine lift for t ∈ G. To compute an excellent affine lift of t, we follow
the procedure in Section 4.2.3, that is, we take any affine lift t̃ and compute chain mult(m+ 1, t̃, 0̃A)
as well as − chain mult(m, t̃, 0̃A) and then solve an equation λ`t = c to determine λt.
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As discussed in [LR12b, p.1494], a multiplication chain requires O(logm) chain additions (in the
worst case, 3 logm). The complexity of each chain addition has been analyzed in [LR12b, §3.2] and
has complexity
4(4`n)gM(kt) + (4`n)gA(kt) + (`n)gD(kt)
where, M(kt), A(kt) and D(kt) are the costs of multiplication, addition and division in the field kt
respectively.
Once we have obtained t̃e, we need to compute the excellent lifts t̃e, 2̃te, . . . , ˜(m+ 1)te. These
then automatically yield lifts for ˜(m+ 1)te, . . . , ˜(`− 1)te (so we do not need to compute those) and
hence, for all the points in G. In the case where A is a hyperelliptic Jacobian, we have A[`] ⊂ A(kt),
and since the `th roots of unity µ` form a subgroup of k×t , the excellent lift t̃e has affine coordinates
in kt.
6.1.2 Evaluating the right-hand side of equation (19). For a given k ∈ K1(M?r), computing the
right-hand side of (19) requires `r/2 times (r − 1) multiplications and one addition in the field kt
as the theta coordinates of the suitable lifts of the points in the kernel have been computed in the
previous step. There are ngr indices k for which we need to do this computation, thus leading to
ngr`r/2(r − 1) multiplications and ngr`r/2 additions in kt with a total cost of
ngr`r/2((r − 1)M(kt) + A(kt)).
6.1.3 Computing the symplectic transformation S. The complexity depends only on n, g and r. In
practice, this can be speeded up if one finds a faster method for a symplectic transformation of a
2gr-by-2gr matrix with entries in Z/2nZ into a block-diagonal form (we only need to have a 2g-by-2g
block that will then correspond to the single copy (B,M,ΘM) in the product (B × Br−1,M ?
M?(r−1),ΘM?M?(r−1))). The brute-force method presented in Section 4.3.2 requires testing (2n)4g
2
matrices.
6.1.4 Applying the transformation formula. The main cost is given by the number of multiplications
and additions needed to compute the right-hand side of (28). For each element in K1(M?r), one
needs #K1(M?r) ·#K1(M?r) = n2gr multiplications and n2gr additions in the field kt. Thus, the
total cost of the coordinate transformation is n3gr(M(kt) + A(kt)).
6.2 Computing the theta coordinates for f(x)
For a point x ∈ A(Fq), suppose that we want to compute the coordinates of f(x) with respect to
the theta structure ΘM on (B,M), assuming that we are given the theta coordinates of x for the
theta structure ΘL on (A,L).
6.2.1 Computing a lift of x+ t using normal additions. Recall that the type of L is δ = (n, . . . , n).
Given affine lifts (θΘLi (t̃))i∈K1(L) and (θ
ΘL
i (x̃))i∈K1(L) of t and x respectively, we explain how to
compute (affine) theta coordinates for x + t. We do that by using normal additions. That is, we
compute for each i ∈ K1(L) the product θΘLi (x̃+ t)θ
ΘL
0 (x̃− t) as in [Rob10, p.81]: if we write i = 2u
where u ∈ Z(2δ) then
θΘLi (x̃+ t)θ
ΘL









































Remark 10. As explained in [Rob10, p.81], one has to be a bit careful with the required non-vanishing
of the denominator on the right-hand side of (41). Yet, according to [Rob10, Thm.4.4.4], there will
always be u′ ∈ Z(2δ) with 2u′ = i for which the denominator will not vanish.
Assuming that θΘL0 (x̃− t) 6= 0, we obtain projective theta coordinates for x+ t. For fixed i ∈ Z(δ)
and fixed χ ∈ Ẑ(δ), the computation of UL2χ,u(x̃)UL
2
χ,u(t̃) has a cost of 2ng(M(kx+t) + A(kx+t)) +
M(kx+t) + D(kx+t), and hence the computation of θΘLi (x̃+ t) has a cost of ng(2ng(M(kx+t) +
A(kx+t)) + M(kx+t) + D(kx+t) + A(kx+t)). Finally, we compute the projective theta coordinates
x+ t at a cost of
n2g(2ng(M(kx+t) + A(kx+t)) + M(kx+t) + D(kx+t) + A(kx+t)).
6.2.2 Computing affine lifts from Section 5.2.3. Suppose we are given an excellent lift (θΘLi (t̃))i∈K1(L)
of t from the computation of the theta null point of B. Let x̃+ t be an arbitrary affine lift of x+ t
computed using the normal additions in the previous section. Compute a lift x̃ of x satisfying
chain mult(N, x̃) = 0̃A. This requires logN chain additions in the field kx. As before, the cost is
3 logN (4(4`n)gM(kx) + (4`n)gA(kx) + (`n)gD(kx)) .
Next, compute a suitable lift of x+ t for t̃ and x̃ (which we need to compute out of the arbitrary
affine lift of x + t). This requires a multiplication chain involving log ` addition chains each with
complexity 4(4`n)gM(kx+t) + (4`n)gA(kx+t) + (`n)gD(kx+t), hence a total number of
3 log ` (4(4`n)gM(kx+t) + (4`n)gA(kx+t) + (`n)gD(kx+t))
operations in the field kx+t. Finally, the cost of computing each of the affine lifts ˜xs + ust defined in
Proposition 5.6 is at most
3 log(N`) (4(4`n)gM(kx+t) + (4`n)gA(kx+t) + (`n)gD(kx+t)) ,
since the scalar c[as,us] is at most N`.
6.2.3 Computing the right-hand side of (38). To evaluate the sum in (38), we need to loop over all
indices k ∈ K1(M?r) (a total of ngr indices) and for each index, evaluate each of the `r/2 summands.
Each summand then requires (r − 1) multiplications in the field kx+t as well as one addition, a total
cost of
ngr`r/2((r − 1)M(kx+t) + A(kx+t))
operations.
6.2.4 Applying the transformation formula. As for the computation of the theta null point for B,





We have implemented the algorithm from Section 4 in Magma and used that implementation to
compute the following example of isogenous abelian surfaces. Consider the curve
H : y2 = x5 + x4 + 3x3 + 22x2 + 19x
over F23 and its Jacobian J = Jac(H). Then J is ordinary and simple and the (irreducible)
characteristic polynomial of the Frobenius endomorphism π is given by χπ(z) = z4 + 14z2 + 529.
The endomorphism algebra End0(J) = End(J) ⊗Z Q is isomorphic to the quartic CM-field K =
Q(π) = Q[z]/(χπ), and the totally real subfield K0, consisting of the symmetric endomorphisms
End+(J)⊗Z Q, is generated over Q by π + π†. Hence we have Z[π + π†] ⊂ End+(J) ⊂ OK0 . The
real endomorphism β = −38(π + π†) + 215 is totally positive and of real norm 17 (i.e. of degree 172).
Consider the 17-torsion point t = (x2 + u1x+ u0, v1x+ v0) ∈ J(F2316), where
u1 = 10a15 + 9a14 + 17a13 + 5a12 + 14a11 + 19a10 + 14a9 + 14a8 + 5a7 + 22a6 + a5 + 19a4 + 13a3 + 2a2 + 15a+ 7,
u0 = 6a15 + 11a14 + 17a13 + 19a12 + 10a11 + a10 + 21a9 + 15a8 + 18a7 + 21a6 + 5a5 + 18a4 + 4a3 + 6a2 + 3a+ 19,
v1 = 19a15 + 11a14 + 18a13 + 3a12 + 20a11 + 11a10 + 8a9 + a8 + 19a7 + 5a6 + 14a5 + 3a4 + 4a3 + 10a2 + 22a+ 22,
v0 = a15 + 10a14 + 11a13 + 22a12 + 3a11 + 14a10 + 21a9 + 5a8 + 9a7 + 17a5 + 20a4 + 6a3 + 8a2 + 13a+ 5
and a satisfies a16 + 19a7 + 19a6 + 16a5 + 13a4 + a3 + 14a2 + 17a+ 5 = 0. The subgroup G = 〈t〉 is
Galois-stable, since π(t) = [6]t, and moreover we have G ⊂ ker(β).
The algorithm outputs the hyperelliptic curve H ′ over F23 with affine model
H ′ : y2 = 5x6 + 18x5 + 18x4 + 8x3 + 20x,
whose Jacobian variety J ′ = Jac(H ′) is isomorphic (as a principally polarized abelian surface) to the
quotient J/G. Hence J and J ′ are β-isogenous over F23 and the isogeny is given by
J → J/G = J ′.
Indeed, the characteristic polynomial of the Frobenius endomorphism π′ : J ′ → J ′ equals χπ, but H
and H ′ have Cardona-Quer-Nart-Pujola invariants (c.f. [CNP05] and [CQ05]) given by [16, 12, 17]
and [18, 5, 0] respectively, and hence the Jacobians J and J ′ are non isomorphic (as principally
polarized abelian surfaces). The computation took 1.72 seconds on a 2.3 GHz Intel Core i7 CPU
with 8 GB memory.
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