This paper gives a description of various signal processing techniques that are in use for processing time series databases for extracting relevant features for pattern recognition. In addition to describe the normally used signal processing methods, we also present a novel signal processing technique, which is a modification of the well-known Short-Time Fourier Transform (STFT) and Wavelet Transform for extracting suitable features for both visual and automatic classification of non-stationary time-series databases [3] [5] . Although the new signal processing technique is useful for speech, medical, financial, and other types of time varying databases, only the power network disturbance time series is used for computing features for visual and automatic recognition.
INTRODUCTION
Spectral analysis using the Fourier Transform is a powerful technique for stationary time series where the characteristics of the signal do not change with time. For non-stationary time series, the spectral content changes with time and hence timeaveraged amplitude spectrum found by using Fourier Transform is inadequate to track the changes in the signal magnitude, frequency or phase. The signals with time varying characteristics that occur in electrical networks with power electronically controlled static devices, geophysical systems such as earth tremors, speech and acoustic systems, cardio vascular systems, financial and currency markets are typical cases for consideration of the advanced signal processing techniques, such as Short Time Fourier Transform and more recently Wavelet Transforms for mining time-series databases.Advanced signal processing techniques such as Wavelet transform and interesting modification of wavelet transform approach known as S-Transform are used for extracting pertinent feature vectors from sampled time series data either obtained by simulation of field test. The STransform on the other hand produces a time-frequency representation of a time series. It uniquely combines a frequency dependent resolution that simultaneously localizes the real and imaginary spectra. The basic functions for the S-Transform are Gaussian modulated cosinusoids, so that it is possible to use intuitive notions of cosinusoidal frequencies in interpreting and exploiting the resulting time-frequency spectrum. With the advantage of fast loss-less invertibility from time to timefrequency; and back to the time domain, the usage of the Stransform is very analogous to the Fourier Transform. In the case of non-stationary disturbances with noisy data, the STransform provides patterns that closely resemble the disturbance type and thus requires simple classification procedure. Further, the S-transform can be derived from the continuous wavelet transform (CWT) choosing a specific mother wavelet and multiplying a phase correction factor. Thus the S-Transform can be interpreted as a phase corrected continuous wavelet transform. The S-Transform approach provides a variable window, inversely proportional to frequency, thus facilitating the capture of both low and high frequency transient's signals of the electricity supply network subjected to disturbances.
PHASE CORRECTED WAVELET: S-TRANSFORM
The S-Transform of a time series ( ) y t is defined as: 
where f is the frequency, t and τ, are both time.
The S-Transform of the continuous time function ( ) y t can also be defined as a CWT with a specific mother wavelet where the dilation factor is the inverse of the frequency f.The phase factor in equation (2.19 ) is in fact a phase correction of the definition of the Wavelet Transform [9] [10]. It eliminates the concept of "wavelet analysis" by separating the mother wavelet into two parts, the slowly varying envelope (the Gaussian function) that localizes in time, and the oscillatory exponential kernel that selects the frequency being localized. It is the time localizing Gaussian that is translated while the oscillatory exponential kernel remains stationary. By not translating the oscillatory exponential kernel, The S-Transform localizes the real and imaginary components of the spectrum [11] independently, localizing the phase spectrum as well as the amplitude spectrum. This is referred to as absolutely referenced phase information. 
FOURIER TRANSFORM
where T is the sampling interval.
The inverse relationship is:
The time information is obscured in the phase information of the Fourier Transform. The Fourier Transform correctly detects the two frequency components. The Fourier Transform is thus not suitable for analyzing non-stationary signals.
SHORT TIME FOURIER TRANSFORM
The Short Time Fourier Transform (STFT) is an attempt to improve on the traditional Fourier Transform. The STFT is the result of repeatedly multiplying the signal with shifted short time windows and performing a Fourier Transform on it. The STFT for a signal ( ) y t is defined as:
where w(t) is the windowing function. The purpose of the windowing function is to dissect the signal to smaller segments where the segments of the signal are assumed to be stationary. The resulting spectrum of this window and the signal is the "local spectrum". This localizing window is then translated along the time axis to produce local spectra for the entire range of time.Due to the constant window used in the STFT, all parts of the signal are analyzed with the same resolution. This constant windowing is a drawback of the STFT because at high frequency, good time resolution is needed while good frequency resolution is needed at low frequency. The frequency resolution is proportional to the bandwidth of the windowing function while time resolution is proportional to the length of the windowing function. Consequently a short window is needed for good time resolution while a long window is needed for good frequency resolution. This limitation is due to the HeisenbergGabor inequality that states that
where is the time resolution, is the frequency resolution and Cw is a constant that is dependent on the type of windowing function used.Consequently in most applications, 2 STFT must be used.
WAVELET TRANSFORM AND MULTI-RESOLUTION ANALYSIS
The Continuous Wavelet Transform (CWT) associated with the mother wavelet ( ) t ψ is defined as: 
This CWT [9] [10] provides a redundant representation of the signal in the sense that the entire support of ( , ) W a b need not be used to recover ( ) y t . By only evaluating the CWT at dyadic intervals, the signal can be represented compactly as:
where ( ) The wavelet is also related to the scaling function by
scaling function used to represent the signal as
where jo represents the coarsest scale spanned by the scaling function.The scaling and wavelet coefficients of the signal ( ) y t can be evaluated by using a filter bank of quadrature mirror filters (QMF). 
A QUALITATIVE COMPARISON BETWEEN DWT AND S-TRANSFORM FOR ANALYSIS OF TIME SERIES EVENTS
The discrete wavelet transform is one of the most popular tools used for power signal time series disturbance classification today due to its multi-resolution capabilities and fast calculation of its coefficients. The feature vectors used for classifying the power signal time series events usually involve performing some kind of transformation on the DWT coefficients, comparing between the DWT coefficients of the disturbance signal with the DWT coefficients of a pure signal, compressed DWT coefficients,and the direct use of the DWT coefficients.The following figures show the 2-D plot of the S-Transform with α=0.2, and the 4-level decomposition of the DWT with db4
wavelet for some of the time series databases like the oscillatory transient, notch, swell, sag, interruption, harmonics, swell with harmonics and sag with harmonics, etc.
Oscillatory transient
In 
Impulsive Transient
The S-Transform correctly detects and localized the impulsive transient as shown in Fig. 6.2.1 The impulsive transient is represented as a long line in the time-frequency plane that last for a wide range of frequencies. This is because a very short impulse in the time domain would result in a Fourier Transform that spreads out for a wide range of frequencies. In Fig.6.3 .1, the DWT coefficients at all levels detect and localizes the impulsive transient disturbance.
Multiple notches
The S-Transform produces a unique representation of multiple notches. In Fig.6.3 .2 the notches are represented as short lines in the time-frequency plane. The length of the lines is much shorter than that for the impulsive transient. Only the deeper notches are detected. This flaw may be remedied by using a smaller value of the factor∝. Fig. 6.3.3 shows that the notches are accurately detected by DWT coefficients at level 1 and 2. The DWT coefficients look like random noise at higher levels
Swell
Swell is uniquely identified by the S-Transform in three distinct ways. Looking at the concentric contours in Fig.6 .4.1, we see that the highest valued contour is located at the region of the swell. Furthermore if we look at the shape of the lowest valued contour, we see that its frequency values increases at the time of the swell and decreases when the signal is back to its normal amplitude again.. Another easy way to see is to note that the number of contours in the swell region is larger than in the normal region. The DWT coefficients (Fig.6.4. 2) detect the time of the rise and fall of the swell disturbance. Fig.6 .5.1 shows the S-Transform output of sag. The highest contours are located at the beginning and end of the timefrequency plane. The density of the contour decreases in the middle. This shows that there is a decrease in magnitude in the middle of the time axis. The lowest contour maintains a frequency value at roughly 0.017 until the occurrence of the sag in which it rises in frequency for a short time then decreases and settles at0.01 until the end of the sag. At the end of the sag its frequency values rises to a peak and then settles down to its original value of 0.017. The two peaks can be used to quantify the length of the sag. The DWT in Fig.6 .5.2 on the other hand does not produce a pattern that can be used to classify the disturbance as sag. Looking at Fig.6.4.2 and Fig.6 .5.2, we see that the DWT is unable to distinguish between swell and sag. 
Sag

FEATURE SELECTION
Based on Wavelet Transform
Our approach to time series data mining is to first extract a set of features from each time series and then base further analysis on the feature vectors. There are many different wavelet based methods reported in the literature for feature extraction. They involve performing some kind of transformation on the DWT coefficients, comparing between the DWT coefficients of the disturbance signal with the DWT coefficients of a pure signal, compressed DWT coefficients, direct use of the DWT. In this chapter we will be comparing the performance of and the hybrid FFT-DWT methods for pattern classification of electrical network disturbances along with the new approach based on statistical feature selection by S-transform. These three methods were chosen on the basis that the feature vectors were of low dimensionality and were translation invariant. Each disturbance will give a different signature that can be used for classification purposes.
Based on S-Transform
The output from the S-Transform is an N by M matrix called the S-matrix whose rows pertain to frequency and whose columns pertain to time. Each element of the S-matrix is complex valued. The S-matrix can be represented in a time-frequency plane similar to that of the wavelet transform.
Here α is normally set to 0.4 for best overall performance of the STransform, where the contours exhibit the least edge effects and for computing the highest frequency component of an oscillatory transient waveform α is set equal to 1 or 3 as required. The STransform performs multi-resolution on a time varying power network signal, because its window width varies inversely with frequency. This gives high time resolution at high frequency and high frequency resolution at low frequency. The detailed computational steps have been outlined in software originally developed by Stockwell [11] and modified by the author.
Feature extraction is done by applying standard statistical techniques to the contours of the S-matrix as well as directly on the S-matrix. These features have been found to be useful for detection, classification or quantification of relevant parameters of the signals. The power network signal is normalized with respect to a base value, which is the normal value without any disturbance.The resolution factor α was set to 0.4 for better time resolution. Ten features were extracted from the S-transform output. They are
1.F 1 = max (A)+min (A)-max (B).
where A is the amplitude versus time graph from the S-matrix under disturbance and B is the amplitude versus time graph of the S-matrix without disturbance. whereCr is the amplitude versus time graph of the S-matrix for frequencies above twice the normalized fundamental frequency magnitude versus time.
10.
10 F =Average power for frequencies above 2.5 times the fundamental frequency.
These features are found to be well suited to distinguish the twelve (12) classes of power quality events studied here.
FEATUREEXTRACTION USING SIMULATED AND RECORDED DATA
The proposed approach is applied to detect, localize and classify signal patterns in electrical power networks. The power network disturbances that produce time varying databases are broadly due to the following events:
Oscillatory transients. 
CONCLUSION
The paper presents several signal processing techniques along with some advanced ones like Wavelet and S-transforms for extracting the relevant features from time series databases that could provide visual and automatic classification of these time series databases. Time series databases occurring in power networks [13] are processed through these time-frequency transforms to provide valuable information of their class and other characteristics for data mining of these events and subsequent knowledge discovery.Overall, wavelet and Stransform based methods are showing promising results in the area of multiple pattern recognition and data mining of time series data from an electricity supply network. Further the approach of utilizing wavelets and soft computing methods [14] for pattern recognition of non-stationary time series data is a general one and can be applied to medical, financial, and other types of temporal data. In a large data set partitioning the data into several sections and applying the above approach the similarity of patterns present in the data set can be determined.
The new approach presented in this paper outperforms the other existing techniques as far as accuracy, sensitivity to noise are concerned.
