It is shown that the higher genus vacuum amplitudes of a meromorphic conformal field theory determine the affine symmetry of the theory uniquely, and we give arguments that suggest that also the representation content with respect to this affine symmetry is specified, up to automorphisms of the finite Lie algebra. We illustrate our findings with the self-dual theories at c = 16 and c = 24; in particular, we give an elementary argument that shows that the vacuum amplitudes of the E 8 × E 8 theory and the Spin(32)/Z 2 theory differ at genus g = 5. The fact that the discrepancy only arises at rather high genus is a consequence of the modular properties of higher genus amplitudes at small central charges. In fact, we show that for c ≤ 24 the genus one partition function specifies already the partition functions up to g ≤ 4 uniquely. Finally we explain how our results generalise to
Introduction
The genus one partition function of a conformal field theory determines the spectrum of the theory uniquely, but there are different conformal field theories that have the same genus one partition function. Probably the best known example is the case of the E 8 × E 8 and the Spin(32)/Z 2 theories at c = 16 that have the same torus vacuum amplitude (and hence the same number of states at each conformal weight), but that are evidently different conformal field theories (since they have different Lie symmetries and thus have different correlation functions).
In the context of string theory, for example in the framework of the AdS 3 /CFT 2 correspondence [1, 2] (see also [3, 4, 5] ) one often does not have direct access to the correlation functions of the (dual) conformal field theory that would specify the conformal field theory completely. Instead one has control over the vacuum amplitudes at arbitrary genus. It is then a natural question to ask to which extent this information specifies the (dual) conformal field theory uniquely.
In this paper we shall study this question for the case of meromorphic conformal field theories (that are relevant in the context of [1, 2] ); the restriction to meromorphic theories simplifies our arguments, but is not crucial for our analysis, and essentially all our arguments work equally well in the general case. As we shall see, the higher genus vacuum amplitudes always determine the Lie symmetry of the theory completely, and we shall give arguments that suggest that the same is true for the representation content (up to automorphisms of the Lie algebra). As a special case, we give an elementary argument to show that the E 8 × E 8 and the Spin(32)/Z 2 theories have different genus g = 5 amplitudes, in agreement with the recent analysis of [6] .
The basic strategy of our analysis is as follows. There is a degeneration limit of a genus g surface in which it becomes a torus with g − 1 nodes:
Σ q 1 ,q 2 ,q 3Σ q 1 , q 2 , q 3 → 0 Figure 1 : A family of Riemann surfaces Σ q 1 ,q 2 ,q 3 of genus 4 degenerates to a singular surface with three nodes.
In this limit, the genus g vacuum amplitude is described by sums of 2(g − 1) point functions on the torus, where we sum over an orthonormal basis of states inserted at (v i , u i ), i = 1, . . . g − 1, and weight the contribution of the state with conformal dimension h i at (v i , u i ) with q h i i . If we consider the term that is proportional to q i , we get a sum over 2(g − 1) point functions of currents (fields of conformal weight one). By integrating these currents along one of the cycles of the torus, we can convert them into zero modes. Thus, starting from a genus g vacuum amplitude, we can determine the trace over the full space of states, where we insert in addition to q L 0 also suitable combinations of generators of the finite dimensional Lie algebra. In fact, these combinations always define Casimir operators of the Lie algebra, and we can determine their eigenvalues (on the states of a given conformal dimension) from these considerations. This allows us to determine the underlying Lie algebra completely. We also argue, by considering more general degeneration limits, that we can determine the representation content of the theory (up to the ambiguity of the action of outer automorphisms) at arbitrary conformal weight.
We illustrate our findings with a number of explicit examples. In particular, we study the self-dual conformal field theories at c = 16 and c = 24 [7, 8] , and show that all pairs of theories that have the same genus one partition function can be distinguished by their genus g = 5 amplitudes. We also show that for c = 32 such pairs of theories can typically already be distinguished at genus g = 2, and we give an explanation of these phenomena by studying the constraints from modularity systematically. Among other things, this allows us to show that for c ≤ 24 the genus g amplitudes with g ≤ 4 are already uniquely determined in terms of the genus g = 1 amplitude, while no such constraint exists at c ≥ 32.
Higher genus (vacuum) amplitudes of conformal field theories have been studied before among others in [9, 10, 11, 12, 13, 14, 15] . There is also some extended literature on higher genus amplitudes in string theory, see for example [16, 17, 18] and the reviews [19, 20, 21] ; some more recent progress is also described in [22, 23, 24, 25, 6] .
The paper is organised as follows. In section 2 we outline the general structure of our argument. To illustrate the basic ideas we consider, in section 3, the examples of the self-dual meromorphic fields theories at c = 16, 24 and c = 32. In particular, we demonstrate that all pairs of inequivalent theories can be distinguished by (higher) genus amplitudes. In section 4 we analyse the modular properties of the higher genus amplitudes systematically, and thus explain our findings of section 3 from this perspective. In section 5 we work out the general argument that shows that higher genus amplitudes determine the Lie symmetry uniquely. We also argue, using similar techniques, that the same can be said about the representation content with respect to the affine algebras. (This result relies on a Lie algebraic conjecture for which we give some evidence in appendix C.) Finally, section 6 contains our conclusions where we indicate among other things how our arguments generalise to non-meromorphic conformal field theories. Appendix A gives some details of our calculations for c = 24, while appendix B collects some general facts about Riemann surfaces and their Schottky covers.
Partition functions and Lie algebra invariants
Let us begin by reviewing some standard material concerning genus g partition functions.
Partition functions and degeneration limits
In this paper we shall consider self-dual meromorphic conformal field theories, i.e. theories that are purely left-moving. These theories arise, for example, as the left-moving part of a holomorphically factorising conformal field theory, as in [1] . As we have mentioned before (see also the conclusions), our arguments also work for more general conformal field theories, but the restriction to meromorphic conformal field theories will simplify some of our notation considerably.
We shall always assume that the theory has a unique vacuum state Ω of conformal dimension zero, and that the spectrum of L 0 is a subset of the non-negative integers. This allows us to write
1)
where H h is the subspace of states of L 0 eigenvalue h. We shall always assume that each eigenspace H h is finite dimensional. The genus one partition function of the theory then equals the genus one character χ g=1 (τ ), which is a holomorphic function of the modulus τ of the torus. The usual modular consistency condition requires that χ g=1 (τ ) is modular invariant; if we think of the meromorphic conformal field theory to be the left-moving part of a holomorphically factorising theory, the character only has to be modular invariant up to a phase. In either case, the modular S-matrix is essentially trivial, and hence Verlinde's formula implies that the meromorphic conformal field theory has only one representation, namely H itself. The genus g analogue of the chiral character χ g=1 (τ ) defines a holomorphic section χ g in the line bundle λ c/2 that is defined on the moduli space M g of Riemann surfaces of genus g. Here λ is the determinant line bundle and c the central charge (see, for example, [11] for details). Again, for the left-moving part of a holomorphically factorising theory, the genus g partition function χ g must satisfy appropriate modular properties under Sp(2g, Z); this will be described in more detail in section 4.
The genus g partition function χ g also satisfies certain factorisation relations. Let Σ q be a family of Riemann surfaces that degenerate in the limit q → 0. There are two cases of interest: first, a homologically trivial cycle can be pinched down to a node. In this case the limit q → 0 describes a union of two connected components, Σ 1 and Σ 2 of genus k and g − k, 1 ≤ k ≤ [g/2], respectively (see figure 2) . The other case is that a
Figure 2: By a separating degeneration limit of a family of smooth Riemann surfaces, a singular Riemann surface with node (here represented by a line) is obtained. The surface is given by two smooth components Σ 1 and Σ 2 of genus k and g − k with marked points u ∈ Σ 1 and v ∈ Σ 2 joined by a node.
homologically non-trivial cycle is pinched down, in which case the degenerate limit surface has genus g − 1 (see figure 3) . In either case, the genus g partition function converges to the partition function of the appropriate limiting surface. For example, in the second case where a homologically non-trivial cycle is pinched, the partition function becomes
whereΣ is the surface obtained from the singular curve by removing the node. The overall normalisation of the partition functions is fixed by χ g=0 = 1. Equation (2.2) describes the leading behaviour as q → 0, but one can also be more specific about the subleading terms. In fact, in any such degeneration limit, the chiral partition function χ g can be expanded in a power series in the degeneration parameter q (see [9] )
where h labels the eigenvalues of the L 0 operator (conformal weights) in H, and the ψ (h) i , i ∈ I h are an orthonormal basis for the states H h of conformal weight h.
1 Furthermore, V (φ, z) denotes the vertex operator corresponding to the state φ, and u, v ∈Σ are the points on the (possibly disconnected) Riemann surfaceΣ that are identified by the node to form the singular surface Σ 0 .
In the following we shall be interested in the particular case of multiple degenerations in which a Riemann surface of genus g becomes a surface of genus 1 with g − 1 nodes (see figure 1 in the introduction). In this case it is useful to regard the partition function as a holomorphic function on the Schottky space [10] (see appendix B.3 for more details). The degeneration limit we are considering corresponds to the limit in which g − 1 out of g multipliers q 1 , . . . , q g−1 of the Schottky group generators vanish, so that, upon setting q ≡ q g , we obtain
Note that the standard definition of the genus 1 character as the trace of the operator q L 0 −c/24 is related to χ 1 (q) as
The extra factor q c/24 is due to the conformal transformation (see (B.13)) from the cylinder to the annulus. With this definition, χ 1 is smooth in the limit q → 0, which corresponds to the degeneration of a torus to a sphere.
Lie algebra considerations
In the following we shall mainly be interested in the contribution to (2.3) from states at h j = 1. We therefore need to review what is known about these states in general.
In any meromorphic conformal field theory, the states at conformal weight h = 1 give rise to an affine Lie algebra symmetry (see for example [26] for a more detailed exposition). Indeed if we denote the fields of conformal dimension one (the currents) by J a (z), then their operator product expansion is necessarily of the form
where κ ab and f ab c are constants. Defining the modes of these fields via 6) it follows from (2.5) that they satisfy the commutation relations of an affine Kac-Moody
Note that the zero modes J a 0 ≡ t a form a finite-dimensional Lie algebra g whose structure constants are given by f ab c . Furthermore, κ ab is a symmetric tensor that is invariant with respect to g. If the conformal field theory is unitary, then κ ab is positive definite, and thus the finite dimensional Lie algebra g is semi-simple, or a direct sum of simple Lie algebras and some u(1) factors.
In each simple factor, κ is proportional to the Cartan-Killing form K ab of the Lie algebra g. We choose the standard convention for the normalisation of the Cartan-Killing form, namely that the longest roots of the Lie algebra have length squared equal to 2. Furthermore, we pick a basis for the Lie generators of g such that K ab = δ ab . With these conventions κ ab is then of the form
where k is the level that takes a specific fixed value for each simple factor. If we assume that the theory is unitary then each k must be a positive integer. The coefficient of the identity in the OPE (2.5) determines the normalisation of the currents; at level k, the currents J a have therefore norm k. In order to have an orthonormal basis we therefore have to rescale them asĴ
In the following the quadratic Casimir operator of the finite dimensional Lie algebra will play an important role. We choose the (usual) convention that the quadratic Casimir C 2 is given by
In the adjoint representation the value of C 2 is then equal to 2h ∨ (g), where h ∨ (g) is the dual Coxeter number of the finite dimensional Lie algebra g, and for the simply-laced algebras we have
(2.11) For the rescaledĴ a generators it then follows that
Lie algebra invariants in degeneration limits
After this interlude we are ready to return to the degeneration limits of genus g partition functions. Let us consider the coefficients of (2.3) that contain at most linear powers of
) is a term of order 2 in at least one of the parameters q 1 , . . . , q g−1 . The functions that appear on the right hand side are correlation functions of currents
If we know the vacuum amplitude at genus g, we can thus determine all these correlation functions, where the number of currents, 2l, is less or equal than 2(g −1) (and the modular parameter of the torus τ is arbitrary). These amplitudes depend obviously on the Lie group symmetries of the theory, as well as its representations content. The simplest way to make this dependence explicit is to integrate the insertion points u 1 , v 1 , . . . , u l , v l along the α-cycle of the torus. Because of (2.6) this then replaces the currentĴ a by its zero mode,Ĵ a 0 . In doing these integrals, there is a choice corresponding to the ordering of the integrals. Thus we may take the 2l zero modes to appear in any order. The simplest ordering is the one where the two zero modesĴ a i 0 stand next to each other, i.e. the term of the form
SinceĴ a 0 commutes with L 0 , the coefficient of q n in this series comes from the states of conformal weight n, H n . Let us decompose H n in terms of irreducible representations of g as 
The genus g partition function thus determines these generating series for any l ≤ g − 1.
More generally, by choosing a different ordering for the integrals, the genus g partition function also determines the expressions
where σ is any permutation in S 2l (and again l ≤ g − 1). In analogy to (2.17) the coefficient of q n in (2.18) can then be expressed in terms of (in general higher order) Casimir operators.
In the following we shall study the information that can be obtained in this manner systematically. In particular, we shall show (see section 5) that these amplitudes determine the affine Lie algebra that is defined by the currents uniquely. Before we delve into this analysis, it may be instructive to study a few simple cases first.
Applications and results
It follows from the considerations of the previous section that the genus g vacuum amplitude determines the expression (2.17). In particular, if the genus g partition function of two meromorphic conformal field theories agrees, so must the expressions (2.17) for l ≤ g − 1. For many theories the right hand side of (2.17) can be evaluated fairly easily. Thus we may turn the logic around: if (2.17) is different for two conformal field theories for a given l, then the genus g = l + 1 vacuum amplitude of the two theories must be different. In this section we shall apply these ideas to meromorphic conformal field theories at c ≤ 32.
In all examples we have considered we find that the theories can be distinguished by some higher genus vacuum amplitude. For small values of the central charge (i.e. for c ≤ 24), we typically have to go up to genus g ≥ 5 in order to distinguish theories; for c = 32, on the other hand, the discrepancy typically occurs already at genus g = 2. This behaviour is a consequence of the structure of higher genus modular forms; this will be explained in section 4.
Self-dual meromorphic conformal field theories only exist at central charges that are integer multiples of 8 [26] . The simplest examples are the theories of c chiral bosons on an even unimodular lattice Λ of rank c. For such theories, the sub-lattice Λ 2 ⊆ Λ generated by its elements of length squared two is the root lattice of some Lie algebra g, and the theory corresponding to Λ contains the affine Kac-Moody algebraĝ at level 1 as a subalgebra. In most cases the theories therefore have an interesting Lie symmetry, and the constraints coming from (2.17) are powerful.
For c = 8 and c = 16, it is believed that all self-dual conformal field theories are such lattice theories. In fact, for c = 8, the only self-dual conformal field theory is believed to be the lattice theory based on the e8 root lattice Γ e8 ; this theory is equivalent to the e8 level k = 1 affine vertex operator algebra (VOA). The situation is more interesting for c = 16 where two self-dual theories are known (and believed to be the only self-dual theories): the lattice theory based on Γ e8 ⊕ Γ e8 that is equivalent to the e8 ⊕ e8 affine VOA at level one and that is often referred to as the E 8 × E 8 theory. And the lattice theory based on Γ 16 , whose sublattice Λ 2 is the root lattice of so (32) . The latter VOA contains the g = so(32) affine VOA at level k = 1 as a proper subalgebra. At conformal weight 2 this VOA contains a chiral spinor representation of so (32) , and thus the Lie group symmetry is Spin(32)/Z 2 (rather than SO (32)).
For c ≥ 24, on the other hand, there are additional self-dual conformal field theories that can be obtained as a Z 2 orbifold from the lattice theories, see in particular [7] for explicit constructions at c = 24. However, even at c = 24, it is not believed that these lattice and orbifold theories already account for all self-dual conformal field theories. In fact Schellekens [8] has conjectured that there are additional self-dual conformal field theories whose genus g = 1 partition function and Lie symmetry he determined. The situation for c ≥ 32 is less clear; there is already a gigantic number of lattice theories, and they probably only describe a small subset of all the self-dual theories.
In the following we shall study the behaviour of the higher genus amplitudes for the theories at different values of the central charge in turn.
The two self-dual theories at c = 16
As mentioned before, at c = 16 there are two different self-dual conformal field theories, the E 8 ×E 8 theory based on Γ e8 ⊕Γ e8 , and the Spin(32)/Z 2 theory based on Γ 16 . It is well known that their genus one amplitudes agrees; in particular, this implies that the graded dimensions dim H h of the E 8 × E 8 theory and the Spin(32)/Z 2 theory are equal for all values of h. At h = 1, the former theory contains the 248 + 248 states coming from e 8 ⊕e 8 , while the latter theory contains the 496 states coming from the adjoint representation of so (32) . With respect to this Lie symmetry we can then decompose also the states at higher conformal weight. For example, at h = 2, the E 8 × E 8 theory contains the states
where we have denoted the different e8 representations by their dimension; in particular, 248 ist the adjoint representation, and the Dynkin labels of 3875 = [1, 0, 0, 0, 0, 0, 0, 0].
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For later convenience we also give the values of the quadratic Casimirs
For Spin(32)/Z 2 the decomposition is and we have again given the eigenvalues of the quadratic Casimir in each case. One easily checks that the total dimension of H 2 is the same in both cases (namely 69752). It has been known for some time that the vacuum amplitudes of the E 8 × E 8 and Spin(32)/Z 2 theories are the same for g ≤ 4. Recently, it has been proved that the two partition functions are different for g = 5 [6] . We want to give an elementary argument for this, using the techniques we have developed above. From what we have said above, the fact that the partition functions are equal for g ≤ 4 must in particular mean that the trace of
Since dim(so(32)) = 496 = 2 dim(e8), and h ∨ (so(32)) = 30 = h ∨ (e8) it follows that there is no discrepancy for any l.
The situation is however different at q 2 . Given the values of the quadratic Casimir operators given above, it is straightforward to calculate the trace of C l 2 on H 2 . Explicitly,
(3.5) One then finds that the two expressions agree for l = 1, 2, 3, but disagree for l = 4, 5, . . .. In particular, this provides an independent (and elementary) proof that the two partition functions disagree for g = 5, 6, . . .. Our analysis is also compatible with the known fact that they agree for g ≤ 4.
The self-dual theories at c = 24
There are 24 even unimodular lattices (Niemeier lattices) of rank 24, each one corresponding to a distinct meromorphic conformal field theory. The theory based on the Leech lattice, has an abelian Lie algebra symmetry u(1) 24 , whereas in all the other cases the Lie algebra is non-abelian and semi-simple.
If two such theories have a different number of currents, the partition function is obviously different already at genus g = 1. On the other hand, modular invariance of the genus 1 character implies (see section 4) that the genus 1 partition function for the lattice Λ depends only on the number N = N Λ of currents, i.e. on the number of elements of length squared two in the lattice Λ. Among the 24 Niemeier lattices, there are five pairs of lattices that have the same number N Λ ; they are listed in table 1 (as customary, Niemeier lattices are denoted by the Lie algebras whose root lattice is generated by the elements of length squared two). In all cases (except the Leech lattice) the Lie algebra g = ⊕g i is the direct sum of simply laced simple Lie algebras g i . Furthermore, the dual Coxeter number is the same for all the simple algebras that appear in a given lattice, h
For any simply laced simple Lie algebra g, the dual Coxeter number h ∨ (g) is related to the rank r(g) and the dimension dim(g) of g as
For the Lie algebras g appearing in the Niemeier lattices, the total rank of g is always 24, and hence
− 1, and hence 8) so that two theories with the same number of currents cannot be distinguished by the trace Tr
It is striking that in all cases Tr H 2 (C l 2 ) agrees for l = 1, 2, 3, but disagrees for l = 4. As in the situation at c = 16 this proves that the partition functions are different for genus g = 5. It also suggests that the partition functions may be the same for g ≤ 4. We shall prove that this is in fact so in section 4.
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117240496128 117239851008 645120 5 It is interesting to apply the same analysis also to theories that are not lattice theories, in particular, to the Z 2 orbifold theories constructed in [7] . The orbifold theory with affine Kac Moody symmetry d9 2 a7 1 has the same number of currents (N = 216) as the lattice theory (a7) 2 (d5) 2 , and similarly for the orbifold theory with affine symmetry d8 2 ( b4 1 ) [7] and lattice theories (c = 24) with the same number of currents.
The pattern also continues for the theories that were conjectured to exist in [8] . If we include these theories into our considerations, then there are many more cases where the genus g = 1 partition functions agree. For example the theories with affine Lie symmetry e7 3 ⊕ a5 1 and e6 2 ⊕ c5 1 ⊕ a5 1 have the same number of currents (N = 168) as the lattice theories (a5) 4 d4 and (d4) 6 . Again, we have compared the trace of C l 2 in H 2 , and the results are described in table 4.
Summarising our findings, it appears that we can distinguish self-dual conformal field theories with c ≤ 24 by determining their vacuum partition function at genus g = 5. On the other hand, the genus g partition functions with g ≤ 4 always seem to agree if the two theories in question have the same central charge and the same number of currents (and hence the same torus partition function). In section 4, we shall explain this phenomenon by studying the constraints of modular invariance and factorisation systematically. In fact, we shall be able to show that for c ≤ 24 the partition functions at low genera are uniquely determined by the number of currents.
As the central charge increases, such constraints become weaker. In particular, for c = 32, only the genus 1 partition function is completely determined by the number of currents N. One may then expect that the discrepancies between partition functions of different theories already occur for lower genera. We have tested this idea by comparing the partition functions for a few pairs of lattice theories that have the same number of currents, and our findings suggest that for c = 32 different theories typically have already different genus g = 2 partition functions (see table 5 ). 4 At c = 32 the simple algebras g i that appear in g = ⊕g i have different dual Coxeter numbers, and one thus expects that it is already sufficient to compare the traces of C l 2 over H 1 (rather than H 2 ). This is indeed borne out by our analysis (see table 5) .
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Modular properties of partition functions
In the previous section, we compared pairs of meromorphic conformal field theories of the same central charge and with the same number of currents. The general behavior seems to depend on the central charge: for c ≤ 24 the partition functions first differ at genus g = 5, whereas for c = 32 the difference generically already appears at genus g = 2. In this section we analyse the consistency conditions of the partition functions, in particular, modular invariance and factorisation properties, systematically. We shall show that for self-dual theories with c ≤ 24 the number of currents determines the partition functions for genera g ≤ 4 uniquely. On the other hand, for c = 32, the number of currents only determines the genus g = 1 partition function.
Generalities
In general, the genus g partition function of a (not necessarily meromorphic) conformal field theory is not a function on the moduli space M g , but rather a section of the line bundle λ c/2 ⊗λc /2 , where λ is the determinant line bundle on M g . In particular, for a meromorphic conformal field theory, the generalized character χ is a holomorphic section of the holomorphic line bundle 5 λ c/2 .
The determinant line bundle λ can be described as follows. Consider the vector bundle Λ g of rank g on M g , whose fiber at the point corresponding to the Riemann surface Σ is the g-dimensional vector space of holomorphic 1-differentials on Σ. As shown in appendix B.1, the choice of a symplectic basis for the first homology group H 1 (Σ, Z) determines a basis {ω 1 , . . . , ω g } of holomorphic 1-differentials on Σ, and hence a basis of local sections on Λ g , which we also denote by ω 1 , . . . , ω g . The determinant line bundle λ is then defined as the g-th exterior product of Λ g , and given a choice of a basis for H 1 (Σ, Z), ω 1 ∧ . . . ∧ ω g defines a local holomorphic section in λ. Under a symplectic transformation (see appendix B.1) the corresponding local section of λ transforms as
The generalised character χ g of a meromorphic CFT is a global holomorphic section of λ c/2 , so that it can be written locally as
where W g is a holomorphic function on the space J g ⊂ H g of period matrices of Riemann surfaces. Since the section cannot depend on the choice of the local trivialization, W g must transform as a modular form of weight c/2
under the action of ( A B C D ) ∈ Sp(2g, Z). In particular, for lattice theories, the function W g is given by
where Θ (g)
(4.4) 5 We observe that λ c/2 is a well-defined line bundle on M g only if c is multiple of 4, which is the case for meromorphic conformal field theories. In the other cases, it can only be defined as a projective line bundle [9, 11] .
is the degree g theta series of Λ.
In section 2.1, we considered the generalised character as a holomorphic function on the Schottky space S g . As explained in appendix B.3, the space S g of normalised Schottky groups is a finite covering S g → M g of the moduli space. The choice of a Schottky group uniformising the Riemann surface Σ canonically determines a set of α-cycles and hence a basis ω 1 , . . . , ω g on Σ. This implies that the pull-back of the determinant line bundle λ g to S g is isomorphic to the trivial line bundle. Thus, the only ambiguity in the identification of χ g with a holomorphic function on the Schottky space amounts to the choice of a trivialisation. For our purposes we only need the g = 1 result
where
is the Dedekind eta-function. For example, for the conformal field theory corresponding to the unimodular lattice Λ, this formula reproduces the known result
Apart from these modular properties, the partition function W g (Ω) must also obey factorisation constraints. Let us consider a family Σ t of Riemann surfaces of genus g that, in the limit t → 0, degenerate to a singular surface given by two components of genus k and g − k joined by a node. At leading order in the degeneration parameter, the local
where ω 1 , . . . , ω k and ω k+1 , . . . , ω g are holomorphic 1-differentials on the components of genus k and g − k, respectively. The Riemann period matrix of such a singular surface is simply block-diagonal
where Ω (k) and Ω (g−k) are the period matrices of the two components. The matrix Ω k,g−k corresponds to an element of the boundary of the compactificationJ g in H g . This implies that, in the limit Ω → Ω k,g−k , taken along any path in J g ⊆ H g , W g factorises as
Finally, since the vacuum is unique, we have the normalisation condition lim τ →i∞
Before we analyse these constraints in more detail, it is useful to introduce some notation. For a general modular form f g of degree g we can always consider the degeneration limit (4.9); in this limit we can always write
where f k and f g−k are modular forms of degree k and g − k, respectively. We shall use the symbolic notation
for this factorisation property. It is also useful to introduce the Siegel operator Φ, mapping modular forms of degree g to modular forms of degree g − 1; it is defined by
.
(4.14)
The operator Φ is linear and is compatible with the product of modular forms
The elements of its kernel, i.e. the modular forms f g such that Φ(f g ) = 0 are called cusp forms of degree g. Note that if a modular form f g of degree g factorises as
In particular, using (4.10) and (4.11), it follows that
for each g ≥ 1.
4.2 The case of low genera g ≤ 3
Let us first concentrate on the case where the genus g satisfies g ≤ 3.
(We shall come back to the case of g = 4 below.) In this case the closure of the locus of Riemann period matricesJ g coincides with the Siegel upper half space H g , and thus W g must be a Siegel modular form (see appendix B.1). The theory of Siegel modular forms is well developed for g ≤ 3, and we can thus be fairly explicit. Let us first review the salient features that will be important for us.
Genus g = 1: At genus g = 1, the ring of modular forms is generated by the Eisenstein series φ 4 , φ 6 , (4.18)
of weight 4 and 6, respectively. We choose the convention that the leading term of both φ 4 and φ 6 is 1, i.e. that Φ(φ 4 ) = Φ(φ 6 ) = 1 . is a cusp form of weight 12 (since its leading coefficient vanishes). In fact, ∆ generates the ideal of cusp forms at genus g = 1.
Genus g = 2:
The ring of modular forms of degree g = 2 is generated by [27] ψ 4 , ψ 6 , χ 10 , χ 12 .
(4.21)
In our conventions, the Siegel operator satisfies 22) and thus χ 10 and χ 12 are cusp forms. Furthermore, we have the factorisation properties
It is useful to define the modular form ψ 12 = (ψ as follows from a simple computation.
The ring of modular forms is generated by 34 modular forms; the generators with weight not greater than 12 are [28] α 4 , α 6 , α 10 , α 12 , β 12 .
(4.25)
We choose the conventions that the Siegel operator acts as
26) and hence β 12 is a cusp form. Furthermore, in the limit where the genus g = 3 surface degenerates into two surfaces of g = 2 and g = 1, we have the factorisation properties (4.27) as well as
We also define the modular formα 12 = (α We have now collected all the relevant material to discuss the constraints on W g that come from (4.2) together with its factorisation property (4.10). The analysis depends on the value of the central charge, so we need to do the analysis for the different cases separately.
The case c = 8 and c = 16
For c = 8, W g is a modular form of weight 4, while for c = 16 the modular weight of W g is 8. For g ≤ 3 there is always a unique modular form of weight four and eight, respectively, and hence W g must be proportional to that modular form. Using the constraint (4.17) as well as (4.11) it then follows that
Since for c = 8 one such theory is the theory based on the e8 lattice, it follows that we must have the identifications
where Θ e8 is the theta series for the e8 lattice. In fact, by (4.5), we can compute the partition function of the E 8 theory, χ e8 1 , using this approach, and we reobtain the known result
is the j-invariant. For c = 16, on the other hand, there are two self-dual theories, namely the E 8 × E 8 and the Spin(32)/Z 2 theories. The above argument implies that both must have the same partition function for g = 1, 2, 3, namely the one given by (4.30) . This obviously ties in with our findings of section 3.1.
The case c = 24
The case c = 24 is actually the most interesting one from this point of view. At c = 24 we are looking for modular forms of weight 12. At genus one (degree one), the space of modular forms is 2-dimensional and we can take φ 
where a is some constant (that will depend on the theory). The corresponding partition function χ 1 then is
The coefficient of q in this expansion is the number N of currents of the theory, so that the genus 1 partition function depends only on N 
and since
we obtain b = (N − 744)(N + 984). Thus we find that
and thus also the genus 2 partition function is completely determined by the number of currents. A similar result has also been recently obtained in [14, 15] , using a different approach.
The computation at genus 3 is analogous. The modular form W 3 is a linear combination of α This proves our claim that the partition functions for g ≤ 3 at c = 24 are uniquely determined in terms of the number of currents. It is amusing to observe that the partition function χ g , for genus g = 1, 2, 3, has a polynomial dependence on the number of currents N, with the degree of the polynomial being g. Following our general discussion, this therefore implies that the expressions Tr H 2 (C l 2 ), for l = 0, 1, 2, must have an analogous polynomial dependence on N, with degree (at most) l + 1. This holds trivially for the case of l = 0, since the dimension of H 2 does not depend on N, as the explicit expression for χ 1 shows. For l = 1 and l = 2, however, this is a non-trivial claim. By considering a few different theories, one can determine the coefficients of the polynomials explicitly, and one finds One can then check that these identities are in fact satisfied by all meromorphic conformal field theories with central charge c = 24. This provides a highly non-trivial cross-check of the correctness of the analysis in this section and of the results of section 3.
The case c = 32
For theories with central charge c = 32, the space of modular forms of grade 1 is still 2-dimensional, and we may take the generators to be φ At genus 2, the space of modular forms is generated by χ 12 ψ 4 , χ 10 ψ 6 , ψ . Since χ 10 is a cusp form and vanishes when the period matrix is block diagonal, the coefficient of χ 10 ψ 6 is not determined by factorisation constraints. This implies that, in general, a pair of conformal field theories of central charge 32, with the same partition function at g = 1, may have a different partition function at genus 2. This is very nicely consistent with the explicit computations of section 3.
Comments about genus g ≥ 4
The above analysis cannot be generalised to genus g > 3 in a straightforward manner. First of all, for g ≥ 4, the closureJ g of the locus of Riemann period matrices does not correspond to the whole Siegel upper half-space H g any longer. This implies that W g does not necessarily extend to a well-defined Siegel modular form on H g . The second issue is that the complete classification of Siegel modular forms of degree g > 3 is not known. For these reasons, a general treatment is not possible for genera g > 3. However, some results can be obtained for the genus g = 4 partition functions of lattice theories with central charge c ≤ 24.
For c = 16 and g = 4, the theta series Θ 2 e8 and Θ d16 are distinct modular forms on H g , but their difference vanishes onJ 4 . Remarkably,
is in fact the defining equation forJ 4 in H 4 , thus providing the explicit solution for the Schottky problem at g = 4 [29] . In particular, any modular form vanishing onJ 4 must be the product of a modular form times some power of J 8 .
For lattice theories at c = 24, W 4 must lie in the subspace of modular forms of degree 4 generated by theta series. Because of (4.17) the image of W 4 under the Siegel operator must be given by W 3 (N) of eq. (4.42), where N takes all the possible values in table 1. It is easy to see from this expression that the space generated by the different W 3 (N) (where N attains all the different allowed values) is actually 4-dimensional. In particular, this shows that the whole space of modular forms of degree 3 and weight 12 is generated by theta series. This is true also for modular forms of degree 4 and weight 12 [30] . Furthermore, it is known that the space of cusp forms of degree 4 and weight 12 is two dimensional [31] . One such cusp form is Θ e8 J 8 , because 
i.e. they simply agree with the coefficients of α 3 4 , α 12 ,α 12 and β 12 in W 3 (N). Note that all these coefficients are polynomials of degree at most 3 in N. In the limit Ω → Ω k,4−k , k = 1, 2, the theta series satisfy the factorisation conditions
It is easy to see that, for both k = 1 and k = 2
We now want to argue that the corresponding factorisation limit of K cannot be trivial. To see this we note that Θ
is a polynomial of degree 4. On the other hand, the coefficients c 4 (N), c 12 (N),c 12 (N), d 12 (N) are all polynomials of degree at most 3. If the factorisation limit of K was trivial, the factorisation constraint would lead to an identity between a polynomial of degree at most 3, and a polynomial of degree 4. However, such an an identity can at most be true for five different values of N. But there are 19 possible values for N in table 1, and it is thus impossible that the identity is true for all of them. It therefore follows that the factorisation limit of K is non-trivial.
But if the factorisation limit of K is non-trivial, then we can determine the coefficient of K via factorisation. By the same argument as above, the coefficient of K is then a polynomial in N of degree 4. But since Θ e8 J 8 vanishes onJ , this proves that the restrictions of the theta series of degree g = 4 toJ 4 depends only on the number of currents, and that the dependency is polynomial of degree 4.
As in the lower genus case, such an analysis implies that the traces Tr H 2 (C 3 2 ) must be polynomial of degree 4 in the number of currents N. Again, we can fix the precise coefficients by comparison with a few explicit examples, and we find that Tr H 2 (C It is then again a non-trivial consistency check that the identity also holds for the other Niemeier lattice theories at c = 24. In fact, the identity actually holds for all known c = 24 theories; this suggests that the above results may be more generally correct.
The same argument does not work at genus g = 5, since at g = 5 there exists a Siegel modular form M of weight 12 that does not vanish on the moduli space of Riemann surfaces, but for which Φ(M) = Θ e8 J 8 . The coefficient of M thus cannot be determined by factorisation arguments, and will therefore depend on the actual structure of the theory. This is obviously in perfect agreement with what we saw explicitly in our analysis of section 3.
A general approach
The analysis of the previous section suggests that one should be able to identify the Lie symmetry of a given conformal field theory from its genus g vacuum amplitudes. We now want to show that this is indeed so. A convenient method to approach this problem is to consider more general degeneration limits of genus g surfaces.
Invariants from partition functions
Given a genus g Riemann surface we want to consider the degeneration limit that is sketched in figure 4 . Its connected components, once the nodes are removed, are r + 1 tori T 0 , T 1 , . . . , T r , with modular parameters q 0 , q 1 , . . . , q r . The torus T j is connected by l j nodes to the torus T 0 , but there are no nodes connecting two tori T j and T k with k, j > 0, and no nodes identifying distinct points on the same torus. Thus, the total number of nodes is n = r j l j , and each of them is associated with a degeneration parameterq j and two points u j , v j , j = 1, . . . , n, with u j ∈ T 0 and v j on a torus T i for some i > 0. The genus g of such a singular Riemann surface can be read off directly from the geometrical sketch: each torus T j with the l j connecting nodes adds l j handles; together with the torus T 0 in the middle, the total genus is therefore g = n + 1. This also ties in with the counting of the moduli: there are 3 parametersq j , u j , v j associated to each node, and each torus has one modular parameter and one symmetry, so that the total number of independent parameters is 3n. A surface of genus g > 1 has 3g − 3 moduli, so that this also gives g = n + 1.
Let us consider the expansion of the genus g = n + 1 character of a meromorphic CFT in the limitq 1 , . . . ,q n → 0. The coefficient of the term jq j is given by a product of r correlation functions of currents, one per torus,
The indices of the l j currents appearing in the correlator on the torus T j , j > 0, are contracted with a set of l j currents in the correlator on T 0 . By integrating all the points u j , v j around the α-cycles of the respective tori, we pick up the zero modes of the currents and obtain a product of traces
Here we have picked some particular order for the integration paths of the points; this is not the most general case (and indeed we could consider more complicated degenerations, for example when there are also nodes between T i and T j with i, j > 0), but for our present purposes, this will suffice. The product of traces in (5.2) can be expanded in powers of q 0 , . . . , q r , and the coefficient of the term q
where we denote byt a the rescaled Lie algebra generators (compare (2.9))
and k is the level of the corresponding Lie algebra. For the following it is convenient to define the Casimir operators of degree l (see for example [32] )
where we sum over an orthonormal basis with respect to the Killing form (see (2.8)), and ad denotes the adjoint representation of g. For example, for l = 2, this is just the rescaled quadratic Casimir operator
In terms of these Casimir operators we can then express (5.3) for h 1 = · · · = h r = 1, with h being arbitrary, as
Here we have assumed that the Lie algebra g is simple, so that there is only one level k; in general, if g = ⊕ g i , where g i has level k i , we get instead of (5.7)
Note that the trace Tr H 1 (t ap · · · t a p+l j ) is only non-zero if all generators t as , s = p, . . . , p+l j lie in the same simple Lie algebra g i .
Identifying the Lie algebra
In the following we want to show that one can determine the affine Lie algebra from suitable degeneration limits of higher genus partition functions. The Lie algebra generators appear at h = 1, and thus we should consider (5.3) (or (5.7) and (5.8)) for h = 1. Let us denote the rescaled value of the Casimir operator C (g) l in the adjoint representation ad(g) by
If the affine algebra is a direct sum of simple affine Lie algebras (andû(1) factors), g = ⊕ n iĝi , whereĝ i has level k i and the n i are multiplicities, then (5.8) becomes simply
By taking linear combinations of such invariants we can obtain any polynomial of the ξ l (g i , k i ), i.e. we can get expressions for
where P is an arbitrary polynomial. In fact, the vacuum amplitudes up to genus g gives us access to all polynomials whose total degree is g − 1 (where we regard ξ l (g i , k i ) as having degree l).
The main strategy for our argument is now as follows. Since the dimension of H 1 is finite, it is clear that only finitely many possible g i may appear in g. We can also show (see section 5.2.1 below for the detailed argument) that only finitely many values of k i are possible. Thus there are only finitely many possibilities forĝ i we have to distinguish.
The second ingredient is that any simple affine algebraĝ at level k is uniquely identified by its values for ξ l . More specifically, as shown in more detail below in section 5.2.2, for any pair of simple affine Lie algebras g i at level k i and g j at level k j , for which either g i = g j or k i = k j , there exists an 2 ≤ l ij < ∞ such that
(5.12)
Then we can consider the polynomial 13) where j runs over all the finitely many possibilities forĝ j . If we apply (5.11) with P = P i , then we simply obtain n i dim(g i ). This allows us to read off the multiplicity with whicĥ g i appears inĝ. Since (5.11) with P = P i can be obtained from a suitable degeneration limit of the vacuum genus g amplitudes (where g is sufficiently large such that the degree of all P i is less than g − 1), this argument allows us to identifyĝ uniquely. Put differently, if two meromorphic conformal field theories contain different affine algebras, then their vaccum amplitudes cannot agree for all genera.
As an example, let us consider the E 8 ×E 8 and Spin(32)/Z 2 theories. The dual Coxeter numbers are the same, so that C (g) 2 (ad(g)) is the same for both theories. However, the two Lie algebras have also a fourth order Casimir C (g) 4 , which can be obtained from a genus 5 partition function. In the adjoint representations it equals (the details of this computations are explained in section 5.2.2)
4 (ad(g)) = 749237760, (5.14) and hence allows one to distinguish the two theories at genus g = 5, in agreement with the earlier analysis.
In order to complete our argument it remains to explain the two remaining issues, namely (i) that there are only finitely many possible affine algebras that may appear; and (ii) that (5.12) holds. We shall first deal with (i).
The bound on the level
it is clear that only those Lie algebras g i may appear in g that satisfy dim(g i ) ≤ dim(H 1 ). Given dim(H 1 ), there are therefore only finitely many possibilities for g i . However, this dimensional reasoning does not give a constraint on the possible levels k i . In this section, we will show that the levels are also bounded. The starting point of our analysis is the quantity
that may be obtained from the degeneration of the genus g = 2 vacuum amplitude. By virtue of (5.16) A is a rational number. We can thus find a positive integer M such that AM ∈ N, as well as
for all i with dim(g i ) ≤ dim(H 1 ). By multiplying both sides of (5.16) by M we then obtain
Note that the numerators x i are uniformly bounded 19) for some X, because each x i only depends on the Lie algebra g i as well as the choice of M. Let k 1 be the smallest level that appears inĝ = ⊕n iĝi . The right hand side of (5.18) is a positive integer, and hence must at least be equal to 1. On the other hand, the left hand side is a sum over at most N = dim(H 1 ) positive terms, each of which is bounded by 21) and hence k 1 is bounded by k
If k 1 is the only level appearing in the decomposition ofĝ, we are done. Otherwise let us multiply both sides of eq. (5.18) by k
We choose our numbering such that k 2 is the second smallest level. Then we repeat the argument where now the numerators k 2 1 x i are uniformly bounded by X 2 N. Since the right hand side is still positive, we thus obtain the inequality
Repeating this procedure (at most N times) we obtain an upper bound for all possible levels k i appearing in the decomposition ofĝ.
Higher degree Casimir invariants in the adjoint representation
Thus it only remains to prove (5.12) for any pair of affine Lie algebras g at level k and g
Given a simple Lie algebra g, consider the linear operator Q acting on the tensor product representation ad ⊗ ad [33] 
where t a acts in the standard way on ad. The trace of its l'th power equals
The Lie algebra generators t a act on the tensor product ad ⊗ ad as
In terms of these generators we can write the operator Q as
Let ad ⊗ ad = ⊕ i R i be the decomposition of the tensor product ad ⊗ ad into irreducible representations, and let P i be the projector onto R i . Then we have
and hence Q = i λ i P i , where
are the eigenvalues of Q, so that
The eigenvalues of Q for all the simple Lie algebras are listed in table 6 . For example for the e8 and d16 algebras, the operator Q equals e8 : Q = −60 · P 1 − 30 · P 248 − 12 · P 3875 + 0 · P 30380 + 2 · P 27000 , d16 : Q = −60 · P 1 − 30 · P 496 − 28 · P 527 − 4 · P 35960 + 0 · P 122264 + 2 · P 86768 , where we have labelled the different projectors P i by the dimension of R i . Together with the equations (5.26) and (5.31) this then leads to (5.14). Now we can prove our claim (5.12). If g = u(1), then all ξ l (g, k) = 0, and thus also g
for all l, then this implies, because of (5.31), that all the eigenvalues of Q/k and Q ′ /k ′ must agree -the factors dim(g) and dim(g ′ ) only affect the multiplicities of such eigenvalues. But this then implies that all the eigenvalues λ i of Q and λ ′ i of Q ′ must be related as
Each simple Lie algebra has a unique positive eigenvalue equal to 2, and thus (5.32) can only be satisfied if k = k ′ . But then (5.32) requires that the eigenvalues of Q and Q ′ are the same, but it is immediate from table 6 that this is only possible if g = g ′ . Thus
This completes our proof.
Identifying representations
In the previous section we have seen that we can determine the affine algebra symmetry of a meromorphic conformal field theory from its vacuum amplitudes. An obvious refinement of this question is whether we can similarly determine the representation content of the theory.
To answer this question we proceed in the same manner as before, except that we now take h in (5.8) to assume any value, not just h = 1. Since dim(H h ) is finite, only a finite set of irreducible representations of the Lie algebra g can appear in the decomposition H h = ⊕ i R i . Furthermore, by the same arguments as in section 5.2, the vacuum amplitudes determine the trace over H h of any polynomial in the Casimir operators C (g) l . Using the same techniques as above, the question of whether we can determine the representation content uniquely then boils down to the question of whether we can distinguish all representations R i by their eigenvalues with respect to the Casimir operators C (g) l . In the following we shall assume that g is simple; we shall come back to question of how to deal with the semi-simple case in section 5.4.
It is well known that we can distinguish the representations of any simple Lie algebra g by the eigenvalues of all invariants. The algebra of invariants of a simple Lie algebra g is generated by a set of rank(g) Casimir operators
where l takes values in a finite set of degrees that depends on the Lie algebra g in question, and we are using again the orthonormal basis with respect to the Killing form -see (2.8).
The tensors c a 1 ...a l can be taken to be totally symmetric in the indices, and to satisfy an orthonormality condition
The Casimir operators C (g) l we have used above (see (5.5)) can obviously be expressed in terms of these generators as
Using the orthonormality condition (5.34), the index I l (g) turns out to be
This allows us to determine the subalgebra generated by the C (g) l in principle. It is not difficult to see that the Casimirs C (g) l agree on two representations that are related to one another by an (outer) automorphism of the Lie algebra. Thus it is clear that we cannot distinguish between two representations that are related to one another in this way. However, it is natural to conjecture (and we have circumstancial evidence for it -see appendix C), that this is the only ambiguity: Conjecture: If R 1 and R 2 are two irreducible representations of a simple Lie algebra g such that the eigenvalues of C (g) l on R i are equal,
for all l (5.37)
, where π is a non-trivial (outer) automorphism of g. For the simple Lie algebras (that we are currently considering) the only non-trivial outer automorphisms are charge conjugation for a(r), e6 and d(r) with r odd. For d(r) with r even, the outer automorphism changes the chirality (spin flip) but does not map a representation to its conjugate. Finally, there is the special case of d4 = so(8), for which there is 'triality'.
If the conjecture is true, then our analysis allows us (for g simple) to identify the representation content at each conformal weight up these automorphisms. Since the actual spectrum has to be real, we know on the other hand, that all representations must appear in complex conjugate pairs. Thus the ambiguity related to charge conjugation is irrelevant. The only genuine ambiguity then occurs for the case of d(n) with n even, where our analysis does not let us distinguish between representations of the opposite chirality; for d (4) there is in addition triality.
Obviously an overall spin-flip relates isomorphic conformal field theories to one another, and we therefore should not be able to distinguish such theories. However, on the basis of our present analysis we have not yet shown that the ambiguity is just an overall spin-flip. In particular, we cannot yet distinguish between two conformal field theories for which, say H 
Other degeneration limits
There are two issues that remain to be discussed: first the question of how to deal with semi-simple Lie algebras (see the discussion at the beginning of section 5.3); and secondly the question of how to show that the spin flip ambiguity is only an overall ambiguity (see the end of previous secton). Both of these questions can be addressed by considering more general degeneration limits of the type depicted in figure 5 . We shall not attempt to develop the general theory, but our arguments below will suggest how both problems can be solved using such techniques. 
Direct sums of algebras
Up to now we have implicitly discussed the case where g is a simple affine algebra. The situation whereĝ = ⊕ i n iĝi can be dealt with similarly. Recall from section 5 that we can define polynomial Lie algebra invariants P i that act in H 1 as a projector onto the subalgebra g i . By taking h a = 1 with h b arbitrary, as well as the modular parameters of the nodes between the tori T a and T b to be at linear order, we can obtain from the above degeneration limit (see figure 5 ) the invariant
The first trace is only non-zero, if all t a j lie in g i , and thus we can identify the representation content with respect to this Lie algebra separately from the rest. Using the techniques from the previous section, this allows us to deal with the case where all n i = 1.
If some affine Lie algebra appears with higher multiplicity, the situation is more complicated. However, this has to be so since theories with a non-trivial multiplicity also have a bigger outer automorphism symmetry, namely the permutation symmetry that exchanges the different copies ofĝ i .
Spin flipped representations for d(r) with r even
As we explained above, so far we cannot distinguish between theories H h = m + S + ⊕m − S − with different values for (m + , m − ). In fact, the techniques of the previous section only allow us to determine m + + m − . We now want to show how we can also determine
2 . (We should not be able to determine directly (m + − m − ) since the overall spin-flip exchanges m + and m − and hence changes the sign of (m + − m − ).)
To this end we now consider the degeneration limit of figure 5 with h a = h b = h. Furthermore we consider combinations of such configurations for which the external tori (T a 1 , T a 2 , . . . , T b 1 , . . .) generate projectors P S onto m + S + ⊕ m − S − -this is possible since the Casimirs C (g) l allow us to define such projectors. Thus we can obtain the invariant
This product of traces can be decomposed as
where a is a non-zero coefficient which can be explicitly computed and the ellipses denote the terms corresponding to polynomials of degree r in C ⊥ l with l < r. These terms can be computed explicitly and depend on the eigenvalues C g l (S ± ) and on the sum m + + m − of the multiplicities. Thus we obtain
Thus we can indeed determine (m + − m − ) 2 . It should similarly be possible to determine the relative chiralities at different conformal weights, simply by repeating the argument for h a = h b . In this way one should be able to show that the vacuum amplitudes allow one to identify these theories up to an overall spin flip.
Conclusions
In this paper we have studied the question of whether a conformal field theory is uniquely characterised by its higher genus vacuum amplitudes. For the case of a meromorphic (chiral) conformal field theory we have shown that the affine Lie algebra symmetry (that is generated by the currents at h = 1) can be determined uniquely from the higher genus vacuum amplitudes. We have also given strong arguments that suggest that the vacuum amplitudes specify the representation content of the theory (with respect to this affine algebra), up to an overall automorphism of the finite Lie algebra.
We have applied our general arguments to some simple interesting examples, in particular the self-dual theories at c = 16 and c = 24. Among other things this has allowed us to give an elementary proof that the E 8 × E 8 and the Spin(32)/Z 2 theories at c = 16 have different genus g = 5 vacuum amplitudes. The fact that the discrepancy only occurs at a rather high genus is a consequence of the modular properties of higher genus amplitudes at small values of the central charge. In particular, at c ≤ 24 the genus one amplitude already determines the amplitudes for genus g ≤ 4 uniquely. On the other hand, at c = 32, the different theories have typically already different genus g = 2 amplitudes.
For ease of notation we considered only meromorphic (chiral) theories in this paper. It should be fairly obvious how to reformulate our arguments in the general case. In particular, the analogue of (2.3) will in general be a power series in q h j jqh j j , and we can thus pick out the contribution from the states with arbitrary left-and right-moving conformal weights (h j ,h j ). For example, in order to determine the left-moving affine symmetry, we can consider the terms that go as q 1 jq 0 j , etc., and the analysis is then essentially the same as in the meromorphic context. Similarly, the representation content can be determined with respect to both left-and right-moving affine algebras, up to separate automorphisms of the left-and right-moving Lie algebra.
Our arguments thus go a certain way towards showing that a conformal field theory is uniquely determined by its vacuum amplitudes. However, it should be clear that they do not settle the question completely. In particular, we cannot say much about theories without any current symmetries, such as for example the Monster theory, although similar techniques will clearly also constrain these theories. It would be interesting to gain insight into this question, in particular in connection with the conjectured uniqueness of the Monster theory.
and thus on highest weight states we have
Since the highest weight states in H hw 2 have conformal dimension h = 2, it thus follows that
For a semi-simple Lie algebra g = ⊕ i g i , this reasoning has to be applied to each factor separately, but the situation is particularly simple if all k i and all h ∨ (g i ) are the same, as is the case for the lattice theories at c = 24. For these theories also the dimension of H hw 2 can be easily determined, since one knows that the total dimension dim H 2 = 196884, and the dimension of H (0) 2 can be determined as above. This leads to
This condition determines the basis up to a symplectic transformation
where α und β are g-dimensional vectors, and A, B, C, D are g × g matrices. The choice of such a basis uniquely determines a basis {ω 1 , . . . , ω g } of holomorphic 1-differentials normalised with respect to the α-cycles
3)
The Riemann period matrix of Σ is then defined by
and it has the properties
Obviously, the basis {ω 1 , . . . , ω g }, and the Riemann period matrix depend on the choice of the symplectic basis of H 1 (Σ, Z); under the action (B.2) of the symplectic group, the holomorphic 1-differentials transform as
Let us define the Siegel upper half-space as the space of g ×g symmetric complex matrices with positive definite imaginary part,
The locus J g ⊆ H g of all the period matrices of genus g Riemann surfaces is dense in H g for g ≤ 3, whereas for g > 3 its closureJ g is a (3g − 3)-dimensional subspace of H g . The quotient J g /Sp(2g, Z) is isomorphic to M g ; in particular, the Riemann period matrices of two different Riemann surfaces lie in different Sp(2g, Z)-orbits in J g . A (Siegel) modular form f of degree g and weight k is a holomorphic function on H g such that
For g = 1, we also require that f is holomorphic at the cusps; a cusp is a fix-point p ∈ R ∪ {∞} under the action of some M ∈ Sp(2, Z) ∼ = SL(2, Z) with Tr(M) = ±2 (a parabolic element). An analogous condition is automatically satisfied for g > 1.
B.2 Degeneration limits and singular Riemann surfaces
The moduli space M g of smooth Riemann surfaces of genus g > 1 is the quotient of the Teichmüller space, a complex topologically trivial space of dimension (3g − 3), by the discrete mapping class group. The moduli space M g is not compact, and its DeligneMumford compactificationM g is obtained by adjoining Riemann surfaces whose only singularities are nodes. In fact, the boundary ∂M g is the union of ⌊g/2⌋ + 1 divisors
where a generic point of ∆ k corresponds to a Riemann surface with a node linking two smooth connected components of genus k and g − k, respectively. (∆ 0 is the component where the node links two points on a single surface of genus g − 1). In either case the singular surface is the limit lim q→0 Σ q inM g , of a suitable family {Σ q } 0<|q|<1 of smooth Riemann surfaces, parametrised by a complex degeneration parameter q ∈ C. The degenerating surface Σ q , |q| > 0, is defined by the standard plumbing fixture procedure (see for example [34] ), where one identifies (for k > 0) the boundaries of local discs via
. figure 6 ). In the limit q → 0, 000 000 000 000 111 111 111 111 00 00 00 00 11 11 11 11 the Riemann surface Σ q degenerates to the singular surface obtained by joining Σ 1 and Σ 2 , with the points u ∈ Σ 1 and v ∈ Σ 2 (that lie at the centres of the discs D 1 and D 2 , respectively) identified to form a node.
For the case of ∆ 0 the only difference is that u and v lie on the same Riemann surface of genus g − 1. Similarly, it is clear that we can also consider a family of smooth curves {Σ q 1 ,...,qn } depending on n degeneration parameters q i , 0 < |q i | < 1. As long as the points u 1 , v 1 , . . . , u n , v n are pairwise distinct, the limit lim q 1 ,...,qn→0 Σ q 1 ,...,qn is well defined and corresponds to a singular Riemann surface with n nodes.
B.3 Schottky uniformisation
A convenient description of genus g Riemann surfaces can be given in terms of the Schottky uniformisation. Let D be the open subset of the Riemann sphereĈ, obtained by removing 2g closed disks, with circle boundaries C ±1 , . . . , C ±g , fromĈ (see figure 7) . In order to obtain from this a genus g surface, we want to identify the boundary component C r with C −r , for r = 1, . . . , g. More precisely, let us define g fractional linear transformations γ 1 , . . . , γ g ∈ P SL(2, Z), such that γ r maps C r to C −r , for each r = 1, . . . , g. We call the discrete subgroup Γ of P SL(2, Z) with distinguished free generators γ 1 , . . . , γ g the marked Schottky group. It is not difficult to see that D ∈Ĉ is a fundamental domain for Γ, and that Σ can be defined as the quotient of the Riemann sphere by Γ. (Strictly speaking, we have to exclude the limit points of fixed points of Γ.) All elements of Γ, and in particular the generators γ 1 , . . . , γ g , are loxodromic, i.e. each γ ∈ Γ is conjugate in P SL(2, C) to the transformation z → qz for some multiplier q. The multiplier satisfies 0 < |q| < 1 and is uniquely determined by γ. More explicitly, we can therefore write γ r (z) as γ r (z) − u r γ r (z) − v r = q r z − u r z − v r , (B.11) where 0 < |q r | < 1, and u r , v r ∈Ĉ are the attracting and repelling fixed points of γ r , respectively. Thus any marked Schottky group Γ, and subsequently any Riemann surface Σ = Ω/Γ, is completely determined by specifying the multipliers and the attracting and repelling points of its generators. For g > 1, we can apply an overall P SL(2, C) conjugation to fix u g = 0, v g = ∞, u g−1 = 1; the resulting Schottky group is called normalised. and it defines a finite covering of the moduli space of Riemann surfaces. The curves C 1 , . . . , C g can be taken to define the cycles α 1 , . . . , α g in a symplectic basis of H 1 (Σ, Z) (see appendix B.1). It follows that the choice of a Schottky group uniformising a Riemann surface Σ canonically determines a basis {ω 1 , . . . , ω g } of holomorphic 1-differentials on Σ, satisfying the normalisation condition (B.3). For g = 1, the Schottky group is a discrete abelian subgroup Γ ∼ = Z of P SL(2, C), freely generated by a loxodromic element γ. By a P SL(2, C)-conjugation the attracting and repelling points of γ can be fixed to 0 and ∞ respectively, so that γ : z → qz, for some q ∈ C, 0 < |q| < 1. The modular parameter τ is related to q by q = e 2πiτ ; the coordinate w on the usual torus w ∈ C/(Z + τ Z) is related to the coordinate z by z(w) = q 1/2 e 2πiw , (B.13) so that z(w + 1) = z(w) , z(w + τ ) = γ(z(w)) .
(B.14)
Finally, a family Σ q of Riemann surfaces of genus g degenerating, in the limit q → 0, to a singular surface in ∆ 0 , can be easily described in terms of the Schottky uniformisation. Let us define a Schottky group Γ q with generators γ 1 , . . . , γ g−1 , γ g (q) and such that the multiplier q g of γ g equals the degeneration parameter q g = q. The limit q → 0 corresponds then to pinching the homologically non-trivial cycle C g down to a point.
C Evidence for the Lie algebra conjecture
Recall the conjecture of section 5.3: if R 1 and R 2 are two irreducible representations of a simple Lie algebra g such that the eigenvalues of C is the Casimir operator defined in (5.5), then either R 1 ∼ = R 2 or R 1 ∼ = π(R 2 ), where π is a non-trivial (outer) automorphism of g.
Let us collect some support for this conjecture. The situation is obviously simplest if the algebra generated by the C (g) l is equivalent to the algebra generated by the C l , thus establishing that the algebra generated by the C ⊥ l is a subalgebra of the algebra generated by the C (g) l , and hence isomorphic to it. The above condition is satisfied for the simple Lie algebras b(r), c(r), e7, e8, f 4 and g2. All of them do not have any non-trivial outer automorphisms, and thus R 1 ∼ = R 2 is the only possibility. The other cases are more difficult, so let us deal with them in turn.
C.1 d(r) algebras
For the d(r) algebras, the independent Casimirs have degrees 2, 4, 6, . . . , 2r − 2, r. The analysis depends a bit on whether r is even or odd. 
C.2 e6 algebra
For the e6 algebra, the degrees of the independent Casimirs are 2, 5, 6, 8, 9, 12. The indices I l (g) are non-zero for all the even l. One can show that the subalgebra generated by the C g l is precisely the subalgebra of the full invariant algebra generated by
This allows one to identify all representations up to charge conjugation.
C.3 a(r) algebras
The case of the a(r) algebras is the most complicated, because there are several Casimirs of odd degree. More precisely, the independent Casimirs have degree 2, 3, 4, . . . , r + 1; the index I l (g) of all the Casimirs of even degree is non-zero, but because of (C.3) I l (g) = 0 for all odd l. In analogy with the d(r) and e6 cases, it is natural to expect that the subalgebra generated by the C This can be proved for r ≤ 4, but we have not managed to establish it in general. If true, it would imply that we can identify representations up to charge conjugation.
