Abstract
Introduction
Wireless sensors and sensor networks are an emerging technology, and currently there are many competing approaches with different application targets and features. Although there are standards such as IEEE 802.15.4 and ZigBee [1] , vendors use different technologies and the interoperability of products from different vendors is currently very minimal. Sensor networks are a widely studied research topic and there exist several papers on accessing sensor networks and APIs for this, e.g. [2] [3] [4] [5] [6] [7] [8] . However, these do not consider the many operational issues and the incompatibilities between current, commercial sensor networks.
In this work we aim to provide an interface that abstracts from various and numerous sensor networks and offers application developers an opportunity to use a general, common solution to gather data and manage the networks. At the same time, we have to consider several vendor specific concepts. To validate our concepts, we employ two sensor kits, from Arch Rock and Z-wave, with widely different application programming interfaces to evaluate of our framework.
Sensor network selection
When selecting the sensor networks for evaluation, we first considered six developer kits from the following vendors: CrossBow [12], SensiNode [13] , Arch Rock [10], SensiCast [14] , DustNetworks [15] , and Zensys [9] . We chose these vendors to cover a great variety of different approaches to building and managing sensor networks. We compared these kits based on the available documentation, and selected two of them for further evaluation: Arch Rock Primer Pack IP v.1.0.1 [10] , and Z-Wave Developer's Kit ver. 5.00 Beta1 from Zensys [9] . We chose them because they are widely used, but very different, and we wanted to demonstrate that a common framework can be built on top of them despite their differences.
The Arch Rock Primer Pack IP kit is a wireless sensor network that consists of seven sensor nodes and one gateway computer. The gateway provides a web interface as well as SOAP API and a REST API.
The Z-wave Developer's Kit is intended for development of hardware devices and the embedded software running on these devices, rather than highlevel application software. Among other things it contains six wireless nodes and sample PC based applications, along with the Z-Wave C# library which can be used to write PC software that is capable of controlling the Z-Wave network. Since the Z-wave Developer's Kit does not include a gateway device or PC software that could allow collecting and storing data and network statistics, we implemented a gateway application using the C# DLL provided in the kit. The gateway application provides a REST API [11] and supports unique features of Z-Wave networks, such as creating associations among devices.
We have implemented it in C# and due to incorporating several cross sensor network features, the approximate amount of code that we created for this purpose is 2900 lines.
These two kits represent two diametrical approaches to wireless sensor and actuator networks. While Arch Rock focuses more on collecting data over longer periods of time, Z-Wave's focus is on controlling other devices using immediate sensor values. Therefore, finding commonalities and abstracting to a single common API poses a challenge. The first step was to integrate these two networks while maintaining as many common features as possible. We used the ZWave concept of associations for this purpose.
Creating an association means linking two devices (e.g. a binary sensor and a light switch) so that the primary device controls the associated device. We built a mechanism into our Z-Wave gateway that extends this concept and allows creating cross sensor network associations, where Z-Wave actuators can be controlled by Arch Rock sensors.
To evaluate the software, we created a web-based application that displays the status of all sensors on both networks. Additionally, the application is capable of controlling several features of these networks utilizing an API that will be described in the next section. Figure 1 illustrates the overall architecture of the integrated network, where there is our gateway application running in the Z-Wave network (top), the Arch Rock gateway (bottom), and a computer that runs our common API as well as the demo web application (middle). 
A common sensor network gateway API
We designed and implemented a common API on top of CDC Java and the OSGi framework enabling us to control both types of sensor networks. Because of the large number of differences between the two networks, the approximate amount of code was needed to create this API is 2800 lines.
The API is based on REST [11] and uses standard HTTP requests to access sensor information. The features that are provided by our API are:
Network management:
• Identify the nodes by blinking a LED on the node (Arch Rock) • Get routing paths (Arch Rock)
• Register nodes with the gateway (i.e. add/remove nodes to/from a particular network) (Z-Wave) • Get/set associations between sensors and Z-Wave devices (Arch Rock and Z-Wave)
Node configuration:
• Get status information about the nodes (e.g. battery level, radio signal strength, supported command classes, etc) (Arch Rock and Z-Wave) • Get/set sampling periods of the sensors (Arch Rock and Z-Wave) • Naming the nodes (Arch Rock and Z-Wave)
Data gathering:
• Get measurement data from the gateway (Arch Rock and Z-Wave) • Get immediate values from the sensors (Arch Rock and Z-Wave)
During the design, we faced several problems that arise from conceptual differences between the two kits. Although there are commonalities in the features provided by the two types of networks, these features are often realized very differently and we had to design various mechanisms to overcome these differences. For example, there are several sensors on each Arch Rock node and only one sensor on every Z-Wave sensor device. This means that the identity concept of sensors is quite different. We addressed this problem by having one method that works with both sensor networks. In this common method, the sensor name is redundant for the Z-Wave network, so in that case, the developer can (but does not need to) use the Z-Wave specific version of the same method, which determines the name of the sensor automatically. A full discussion of differences is beyond the scope of this paper.
Analysis
We analyzed both evaluated sensor networks and our framework regarding data gathering, network management, security, and fault tolerance. In general, the common API offers only features that can be found in either type of network and implements them in a unified way.
Data gathering
From the data gathering point of view, both sensor networks, and the API that we created, are capable of retrieving data from the sensors (in periodical intervals or immediately) and storing them on the gateway. Neither type of sensor networks offers any mechanism for event driven decision making on their gateways.
Network management
Regarding network management, the common API provides an intersection of the network configuration features of the two evaluated sensor networks, which is mainly about setting and getting metadata of a node (including naming the node) and setting and getting the sampling period of a node. However, even though the API for performing these tasks is shared between the two networks, the usage might differ, as for example, naming a new Arch Rock node signals the gateway to start collecting data from it, whereas in a Z-Wave network this is not the case.
There are several conceptual differences between Arch Rock and Z-Wave networks as well that the common API has to overcome. An example of such a difference can be the way the nodes are addressed in the two networks. Arch Rock sensor nodes are uniquely identified by their MAC addresses assigned by the manufacturer. In the common API, the MAC address is represented as a 64-bit number in hexadecimal format. On the other hand, all devices on a Z-Wave network are identified by a unique 8-bit number, which is assigned to the devices when they are added to the network. In our common API, this number is represented in hexadecimal format and extended to 64-bit (for compatibility with Arch Rock MAC address format).
Security
Regarding security, we focused on various security features of the two networks. Examples of such features are user management and associating nodes with the gateway to prevent hijacking of sensors by another sensor network.
There are only two user accounts available in an Arch Rock network, one for the gateway's web interface, and the other one for their API. Arch Rock uses 26 frequency channels to separate different sensor networks, where all nodes (including the bridging node connected to the gateway) belonging to the same network have to use the same frequency channel.
On the other hand, in a Z-Wave network, all devices from the same network use a common network identifier named HomeID that is assigned to each node after joining the network. All devices then share the HomeID of the primary controller. The HomeID of the primary controller is set by its manufacturer.
As there is neither support for frequency changing in the Arch Rock's REST API, nor for changing the HomeID of Z-Wave devices in the C# DLL, our common API does not provide support for this functionality either. Moreover, neither Arch Rock's API, nor the API of our Z-Wave gateway (nor our API) supports managing user accounts. However, all of these interfaces can be used to create applications capable of adding/removing nodes to/from the network. Since the Arch Rock network can be configured to use simple HTTP authentication, our API supports this as well. To keep the Z-Wave gateway simple, we did not implement any HTTP authentication there. However, this could be added easily.
Fault tolerance
Fault tolerance in a sensor/actuator application means the ability to respond to node failures due to battery drainage, node damage, or loss, cases when the gateway fails to function the way it was designed to, or increase of message latencies due to routing via many other nodes, or node failure. In our evaluation, we tried to determine the response of the two evaluated systems to these issues.
First, we evaluated if we can get to know in a timely manner if a node is missing from the sensor network. In the case of Arch Rock, we concluded that this is possible. When queried for the list of nodes, the Arch Rock gateway returns only addresses of nodes that are present in the network at the time when the query was issued. As for the Z-Wave network, we used our own application based on the Z-Wave DLL library to issue a SET command from the ASSOCIATION command class to one of the nodes on the network. This command succeeded (ZWaveSendData method returned with TXStatus.CompleteOK) and the response from the node (REPORT command from the ASSOCIATION command class) arrived within 43 milliseconds. Then we removed this node from the network and launched the same application again, sending the SET to the missing node. Surprisingly, the command succeeded (TXStatus.CompleteOK was returned), although, the response never came. Therefore, we conclude that the current DLL library does not recognize if a node is missing in the network.
Next, we evaluated whether a node that runs out of battery power needs to be reconfigured and reincluded to the network after the batteries has been changed. Both, Arch Rock and Z-Wave networks tolerate this fault (all settings are preserved).
Using our API, application developers can test whether there is any Arch Rock node missing in the network. However, currently there is no support for such functionality for the Z-Wave network.
Related work
The work in [2] presents a generic API for sensor networks, focusing on flexibility, extensibility and expressiveness. Similarly, [5] [7] present a very generic view on sensor networks and focus on expressiveness and abstraction. Another option for one sensor network is to use a database oriented interface based on systems such as TinyDB [8] , which is however aiming on a single sensor network. For these approaches, practical experiences with different existing, off-the-shelf sensor networks are missing. JSR 256 [3] is an API for controlling sensors in mobile devices, but is primarily intended to control sensors inside a device. As an alternative approach, the SIP protocol has been proposed [6] as a suitable means to access sensor networks. However, we consider webbased interfaces as a more simple and basic interface which should be provided first. The closest work to our research, TinyREST [4] , also uses REST to access networks such as Mica notes and UPnP. However, the paper does not show experiences with heterogeneous sensor networks regarding the issues mentioned above.
Conclusion
In this article, we analyzed two diametrically different approaches to wireless sensor networks. Our main goal was to create a common framework for different sensor networks and identify a cross vendor subset of features that they provide.
In our analysis we found that even though some functionality is included in both types of networks, there are conceptual differences in realizing it (e.g. adding/removing nodes to/from the network). Additionally, the same tasks can have different semantics in different types of networks (e.g. naming an Arch Rock node signals the gateway to start collecting data from that node). Although we have made progress on the above topics, we encourage further research to find sensor network APIs which cover all aspects of operating a sensor network in a vendor-independent way.
