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The problem of asymptotic equivalence between two systems of ordinary 
differential equations has been considered by many authors. One technique 
that is often employed in connection with this problem is to utilize a 
variation of constants formula in conjunction with a fixed-point theorem. 
The articles [5, 13, 15, 17, 20, 2 1 ] treat linear perturbation problems using 
this approach, while the papers [2, 6-81 employ a variant of the classical 
variation of constants formula introduced by Alekseev [ 1] as a tool for 
discussing nonlinear perturbation problems. Other procedures have also been 
employed in connection with this problem; for example N. Onuchic [ 19 ] 
used a topological method of Wazewski to discuss this problem in the case 
when the unperturbed system is linear, and in [ 141 the concept of 
admissibility is used in conjunction with the Schauder-Tychonoff fixed-point 
theorem. The comparison principle has also been used coupled with fixed- 
point theorems; see [5, 12, 15. 17, 201. Lists of papers on this subject may 
be found in [2-4, 12, 22, 25-271 and also in a number of standard texts on 
ordinary differential equations, e.g., Coddington and Levinson [8]. Hartman 
[ 161 and Sansone and Conti [24]. 
The purpose of this paper is to investigate these problems further. We are 
mainly interested in establishing asymptotic relationships between the 
solutions of systems 
1 =f(t, x, A, E) . = f 
and 
j =f(t, J’, I&, E), E) + s(c Y, El. (2) 
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Here f and the Jacobian matrices f,. J:, are continuous for (1. .Y. j.. t:) III 
R+ xR”xS,X(O.~,] into R”. S, is the closed ball of radius c in R”‘. m 
and n are positive integers. R + = [0, co), w(t, F) is a continuously differen 
tiable function with respect to t for (t, F) E R + x (0. E,] into S, and g is a 
continuous R”-valued function defined on R + x R” x (0. E, 1. 
We denote by x(r, r. y, A. E) the solution of (1) satisfying X(S) = )I for 
tERi, y E R”, 1 E S, and s E (0, E, 1. It is known [ 1 I ] that the matrices 
and 
exist and satisfy the equations 
and 
jl =f,(t, X(f? r, y, 4 E), A E1.Y +“&(t, x(t, r, y, A E), 1. 6) 
respectively, with 
$ (r, 5, y, 1, E) = E (E = identity matrix) 
and 
Furthermore 
$ (f, 5, y, J-, c) = - $ (f, 5. 1: 1, c)f(r, ?: A. e). 
for every 
(r,y,A,&)ER+ xR”XS,X(O.E,]. 
The symbol ] . 1 will be used to denote any convenient vector norm in R” 
and Rm. 
Theorem (1) establishes asymptotic equivalence for the systems 
1 =f(f, x. v(r. ~1, E) 
and 
(3) 
3 =f(r, J’, V(L E), E) + & y3 E) (4) 
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for any fixed r E R + and for sufftciently small E. In Theorem (2) we 
investigate this problem for differential equations of the form 
i =f(t, x, n*(E), E) (5) 
and (4), where n*(a) = lim,,, v/(t, E). An example is given at the end of each 
theorem to illustrate the application of our results. 
The following lemmas are needed for the proof of Theorem (1). Lemma 1 
is a modified form of the Alekseev formula [ 11, which is due to Proctor [23]. 
Lemma 2 is analogous to Lemma 2 of [6]. 
LEMMA 1. Let y(r) be a solution of (4) for r < t < r + S (6 > 0). Then 
y(t) satisfies 
y(r) = x(t, r, y(r), w(r, E), &I+ ft H(t. s, Y(S), ~1 ds 
“T (6) 
where 
conversely if y is a solution of (6) for r ,< t < r + 6 then y satisfies (4). 
LEMMA 2. Let y,, yz E R”; for every t, 1 and E we have 
I-~@, r, y, ,A E) - x(f, 5, yz, 1. &)I 
where r(0) = y, + 8(y, - y,), 0 d 8 ,< 1. 
THEOREM 1. Let (r, y) E R + x R” be fixed. Assume that there exists a 
bounded solurion x(t) = x(t, r, y, y(r, E) E) of (3) defined on [r, co) with 
bound independent of E. Suppose that there are two funcrions w,(t, s. r, E) and 
wz(t, s, r, E), both nondecreasing in r and both in the class c[ [r, a) X 
[r, 00) X [O, a> X (0, ~~1, 10, m)l such that for every t, s, J’ and E > 0 we 
have 
(i) I(W@W, s, 4: ~0, El, &)I ,< ~~(6 s, 1.~1, El; 
(ii) 1 g(t, y, E)( < a(t, 14’1, E), a(t, r, E) is nondecreasing in r and 
a E c[ [r, 00) X [O, co) X (0, &,I, [O. co)]; 
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(iii) I(ax/ZJA)(t, s,~, w(s, s). E) u/(s, &)I < k’z(t. s, / .tI. c): 
(iv) w,(t, s, a, e) --) 0 as E + 0, tvz(t, s. a, E) --t 0 as c: --) 0 and 
tc,(t, s, a, E) a(s, a, E) --t 0 as & 4 0 for euery jked t and s and eaerj’ a > 0. 
and also w,(t. s, a, E) + 0 as t + co. for ecer! jbed s. a > 0 and F > 0: 
(v) .I-: w,(t, s, a, E) a(~, a, 6) ds + 0 us t + co and 1’: wz(t. s. a, c ) ds -+ 0 
as t + 00 for every a > 0 and etlery e (0, E, 1. 
Then there is an E, Gth 0 < E, < E, such that for each 0 < E < E,, there exists 
a bounded solution y(t) = y(t, E) of (4) deJned on [r, 00) and satisjjing 
Ix(t) -y(t)1 -+ 0 as t -+ co. 
Proof of Theorem 1. For each bounded and continuous function J’(I) 
defined on [t, co) with values in R” we define the norm j)~(l = suplar I.t’(t)l. 
Since x(t) is bounded there is a constant p > 0 independent of E such that 
llxll <p/2. Consider the class of functions 
Obviously B, is a closed subset of the Banach space S of all bounded 
continuous R”-valued functions defined on [r. co) with the uniform topology 
on compact intervals. 
Let 4’ E B,, and consider the operator IZ defined by 
(fly)(t) = x(t, r, y(r), ty(r, E), E) + [’ H(t. s. -v(s), E) ds. 
‘T 
In order to prove that ZZ has a fixed point via the Schauder-Tychonoff tixed- 
point theorem we have to prove that [see 91 
(i)’ l7 : B, -+ B, is continuous in the sense that if J, E B, 
(n = 1, 2, 3,...) and J, ’ + y uniformly on every compact subinterval of [r. co 1, 
then Z7y, + I~JJ uniformly on every compact subinterval of [r, co): 
(ii)’ the functions in the image set l7B, are uniformly bounded and 
equicontinuous at every point of [r, co). From conditions (i)-(iii) and by 
Lemma (2) we obtain 
n 
I mw < P/2 + I Y - Y(r)1 oI$& z (t, r. t(@), Ic1(r7 ~1~11 
(-’ [w,(t, s,p, E) a(s,p, E) + “Jr, s,p, E)] ds( 
Thus 
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where k > Iyl( 1 - 0) + 19p for every 0 < 19 < 1. Now choose E,, so small such 
that for 0 < E < e0 the sum of the last two parts is less than p/2; this is 
possible by (iv) and (v). So 1 Z7j$l)] < p, i.e., ZZB c B,. 
We now prove that IZ is continuous. Let yn E B,, and J,, +y uniformly on 
every compact subset of [r, co); then it follows from the continuity of x, 
c?x/~Y, ax/aJ. and g with respect to initial values (also Lemma 2 and mean 
value theorem) that 
x(h 5 y,(r), vdr, El, E) + 44 5 y(r). v(r, e), E). 
and 
go, Y&)3 El -+ g(L 4’(f), E) 
as n + co uniformly in t on every compact subinterval of [r, co). SO 
lim ]]ZZy, - IZJ]] = 0, 
n-a 
whence IZ is continuous. 
To prove (ii)‘, it is enough to prove that the family ZZ8, is equicontinuous 
on any compact interval [a, b], b > a > r. That is, we have to prove that for 
each E’ > 0 there is a B(E’) > 0 such that ]]nv(t,) - Z7~(t,)]] < E’ whenever 
It,-rt,(<B(e’)foranya<t,<t,<bandyEB,. 
Since x(f) = -46 5 y(r). v( , ), ) r E E is continuous on [a, b]. Therefore given 
E’ > 0 there is a a,(~‘) > 0 such that ]x(t,) -x(t,)] < s’/2 whenever 




+ J I 
“1” (tz, s. y(s), ty(s, E), E) 3(s. E) I, ai ds. 
Thus from conditions (i)-(iii) we have 
I ny@,) - m@,)l 
X 1 vi@, &)I ds. 
By the mean value theorem there exists <E (f,, fz) such that 
I mo, 1 - mv*)l 




f, 7 &Y(S), v(s. E), E) - $ (f,, &4’(S), u/(s. E), E) 
x I g(s, .1’(s), &)I ds 
+jI’ g (f , . s,y(s), w(s, E), E) - $ (f2. s.?‘(s). w(s. E) 
I li/(s, &)I ds. 
By applying the mean value theorem, these last two integrals are dominated 
by the quanties 
I 
r 
x t$ (u,(s), s,Y(s), WCS, E), E) I g(s,mv(s), &)I ds 
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and 
+ftMs), x(W), s,Y(s), w(s, E), E), w(s, ~1, E) / I ui(s, &)I ds, 
respectively, where t, < u,(s) < I,, t, < u?(s) < t, and t < s < t,. Moreover, 
there exists a constant independent of t , , t,, r and 4’ which in turn dominates 
each of the above integrands so long as a < t, < t2 < b, J’ E B, and ]I, - t, 1 < 
a,(~‘). Hence there exists a positive number a(~‘) < a,(~‘) such that 
IzzJqt,) - l7y(t*)l < E’ whenever / t, - tz I < b(c’). 
This establishes the condition (ii)‘. Thus no =J’ has a solution ?’ on [r, 00) 
and by Lemma 1 this solution satisfies (4). We have 
Iy(t) - x(t)1 < 1-a 5, Y(r), W(L El, El - WI 
t,s, lyl,e)a(s, Ij’l,e) + W&S, 1~1, &)I ds. 
Since the first term is bounded by Ix -y(r)] w,(t, r, IL’/, E), the entire quantity 
tends to 0 as t + co. This completes the proof of Theorem 1. 
For constructing an example, the following lemma is useful. 
LEMMA 3 (see [lo]). Let T > 0 and v > 0, and suppose that a(t) is a 
continuous function for t > T, nonpositioe and bounded below. with 
.t+ I’ 
lim 1 a(u) du = u < 0, for some v > 0, 
I-‘I .t 
and that P(t) is a continuous nonnegatitle function for t > T such that 
-I + s 
lim ) p(u)du=O 
t-cc . f 
for some 6 > 0. Then we have 
lim et exp 




lim exp 1.’ U(U) du) = 0. 
I--L ( -r 
EXAMPLE. Let h(t,~l) be a continuous function on 10. co) x R” such that 
) h(f, )!)I < M 1~71 P(t), where M is a nonnegative continuous function and ,8(t) 
is a continuous nonnegative function for f > 0 such that 
lim r’* p(u) du = 0, for some 6 > 0. 
f-rcx .I 
We prove that for sufftciently small E, the differential equation 
y + $+v = h(f, y). k > 0, 
has a solution y(t) defined on [0, co), such that Iv(t)1 + 0 as t + co. If we 
take ~(t, E) = k and g(f, J, a) = h(f, JJ), then the corresponding parametric 
unperturbed equation would be 
A 
i + -x = 0, A > 0, & > 0. 
E 
The equations corresponding to (3) and (4) are 
i + (k/c) x = 0, 




) = Ye--r\:&ff--TJy 
=e -k.iE(f-s’ = rr’,(t, s, 1 )‘I) E). 
I ItI g(f,s,y,yl(s,c),c) ~~(f-~)e~k’t~r~s’=~~(fr~,I~l,~), 
l~~~,4’~l~~~It’l~P~~~=~~~.I~‘I.~~1 
-I 
J w,(t, s, a, E) a(s, a, E) ds -+ 0 as f + 03 (by Lemma 3). 0 
All conditions of Theorem 1 are satisfied. Since x(t) = 0 is a bounded 
solution of (7), so there exists a solution y(t) defined on [O. co) such that 
1 y(f)1 + 0 as f + co, for sufficiently small E. 
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THEOREM 2. Assume that there exists a bounded solution x(t) = x(t, t, y, 
A*, E) = x(t, I*(e)) of (5) deftned on [r, oo), with bound independent of E. 
Suppose there are functions at(t, s, E) in c[ [r, 00) x [r, co) x (0, E,], [0, CD)], 
i = 1, 2, 3,4, with properties 
(i) l(~x/@)(t, s, 47, v(s, ~1, e) g(s, y. e) - @.ul@)(t, s, z, w(s, E), E) 
g(s, z, &)I < a,(4 s, E) IY -zI, 
(ii) I(h/LJy)(L s, 0, u/(s, E), E) g(s, 0, &)I < +(t, s. E), 
(iii) ]((ax/aJ)(t, s, y. v(s, E), E) - @#~)(f, sv z, v(s7 E), E)) Icl(L &))I < 
a&. ST E) I J’ - z I, 
(iv) I@@~)(t, s, 0, w(s, El, e) v+, &)I < a.&, s, E). 
(v) 1’: a,(T, s, E) ds --+ 0 ase--tO,foreachi=1,2.3,4, 
(vi) M,(T, E) = sup{)‘? a,(~, u, E) du ] r < s < T} + 0 as T- 00, for 
each E E (0. E,], i= 1,2, 3,4, and Sup{lx(s, T,x(T,,I*(&)), y/(T, E), E) - 
x(s,;/*(~))]]r<s<T}+O as T+CC for each eE(O,e,]. Then there is an 
E,, > 0 such that for each 0 < E < q, there exists a bounded solution y(t) of 
(4) dej%ed on [7, 00) satisfj+ng Ix(t) -y(t)] -+ 0 as t -+ 0~). 
Proof. Let p > 0 be such that I/ XII < p/3. Let us define on B, an operator 
ZZ as follows: 
V&)(t) = -u(t) - jfa $ (t, s, y(s), ~4s. E). e) g(s, y(s), E) ds 
! 
-oz ax? - .f z (t, S-Y(S), WCS, E). E) Ij/(s, ~1 ds 
= -y(t) - ia H(t, s, y(s), E) ds. 
-I 
It is clear that I7 is well defined. Also 
+ jI’ a,(& S, E) ds + fW a,(t, S, E) ds 1 . 
I -I 
Now choose E, > 0 such that for 0 < E < E, we have 
(9) 





I!‘” (a,(f, s, E) + a,([, s, E)] ds ( < f. 
I 
Thus IZB, c B,. Also 
for every y, z E B,. So n is a contraction mapping, and by the contraction 
mapping principle there is a unique solution of ZZy = y. 
We next show that this solution y(t) satisfies (4). If we try to differentiate 
the equation y = fly, in general the conditions of the contraction mapping 
theorem do not guarantee that j,(t) exists. So we prove that J’ is a uniform 
limit of certain solutions y, of (4). In fact, y, is the solution on r < t < T of 
the (proper) integral equation 
y&) = x(t, T, yr(T), y(T, E), E) - 1’ H(t, s,y&), E) ds, 
I 
(10) 
and can be obtained in a similar way as the unique fixed-point of an 
appropriate contraction mapping; here 
~(6 T,wvr(T), v(T, E), E) 
is a bounded solution of 
i =f(t, x, w( T. E), E), where yr(T) = x(T, L*(E)). 
We prove that yr satisfies (4) on r < t < T. For simplicity, in the sequel we 
denote f, and fn the values of these functions at (t, x(t, s, yT(s), ~(s, E), E), 
u/(s, E), E) and we evaluate 8.x/$ and 3x/21 at (t, s,y,(s). I+Y(S. E). E). By 
differentiating y7 with respect to t we obtain 
$r(f) =f(& x(b T,.v,(T), v/U-, E), E), v(T, E), E) + g(f,y&), E) 
- i7.c, 3(s. E) ds. 
.f 
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>; g (t, x(r, S,Yr(S), W(Sl E), &)9 yl(s, El, E) ds ! 
= f (t, x(t, T, yr(7’), ri/(T, EL E). v(T. 61, ~1 -J- (L .l’r(th V(4 E), E). 
On the other hand, since 
and 
$ (h s,?lr(s), a, El, E) 
= g (f, s, ?I&), W(S, E), E) + $YT(S) + $ i(sv E), 
we have 




.L g g(s* I’ASh El ds 
+ JYy gMs~ ds ‘t 
+ jrs, ; (f, s, yT(s), y(s, E), E) ds. 
-I 
(11) 
Let w(f) =f(t, yT(f), w(t, E), E) + g(f, JVT(f), E) - ~;~(t). From (1 I) we obtain 
w(r) = irs, $ w(s) ds. 
-I 
Using the Gronwall inequality it is easy to see that this integral equation 
admits only the trivial solution 
w(r) s 0 on so<f<T. 
Therefore yr is a solution of (4). 
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From (10) and the equation y = UJ, we readily obtain 
I?‘#)--??(t)l,<I.u(f, T,?‘,(T),w(T,E).&)-.s(~.~“(E))~ 
+j;’ z (f, -y, Y,(s L w(s, 6 1.6) g(s. Y,(s 1. E) 
-$ (L s,?‘(s), w(s, F). c)g(s,y(s), F) 1 ds 
so 
- $ k s, Y(S), w(s, E), E) ( {v+. E) t 1 ds 
r 
+.I’: g (4%/I(s), w(s,&),E)g(s.JQ),e) 
r 
+ $ (6 s, Y(S), ~4s. ~1, e) i(s, E) ds. 







+ ( 1 ~~(~,~,~)ds)su~{~~r(~)--~(~)l/i~s~T} .- f 
+ P ]Jr (a,@, s, E) + a&, s, E)) ds( 
.,x, 
+ 1 (aAt. s, E) + a,(f, s, E)) ds, 
‘7 
and upon using (v) we obtain 
SUP II 4$(S) -Y(SI I 5 < s < q 
< hOf,(T, E) + M,(T, E)) + t(M,(K e) + k’,(T, E)) 
,< + $u~{l-4c T, W’, A*(E)), cv(T, ~1, E) - X(S, A*(E))( ( r < s < T). 
Therefore 
SUP{lY&) -J’(S)1 15 <s < Tl} * 0 as T--+ca. 
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This shows that the solution ~7 of (9) is the uniform limit (on compact 
subsets of [r, co)) of solutions .v~ of (4). Thus, any solution 4’ of (9) is also a 
solution of (4). Clearly 1 y(t) - x(t)\ + 0 as t + co, which completes the proof 
of Theorem 2. 
EXAMPLE. We prove that for sufficiently small E. the differential equation 
.i - E exp(-t) .r = 
(t+Cl)’ 
(sinp + 1) 
has a solution y(t) defined on [0, co), such that 1 Al + 0 as f+ co. If we 
take w(t, E) = E exp(-t) and g(t,J: E) = (e/(t + l)‘)(sin 4’ + 1). then the 
corresponding parametric unperturbed system is 
i - Ax = 0. 1 E 10, I]. 
Since A*(E) = 0, the equations corresponding to (5) and (4) are 
i-=0 (13) 
and (12), respectively. Also 
F 
$ (f, s, y, I//(& E), E) g(s, y, E) - $ (t, s. z, w(s* Eh El g(s3 z, &) 
< 1 g(s, y, El - g(s3 z, &)I 
g (f, s, 0, v(s, El. E) g(s, 0, E) / < I g(s. 0, &)I = ~ (s~ly 
P 
1% (f, &.I’, w(s, &I, E) -g (6 s, z, a. E), &) 1 vi@. E) 
<e(s-f)exp(-s)(p-zl, O<t<s< Co, 
so we take a,(& s, E) = az(t, s, E) = E/(S + I)‘, 
a3(t, s, c) = E(s - f) exp(-s), q(t, s. E) = 0. 
The conditions of Theorem 2 are satisfied, since x = 0 is a bounded solution 
of (13); so there exists a bounded solution y(t) of (12) defined on [0, co), 
such that I y(t)1 -+ 0, as t + 03, for sufficiently small E > 0. 
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