Speaker recognition by using deep learning by 竹内 涼平
深層学習を用いた話者特定システムの検討
著者 竹内 涼平
出版者 法政大学大学院デザイン工学研究科
雑誌名 法政大学大学院紀要. デザイン工学研究科編
巻 8
ページ 1-4
発行年 2019-03-24
URL http://doi.org/10.15002/00022142
法政大学大学院デザイン工学研究科紀要 Vol.8(2019 年 3 月）                    法政大学 
 
深層学習を用いた話者特定システムの検討 
 
Speaker recognition by using deep learning 
 
竹内涼平 
Ryohei TAKEUCHI  
主査	 小林尚登	 	 	 副査	 田中 豊	  
 
法政大学大学院デザイン工学研究科システムデザイン専攻修士課程 
 
There are many existing studies about human voice and speaker recognition. It is thought that human voice 
has individuality in specific frequency and spectral envelope. On the other hand, many scientists study about 
machine learning especially deep learning for speaker recognition, and it can produce less error rate than existing 
method in many cases. Therefore, it may be possible to improve the precision up to 100% by using the deep 
learning. This study aims to develop a machine learning system for the speaker recognition. We first converted 
the recorded voice with logarithmic spectrogram based on mel scale, and we treat each two seconds speech as 
an array of  22144-dimensional training data. We verified the usefulness of the system based on the results and 
the learning data volume. 
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１． 序論 
ICT 社会におけるデータの有用性が掲げられる。近年、
人間の行動に関する情報の重要性が高まってきており、
ICT 社会となった現代では産業や交通、医療、福祉、教
育、防災、防犯など、社会における様々な機能において
AI・ビッグデータを活用した効率化が図られている[1]。 
そのような現代社会の中で、データ収集のための効率
的な手法が求められており、ウェブスクレイピングや IoT
機器による行動ログの自動収集などが活用されている。
本研究の背景として、個人ごとの会話や発言を自動収集
するためのシステムへの活用を想定しており、文章化さ
れてない言語情報や話者の声質などのデータ収集のコス
ト削減が期待できる。 
人間の声や話者特定の研究は以前から多く進められて
おり、人間の声の特定の周波数帯やスペクトル包絡に個
人性が多く出るという研究結果も挙げられている[2]。ま
た、現在において多くの分野にて機械学習、特に深層学習
に関する研究が進んでおり、複雑な問題に対して既存手
法よりも高い精度と成果を生み出している。本研究では
深層学習を用いた話者特定のシステムを検討することを
目的としている。 
２． 録音を用いたいデータの収集と処理 
（１）音声信号処理の考察 
	 録音した音声は wav 形式のファイルとして保存し、こ
のデータを元に学習用データを作成する。今回の研究で
は、音声データをメル周波数スペクトログラムに変換し
たデータを学習用データとして扱った。Figure.1 で変換
手法に関するフローを示す。 
 
 
Figure.1  学習データへの変換手順 
 
a）無音・弱音部分の切り取り 
前節で述べた録音方法では、被験者の音読の際の息
継ぎやテキストとテキストとの間が生じてしまう。学
習データの質を向上させる為にも、被験者の発話以外
の部分は除去することとした。 
b）データの分割 
	 学習データとして複数のスペクトログラムを用意する
必要があり、20 分の無音・弱音除去済みの録音データを
1 データあたり 2 秒の wav ファイルとして分割を行なっ
た。分割時間に関しては、録音データの波形を元に一定量
の音声部分が入力されるような時間として2秒を定めた。 
c）短時間フーリエ変換によるスペクトログラム算出 
	 短時間フーリエ変換は、離散時間信号 x(t)を短時間の時
間区間に分割し窓関数を適用し、分割された時間フレー
ムごとに離散フーリエ変換行うものである。今回使用し
た窓関数はハニング窓であり、式(1)に短時間フーリエ変
換、式(2)にハニング窓を示す[3]。 
 𝑋(𝑚, 𝑘) 	= 		) 𝑥+(𝑛)𝑒./012344.5367 (1) 𝑤:(𝑡) 	= 		0.5 − 0.5 cos C01D4 E (2)  
 
音声から個人を特定する為に、声に含まれる周波数成分
を計算する必要がある。今回のデータは人間の音声であ
る為、波形が時間により変化する信号である。時間軸を有
したスペクトログラムを算出する為にも、短時間フーリ
エ変換が最適と考えた。 
d）メルフィルタバンクによるフィルタリング 
一般的に、人間が音を聞く際の各周波数帯の感覚は線
形にはならない[4]。 人間の感じる音の高さに対する心理
尺度をメル尺度といい、話者特定においては人間の聴覚
的心理量を基に周波数成分を解析することで、より人間
の判断基準に近い判別が期待できる。本実験では周波数
尺度によって算出されたスペクトログラムに対し、メル
フィルタバンクによるフィルタリングを行った[5]。 
（２）録音機材と録音環境について  
本研究では深層学習を用い、分類器の学習モデルを設
計しなければならない。その為、教師あり学習のモデル構
築のための学習データが必要となる。学習データ収集の
ために 5 人の男性被験者に協力して頂き、1 人あたり 30
分の発話を録音した。 
a）録音環境 
Figure.2 は、実験に用いた録音の機材の写真である。
録音にはダイナミックマイクとオーディオインターフェ
イスを用い、ノート PC にて録音を行った。その際、被験
者には録音のための文章を音読してもらう為、被験者の
前にディスプレイを設けた。 
実験に用いた部屋に関しては、反響や吸音に関して特
殊な措置を施していない空間である。これは、話者分別の
システムが運用されるであろう環境を想定しており、通
常の会話が行われている部屋と仮定し録音を行った。 
 
 
Figure.2  実験に用いた録音環境 
 
b）音読用テキスト 
本研究では音読用テキストとして ATR 音素バランス
503 文を用いた。ATR503 文は本来、合成音声生成の為の
テキストであり、日本語における音素をバランスよく含
んだ文章が収録されている。国立情報学研究所の音声資
源コンソーシアムの説明では“2 音素連鎖 402 種と 3 音
素連鎖 223 種計 625 種をバランス良く含む”とされてい
る[6]。 被験者の発話内容に偏りが生じない為に、本実験
での音読テキストとして好ましいと判断した上で使用し
た。 
（３）本実験での音声変換結果 
本実験では前節の短時間フーリエ変換からメルフィル
タバンクによるフィルタリングまでを python 及び python
用の音声信号解析ライブラリである librosa を用いて算出
を行なった。Figure.3 に前述した変換を行なったスペクト
ログラムを示す。 
 
 
Figure.3  メル周波数に基づくスペクトログラム 
 
３． 話者特定のための分類器の考察 
（１）深層学習によるモデル設計について 
	 本研究で設計した機械学習による分類器は全て
Python を用いて開発を行っており、機械学習の Python
用ライブラリとして Keras を用いた。本研究における機
械学習の手法としては、深層学習（DNN / Deep Neural 
Network）を用いて判別を行なった。 
	 深層学習は複数の中間層から成り立つ多層ニューラル
ネットワークであり、今回の実験では Figure.4 に示すモ
デルにて検証を行った。 
 
 
Figure.4  検証に用いた学習モデルの構造 
 
（２）損失関数に関する対照実験 
損失関数は現在のモデルに対する性能を正解ラベルか
ら算出するものであり、正解との誤差を縮めるために活
用されている。一般的には 2 乗和誤差法や交差エントロ
ピー法が使用されている[7]。実験では Keras にサポート
されている関数の中で、深層学習において多く使用され
る 2 乗和誤差法(MSE)、交差エントロピー法(CCE)の 2 つ
の損失関数について比較実験を行った。結果に関しては
Table.1 にて示す。 
 
Table.1  2 種類の損失関数の⽐較 
 MSE CCE 
教師データの精度 98.3% 98.6% 
テストデータの精度 80.3% 78.3% 
 
実験結果を見ると、教師データに関してはほぼ等しい
正答率を出しているが、テストデータに関しては平均二
乗誤差法が 2%ほど精度が高い。 
以上の結果として本実験のモデルには平均二乗誤差法
を用いることとした。 
（３）最適化アルゴリズムに関する対照実験 
ニューラルネットワークによる学習の目的は、モデル
内の各パラメータを最適化することである。最適なパラ
メータを見つけるために辿り着くための手法として、確
率的勾配降下法をはじめいくつかの手法がある[7]。 
	 本節では最適化アルゴリズムを比較実験することで、
本実験に適したアルゴリズムを決定する。Keras でサポ
ートされているアルゴリズムの中で、確率的勾配降下法
(SGD)、AdaGrad、Adam の 3 つの手法について比較実
験を行った。結果に関しては Table.2 にて示す。 
 
Table.2  3 種類の最適化アルゴリズムの⽐較 
 SGD AdaGrad Adam 
教師データの正答率 20.4% 98.0% 98.3% 
テストデータの正答率 18.7% 84.0% 80.3% 
 
実験結果を見ると、確率的勾配降下法に関しては正答
率が 2 割程度となった。AdaGrad と Adam のテストデー
タ正答率は、本実験のモデルに於いて AdaGrad の方が
4％ほど精度が高くなった。 
	 上記の結果を踏まえ、本実験では最適化アルゴリズム
に AdaGrad を用いることとした。 
（４）学習データ量に関する対照実験 
一般的に、機械学習を扱うに当たってデータ収集を行
うことは大きなコストのかかるものである。本研究では、
実験に使用した学習データセットの量を意図的に減らす
ことで、データ量と判別制度の関係性について示した。 
実験では一人当たりのデータ量を 100 個ずつ減らしつ
つ、各個数ごとに実験を行った。実験の結果は Figure.5 で
示す。 
 
 
Figure.5  ⼀⼈あたりのデータ量とテストデータの精度 
 
実験ではデータ数が 300 個や 200 個のデータ数におい
てもテストデータ判別から 7 割弱の判別精度を算出でき
ることが可能となった。話者の判別に求める精度によっ
ては 30 分以下の短い時間でも、データ収集が十分に行え
ることが推察できる。 
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４． 総括 
（１）結論 
本研究の結論として、5 人の被験者による 30 分の録音
データから最大 84%程度の話者判別が行えることが明ら
かになった。研究の目的であるデータ収集の為の音声自
動収集、自動ラベリングにも活用が可能であると考えら
れる。また、深層学習の各パラメータに対する対照実験や
データ量別の対照実験を行ったことで、今後の学習モデ
ル設計の指針の一例として示せたと考えられる。 
	 上記を踏まえ、本研究の目標は達成されたと考察でき
る。 
（２）今後の展望と課題 
画像認識の手法としては畳み込みニューラルネットワ
ークが主流となっている。今回の分類器には深層学習を
用いたが、スペクトログラムを二次元画像として扱うこ
とで、画像判別により近い手法で判別できるのではない
かと考えられる。また、ImageNet2015 において最良モ
デルと評価された Deep Residual Network や、転移学習
の手法など、別のアプローチでモデルを組むことによっ
て今以上の精度を生み出せる可能性がある。今後の課題
としては、別手法における分類器の設計を行うことによ
る精度向上に努めるべきである。  
	 また、本研究を基に、研究背景で触れた会話データの自
動収集・自動ラベリングのシステム自体を設計すること
に関しても、展望として掲げたい。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
謝辞： 本研究を進める上で、親身に助言や指導をして下
さった担当教員・主査である小林尚登先生に厚く御礼を
申し上げます。また、今回の修士研究論文審査における副
査の田中豊先生にも同様に感謝いたします。加えて、録音
実験の依頼を快く引き受けて頂いたユニバーサルメカト
ロデザイン研究室の朋輩、後輩にも多大なる感謝の意を
表します。 
	 2019 年 2 月 竹内 涼平 
 
参考文献 
1)総務省「地域における ICT 利活用の現状に関する調査
研究報告書」 
http://www.soumu.go.jp/johotsusintokei/linkdata/h29_05_h
oukoku.pdf (2019/02) 
2)古井貞煕 声の個人性の話 
日本音響学会誌 51 巻 11 号 pp.876-881 
3)小野順貴 短時間フーリエ変換の基礎と応用 
日本音響学会誌 72 巻 12 号（2016） pp.764-769 
4)板橋秀一 音響工学 周波数尺度の変換とメルケプスト
ラム p.112 
5)赤城正人 一般社団法人日本音響学会 Q and A(030) 
http://www.asj.gr.jp/qanda/answer/30.html (2019/2) 
6)国立情報学研究所 音声資源コンソーシアム ATR 音素
バランス 503 文 
http://research.nii.ac.jp/src/phoneticallybalanced.html
（2019/02） 
7)斎藤康毅	 ゼロから作る DeepLearning  
オライリージャパン	 pp.88 – 90, pp.165-166 
