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Abstract
By Karamata regular variation theory and perturbation method, we show the exact asymptotical behav-
iour of solutions near the boundary to nonlinear elliptic problems u ± |∇u|q = b(x)g(u), u > 0 in Ω ,
u|∂Ω = +∞, where Ω is a bounded domain with smooth boundary in RN , q  0, g ∈ C1[0,∞), g(0) = 0,
g′ is regularly varying at infinity with index ρ with ρ > 0 and b is nonnegative nontrivial in Ω , which may
be vanishing on the boundary.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction and the main results
The purpose of this paper is to investigate the exact asymptotic behaviour of the solutions near
the boundary to the following model problems
u± |∇u|q = b(x)g(u), u > 0 in Ω, u|∂Ω = +∞, (P±)
where the last condition means that u(x) → +∞ as d(x) = dist(x, ∂Ω) → 0, and the solution
is called “large solution” or “explosive solution,” Ω is a bounded domain with smooth boundary
in RN (N  1), q  0, g satisfies
(g1) g ∈ C1[0,∞), g(0) = 0, g is increasing on [0,∞);
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∞∫
t
ds√
2G(s)
< ∞, ∀t > 0, G(s) =
s∫
0
g(z) dz;
and b satisfies
(b1) b ∈ Cα(Ω) for some α ∈ (0,1), is nonnegative in Ω and has the property: if x0 ∈ Ω and
b(x0) = 0, then there exists a domain Ω0 such that x0 ∈ Ω0 ⊂ Ω and b(x) > 0,∀x ∈ ∂Ω0.
The main feature of this paper is the presence of the three terms, the nonlinear term g(u)
which is regularly varying at infinity with index 1 + ρ and ρ > 0 and includes a large class of
functions, the nonlinear gradient term ±|∇u|q and the weight b(x) which may be vanishing not
only on large parts of Ω but also on the boundary and also includes a large class of functions.
First, let us review the following model
u = b(x)g(u) in Ω, u|∂Ω = +∞. (P0)
Problem (P0) arises from many branches of mathematics and applied mathematics and have
been discussed by many authors and in many contexts; see, for instance, [3–16,20–22,24,26–32,
34,35,38–40,42,43].
When b ≡ 1 on Ω :
Keller and Osserman [22,34] first supplied a necessary and sufficient condition (g2) for the
existence of large solutions to problem (P0).
When g(u) = eu, problem (P0) was studied much earlier. Bieberbach (see [26]) proved that
when N = 2, there is one solution u ∈ C2(Ω) satisfying |u(x) − ln(d(x))−2| is bounded on Ω .
The same results was proved by Rademacher (see [26]) for N = 3.
Later, Loewner and Nirenberg [28] showed that if g(u) = up0 with p0 = (N + 2)/(N − 2),
N > 2, then problem (P0) has a unique positive solution u satisfying
lim
d(x)→0u(x)
(
d(x)
)(N−2)/2 = (N(N − 2)/4)(N−2)/4.
Then, by analyzing the corresponding ordinary differential equation, combining with the maxi-
mum principle, Bandle and Marcus [3] established the following results: if g satisfies (g1) and
(g3) there exist θ > 0 and s0  1 such that g(ξs) ξ1+θg(s) for all ξ ∈ (0,1) and s  s0/ξ ;
then for any solution u of problem (P0)
u(x)
ψ1(d(x))
→ 1 as d(x) → 0, (1.1)
where ψ1 satisfies
∞∫
ds√
2G(s)
= t, ∀t > 0. (1.2)ψ1(t)
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(g4) g(ξs) ξg(s) for all ξ ∈ (0,1) and all s  0; this is equivalent to that g(s)/s is increasing
on (0,∞); and so is that g(ξs) ξg(s) for all ξ  1 and all s  0;
then problem (P0) has a unique solution.
Moreover, Lazer and McKenna [27] showed that if g satisfies (g1) and
(g5) there exists a1 > 0 such that g′(s) is nondecreasing for s  a1, and
lim
s→∞
g′(s)√
G(s)
= ∞,
then for any solution u of problem (P0)
u(x) −ψ1
(
d(x)
)→ 0 as d(x) → 0. (1.3)
When b satisfies (b1), g satisfies (g1) and (g2), Lair [24] showed existence of solutions to
problem (P0).
Most recently, applying the regular varying theory, which were first introduced and established
by Karamata in 1930 and is a basic tool in stochastic process, and constructing comparison func-
tions, Cîrstea and Raˇdulescu [7–10], Cîrstea and Du [6], the author [43] showed the uniqueness
and exact asymptotical behaviour of solutions near the boundary to problem (P0). A basic result
is that if g satisfies (g1), (g4) and
(g6) there exists ρ > 0 such that lims→∞ g
′(ξs)
g′(s) = ξρ , ∀ξ > 0,
and b ∈ Cα(Ω), b 0 in Ω , and satisfies
(b2) limd(x)→0+ b(x)k2(d(x)) = c0 > 0 foe some k ∈ K with l1 > 0;
then any solution u of problem (P0) satisfies
lim
d(x)→0
u(x)
ψ(d(x))
= ξ0, (1.4)
where ξ0 = ( 2+l1ρc0(2+ρ) )1/ρ , and ψ ∈ C2(0, a) (a ∈ (0, ν)) is defined by
∞∫
ψ(t)
ds√
2G(s)
=
t∫
0
k(s) ds, ∀t ∈ (0, a); (1.5)
K denotes the set of all positive nondecreasing C1-functions k defined on (0, ν), which satisfy
lim+
∫ t
0 k(s) ds = 0 and lim+
d
(∫ t
0 k(s) ds
)
= l1.
t→0 k(t) t→0 dt k(t)
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∫ d(x)
0 k(s) ds).
Now let us return to problem (P±).
When b ≡ 1 on Ω : for g(u) = up , p > 0, by the ordinary differential equation theory and the
comparison principle, Bandle and Giarrusso [2] showed the following results:
(i) if p > 1 or q > 1, then problem (P+) has one solution in C2(Ω); and the same statement is
true to problem (P−) if p > 1 or 1 < q  2;
(ii) if p > 1 and 0 < q < 2p/(p + 1), then every solution u± to problem (P±) satisfies (1.1),
where ψ1(t) = (√2(p + 1)/(p − 1))2/(p−1)t−2/(p−1);
(iii) if 2p
p+1 < q < p, then for any solution u+ to problem (P+)
lim
d(x)→0u+(x)
(
p − q
q
d(x)
)q/(p−q)
= 1; (1.6)
(iv) if max{2p/(p + 1),1} < q < 2, then every solution u− to problem (P−) satisfies
lim
d(x)→0u−(x)(2 − q)
(
(q − 1)d(x))(2−q)/(q−1) = 1; (1.7)
(v) if q = 2, then every solution u− to problem (P−) satisfies
lim
d(x)→0u−(x)/− ln
(
d(x)
)= 1. (1.8)
Moreover, Bandle and Giarrusso [2] extended the above results for more general g(u) satisfying
lim
u→∞
√
G(u)
(g(u))1/q
= 0 or lim
u→∞
√
G(u)
(g(u))1/q
= ∞.
Then Giarrusso [17,18] showed the following results:
(vi) Let g satisfies (g1) and 1 < q < 2. If g satisfies
(g6) limu→∞ g(u)uq/(2−q) = γ0 ∈ (0,∞) (this is equivalent to that
√
G(u)
(g(u))1/q
converges to a positive
number as u → ∞);
then for any solution u± to problem (P±)
lim
d(x)→0u±(x)
(
q − 1
2 − q
√
ζ±0 d(x)
)(2−q)/(q−1)
= 1, (1.9)
where ζ±0 is the unique positive root of the equation
ζ
2 − q ± ζ
q/2 = γ0. (1.10)
Then, the author [44] considered problem (P±) under the condition (ii) for weight b which may
be singular on the boundary. Lasry and Lions [25] established existence, uniqueness and ex-
act asymptotical behaviour of solutions near the boundary to problem (P−) for g(u) = λu with
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gradient terms, see [41,45].
In this paper, also applying Karamata regular variation theory, perturbed method and con-
structing comparison functions, we show asymptotic behaviour of solutions near the boundary to
problem (P±).
First let us recall some basic definitions and the properties to Karamata regular variation
theory [33,36,37].
Definition 1.1. A positive measurable function f defined on [a,∞), for some a > 0, is called
regularly varying at infinity with index ρ, written f ∈ RVρ , if for each ξ > 0 and some ρ ∈R,
lim
t→∞
f (ξ t)
f (t)
= ξρ. (1.11)
The real number ρ is called the index of regular variation.
When ρ = 0, we have:
Definition 1.2. A positive measurable function L defined on [a,∞), for some a > 0, is called
slowly varying at infinity, if for each ξ > 0
lim
t→∞
L(ξt)
L(t)
= 1. (1.12)
It follows by Definitions 1.1 and 1.2 that if f ∈ RVρ it can be represented in the form
f (t) = uρL(t). (1.13)
Lemma 1.1 (Uniform convergence theorem). If f ∈ RVρ , then (1.11) (and so (1.12)) holds uni-
formly for ξ ∈ [a, b] with 0 < a < b.
Lemma 1.2 (Representation theorem). The function L is slowly varying at infinity if and only if
it may be written in the form
L(u) = c(u) exp
( u∫
a
y(s)
s
ds
)
, u a, (1.14)
for some a > 0, where c(u) and y(u) are measurable and for u → ∞, y(u) → 0 and c(u) → c,
with c > 0.
Definition 1.3. A positive measure function h defined on some neighborhood (0, a) for some
a > 0, is called regularly varying at zero with index σ , written h ∈ RVZσ , if for each ξ > 0 and
some σ ∈R,
lim
t→0+
h(ξ t)
h(t)
= ξσ . (1.15)
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Theorem 1.1. Let g satisfies (g1), g′(t) = uρL(t), ρ > 0, L is slowly varying at infinity, and
1 < q < ρ + 1, b satisfies (b1) with b = 0 on ∂Ω and
(b3) limd(x)→0+ b(x)kq (d(x)) = cq > 0 for some k ∈ K with l1 > 0; ϕ ∈ C2(0, a) be uniquely deter-
mined by
∞∫
ϕ(t)
ds
(g(s))1/q
=
t∫
0
k(s) ds, ∀t ∈ (0, a). (1.16)
(I) If q = 2(ρ+1)
ρ+2 and lims→∞ L(s) = (1 + ρ)γ0 ∈ (0,∞), then every solution u+ ∈ C2(Ω) to
problem (P+) satisfies
lim
d(x)→0
u+(x)
ϕ(d(x))
= c−1/ρ−q+1q , (1.17)
where
ϕ(t) =
(
2 − q
γ
1/q
0 (q − 1)
)(2−q)/(q−1)( t∫
0
k(s) ds
)−(2−q)/(q−1)
, t ∈ (0, a).
(II) The same statement is true if 2(ρ+1)
ρ+2 < q  2, where ϕ ∈ RVZ−q/l1(ρ+1−q) and there exists
H ∈ RVZ0 such that
ϕ(t) = H(t)t−q/l1(ρ+1−q). (1.18)
Corollary 1.1. Let g(u) = uρ+1, ρ > 0, 1 < q < ρ + 1 and b(x) ∼= cq(d(x))τ/q with τ > 0
near ∂Ω . If 2p
p+1  q  2, then γ0 = 1, l1 = qq+τ ,
ϕ(t) =
(
q + τ
ρ + 1 − q
)q/(ρ+1−q)
t−(q+τ)/(ρ+1−q), t > 0,
i.e., any solution u+ to problem (P+) satisfies
lim
d(x)→0u+(x)
(
d(x)
)(q+τ)/(ρ+1−q) = c−1/ρ−q+1q
(
q + τ
ρ + 1 − q
)q/(ρ+1−q)
.
Theorem 1.2. Let b ≡ 1 on Ω , g satisfies (g1), g′(t) = uρL(t), ρ > 0, L is slowly varying at
infinity, and 1 < q < ρ + 1, ϕ1(t) be uniquely determined by
∞∫
ϕ1(t)
ds
(g(s))1/q
= t, ∀t > 0. (1.19)
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ρ+2 and lims→∞ L(s) = (1 + ρ)γ0 ∈ (0,∞), then every solution u± ∈ C2(Ω) to
problem (P±) satisfies
lim
d(x)→0
u±(x)
ϕ1(d(x))
= ξ±0 , (1.20)
where ξ±0 is the unique positive solution to the equation
ρ + 1
q
γ
(2−q)/q
0 − ξρ ± ξq−1 = 0 (q±)
and
ϕ1(t) =
(
2 − q
γ
1/q
0 (q − 1)
)(2−q)/(q−1)
t−(2−q)/(q−1), t > 0.
(II) If q > 2(ρ+1)
ρ+2 , then every solution u+ ∈ C2(Ω) to problem (P+) satisfies
lim
d(x)→0
u+(x)
ϕ1(d(x))
= 1, (1.21)
where ϕ1 ∈ RVZ−q/(ρ+1−q) and there exists H ∈ RVZ0 such that
ϕ1
(
d(x)
)= H (d(x))(d(x))−q/(ρ+1−q). (1.22)
Corollary 1.2. If g(u) = u1+ρ , ρ > 0, then
(i) if 2(ρ+1)
ρ+2 = q , let ζ±0 = (γ0)2/q(ξ±0 )−ρ , then any solution u± to problem (P±) satisfies (1.9);
(ii) if 2(1+ρ)
ρ+2 < q < ρ + 1, then ϕ1(t) = ( ρ+1−qq )q/(ρ+1−q)t−q/(ρ+1−q), t > 0, any solution u+
to problem (P+) satisfies
lim
d(x)→0u+(x)
(
d(x)
)q/(ρ+1−q) = (ρ + 1 − q
q
)q/(ρ+1−q)
.
Theorem 1.3. Let g satisfies (g1), g′ ∈ RVρ with ρ > 0, b satisfies (b1) and (b2) with l1 > 0.
If 0  q < 2(1 + l1ρ)/(2 + l1ρ), then every solution u± ∈ C2(Ω) to problem (P±)
satisfies (1.4), where ξ0 = ( 2+l1ρc0(2+ρ) )1/ρ and ψ ∈ C2(0, a] is uniquely determined by (1.5). More-
over, ψ ∈ RVZ−2/l1ρ , and there exists H ∈ RVZ0 such that
lim
d(x)→0
u±(x)
H(d(x))(d(x))−2/l1ρ
= ξ0. (1.23)
Corollary 1.3. If g(u) = uρ+1, ρ > 0, and b(x) ∼= c0(d(x))τ with τ  0 near ∂Ω , 0  q <
(2 + τ + 2ρ)/(2 + τ + ρ), then
k(t) = tτ/2, ψ(s) = cs−(2+τ)/ρ, c =
(
(ρ + 2)(2 + τ)2
2ρ2
)1/ρ
,
τ = 2(1 − l1) , ξρ0 =
2(2 + ρ + τ)
,
l1 c0(2 + τ)(2 + ρ)
668 Z. Zhang / J. Differential Equations 228 (2006) 661–684and every solution u± ∈ C2(Ω) to problem (P±) satisfies
lim
d(x)→0u±(x)
(
d(x)
)(2+τ)/ρ = ( (2 + τ)(2 + τ + ρ)
c0ρ2
)1/ρ
.
Remark 1.1. By (1.5), we see that the asymptotical behaviour (1.4) of u± is independent on
±|∇u±|q when 0 q < 2(1 + l1ρ)/(2 + l1ρ).
Remark 1.2. ξ+0 > 1 in Theorem 1.2.
Remark 1.3. ϕ(d(x)) = ϕ1(
∫ d(x)
0 k(s) ds).
Remark 1.4. Let g satisfies (g1), g′(t) = uρL(t), ρ > 0, L be slowly varying at infinity. By the
following Lemma 2.2 and Corollary 2.2, we see that
(i) if q = 2(ρ+1)
ρ+2 and lims→∞ L(s) = (1 + ρ)γ0 ∈ (0,∞), then limu→∞ g(u)uq/(2−q) = γ0;
(ii) if q > 2(ρ+1)
ρ+2 , then limu→∞
g(u)
uq/(2−q) = 0.
Remark 1.5. Some basic examples of g which satisfies (g1) and g′ ∈ RVρ with ρ > 0, are:
(i) g(u) = uρ+1;
(ii) g(u) = uρ+1(ln(u + 1))β , β > 0;
(iii) g(u) = uρ+1 arctanu;
(iv) g(u) = c0uρ+1 exp(
∫ u
0
y(s)
s
ds), u 0, where c0 > 0, y ∈ C[0,∞) is nonnegative such that
lims→0+ y(s)/s ∈ [0,∞) and lims→∞ y(s) = 0.
Remark 1.6. [6, Remark 2.2] When l1 > 0, k ∈ RVZ(1−l1)/ l1 .
Some basic examples of k ∈ K with l1 > 0 are:
(i) k(t) = tτ/2, τ > 0, where l1 = 2/(2 + τ).
(ii) k(t) = −τ/ln t, τ > 0, where l1 = 1.
(iii) k(t) = tτ /ln(1 + t−1), τ > 0, where l1 = 1/(1 + τ).
(iv) k(t) = c0tτ/2 exp(
∫ a
t
y(s)
s
ds), 0 < t < a, where τ > 0, c0 > 0, y ∈ C[0, a] and
limt→0+ y(t) = 0, and l1 = 2/(2 + τ).
Remark 1.7. When q = 2, the change of variable v = eu − 1 transforms problem (P+) into the
equivalent one
v = b(x)h(v), v > 0, x ∈ Ω, v|∂Ω = ∞, (1.24)
where h(s) = (s + 1)g(ln(s + 1)).
Although problem (1.24) is the same type as problem (P0), h ∈ RV1, provided g ∈ RVρ+1
with ρ > 0 (see the following Lemma 2.3). Thus we cannot use the above results for prob-
lem (P0).
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tion theory. In Section 3 we prove Theorems 1.1–1.3. Finally, we show existence of solutions to
problem (P±).
2. Some basic definitions and the properties to Karamata regular variation theory
Let us continue to recall some basic definitions and the properties to Karamata regular varia-
tion theory (see [33,36,37]).
Some basic examples of slowly varying functions at infinity are:
(i) every measure function on [a,∞) which has a positive limit at infinity.
(ii) L(t) =∏m=nm=1(logm t)αm , αm ∈R.
(iii) L(t) = e(
∏m=n
m=1(logm t)αm), 0 < αm < 1.
(iv) L(t) = 1
t
∫ t
a
ds
ln s .
(v) L(t) = e((ln t)1/3 cos(ln t)1/3), where limt→∞ infL(t) = 0, limt→∞ supL(t) = +∞.
Lemma 2.1. If the functions L,L1 are slowly varying at infinity, then
(i) Lσ for every σ ∈ R, L(t) + L1(t), L(L1(t)) (if L1(t) → ∞ as t → ∞), are also slowly
varying at infinity;
(ii) for every θ > 0 and t → ∞,
tθL(t) → ∞, t−θL(t) → 0; (2.1)
(iii) for t → ∞, ln(L(t))/ln t → 0.
Definition 2.1. A positive measure function H defined on some neighborhood (0, a) for some
a > 0, is called slowly varying at zero, if for each ξ > 0
lim
t→0+
H(ξt)
H(t)
= 1. (2.2)
It follows by Definitions 1.3 and 2.1 that if h ∈ RVZσ then it can be represented in the form
h(t) = tσH(t). (2.3)
Remark 2.1. Definition 1.1 is equivalent to saying that f (1/t) is regularly varying at zero of
index −ρ.
Lemma 2.2 (Asymptotical behaviour). If the functions L is slowly varying at infinity, then
for t → ∞,
t∫
a
sβL(s) ds ∼= (β + 1)−1t1+βL(t), for β > −1. (2.4)
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Ψ←(t) = inf{s: Ψ (s) t}. (2.5)
Lemma 2.3. [36, Proposition 0.8] The following hold:
(i) if f1 ∈ RVρ1 , f2 ∈ RVρ2 , then f1 · f2 ∈ RVρ1+ρ2;
(ii) if f1 ∈ RVρ1 , f2 ∈ RVρ2 , with limt→∞ f2(t) = ∞, then f1 ◦ f2 ∈ RVρ1ρ2;
(iii) if Ψ is nondecreasing on R, limt→∞ Ψ (t) = ∞, and Ψ ∈ RVρ with ρ = 0, then
Ψ← ∈ RVρ−1 .
By the above lemmas, we can directly obtain the following results.
Corollary 2.1 (Representation theorem). The function H is slowly varying at zero if and only if
it may be written in the form
H(t) = c(t) exp
( a∫
t
y(s)
s
ds
)
, 0 < t < a, (2.6)
for some a > 0, where c(t) is a bounded measurable function, y ∈ C[0, a] and for t → 0+,
y(t) → 0 and c(t) → c, with c > 0.
Corollary 2.2. If the function H is slowly varying at zero, then for every θ > 0 and t → 0+,
t−θH(t) → ∞, tθH(t) → 0. (2.7)
Corollary 2.3. If g satisfies (g1) and g′ ∈ RVρ with ρ > 0, then
(i) g ∈ RVρ+1 and G ∈ RVρ+2;
(ii) g satisfies Keller–Osserman condition (g2).
Proof. (i) By Definition 1.1, the l’Hôpital rule and Lemma 2.2, we can show (i).
(ii) By G ∈ RVρ+2, we see that there exists a function L which is slowly varying at infinity
such that G(t) = t2+ρL(t). Since ρ > 0, let ρ1 ∈ (0, ρ/2), we see by Lemma 2.1 that
lim
t→∞G(t)/t
2(1+ρ1) = lim
t→∞ t
ρ−2ρ1L(t) = ∞,
i.e., there exists T0 > 0 such that
G(t)/t2(1+ρ1) > 1,
√
G(t) > t1+ρ1 , t > T0.
This implies that g satisfies (g2). 
Corollary 2.4. If h1 ∈ RVZρ1 , h2 ∈ RVZρ2 , with limt→0+ h2(t) = 0, then h1 ◦ h2 ∈ RVZρ1ρ2 .
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t
ds
g1(s)
< ∞, ∀t > 0, and k be positive continuous and nondecreasing on (0, a). If
limt→∞ g1(t)g2(t) = 1 and
∞∫
ϕ1(t)
ds
g1(s)
=
t∫
0
k(s) ds =
∞∫
ϕ2(t)
ds
g2(s)
, ∀t ∈ (0, a),
then limt→∞ ϕ1(t)ϕ2(t) = 1.
Proof. First we note that g2 ∈ RV1+ρ and for any given small ε > 0, there exists t1 > 0 such that
g1
(
(1 + ε)z)> (1 + ε)ρ/2+1g1(z), g2(z) < (1 + ε)ρ/2g1(z), ∀z > φ2(t), ∀t ∈ (0, t1).
It follows that, for t ∈ (0, t1),
∞∫
ϕ1(t)
ds
g1(s)
=
∞∫
ϕ2(t)
ds
g2(s)
>
∞∫
ϕ2(t)
ds
(1 + ε)ρ/2g1(s) >
∞∫
ϕ2(t)
(1 + ε) ds
g1((1 + ε)s) =
∞∫
(1+ε)ϕ2(t)
dz
g1(z).
This implies that
ϕ1(t) < (1 + ε)ϕ2(t), t ∈ (0, t1).
Similarly we can show that there exists t2 > 0 such that
ϕ2(t) < (1 + ε)ϕ1(t), t ∈ (0, t2).
Therefore
lim
t→∞
ϕ1(t)
ϕ2(t)
= 1. 
Lemma 2.5. Under the assumption in Theorem 1.1, ϕ ∈ RVZ−q/l1(ρ+1−q). Moreover, if q =
2(ρ+1)
ρ+2 and lims→∞ L(s) = (1 + ρ)γ0 ∈ (0,∞), then
lim
t→0+
ϕ(t)
( t∫
0
k(s) ds
)(2−q)/(q−1)
=
(
2 − q
γ
1/q
0 (q − 1)
)(2−q)/(q−1)
.
Proof. Let f1(u) =
∫∞
u
ds
(g(s))1/q
, u > 0 and f2(t) =
∫ t
0 k(s) ds, ∀t ∈ (0, a). By the l’Hôpital
rule and Remark 1.6, we can easily see that f1 ∈ RV−(ρ+1−q)/q and f2 ∈ RVZ1/l1 . It fol-
lows by Corollary 2.4, Lemma 2.3 and Remark 2.1 that ϕ1 = f−11 ∈ RVZ−q/(ρ+1−q) and ϕ =
f1−1 ◦ f2 ∈ RVZ−q/l1(ρ+1−q). Moreover, if q = 2(ρ+1)ρ+2 and lims→∞ L(s) = (1 +ρ)γ0 ∈ (0,∞),
then lims→∞ g(s)γ0sq/(2−q) = 1. The result follows by Lemma 2.4. 
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Proof. Let f11(u) =
∫∞
u
ds√
2G(s) , and f2(t) =
∫ t
0 k(s) ds, ∀t ∈ (0, τ ). By the l’Hôpital rule, we
can easily see that f11 ∈ RV−ρ/2, f2 ∈ RVZ1/l1 . It follows by Corollary 2.4, Lemma 2.3 and
Remark 2.1 that ψ = f−111 ◦ f2 ∈ RVZ−2/l1ρ . 
3. The exact asymptotical behaviour
In this section we prove Theorems 1.1–1.3.
First we still need some preliminary considerations.
Lemma 3.1. Assume g satisfies (g1) and g′ ∈ RVρ with ρ > 0, then
(i)
lim
s→∞
g′(s)
g(s)
= 0, lim
s→∞
sg′(s)
g(s)
= 1 + ρ;
(ii) for 0 < q < ρ + 1,
∞∫
t
ds
(g(s))1/q
< ∞, ∀t > 0.
(iii)
lim
s→∞
g′(s)G(s)
g2(s)
= 1 + ρ
2 + ρ .
Proof. (i) Since g satisfies (g1) and g′ ∈ RVρ with ρ > 0, we see that there exists a function L
which is slowly varying at infinity such that g′(t) = tρL(t). It follows by Lemma 2.2 that
g(t) =
t∫
0
g′(s) ds =
t∫
0
sρL(s) ds ∼= (ρ + 1)−1t1+ρL(t).
So
lim
s→∞
g′(s)
g(s)
= 0, lim
s→∞
sg′(s)
g(s)
= ρ + 1.
(ii) By g1/q ∈ RV(ρ+1)/q with (ρ + 1)/q > 1, we see that there exists a function L which
is slowly varying at infinity such that (g(t))1/q = t (ρ+1)/qL(t). It follows by Lemma 2.1 that
limt→∞ s(ρ+1)/q−ρ1L(t) = ∞ for all ρ1 ∈ (1, (ρ + 1)/q). Thus there exists T0 > 0 such that
(g(t))1/q = tρ1 t (ρ+1)/q−ρ1L(t) > tρ1 , ∀t > T0, i.e., (g(t))1/q > tρ1 , ∀t > T0. This implies that
(ii) holds.
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lim
s→∞
G(s)
sg(s)
= (2 + ρ)−1,
and
lim
s→∞
g′(s)G(s)
g2(s)
= lim
s→∞
sg′(s)
g(s)
lim
s→∞
G(s)
sg(s)
= 1 + ρ
2 + ρ . 
Lemma 3.2. Let g and ϕ be as in Theorem 1.1.
(i) limt→0+ ϕ(t) = ∞, limt→0+ ϕ′(t) = −∞;
(ii) if either q = 2(ρ+1)
ρ+2 and lims→∞ L(s) = (1 + ρ)γ0 ∈ (0,∞), or 2(ρ+1)ρ+2 < q  2, then
lim
t→0+
ϕ′′(t)
(−ϕ′(t))q = 0.
Proof. First we note by Remark 1.2 that
lim
u→∞
g(u)
uq/(2−q)
= γˆ0 =
⎧⎨
⎩
0, for q > 2(ρ+1)
ρ+2 ,
γ0, for q = 2(ρ+1)ρ+2 .
By the definition of ϕ in (1.16) and a direct calculation, we see that
ϕ′(t) = −k(t)(g(ϕ(t)))1/q, t ∈ (0, a);
ϕ′′(t) = −k′(t)(g(ϕ(t)))1/q + (k(t))2
q
g′
(
ϕ(t)
)(
g
(
ϕ(t)
))(2−q)/q
, t ∈ (0, a).
Since, for q = 2(ρ+1)
ρ+2 and lims→∞ L(s) = (1 + ρ)γ0 ∈ (0,∞), or 2(ρ+1)ρ+2 < q < 2,
lim
t→0+
(g(ϕ(t)))(1−q)/q∫ t
0 k(s) ds
= lim
u→∞
(g(u))(1−q)/q∫∞
u
ds
(g(u))1/q
= q − 1
q
lim
u→∞g
′(u)
(
g(u)
)2(1−q)/q
= q − 1
q
lim
u→∞
ug′(u)
g(u)
lim
u→∞
(
g(u)
uq/(2−q)
)(2−q)/q
= (q − 1)(ρ + 1)
q
γˆ
(2−q)/q
0
and
lim
t→0+
k′(t)
(k(t))2
(
g
(
ϕ(t)
))(1−q)/q = lim
t→0+
k′(t)
∫ t
0 k(s) ds
(k(t))2
lim
t→0+
(g(ϕ(t)))(1−q)/q∫ t
k(s) ds0
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q
γ
(2−q)/q
0 lim
t→0+
(
1 − d
dt
(∫ t
0 k(s) ds
k(t)
))
= (1 − l1)(ρ + 1)
q
γˆ0
(2−q)/q
.
It follows that
lim
t→0+
ϕ′′(t)
(−ϕ′(t))q = − limt→0+
(
k(t)
)2−q lim
t→0+
k′(t)
∫ t
0 k(s) ds
(k(t))2
lim
t→0+
(g(ϕ(t)))(1−q)/q∫ t
0 k(s) ds
+ 1
q
lim
t→0+
(
k(t)
)2−q lim
t→0+
g′(ϕ(t))(g(ϕ(t)))(2−q)/q
g(ϕ(t))
= 0
and
lim
t→0+
ϕ′(t)
(−ϕ′(t))q = − limt→0+
(
k(t)
)2−q lim
t→0+
∫ t
0 k(s) ds
k(t)
lim
t→0+
(g(ϕ(t)))(1−q)/q∫ t
0 k(s) ds
+ 1
q
lim
t→0+
(
k(t)
)2−q lim
u→∞g
′(u)
(
g(u)
)2(1−q)/q = 0.
For q = 2,
lim
t→0+
ϕ′′(t)
(−ϕ′(t))2 = − limt→0+
k′(t)
∫ t
0 k(s) ds
(k(t))2
lim
t→0+
(g(ϕ(t)))−1/2∫ t
0 k(s) ds
+ 1
2
lim
u→∞
g′(u)
g(u)
= − lim
t→0+
k′(t)
∫ t
0 k(s) ds
(k(t))2
lim
u→∞
(g(u))−1/2∫∞
u
ds√
g(s)
= −1
2
lim
t→0+
k′(t)
∫ t
0 k(s) ds
(k(t))2
lim
u→∞
1
g(u)
= 0
and
lim
t→0+
ϕ′(t)
(−ϕ′(t))2 = − limt→0+
∫ t
0 k(s) ds
k(t)
lim
t→0+
(g(ϕ(t)))1/2∫ t
0 k(s) ds
= 0. 
As the same proof as Lemma 3.2, we can show:
Lemma 3.3. Let g and ϕ1 be as in Theorem 1.2.
(i) limt→0+ ϕ1(t) = ∞, limt→0+ ϕ′1(t) = −∞;
(ii) if q = 2(ρ+1)
ρ+2 and lims→∞ L(s) = (1 + ρ)γ0 ∈ (0,∞), then
lim
t→0+
ϕ′′1 (t)
(−ϕ′1(t))q
= ρ + 1
q
γ
(2−q)/q
0 ;
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ρ+2 < q , then
lim
t→0+
ϕ′′1 (t)
(−ϕ′1(t))q
= 0.
Lemma 3.4. Let g, k and ψ be as in Theorem 1.3, then
(i) limt→0+ k
′(t)
√
2G(ψ(t))
k2(t)g(ψ(t))
= ρ(1−l1)
ρ+2 ;
(ii) limt→0+
√
2G(ψ(t))
k(t)g(ψ(t))
= 0;
(iii) if q < 2(1 + l1ρ)/(2 + l1ρ), then limt→0+ (k(t)
√
2G(ψ(t)))q
k2(t)g(ψ(t))
= 0.
Proof. By (1.5), we see by a direct calculation that
ψ ′(t) = −k(t)
√
2G
(
ψ(t)
)
, ψ ′′(t) = k′(t)
√
2G
(
ψ(t)
)+ k2(t)g(ψ(t)), 0 < t < a.
(i) By (b2) and Lemma 3.1, we see that
lim
t→0+
k′(t)
√
2G(ψ(t))
k2(t)g(ψ(t))
= lim
t→0+
k′(t)
∫ t
0 k(s) ds
k2(t)
lim
t→0+
√
2G(ψ(t))/g(ψ(t))∫ t
0 k(s) ds
= lim
t→0+
(
1 − d
dt
(∫ t
0 k(s) ds
k(t)
))
lim
u→∞
√
2G(u)/g(u)∫∞
u
ds√
2G(s)
= σ
(2 + σ)
(
−1 + 2 lim
u→∞
g′(u)G(u)
(g(u))2
)
= σ
(2 + σ)
(
−1 + 21 + ρ
2 + ρ
)
= σρ
(2 + σ)(2 + ρ) .
(ii) By (b2) and the proof of (i), we see that
lim
t→0+
√
2G(ψ(t))
k(t)g(ψ(t))
= lim
t→0+
∫ t
0 k(s) ds
k(t)
lim
t→0+
√
2G(ψ(t))/g(ψ(t))∫ t
0 k(s) ds
= lim
t→0+
∫ t
0 k(s) ds
k(t)
lim
u→∞
√
2G(u)/g(u)∫∞
u
ds√
2G(s)
= 0.
(iii) By Corollaries 2.3 and 2.4, Lemmas 2.3 and 2.6, we see that
g ◦ ψ ∈ RVZ−2(ρ+1)/ l1ρ;
1
g ◦ ψ ∈ RVZ2(ρ+1)/ l1ρ;
kq−2 ∈ RVZ(q−2)(1−l1)/ l1; G ◦ψ ∈ RVZ−2(2+ρ)/l1ρ;
(G ◦ψ)q/2 ∈ RVZ−q(2+ρ)/l1ρ.
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kq−2 · (G ◦ ψ)q/2 · 1
g ◦ ψ ∈ RVZρ0 ,
where ρ0 = 1l1ρ [(2 + 2l1ρ − q(2 + l1ρ)] > 0.
The proof is finished. 
Lemma 3.5. If g satisfies (g1), g′ ∈ RVρ with ρ > 0, b satisfies (b1), then:
(i) problem (P+) has at least one solution u+ ∈ C2(Ω) for q  0;
(ii) the same statement is true to problem (P−) for q ∈ [0,2]; and
(iii) the same statement is true to the following problem
w ± |∇w|q = b(x)g(w), x ∈ Ω/Ω0, w|∂Ω = 1, w|∂Ω0 = +∞, (Q±)
where a solution w± ∈ C2(Ω/Ω0), Ω0 Ω and ∂Ω0 is a smooth submanifold of dimension
N − 1.
In Appendix A, we will give the proof.
Proof of Theorem 1.1. First we note that ξ+0 = c−1/(ρ−q+1)q is the unique positive solution of
ξq−1 − cqξρ = 0.
Since ρ > q − 1 > 0, for any ε ∈ (0,μ) with μ = cq (ξ+0 )ρ [c+0 (ρ+1−q)−2ρ]4ρc+0 (c+0 −2) , we can define
ξ+2ε =
(
cq(ξ
+
0 )
ρ + c+0 ε
cq
)1/ρ
, ξ+1ε =
(
cq(ξ
+
0 )
ρ − c+0 ε
cq
)1/ρ
,
where c+0 >
2ρ
ρ+1−q , i.e., c
+
0 > 2 satisfies
c+0 − 2
c+0
>
q − 1
ρ
.
For t ∈ (0,1) and a ∈ (0,1), by the basic inequalities
(1 + t)a − 1 < at and 1 − (1 − t)a < at
1 − t ; (3.1)
we see that
(
ξ+2ε
)q−1 − (ξ+0 )q−1 = (ξ+0 )q−1
[(
1 + c
+
0 ε
cq(ξ
+
0 )
ρ
)(q−1)/ρ
− 1
]
<
(
ξ+0
)q−1 q − 1
ρ
c+0 ε
cq(ξ
+
0 )
ρ
= c
+
0 ε(q − 1) < (c+0 − 2)ερ
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(
ξ+0
)q−1 − (ξ+1ε)q−1 = (ξ+0 )q−1
[
1 −
(
1 − c
+
0 ε
cq(ξ
+
0 )
ρ
)(q−1)/ρ]
<
c+0 ε(q − 1)
ρ
cq(ξ
+
0 )
ρ
cq(ξ
+
0 )
ρ − c+0 ε
= c
+
0 ε(q − 1)
ρ
ρ(c+0 − 2)
c+0 (q − 1)
<
(
c+0 − 2
)
ε.
For any δ > 0, we define Ωδ = {x ∈ Ω: d(x) < δ}, and ∂Ωδ = {x ∈ Ω: d(x) = δ}. By
Lemma 3.2 and the regularity of ∂Ω , we can choose δ sufficiently small such that
(i) d(x) ∈ C2(Ω2δ);
(ii) |( ϕ′′(s)
(−ϕ′(s))q + ϕ
′(s)
(−ϕ′((s))q d(x)| < ε, for all (x, s) ∈ Ω2δ × (0,2δ), i = 1,2;
(iii) | b(x)g(ξ+iε (ϕ(s)))
kq (d(x))ξ+iε g(ϕ(s))
− cq(ξ+iε )ρ | < ε, for all (x, s) ∈ Ω2δ × (0,2δ), i = 1,2.
Let β ∈ (0, δ) be arbitrary. We define uβ = ξ+2εϕ(d(x)−β) for any x with β < d(x) < 2δ, and
uβ = ξ+1εϕ(d(x) + β), for any x with d(x) + β < 2δ. It follows by |∇d(x)| = 1 that
uβ(x) − b(x)g
(
uβ(x)
)+ ∣∣∇uβ(x)∣∣q
= ξ+2εϕ′′
(
d(x) − β)+ ξ+2εϕ′(d(x) − β)d(x)
+ (ξ+2ε)q(−ϕ′(d(x) − β))q − b(x)g(ξ+2εϕ(d(x)− β))
= ξ+2ε
(
k
(
d(x) − β))qg(ϕ(d(x) − β))[ ϕ′′(d(x) − β)
(−ϕ′(d(x) − β)q
−
(
b(x)g(ξ+2ε(ϕ(d(x) − β)))
ξ+2ε(k(d(x) − β))qg(ϕ(d(x) − β))
− cq
(
ξ+2ε
)ρ)
− cq
(
ξ+2ε
)ρ + (ξ+2ε)q−1 + ϕ′(d(x) − β)(−ϕ′(d(x) − β))q d(x)
]
 ξ+2εg
(
ϕ
(
d(x) − β))[2ε − c+0 ε + (ξ+2ε)q−1 − (ξ+0 )q−1] 0
and
uβ(x) − b(x)g
(
uβ(x)
)+ ∣∣∇uβ(x)∣∣q
= ξ+1εϕ′′
(
d(x) + β)+ ξ+1εϕ′(d(x) + β)d(x)
+ (ξ+1ε)q(−ϕ′(d(x) + β))q − b(x)g(ξ+1εϕ(d(x)+ β))
= ξ+1ε
(
k
(
d(x) + β))qg(ϕ(d(x) + β))[ ϕ′′(d(x) + β)
(−ϕ′(d(x) + β))q
−
(
b(x)g(ξ+1ε(ϕ(d(x) + β)))
ξ+(k(d(x) + β))qg(ϕ(d(x) + β)) − cq
(
ξ+1ε
)ρ)
1ε
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(
ξ+1ε
)ρ + (ξ+1ε)q−1 + ϕ′(d(x) + β)(−ϕ′(d(x) + β))q d(x)
]
 ξ+1εg
(
ϕ
(
d(x)+ β))[−2ε + c+0 ε + (ξ+1ε)q−1 − (ξ+0 )q−1] 0.
Now let w+ be an arbitrary solution of problem (Q+) with Ω0 = Ωδ and u+ be an arbitrary
solution of problem (P+) and v+ = u+ + w+. We see that
u+ +w+|∂Ω = +∞ > uβ |∂Ω, u+ + w+|∂Ωδ = +∞ > uβ |∂Ωδ ,
uβ + w+|∂Ωβ = +∞ > u|∂Ωβ , uβ +w+|∂Ωδ = +∞ > u+|∂Ωδ .
It follows by (g1) and the following Lemma A.1 that
uβ(x) u+(x) +w+(x), ∀x ∈ Ωδ, u+(x) uβ(x) + w+(x), ∀x ∈ Ωδ ∩Ωβ.
Let β → 0, we see that
ξ+1εϕ
(
d(x)
)
 u+(x) +w+(x) ξ+2εϕ
(
d(x)
)+ 2w+(x), ∀x ∈ Ωδ,
which implies
ξ+1ε  lim
d(x)→0 inf
u+(x)
ϕ(d(x))
 lim
d(x)→0 sup
u+(x)
ϕ(d(x))
 ξ+2ε.
Let ε → 0, and look at the definitions of ξ+1ε and ξ+2ε , we have
lim
d(x)→0
u+(x)
ϕ(d(x))
= ξ+0 .
By Lemma 2.5, the proof is finished. 
Proof of Theorem 1.2. Since ξ+0 > 1 and ρ > q − 1 > 0, for
0 < ε < min
{
(ξ+0 )ρ − (ξ+0 )q−1
2c0
,
(ξ−0 )ρ
2
}
,
we can define
ξ+2ε =
((
ξ+0
)ρ + c+0 ε)1/ρ, ξ+1ε = ((ξ+0 )ρ − c+0 ε)1/ρ,
ξ−2ε =
((
ξ−0
)ρ + c−0 ε)1/ρ, ξ−1ε = ((ξ−0 )ρ − c−0 ε)1/ρ,
where c−0 = 2 and c+0 > 2 satisfies
c+0 − 2
c+0
>
q − 1
ρ
.
By the basic inequalities (3.1), we see that
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ξ+2ε
)q−1 − (ξ+0 )q−1 = (ξ+0 )q−1
[(
1 + c
+
0 ε
(ξ+0 )ρ
)(q−1)/ρ
− 1
]
<
q − 1
ρ
c+0 ε
(ξ+0 )ρ−q+1
<
c+0 ε(q − 1)
ρ
<
(
c+0 − 2
)
ε
and
(
ξ+0
)q−1 − (ξ+1ε)q−1 = (ξ+0 )q−1
[
1 −
(
1 − c
+
0 ε
(ξ+0 )ρ
)(q−1)/ρ]
<
q − 1
ρ
c+0 ε
(ξ+0 )ρ
(ξ+0 )q−1
1 − c+0 ε
(ξ+0 )ρ
= c
+
0 ε(q − 1)
ρ
(ξ+0 )q−1
(ξ+0 )ρ − c+0 ε
<
c+0 ε(q − 1)
ρ
2(ξ+0 )q−1
(ξ+0 )ρ + (ξ+0 )q−1
<
c+0 ε(q − 1)
ρ
<
(
c+0 − 2
)
ε.
Obviously,
(
ξ−0
)q−1 − (ξ−2ε)q−1 < 0 and (ξ−0 )q−1 − (ξ−1ε)q−1 > 0.
By Lemma 3.3 and the regularity of ∂Ω , we can choose δ sufficiently small such that
(i) d(x) ∈ C2(Ω2δ),
(ii)
∣∣∣∣
(
ϕ′′1 (s)
(−ϕ′1(s))q
− ρ + 1
q
γ
(2−q)/q
0
)
+ ϕ
′
1(s)
(−ϕ′1((s))q
d(x)
∣∣∣∣< ε,
for all (x, s) ∈ Ω2δ × (0,2δ), i = 1,2,
(iii)
∣∣∣∣g(ξ
±
iε (ϕ1(s)))
ξ±iε g(ϕ1(s))
− (ξ±iε )ρ
∣∣∣∣< ε, for all s ∈ (0,2δ), i = 1,2.
Let β ∈ (0, δ) be arbitrary. We define uβ = ξ±2εϕ1(d(x) − β) for any x with β < d(x) < 2δ,
and uβ = ξ±1εϕ1(d(x) + β), for any x with d(x)+ β < 2δ. It follows by |∇d(x)| = 1 that
uβ(x) − g
(
uβ(x)
)± ∣∣∇uβ(x)∣∣q
= ξ±2εg
(
ϕ1
(
d(x) − β))[( ϕ′′1 (d(x) − β)
(−ϕ′1(d(x) − β))q
− ρ + 1
q
γ
(2−q)/q
0
)
−
(
g(ξ±2ε(ϕ1(d(x) − β)))
ξ±2εg(ϕ1(d(x) − β))
− (ξ±2ε)ρ
)
+ ρ + 1
q
γ
(2−q)/q
0 −
(
ξ±2ε
)ρ ± (ξ±2ε)q−1 + ϕ′1(d(x) − β)(−ϕ′1((d(x) − β))q d(x)
]
 ξ±g
(
ϕ1
(
d(x) − β))[2ε − c±ε ± (ξ±)q−1 ∓ (ξ±)q−1] 02ε 0 2ε 0
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uβ(x) − g
(
uβ(x)
)± ∣∣∇uβ(x)∣∣q
= ξ±1εg
(
ϕ1
(
d(x)+ β))[( ϕ′′1 ((d(x) + β))
(−ϕ′1(d(x) + β))q
− ρ + 1
q
γ
(2−q)/q
0
)
−
(
g(ξ±1ε(ϕ1(d(x) + β)))
ξ±1εg(ϕ1(d(x) + β))
− (ξ±1ε)ρ
)
+ ρ + 1
q
γ
(2−q)/q
0 −
(
ξ±1ε
)ρ ± (ξ±1ε)q−1 + ϕ′1((d(x) + β)(−ϕ′1(d(x) + β))q d(x)
]
 ξ±1εg
(
ϕ1
(
d(x) + β))[−2ε + c±0 ε ± (ξ±1ε)q−1 ∓ (ξ±0 )q−1] 0.
As the same proof as that one of Theorem 1.1, we can obtain
lim
d(x)→0
u±(x)
ϕ1(d(x))
= ξ±0 .
By Lemma 2.5, the proof is finished. 
Proof of Theorem 1.3. Let
τ0 = σρ
(2 + σ)(ρ + 2) , ξ0 =
(
(1 − τ0)/c0
)1/ρ
,
ξ2ε =
(
ξ
ρ
0 + 2ε/c0
)1/ρ
, ξ1ε =
(
ξ
ρ
0 − 2ε/c0
)1/ρ
,
where ε ∈ (0, c0ξρ0 /4). One can easily see that
ξ0
21/ρ
< ξ1ε < ξ0 < ξ2ε <
(
3
2
)1/ρ
ξ0.
By Lemma 3.4 and the regularity of ∂Ω , we can choose δ sufficiently small such that
(i) d(x) ∈ C2(Ω2δ),
(ii)
∣∣∣∣
(
k′(s)
√
2G(ψ(s))
k2(s)g(ψ(s))
− τ0
)
+ k(s)
√
2G(ψ(s))
k2(s)g(ψ(s))
d(x)+ ξ
q−1
iε k
q(s)(2G(ψ(s))q/2
k2(s)g(ψ(s)))
∣∣∣∣< ε,
for all (x, s) ∈ Ω2δ × (0,2δ), i = 1,2,
(iii) ξ2εk
2(d(x))g(ψ(d(x)))
g(ξ2εψ(d(x)))
(
c0ξ
ρ
2ε − ε
)
< b(x) <
ξ1εk2(d(x))g(ψ(d(x)))
g(ξ1εψ(d(x)))
(
c0ξ
ρ
1ε + ε
)
,
∀x ∈ Ω2δ.
Let β ∈ (0, δ) be arbitrary. We define uβ = ξ2εψ(d(x) − β) for any x with β < d(x) < 2δ,
and uβ = ξ1εψ(d(x) + β), for any x with d(x) + β < 2δ. It follows by |∇d(x)| = 1 that
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(
uβ(x)
)± ∣∣∇uβ(x)∣∣q
= ξ2εk2
(
d(x) − β)g(ψ(d(x)− β))− b(x)g(ξ2ε(ψ(d(x)− β)))
− ξ2εk′
(
d(x)− β)√2G(ψ(d(x) − β))− ξ2εk(d(x) − β)√2G(ψ(d(x)− β))d(x)
± ξq2εkq
(
d(x) − β)(2G(ψ(d(x) − β)))q/2
= ξ2εk2
(
d(x) − β)g(ψ(d(x)− β))[(1 − τ0) − b(x)g(ξ2ε(ψ(d(x) − β)))
ξ2εk2(d(x) − β)g(ψ(d(x) − β))
−
(
k′(d(x) − β)√2G(ψ(d(x) − β))
k2(d(x) − β)g(ψ(d(x) − β)) − τ0
)
− k(d(x) − β)
√
2G(ψ(d(x) − β))
k2(d(x) − β)g(ψ(d(x) − β)) d(x)
± ξ
q−1
2ε k
q(d(x) − β)(2G(ψ(d(x) − β)))q/2
k2(d(x) − β)g(ψ(d(x) − β))
]
 ξ2εk2
(
d(x) − β)g(ψ(d(x)− β))[c0ξρ0 − (c0ξρ2ε − ε)
−
(
k′(d(x) − β)√2G(ψ(d(x) − β))
k2(d(x) − β)g(ψ(d(x) − β)) − τ0
)
− k(d(x) − β)
√
2G(ψ(d(x) − β))
k2(d(x) − β)g(ψ(d(x) − β)) d(x)±
ξ
q−1
2ε k
q(d(x) − β)(2G(ψ(d(x) − β)))q/2
k2(d(x) − β)g(ψ(d(x) − β))
]
 0
and
uβ(x) − b(x)g
(
uβ(x)
)± ∣∣uβ(x)∣∣q
= ξ1εk2
(
d(x) + β)g(ψ(d(x)+ β))− b(x)g(ξ1ε(ψ(d(x)+ β)))
− ξ1εk′
(
d(x)+ β)√2G(ψ(d(x) + β))− ξ1εk(d(x) + β)√2G(ψ(d(x)+ β))d(x)
± ξq1εkq
(
d(x) + β)(2G(ψ(d(x) + β)))q/2)
= ξ1εk2
(
d(x) + β)g(ψ(d(x)+ β))[(1 − τ0) − b(x)g(ξ1ε(ψ(d(x) + β)))
ξ1εk2(d(x) + β)g(ψ(d(x) + β))
−
(
k′(d(x) + β)√2G(ψ(d(x) + β))
k2(d(x) + β)g(ψ(d(x) + β)) − τ0
)
− k(d(x) + β)
√
2G(ψ(d(x) + β))
k2(d(x) + β)g(ψ(d(x) + β)) d(x)
± ξ
q−1
1ε k
q(d(x) + β)(2G(ψ(d(x) + β)))q/2
k2(d(x) + β)g(ψ(d(x) + β))
]
 ξ1εk2
(
d(x) + β)g(ψ(d(x)+ β))[c0ξρ0 − (c0ξρ1ε + ε)
−
(
k′(d(x) + β)√2G(ψ(d(x) + β))
2 − τ0
)k (d(x) + β)g(ψ(d(x) + β))
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√
2G(ψ(d(x)+ β))
k2(d(x) + β)g(ψ(d(x) + β)) d(x) ±
ξ
q−1
1ε k
q(d(x) + β)(2G(ψ(d(x) + β)))q/2
k2(d(x) + β)g(ψ(d(x) + β))
]
 0.
Similarly to the proof of Theorem 1.1, we can obtain
lim
d(x)→0
u±(x)
ψ(d(x))
= ξ0.
By Lemma 2.6, the proof is finished. 
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Appendix A
In this section, we consider existence of solutions to problems (P±) and (Q±) and prove
Lemma 3.5. First we give some preliminary considerations.
Lemma A.1. (See [19, Proof of Theorems 10.1 and 10.2].) Let Ψ (x, s, ξ) satisfies the following
two conditions:
(D1) Ψ is nonincreasing in s for each (x, ξ) ∈ (Ω ×RN);
(D2) Ψ is continuously differentiable with respect to the ξ variables in Ω × (0,∞) ×RN .
If u,v ∈ C(Ω) ∩ C2(Ω) satisfies u + Ψ (x,u,∇u)  v + Ψ (x, v,∇v) in Ω and u  v on
∂Ω , then u v in Ω .
Lemma A.2. (From [2].) Let b ≡ C0 on Ω with C0 > 0 and g satisfies (g1). If g′(t) = uρL(t),
ρ > 0, L is slowly varying at infinity, then problem (P+) has one solution in C2(Ω) for q  0;
and the same statement is true to problem (P−) for 0 q  2.
Lemma A.3. (From [24,38].) Let g ∈ C1[0,∞) satisfies (g1) and (g2). If b satisfies (b1), then
problem (P0) has at least one solution U ∈ C2(Ω).
Existence of solutions to problem (P±) and (Q±)
(I) First we consider the following Dirichlet problem
u ± |∇u|q = b(x)g(u), u > 0, x ∈ Ω, u|∂Ω = m, m ∈N. (Pm±)
By [1, the first Theorem] or [23, Theorem 8.3, p. 301], we see that problem (Pm±) admits one
solution um± ∈ C2+α(Ω) for q ∈ [0,2]. Moreover, Lemma 4.1 implies that
um+(x) um+1+(x) and um−(x) um+1−(x)U(x), ∀x ∈ Ω, (A.1)
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Thus limx→∞ um−(x) = u−(x), x ∈ Ω . By standard argument we see that u− ∈ C2(Ω) is one
solution to problem (P−) for q ∈ [0,2].
For q ∈ [0,2]. Since problem (P+) has at least one solution in C2(Ω) for b ≡ C0 with C0 > 0,
we see by the argument in [24,38] that problem (P+) has at least one solution in C2(Ω) for b
satisfying (b1). For q > 2, we can see by the argument in [2, pp. 149, 150] that problem (P+)
has at least one solution.
(II) Let us consider the following Dirichlet problem
w − |∇w|q = b(x)g(w), w > 0, x ∈ Ω/Ω0, w|∂Ω = 1, w|∂Ω0 = m, m ∈N. (Qm±)
By the same argument as that in (I), we can prove Lemma 3.5 (II).
The proof is finished.
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