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Abstract 
Online Social Media Deviance (OSMD) is one the rise; 
however, research in this area traditionally has lacked 
a strong theoretical foundation. Following calls to 
reveal the theoretical underpinnings of this complex 
phenomenon, our study examines the causes of OSMD 
from several novel angles not used in the literature 
before, including: (1) the influence of control 
imbalances (CIs) on deviant behavior, (2) the role of 
perceived accountability and deindividuation in 
engendering CI, (3) and the role of IT in influencing 
accountability and deindividuation. Using an 
innovative factorial survey method that enabled us to 
manipulate the IT artifacts for a nuanced view, we 
tested our model with 507 adults and found strong 
support for our model. The results should thus have a 
strong impetus not only on future SM research but also 
for social media (SM) designers who can use these 
ideas to further develop SM networks that are safe, 
supportive, responsible, and constructive. 
1. Introduction 
Social media or SM (e.g., Facebook and Twitter) 
consists of “(a) the information infrastructure and tools 
used to produce and distribute content that has 
individual value but reflects shared values; (b) the 
content that takes the digital form of personal messages, 
news, ideas, that becomes cultural products; and (c) the 
people, organizations, and industries that produce and 
consume both the tools and the content” [26, p. 359]. 
Online Social media deviance (OSMD) refers to 
socially deviant behaviors that focus on 
communications enabled by SM [29]. Perhaps the most 
prominent online deviant acts include cyberbullying 
and cyberstalking, which often have serious 
repercussions. Cyberbullying has been defined as 
“willful and repeated harm inflicted through the 
medium of electronic text” [42, p. 152] with outcomes 
that “can be more intense, frequent, unsuspecting, and 
seemingly difficult to stop” [57, p. 2704]. Cyberstalking 
can be defined as “a group of behaviors in which an 
individual, group of individuals, or organization uses 
information and communication technology to harass 
another individual, group of individuals, or 
organization” [70, p. 393]. OSMD behaviors such as 
cyberbullying and cyberstalking have been universally  
 
termed as deviant behaviors since they cause harm to 
others and violate basic human rights of self-
preservation [16]. 
SM is particularly prone to OSMD behaviors 
because it allows multiple privileges to users, such as 
posting comments on another user’s page, videos, and 
photos and organizing groups and events. The lack of 
direct repercussions and the personal sense of 
anonymity also fosters these issues with OSMD [34]. 
For example, it is easier to exact revenge in a digital 
environment, as there are less barriers, which leads to 
the proliferation of OSMD [3]. Although some 
behaviors are relatively benign, others can be extremely 
damaging—such as instances of revenge porn and even 
extreme outcomes, such as suicide.  
Given these serious issues with OSMD, researchers 
have recognized the need for additional research 
focused on the causes and prevention of OSMD [16]. 
Although some notable efforts have been initiated, 
several gaps remain, especially in designing programs 
to prevent such behaviors [4]. The key shortcoming of 
the prevention programs that have been proposed thus 
far is the lack of a strong theoretical foundation guiding 
their development [80]. Walker, et al. [80] summarized 
key issues that OSMD scholars should engage in, 
including the following: 1) Ensuring that OSMD 
phenomena are grounded in a strong theoretical base by 
using new and insightful theoretical perspectives; 2) 
Using novel research methods to address the OSMD 
phenomena; and 3) Engaging in causal modeling to 
determine the key factors associated with OSMD to 
better mitigate it. 
Given the rapid technological advances in SM, there 
is not only a need to infuse a sophisticated causal theory 
in OSMD research but also to “consider emerging 
methods and strategies that are relevant to new and 
emerging media, online behaviors, and the online 
spaces in which young people congregate” [emphasis 
added] [66, pp. 197–198]. The emergence of new 
methods to investigate OSMD is crucial, as this area of 
research to date has mostly included self-reported 
surveys, which have their documented weaknesses [18]. 
Given the prior observations that technology ushers in 
moral issues that can perpetrate deviant behavior [8], it 
becomes imperative to explicitly factor in the role of 
technology in the theoretical and methodological 
investigations of OSMD to prevent OSMD. 
We aim to address these opportunities in OSMD 
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research, contributing specifically in two ways. First, 
this paper offers a new theoretical perspective: the 
control balance theory, or CBT [71, 72], to investigate 
OSMD. This theory considers the concept of control 
imbalance (CI), which is particularly salient to OSMD. 
Given that CI between the perpetrator and the victim in 
OSMD has been argued to be a key factor [10], it would 
be useful to identify how the interplay of technology 
and control influence OSMD. 
Recognizing the central role of CI in CBT, 
technology-enabled antecedents to this pivotal construct 
were also identified. Specifically, two fundamental 
antecedents to CI—deindividuation and perceived 
accountability—are significant outcomes of the design 
and implementation of IT artifacts. IT artifacts refer to 
the “bundles of material and cultural properties 
packaged in some socially recognizable form such as 
hardware and/or software” [41, p. 121]. We thus 
investigated how technology can influence perceptions 
of control that ultimately influence OSMD. Our key 
focus is how to design and manipulate IT that has a 
downstream effect on CI and thus to establish a strong 
causal theory that links technological, social, and 
control factors in the investigation of OSMD. 
Second, this paper goes beyond the traditional 
experimental or survey-based approaches used in 
OSMD research and instead focuses on an innovative 
use of the factorial survey methodology (FSM) 
typically used in graphical user interface studies [e.g., 
79]. More precisely, FSM was applied to analyze SM 
pages and various realistic scenarios of OSMD. This 
improved methodological sophistication in OSMD 
research allows for the examination of IT design 
artifacts that can cause/inhibit OSMD. Understanding 
the causes of OSMD has implications for improving the 
understanding of the phenomenon as well as 
understanding how to mitigate it through both IT design 
and laws and policies aimed at its prevention [6]. 
2. Control Balance Theory (CBT) 
CBT [71, 72], a criminological theory, is an 
important lens to explain the OSMD phenomenon. CBT 
introduces the key concept of control, which is 
fundamental to OSMD but noticeably absent in extant 
OSMD research [17]. Specifically, one key issue in 
OSMD research is CI, which is caused by the negative 
power differential between the victim and the OSMD 
perpetrator [51, 55]. Much of the nascent research on 
OSMD concludes that such activities arise from a 
power differential between the attacker and the victim 
[13]. Others concur, arguing that: 
… [OSMD] is centered on the systematic abuse of 
power and control over another individual who is 
perceived to be vulnerable and weaker…” [37, p. 323].  
Notably, because the power imbalance is repeatedly 
abused in a systemic manner in OSMD [64], CBT is 
appropriate for investigating this phenomenon. In CBT, 
deviance is defined as “any behavior that the majority 
of a given group regards as unacceptable or that 
typically evokes a collective response of a negative 
type” [71, p. 124]. Hence, OSMD fits nicely in this 
conceptualization of deviance. 
The basic concept of CBT is that “the amount of 
control to which an individual is subject, relative to the 
amount of control he or she can exercise, determines 
the probability of deviance occurring as well as the type 
of deviance likely to occur” [71, p. 135]. This is 
illustrated by the concept of the control balance (CB) 
ratio (CBR), which is the ratio between the amount of 
control exerted upon others and the exposure to control 
on the individual by others. Generally, deviance 
increases with CBRs that depart from a balance control 
ratio of 1 (capturing imbalance). Conversely, as the 
control ratio arrives nearer to a balanced ratio (i.e., 1), 
deviance also decreases. CBT further proposes that 
people react in a deviant manner because they perceive 
or experience a CI with respect to their victims [71].  
CBT is useful and generalizable, as noted in [45], 
because it is designed to explain “all forms of deviance 
committed by all types of deviant actors” (p. 324). 
Criminological researchers have argued that it is “more 
nuanced and elaborate than previous control theories” 
[14, p. 271]; however, CBT has not particularly been 
applied to computer-dependent behaviors, such as 
OSMD [22]. Recognizing this gap, we aim to be among 
the first to implement CBT to investigate OSMD and 
contend that it would be a useful contribution to OSMD 
scholarship. 
Although CI (defined by the CBR deviating from a 
value of 1) is perhaps the most important tenet of CBT, 
academic work on CBT has consistently argued the 
salience of another factor, namely moral beliefs, 
because this construct offers a counterpoint to the 
enactment of deviance, even in the face of CI. In the 
words of Paternoster and Simpson [43, p. 44-45]: 
“Those with strong moral inhibitions are predicted to 
refrain from committing a particular offense no matter 
what” [Emphasis added]. Notably, Tittle, et al. [73] 
also asserted that moral beliefs are often considered the 
central tenet of theories investigating social behavior, 
thus making them salient to any investigation of 
criminological behavior, such as deviant acts. 
Empirically, research has consistently demonstrated 
that moral beliefs have a negative and independent 
impact on deviance [2]. Thus, moral beliefs are 
significant deterrents to deviant acts [8], thereby 
justifying their inclusion in our model. 
Whereas CBT highlights the central construct of CI 
and how it affects OSMD, it is unknown how CI itself 
is linked with other constructs, especially in a 
technological context, such as SM. Accordingly, we 
introduce two key concepts that are arguably pivotal 
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antecedents to CI and that are influenced by 
technological design and features. These two salient 
concepts are deindividuation and perceived 
accountability. 
Deindividuation can be defined as a “decrease in 
self-observation, self-evaluation, and concern for social 
comparison and evaluation” [9, p. 3044]. There are two 
reasons that deindividuation becomes central in this 
context. First, deindividuation has been consistently 
associated with deviant behavior [83]. Second, 
deindividuation is quite rampant in virtual 
environments, including SM [21]. Specifically, it has 
been argued that the virtual environment creates 
deindividuation effects that ultimately engender deviant 
behavior [12], including online harassment, which is a 
type of OSMD [24]. It is thus natural to infer that 
deindividuation has a strong link with CI. 
 The next construct that is an antecedent to CI is 
perceived accountability. This is defined as the 
perceptions of “the implicit or explicit pressure to 
justify one’s beliefs and actions to others” [69, p. 8]. 
Recent research has stressed the importance of 
accountability in virtual environments [79] and has also 
highlighted that perceptions of accountability are often 
lowered in virtual environments [81]. In fact, as 
accountability increases, demands on ethical behavior 
become more prominent, leading to more conformist 
and less deviant behaviors [23]. Thus, if accountability 
leads to less deviant behaviors and CI leads to more 
deviant behaviors, a negative relationship could exist 
between accountability and CI. 
Having proposed the two important antecedents of 
CI, this question naturally arises: What role does IT 
have in engendering these antecedents? There is 
sufficient evidence that technology design and features 
can influence deviant behavior [8]. Thus, there is a need 
to understand which IT design features affect the key 
constructs of deindividuation and perceived 
accountability. Recent IS research summarizes four 
fundamental characteristics of IT design artifacts that 
are arguably crucial, including IT design features that 
promote social anonymity, monitoring awareness, 
evaluation awareness, and social presence awareness 
[78, 79]. Arguably, the ability to implement such IT 
design features has strong implications for 
deindividuation and perceived accountability, which 
causes it to be salient in the central concept of CI. This 
extended theoretical framework is discussed in the 
hypotheses development section. 
3. Hypotheses Development 
3.1 Control Imbalance (CI) 
According to CBT, individuals engage in deviant 
behavior if they experience a CI, which is a CBR that 
deviates from 1 [72]. This imbalance is often perceived 
as an opportunity to improve their CBR (either because 
the CBR <1, which they want to rectify, or because the 
CBR>1, which they want to leverage). That is, deviant 
behavior results from an attempt to “escape deficits 
[CBR<1] and extend surpluses [CBR>1] of control.” 
An individual who is aware of the imbalance of his or 
her control ratio becomes more motivated to engage in 
deviant behaviors. 
CI becomes particularly salient in SM environments. 
Compared to physical interactions, SM, such as 
Facebook, can be more easily misappropriated for 
deviant purposes due to their ubiquity and proliferation 
and the low barrier to entry [40]. Indeed, there is an 
emergent consensus that social networks support 
deviant behavior because they allow deviant behavior 
to spread quickly [39]. Interactions via SM can allow 
individuals to engage with distant and remote 
acquaintances [44] whom they feel much less 
connected to and consequently perceive greater control 
to engage in deviant acts. One subject of the [44, p. 
235] study commented on the voyeuristic nature of 
Facebook:  
“Facebook is extremely voyeuristic – there's something 
great, and at the same time, creepy, about knowing 
when someone you haven't talked to in 5 years broke up 
with their boyfriend who you never even met” 
The voyeuristic capabilities of SM sites allow 
individuals to know intimate details about others, which 
means that they may know more about their weaknesses 
and thus perceive greater control in harming them. 
Although this creates one form of CI, SM can create 
CIs in the opposite manner. For example, individuals 
could also learn about the positive experiences of others 
through the voyeuristic means afforded by SM, which 
may excite jealousy (due to the perceived differential) 
and defiance [46], leading to intentions to harm others 
through the platform of SM. In summary, CI creates a 
motivation to act in a deviant manner. Thus: 
H1. CI positively influences OSMD. 
3.2 Moral Beliefs 
Deviant behavior is inherently unethical, as it is 
contradictory to prevailing ethical norms. It has been 
consistently established in prior research that moral 
beliefs play a strong role in deterring unethical 
behavior, including in the use of IT. According to prior 
research, moral beliefs can be understood to be an 
“informal sanction variable” and “self-imposed 
punishment can be an inhibiting factor” [25, p. 100]. 
Moral beliefs “stem from concepts of welfare, 
justice, and rights’’ [75, p. 170]. Individuals often use 
their moral beliefs to judge whether an act is justifiable 
and ethical [33]. It has been argued that individuals who 
engage moral beliefs are able to empathize with others 
(possible victims of their actions) and as a result, feel 
negative affective reactions when contemplating 
deviant acts, including those on the internet or SM [7]. 
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Thus, moral beliefs are strongly predictive of any 
unethical/deviant behavior, albeit in a negative manner. 
Literature also consistently shows that moral beliefs 
mostly have an independent effect while influencing 
deviant behavior (as an aside, we later empirically 
tested for moderating effects of moral beliefs which 
were absent). This is true even if the behavior is 
enacted via SM since moral beliefs that view OSMD as 
a moral violation are likely to refrain from doing so 
[27]. Hence, “the higher one’s moral beliefs, the less 
likely an individual is to intend to engage in the deviant 
act” [59, p. 54]. Thus: 
H2. Moral beliefs negatively influence OSMD. 
3.3 Deindividuation 
Deindividuation has a strong influence on how 
people perceive the concept of CI. Due to the reduced 
connection to the social context as a result of 
deindividuation, individuals feel less of a possibility of 
sanctions and constraints that can result from any 
deviant behavior [50]. Notably, individuals in a virtual 
mode (as in SM contexts) “are less receptive to sanction 
threats pertaining to the improper use of IS resources” 
[11, p. 647]. 
When individuals are deindividuated, they lose their 
sense of shame or guilt and often perceive that they are 
in greater control of their deviant behaviors (or 
intentions). This creates a CI. Their ability to express 
their innermost desires, while hiding behind the 
mediation of cyberspace, provides ample opportunities 
to engage in deviant behavior. Interacting with 
computers in general leads individuals feeling “released 
to behave badly” due to the reduced probability of 
constraints interfering with their deviant action [82]. 
Moreover, individuals are less self-critical in 
deindividuated contexts [61], which makes them 
seemingly more in control. For example, research has 
shown that even when individuals face informal 
sanctions, such as public shaming, they become averse 
to committing deviant behaviors [53]. In deindividuated 
contexts of temporal and spatial separation coupled 
with the possibility of a hidden identity (such as by 
using pseudonyms or fake identities), the opposite 
occurs. Individuals then become more confident that 
they can engage in deviant behaviors (i.e., can control 
what they do to others) as compared to facing sanctions 
for them (i.e., how others can control them). Thus, 
deindividuation leads to an increase in CI by increasing 
the control exerted, while decreasing the control 
experienced for OSMD behaviors. Hence: 
H3. Deindividuation positively affects CI for 
OSMD. 
3.4 Accountability and OSMD 
As noted in [79], one of the important effects of 
perceived accountability is an increase in conservatism, 
especially when negative behaviors are considered. 
Many studies have argued that individuals with 
heightened perceptions of conservatism essentially 
perceive that while they may have the power to commit 
certain deviant acts, others can also sanction those acts 
[36]. A classic example is an organizational/community 
leader who wields power over others, but this very 
power also places leaders in the cynosure of others, 
which increases the possibility of sanction should they 
commit any deviant act. Accordingly, an individual 
who perceives that s/he may have the wherewithal to 
commit a deviant act (due to a position of power) but is 
also accountable due to this very wherewithal perceives 
their power and control as neutralized [20], which 
restores CB. 
Regarding the relation between perceived 
accountability and CI, our argument can be summarized 
as follows. To increase their CBR, individuals often use 
justificatory rationalizations to reduce their possible 
sense of guilt and shame for deviant behavior [cf., 63]; 
however, accountability acts as an opposition to this 
process and balances this increased CBR. Furthermore, 
in a SM environment that allows the perpetrator to 
wield control over the victim, accountability neutralizes 
this control surplus by the perception that any deviant 
behavior will be sanctioned [48] by being discovered 
[56]. To conclude, perceived accountability in a SM 
environment arguably maintains CB. That is, it prevents 
CIs from occurring, and thus, logically, it negatively 
influences CI. Thus, 
H4. Accountability negatively affects CI for OSMD. 
3.5 Influence of IT Design Features on 
Deindividuation and Accountability: Positive Effects 
3.5.1 Social Anonymity and Deindividuation 
In a SM context, if users are not identifiable (i.e., 
anonymous), then a state of deindividuation occurs 
[61]. This is why OSMD perpetrators experience less 
self-awareness, self-evaluation, and self-comparison; 
they can hide behind the Internet medium [61]. This is a 
classic case of deindividuation, which ultimately 
promotes deviant behavior that is often irrational, 
impulsive, and aggressive [37]. If perpetrators of 
OSMD can be potentially identifiable, then the opposite 
occurs in which individuals are more alert, critical, and 
apprehensive of the outcomes of their deviant behavior.  
H5a. Anonymity positively affects deindividuation. 
3.5.2 Social Presence Awareness and Accountability 
Social presence awareness can be defined as “the 
degree by which a person was perceived as ‘real’” [30, 
p. 297] and the level to which they are perceived to 
react to an actor [62]. Social presence awareness 
incorporates both knowledge of social ties as well as 
social emotions [32]. In the context of SM, it has been 
argued that SM features may also facilitate social 
presence awareness [54]. When individuals experience 
a heightened social presence through technological 
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interactions, they are forced to cognitively and 
systematically process the effect of their behavior on 
others, thus increasing accountability [79]. Thus: 
H5b. Social presence positively affects 
accountability. 
3.5.3 Monitoring Awareness and Accountability 
 Monitoring awareness is the consciousness that 
one’s activities are being tracked and watched [79]. It 
becomes important in the context of social networks, as 
they afford monitoring in a socially acceptable manner 
[76]. Social networks can have monitoring mechanisms 
built in through which user behaviors can be tracked 
and unacceptable behaviors can be punished [67]. 
If SM is developed with technological controls that 
increase individual’s perceptions of monitoring 
awareness, they will likely heighten the possible 
accountability for a person’s acts on SM. For example, 
if users are aware that the SM interface can be used to 
monitor their actions, they will feel that they may be 
held accountable for their actions at a later point in 
time. This is especially true for OSMD because 
accountability perceptions should become more salient 
in contexts in which there is possibility of sanctions and 
future repercussions. Thus, we predict: 
H5c. Monitoring positively affects accountability. 
3.5.4 Evaluation and Accountability 
Although the perception that one is being monitored 
is salient to SM behavior, the perceptions that those 
monitored actions will be evaluated for determining 
potential consequences adds another degree of 
accountability to user behaviors [31]. Evaluation 
awareness refers to the users’ knowledge that their 
actions are being logged as well as reviewed [74]. In 
general, perceptions of evaluation awareness tend to 
make people engage less in unacceptable behaviors [1]. 
Researchers have argued that as people become more 
aware that their actions are being evaluated, they 
behave in a more acceptable fashion, while also 
reducing their unacceptable behavior as accountability 
perceptions are heightened [74, 78, 79]. Thus: 
H5d. Evaluation positively affects accountability. 
3.6 Influence of IT Design Features on 
Deindividuation and Accountability: Negative 
Effects 
3.6.1 Social Anonymity and Accountability 
Social anonymity is defined as the degree to which 
others have knowledge of a person’s online interactions 
[34]. In technological systems, IT artifacts can be 
designed to affect anonymity [34]. Because 
accountability can be understood as “being answerable 
to audiences for performing up to certain prescribed 
standards, thereby fulfilling obligations, duties, 
expectations, and other charges” [58, p. 634], when an 
individual cannot be identified, s/he becomes less 
accountable for any action perpetrated by him/her.  
By definition, a crime (i.e., deviant behavior) should 
be identifiable, being defined as “any identifiable 
behavior that an appreciable number of governments 
has specifically prohibited and formally punished” [19, 
p. 35]; thus, making the perpetrator unidentifiable 
contributes to reduced accountability [65]. Thus: 
H6a. Anonymity negatively affects accountability. 
3.6.2 Social Presence and Deindividuation 
IT interfaces rich in social presence allow for 
effective as well as broader information transfer (e.g., 
sharing profiles on SM) [28]. In fact, it has been argued 
that the increased social presence improves information 
exchange in a social network [5]. This creates greater 
awareness of others in a virtual context, which is 
arguably due to increased “cognition and systematic 
processing” about others [79]. This heightened 
awareness is contradictory to deindividuation in online 
environments. Deindividuation is synonymous with 
reduced awareness, whether of oneself or of others [15]. 
It implies the inability to monitor, control, and plan 
behavior [49] and being impulsive, irrational, and 
emotional [83]. It is thus clear that technological 
features that promote social presence awareness, bring 
people together, encourage knowledge-sharing, and 
make users aware and contemplative of others have a 
negative effect on deindividuation. Thus: 
H6b. Social presence negatively affects 
deindividuation. 
4. Design and Methodology 
4.1 Factorial Survey Design and Manipulations 
As explained in [79], the factorial survey method 
(FSM) has effective, unique properties that allow it to 
leverage the strengths of both surveys and experiments, 
and it allows for the testing of a large number of 
manipulations without suffering from otherwise 
expected multicollinearity problems. By combining 
huge numbers of combinations along with vignettes that 
have contextual details, this method has the benefit of 
providing experimental control but with a level of 
realism in the ethical and decision-making details, 
which is simply not possible to accomplish under any 
other method [79]. 
Our FSM design consisted of the following: 2 (high 
vs. low social anonymity conditions) x 2 (high vs. low 
monitored conditions) x 2 (high vs. low evaluation 
expectation conditions) x 2 (known social network—
Facebook vs. unknown social network—VK) x 3 
(highly vs. moderately vs. low risk to OSMD). These 
manipulations were delivered through a combination of 
textual and graphical treatments. The subjects were 
randomly assigned to a treatment condition by the 
online survey engine. The inclusion of risk as a 
condition was necessitated because cyberbullying 
behaviors can range from relatively benign to criminal, 
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thus inherently adding the severity of sanctions 
associated with the risk of being caught as an important 
consideration. (See Appendix C in this link for example 
behaviors within the scenarios). Following [79], we 
used a combination of graphical and textual treatments 
with hypothetical OSMD vignettes to fully maximize 
the use of the factorial survey method. See Appendix B 
in this link for examples. Details of the procedures can 
also be found in this link. 
4.2 Data Collection via Mechanical Turk 
The majority of constructs were measured by 
multiple indicators using seven-point Likert-type scales 
adapted from existing literature [e.g., 79] (see Appendix 
A in this link); however, CI was measured by the ratio 
of control exerted to the control subjected. Because our 
focus in our theory development was on CI and how it 
was influenced (irrespective of whether it is control 
surplus or control deficit), any value of the control ratio 
less than 1 (indicating a control deficit) was inverted 
(1/x) so that the CI measure was always greater than 
one and the CI increased in a unidirectional manner. 
Due to space constraints all details regarding the 
empirical study, including procedures, instrument 
development, pilot testing, and final analysis are 
presented in the online appendix in this link.  
Following three pilot studies, for the final data 
collection, we used the setup from the third pilot test 
(which required no further improvements), and 
recruited 652 participants by means of Amazon’s 
Mechanical Turk™ [e.g., 60]. Experimental results 
from participants recruited on Mechanical Turk are 
comparable with those of lab experiments or online 
experiments with student participants, while obtaining 
the results is comparatively fast and inexpensive [38]. 
The incentive for participating in this study was US$3, 
which is on the higher side of compensation for 
Mechanical Turk. We also followed some additional 
guidelines for preventing common-method bias and 
improving data quality in online panel studies, per [34, 
35], creating a final usable sample size of 507. 
Moreover, we gathered a marker variable (i.e., 
resentment) so that we could use the marker-variable 
technique to test for mono-method bias ex post facto 
[47]. The sample demographics are available in this 
link. 
5. Analyses 
Manipulation checks using mean differences and 
MANOVA techniques indicated that our manipulations 
were significant (p<0.0001). Following that, we used 
the covariance-based SEM (CB-SEM) tool, STATA 
(version STATA/SE 14.0), for our analysis. The model 
fit was good: χ2310 = 997.543; χ2/df = 3.22; CFI= 0.943; 
TLI = 0.935; RMSEA = 0.068; SRMR = 0.074; CD = 
1.000. The convergent validity was supported by large 
and standardized loadings for all constructs (p < .001) 
and t-values that exceeded statistical significance. 
Convergent validity was also supported by calculating 
the ratio of factor loadings to their respective standard 
errors that exceed |10.0| (p < .001) (see Appendix C in 
this link).  
Discriminant validity was tested by showing that the 
measurement model had a significantly better model fit 
than a competing model with a single latent construct 
and was better than all other competing models in 
which pairs of latent constructs were joined. To test for 
common-method bias, a marker variable (resentment) 
was entered into the model. It was not significant on 
our intention variable, indicating that a method bias is 
not likely present in our data. Finally we tested for 
mediation tests using procedures noted in the literature 
[e.g., 79]. These additional analyses further support our 
model and are carefully detailed in Online Appendix C 
in this link. 
6. Discussion of Results 
All hypotheses in our model were strongly 
supported (see Figure 1). Our results provide the 
following salient insights into the OSMD phenomenon: 
1) CI is a key facilitator of OSMD; 2) Moral beliefs are 
strong inhibiting factors in OSMD; and 3) Key IT 
design artifacts of the virtual environment create 
powerful downstream effects on CIs. It is clear from 
our investigation that OSMD arises in a situation of CI 
between the perpetrator and the victim. This finding is 
quite consistent with the existing views that SM are 
breeding grounds for CI, being “…spheres 
of…hegemony (power),…leading to greater 
fragmentation of social relations…” [52, p. 161].  
Recognizing this often dysfunctional nature of SM 
environments, researchers are beginning to question 
whether such environments inhibit relationships and 
cause distractions, thereby leading to social 
disengagement. Others have pointed out that SM 
provides a breeding ground for narcissism in which the 
focus is making oneself popular and attractive and thus 
inherently more powerful [77]. In other situations, SM 
relationship endings are often not mutual: one can be 
“unfriended” without immediately realizing it. For 
example, relationship dissolution via SM (e.g., 
unfriending or blocking) is a key example of CI that 
gives the perpetrator unilaterally more control of the 
relationship. Conversely, such imbalances and their 
deviant outcomes create further imbalance and further 
deviant outcomes when the negative emotions felt by 
the victims (e.g., jealousy or other emotional 
devastation) are released on SM. It is important to note 
here that “unfriending” is not necessarily a 
dysfunctional act; however, it can breed dysfunctional 
retaliations. 
Second, another key finding is that moral beliefs are 
2258
7 
 
strong OSMD deterrents. Moral beliefs are often 
conceived as informal sanctions that factor in 
disapproval (for an action) by both oneself and others. 
This is consistent with prior research, which views 
moral beliefs as playing a role on self-imposed 
punishment of deviant behavior (ibid), one that has 
been empirically supported in multiple studies that 
argue that higher moral beliefs tend to negatively 
influence deviant intention. 
Since moral beliefs are often formed during primary 
and secondary socialization [8], it may be difficult to 
modify them in adulthood. What is more feasible in an 
immediate context is to design IT artifacts that can 
dissipate CI, thereby leading to more conformist and 
less deviant behaviors. In this regard, our study shows 
that IT design artifacts can promote better CB 
downstream and thus mitigate OSMD, regardless of 
moral beliefs. This finding has crucial implications, 
especially in light of the negative repercussions of 
technology in OSMD, because it has been argued that 
technology plays a supporting role in OSMD. 
There are many challenges created by IT in a SM 
context, and all contribute in some way to the power/CI 
that ultimately fosters deviant behavior. Sugarman and 
Willoughby [68] enumerated technological features that 
inherently enable power imbalance from different 
aspects, ranging from anonymity to advanced 
technological skills, as well as an avenue for retaliation 
to offline misbehavior. In summary, the IT mediated 
environment provides a way to control others, provides 
a way for one to feel controlled by others, and supports 
ways to retaliate in offline control, which indicates that 
the SM environment is a haven for CI. Thus, the four IT 
artifact design features in our study, social anonymity, 
social presence, evaluation awareness, and monitoring 
awareness, acquire greater criticality in this regard, 
because ultimately, it is these IT design features that 
influence OSMD downstream. For example, explicitly 
building in features that can monitor an individual’s 
cyber-behavior (e.g. the pages that one visits) would 
make potential perpetrators wary of committing 
OSMD, as they would feel more accountable to behave 
responsibly. Knowing this, we can accordingly design 
IT (as per these features) to thwart CI and ultimately 
prevent OSMD. 
6.1 Contributions to Research and Practice 
We are among the first to introduce CBT, 
particularly using the constructs of control surplus and 
control deficit, into the context of OSMD. Both control 
surplus (i.e., one feels he/she is in control of others) and 
control deficit (i.e., one feels he/she is controlled by 
others) are destabilizing factors that are related to 
increased OSMD intention. CBT introduces the key 
concepts of power and control and deals with power 
imbalances that are abused systematically, which are 
fundamental to OSMD but generally missing in the 
other theoretical accounts of OSMD. As explained by 
CBT, CIs increase one’s intention to engage in OSMD, 
as supported in this study. We also show that the 
abundance or lack of power is pivotal. In several of our 
scenarios, the victim attacks back, feeling powerless, 
but retaliations also occur from those who experience 
greater power over their victims. We found further 
support that CBR is influenced by two antecedents: 
deindividuation and perceived accountability. Such 
findings illuminate the nomological network of CBR in 
leading to a better understanding of this phenomenon. 
We also are among the first to apply the 
accountability theory in the OSMD literature. This is 
particularly important because we emphasize IT 
artifacts design features that have not been considered 
in this literature: monitoring awareness, evaluation 
awareness, social presence, and an expanded 
conceptualization of social anonymity. We demonstrate 
how through accountability design and decreased CIs, 
the IT artifact design features can be leveraged to 
decrease OSMD. We note that in designing our 
treatments for this study, we focused on elements that 
already existed in the current social networking 
platforms and were not investigating new elements or 
interventions that could potentially further improve 
perceived accountability or decrease deindividuation. 
6.2 Future Research and Conclusion 
To challenge our model, we tested a number of 
control variables that may act as counter explanations to 
what predicts OSMD. Several of these were significant 
but were not too surprising, as they followed patterns 
seen in the literature: informal risk (-), education (+), 
computer experience (-), computer proficiency (+), SM 
experience (-), and cyberstalking habit (+); yet, there 
control results that should be explored in future 
research. For example, whereas computer experience 
was a negative predictor, computer proficiency and 
education were positive predictors. Researchers should 
consider similar negative indicators in future studies. 
To conclude, we hope that this study provides a 
strong theoretical foundation for OSMD research, and 
identifies IT-related factors that future OSMD research 
could look into. We feel that design of IT features that 
could prevent OSMD should be an especially fruitful 
line of inquiry. We urge future research to actively 
engage in this endeavor so as to combat the growing 
problem of OSMD. 
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Social anonymity
Evaluation 
awareness
Social presence
awareness
Monitoring 
awareness
Perceived 
accountability
R2 = 0.677
Control 
Imbalance
R2 = 0.315
Deindividuation
R2 = 0.279
0.469***
0.367***
0.193***
(-0.201***) (-0.661***)
0.512***
0.256***
Moral
beliefs
OSMD
behavioral
Intention
R2 = 0.506
0.456***
(-0.229***)
(-0.206***)
Significant controls
Informal risk (-0.171)***
Education -.091*
Computer experience (-0.167)***
Computer proficiency 0.091*
Social media experience (-0.131)**
OSMD habit 0.134**
 
Figure 1. Structural Model Results 
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