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Abstrakt
Vy´cvik vojensky´ch jednotek v tere´nu je spojen s velky´mi na´klady, at’ uzˇ se jedna´ o finance,
materia´ln´ı nebo lidske´ zdroje. Proto se cˇ´ım da´l t´ım v´ıce klade d˚uraz na vy´cvik bojovy´ch
jednotek prostrˇednictv´ım simula´toru. Pro rˇa´dny´ vy´cvik je pak potrˇeba, aby se inteligence
simulovany´ch jednotek co nejv´ıce podobala inteligenci lidske´, aby mohla u´speˇsˇneˇ nahra-
dit lidske´ho protivn´ıka. Tato pra´ce se zaby´va´ na´vrhem postupu realizace inteligentn´ıho
chova´n´ı bojove´ jednotky, ktery´ bude aplikovatelny´ na prostrˇed´ı simula´toru firmy E-COM
s.r.o. Je zde obecneˇ popsa´na problematika inteligentn´ıch agent˚u a zp˚usobu dosazˇen´ı jejich
raciona´ln´ıho chova´n´ı a autonomie. V te´to pra´ci je take´ popsa´n a rozebra´n na´vrh realizace
inteligentn´ı jednotky a jej´ı komunikace s okoln´ım prostrˇed´ım. Da´le se zaby´va´ za´kladn´ı im-
plementac´ı vytvorˇene´ho na´vrhu a nad n´ı provedeny´mi experimenty.
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Abstract
The field training of army units includes high financial, material and human resource in-
vestments. From this reason, an emphasis on the simulator training of these units arised
recently. But the training in simulator needs to have the simulated units as intelligent as
a human beings are, so the field training with real human opponents can be successfully
replaced with the simulator training. This work deals with the design of fighting unit’s intel-
ligent behaviour, that will be applicable in the E-COM simulator environment. Work covers
the description of intelligent agents and ways how to achieve their rational and autonomous
behaviour. The proposal and the analysis of intelligent fighting unit’s implementation and
unit’s communication with surrounding environment, basic implementation of this proposal
and experiments with created implementation are also described in this work.
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Kapitola 1
U´vod
Vysoke´ na´klady na vy´cvik a tre´nink bojovy´ch jednotek si zˇa´daj´ı nalezen´ı levneˇjˇs´ı alter-
nativy. Mozˇnost simulace bojovy´ch situac´ı a tre´nink bojovy´ch jednotek prostrˇednictv´ım
pocˇ´ıtacˇe je jednou z teˇchto alternativ, ktere´ se v dnesˇn´ı dobeˇ, a take´ v doba´ch minuly´ch,
objevuj´ı. Vy´cvik s vyuzˇit´ım pocˇ´ıtacˇove´ simulace ma´ oproti vy´cviku v rea´lne´m prostrˇed´ı
nema´lo vy´hod. Prˇedstavuje u´sporu nejenom financ´ı, ale take´ prˇ´ırodn´ıch a lidsky´ch zdroj˚u,
nema´ negativn´ı ekologicky´ dopad, bojove´ situace v simula´toru jsou opakovatelne´ (cˇehozˇ
v rea´lne´m prostrˇed´ı teˇzˇko doc´ıl´ıme) a lze je prove´st prakticky kdykoliv. Naprˇ´ıklad pro
vy´cvik jednoho pilota st´ıhacˇky je zapotrˇeb´ı neˇkolika dalˇs´ıch pilot˚u, st´ıhacˇek a paliva, aby
byl tento vy´cvik efektivn´ı. Pocˇ´ıtacˇova´ simulace toto umozˇnˇuje bez potrˇeby zameˇstnat tak
velke´ mnozˇstv´ı lid´ı a take´ bez vy´razne´ materia´ln´ı spotrˇeby.
Tvorba kvalitn´ıho simula´toru sebou nese potrˇebu doc´ılit co nejrealisticˇteˇjˇs´ı simulace
bojovy´ch situac´ı. Jedna z oblast´ı na ktere´ je kladen d˚uraz, je inteligence jednotek, ktere´ se
v prostrˇed´ı simula´toru vyskytuj´ı. Chova´n´ı teˇchto jednotek by meˇlo by´t podobne´ chova´n´ı
cˇloveˇka.
1.1 C´ıl pra´ce
C´ılem pra´ce je nastudovat literaturu zameˇrˇenou na umeˇlou inteligenci bojovy´ch jednotek a
vytvorˇit na´vrh modulu umeˇle´ inteligence, ktery´ bude vyuzˇitelny´ v simula´torech spolecˇnosti
E-COM s.r.o.
Simula´tor spolecˇnosti E-COM s.r.o. je vyuzˇ´ıva´n k vojensky´m u´cˇel˚um, k tre´ninku bo-
jovy´ch jednotek. V prostrˇed´ı simula´toru se pohybuj´ı vojenske´ jednotky a cˇloveˇk dovnitrˇ
vstupuje podobneˇ jako u akcˇn´ıch her, avsˇak s t´ım rozd´ılem, zˇe mı´sto tomuto u´cˇelu typicky´ch
perifern´ıch zarˇ´ızen´ı (kla´vesnice, mysˇ, joystick, gamepad) ovlivnˇuje prostrˇed´ı simula´toru po-
moc´ı specia´ln´ıch zarˇ´ızen´ı, ktera´ umozˇnˇuj´ı efektivneˇjˇs´ı vy´cvik. Teˇmito specia´ln´ımi zarˇ´ızen´ımi
jsou prˇitom mysˇleny nejr˚uzneˇjˇs´ı makety zbran´ı, kokpit˚u tank˚u a jiny´ch zarˇ´ızen´ı.
Kdyzˇ k simula´toru prˇistoup´ı jedinec, aby byl proveden tre´nink, je vybra´n a spusˇteˇn
skript (tzv. “sce´na´rˇ”) ovlivnˇuj´ıc´ı chova´n´ı jednotek. Tento skript prˇ´ımo rˇ´ıd´ı jednotlive´ entity
v prostrˇed´ı. Nemaj´ı tedy zˇa´dnou mozˇnost prˇemy´sˇlet o svy´ch akc´ıch, meˇnit mnozˇinu jim
prˇiˇrazeny´ch prˇ´ıkaz˚u, maxima´lneˇ mu˚zˇe skript definovat reakci na neˇjakou uda´lost (pokud
neˇkdo strˇ´ıl´ı, schovej se a branˇ se). Toto je ve sve´m principu pro samotny´ tre´nink vo-
jensky´ch jednotek vy´hodou, protozˇe se jednotky v prostrˇed´ı vzˇdy chovaj´ı jednoznacˇneˇ a
trene´r mu˚zˇe mnohem objektivneˇji posuzovat jedna´n´ı voja´k˚u v dane´ situaci (vsˇichni maj´ı
stejne´ podmı´nky). V simula´toru by vsˇak bylo take´ zˇa´douc´ı, aby bylo mozˇne´ jednotky
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tre´novat i v prostrˇed´ı, ktere´ neznaj´ı, a v rozsahu veˇtsˇ´ım nezˇ je prakticky mozˇne´ pomoc´ı
skriptu postihnout (psan´ı skriptu pro jednu tre´ninkovou situaci je na´rocˇne´ a ne vzˇdy se da´
pamatovat na definici vsˇech spra´vny´ch akc´ı pro vsˇechny entity).
Hlavn´ım c´ılem pra´ce je navrhnout modul umeˇle´ inteligence urcˇuj´ıc´ı chova´n´ı bojovy´ch
jednotek v neˇm. Jednotky by meˇly by´t schopny vyhodnotit soucˇasnou situaci a podle jim
prˇideˇlene´ho u´kolu se samy rozhodnout, jakou akci podniknout, aby dosa´hly stanovene´ho
c´ıle. Navrzˇeny´ modul by meˇl za´rovenˇ zjednodusˇit pra´ci prˇi vytva´rˇen´ı sce´na´rˇ˚u tak, aby
tv˚urce sce´na´rˇe nemusel jednotce zada´vat pokyny do nejzazsˇ´ıch podrobnost´ı, ale mohl se
spolehnout, zˇe jizˇ sama bude schopna splnit obecneˇji zadane´ u´koly.
Dalˇs´ım c´ılem je prove´st za´kladn´ı implementaci vytvorˇene´ho na´vrhu, nad kterou bude
mozˇne´ prova´deˇt experimenty a oveˇrˇit tak jeho spra´vnost. Posledn´ım c´ılem je proveden´ı
experiment˚u nad touto implementac´ı a zhodnocen´ı dosazˇeny´ch vy´sledk˚u.
1.2 Struktura pra´ce
U´vodn´ı kapitola byla konzultova´na se zastupiteli spolecˇnosti E-COM s.r.o. Dalˇs´ı kapitola (2)
te´to pra´ce tvorˇ´ı strucˇny´ u´vod do umeˇle´ inteligence. V te´to kapitole jsem cˇerpal z bakala´rˇske´
pra´ce [3] a knihy [9]. Kapitola 3 obsahuje teoreticka´ vy´chodiska d˚ulezˇita´ pro spra´vny´ na´vrh
inteligentn´ıho agenta, kapitola 4 pak jizˇ analyzuje konkre´tn´ı te´ma te´to pra´ce a rozeb´ıra´
skutecˇnosti d˚ulezˇite´ prˇi samotne´m na´vrhu zadane´ inteligentn´ı jednotky. V teˇchto kapitola´ch
jsem cˇerpal z deˇl [9, 7, 5, 10, 11]. V kapitole 4 jsem se nav´ıc inspiroval d´ıly [1, 4, 6, 8]. Kapi-
tola 5 se zaby´va´ popisem vytvorˇene´ implementace a experimenty nad n´ı provedene´ jsou
sepsa´ny v kapitole 6. Posledn´ı kapitola 7 popisuje zhodnocen´ı diplomove´ pra´ce a mozˇnosti
jej´ıho rozsˇ´ıˇren´ı do budoucna.
Tato pra´ce navazuje na semestra´ln´ı projekt, v ra´mci ktere´ho byla nastudova´na zmı´neˇna´
literatura a byl proveden za´kladn´ı na´vrh modulu umeˇle´ inteligence. V ra´mci diplomove´
pra´ce byl tento na´vrh rozsˇ´ıˇren, implementova´n a oveˇrˇen pomoc´ı experiment˚u. Vsˇechny tyto
u´kony odpov´ıdaj´ı zmeˇna´m v kapitole 4 a prˇida´n´ım kapitol 5 a 6. Kapitoly 2 a 3 byly prˇevzaty
beze zmeˇny.
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Kapitola 2
Umeˇla´ inteligence
“Inteligence je vlastnost´ı neˇktery´ch zˇivy´ch organism˚u, ktera´ jim da´va´ v prˇ´ı-
rodeˇ mimorˇa´dne´ postaven´ı. Vznikla a vyv´ıjela se v pr˚ubeˇhu dlouhe´ho cˇasove´ho
intervalu a dnes umozˇnˇuje neˇktery´m zˇivy´m organism˚um efektivneˇ reagovat na
slozˇite´ projevy prostrˇed´ı a aktivneˇ je vyuzˇ´ıvat ve sv˚uj prospeˇch a k dosazˇen´ı svy´ch
c´ıl˚u.” (Mikulecky´, Ponce, 1996)
S neusta´ly´m rozvojem techniky vznika´ ota´zka, zda se cˇloveˇku podarˇ´ı umeˇle vytvorˇit
syste´m, ktery´ by se choval a reagoval inteligentneˇ, a byl tedy srovnatelny´ s zˇivy´mi a in-
teligentn´ımi organismy. Neusta´le se objevuj´ı a experimenta´lneˇ se oveˇrˇuj´ı algoritmy, metody
a postupy, ktere´ se toto inteligentn´ı chova´n´ı snazˇ´ı napodobovat, alesponˇ v urcˇity´ch jeho as-
pektech. Jsou k tomu vyuzˇ´ıva´ny nejr˚uzneˇjˇs´ı techniky vycha´zej´ıc´ı z analy´zy cˇinnosti zˇivy´ch
organismu˚ (neuronove´ s´ıteˇ, geneticke´ algoritmy), z matematicke´ abstrakce menta´ln´ıch pro-
ces˚u lidske´ho mozku (metody reprezentace a vyuzˇ´ıva´n´ı znalost´ı ve stavove´m prostoru,
metody ucˇen´ı zalozˇene´ na modelech) a dalˇs´ıch oblast´ı. Vsˇechny tyto postupy a algoritmy,
ktere´ vedou k urcˇite´mu napodoben´ı projev˚u inteligentn´ıho cˇloveˇka, jsou prˇedmeˇtem zkou-
ma´n´ı pomeˇrneˇ mlade´ veˇdn´ı discipl´ıny – umeˇle´ inteligence.
Oblast umeˇle´ inteligence se pokousˇ´ı pochopit inteligentn´ı entity a snazˇ´ı se je napodobit.
Jedn´ım z jej´ıch c´ıl˚u je vytvorˇit takovou umeˇlou entitu, ktera´ by projevovala zna´mky in-
teligence. Pojem “inteligence” u zˇivy´ch organismu˚ nebyl nikdy prˇesneˇ vymezen, a proto ani
pojem “umeˇla´ inteligence” nebyl doposud prˇesneˇ definova´n. Inteligenci mu˚zˇeme cha´pat
naprˇ´ıklad jako mı´ru podobnosti chova´n´ı dane´ entity k tomu, ktere´ bychom ocˇeka´vali od
cˇloveˇka, nebo schopnost jednat raciona´lneˇ – pak entita prova´d´ı takove´ akce, ktere´ jsou
z jej´ıho pohledu spra´vne´ a vedou k dosazˇen´ı jej´ıch c´ıl˚u. Definic umeˇle´ inteligence je ne-
spocˇetneˇ. Zde jsou neˇktere´ z nich:
“Umeˇla´ inteligence je veˇda o vytva´rˇen´ı stroj˚u nebo syste´m˚u, ktere´ budou prˇi
rˇesˇen´ı urcˇite´ho u´kolu uzˇ´ıvat takove´ho postupu, ktery´ – kdyby ho deˇlal cˇloveˇk –
bychom povazˇovali za projev jeho inteligence.” (Minsky, 1967)
“Umeˇla´ inteligence je vlastnost cˇloveˇkem umeˇle vytvorˇeny´ch syste´m˚u vyzna-
cˇuj´ıc´ıch se schopnost´ı rozpozna´vat prˇedmeˇty, jevy a situace, analyzovat vztahy
mezi nimi a tak vytva´rˇet vnitrˇn´ı modely sveˇta, ve ktery´ch tyto syste´my exis-
tuj´ı, a na tomto za´kladeˇ pak prˇij´ımat u´cˇelna´ rozhodnut´ı, za pomoci schopnost´ı
prˇedv´ıdat d˚usledky teˇchto rozhodnut´ı a objevovat nove´ za´konitosti mezi r˚uzny´mi
modely nebo jejich skupinami” (Kotek a kol., 1983)
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Kapitola 3
Inteligentn´ı agent
Jedn´ım z c´ıl˚u umeˇle´ inteligence je popsat a sestavit agenta, ktery´ bude z okoln´ıho prostrˇed´ı
z´ıska´vat vjemy a bude toto prostrˇed´ı ovlivnˇovat pomoc´ı svy´ch akc´ı, prˇicˇemzˇ bude projevovat
zna´mky inteligence.
Agenta [9, 10] mu˚zˇeme obecneˇ cha´pat jako objekt zasazeny´ do urcˇite´ho prostrˇed´ı, ktery´
je schopen vn´ımat sve´ okol´ı pomoc´ı senzor˚u a zasahovat do okoln´ıho prostrˇed´ı pomoc´ı svy´ch
efektor˚u (viz obra´zek 3.1). Od ostatn´ıch objekt˚u jej prˇitom odliˇsuje schopnost v tomto
prostrˇed´ı jednat samostatneˇ. Schopnost samostatne´ho jedna´n´ı v prostrˇed´ı nazy´va´me auto-
nomi´ı agenta [9, 10].
Prostředí
Senzory
Efektory Agent
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Obra´zek 3.1: K interakci agenta s prostrˇed´ım docha´z´ı skrze senzory a efektory agenta [9].
Raciona´ln´ı agent [9, 10] je takovy´ agent, ktery´ deˇla´ veˇci, ktere´ jsou z jeho pohledu
spra´vne´. Spra´vnou veˇc mu˚zˇeme definovat jako akci, ktera´ umozˇn´ı agentovi by´t co neju´speˇsˇ-
neˇjˇs´ım – je mu nejv´ıce prospeˇsˇna´.
U´speˇch agenta v dane´m prostrˇed´ı se odv´ıj´ı na za´kladeˇ na´mi stanoveny´ch krite´ri´ı.
Na jejich za´kladeˇ pak mu˚zˇeme zjiˇst’ovat mı´ru u´speˇsˇnosti dane´ho agenta podle toho, jak
moc je schopen tato krite´ria splnˇovat. Krite´ria mus´ı definovat nejen situace, kdy povazˇovat
agenta za u´speˇsˇne´ho, ale take´ takove´ situace, kdy chova´n´ı agenta skoncˇilo neu´speˇchem. Mus´ı
by´t dostatecˇneˇ objektivn´ı, aby nepostihovala agenta za situace, ktere´ sa´m nemohl ovlivnit
a za´rovenˇ dost obecna´ na to, aby agenta svou definic´ı nevedla k prˇ´ıliˇsne´ pasiviteˇ. Jinak
mu˚zˇe doj´ıt k situaci, kdy agent neprova´d´ı zˇa´dnou akci, jen aby se vyhnul hrozbeˇ sn´ızˇen´ı
jeho dosavadn´ı u´speˇsˇnosti. Vyhneme se tomu tak, zˇe zavedeme trest za nedokoncˇen´ı u´kolu,
ktery´ bude vy´razneˇjˇs´ı nezˇ dosavadn´ı agent˚uv zisk. Agent se potom snazˇ´ı vyhnout potresta´n´ı
a nebude stagnovat. Prˇ´ıpadneˇ mu˚zˇeme hodnotit agentovu aktivitu v cˇase (zvy´hodn´ıme tak
sta´le pracuj´ıc´ı agenty oproti na´razoveˇ pracuj´ıc´ım).
Racionalita [9, 10] agenta bere v u´vahu ocˇeka´vany´ u´speˇch na za´kladeˇ soucˇasny´ch
znalost´ı a soucˇasny´ch mozˇnost´ı. Iracionalita nevyply´va´ z prˇ´ıpadne´ho neu´speˇchu, pokud
nastala uda´lost, kterou agent nemohl tusˇit a proto nemohl neu´speˇchu zabra´nit. Racionalitu
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ovlivnˇuje mı´ra u´speˇsˇnosti agenta, vjemy ktere´ doposud z´ıskal, jeho znalosti o dane´m
prostrˇed´ı a akce, ktere´ mu˚zˇe prove´st.
Idea´ln´ı raciona´ln´ı agent [9] je pro kazˇdou mnozˇinu vjemu˚ schopen prove´st takovou
mnozˇinu akc´ı, ktera´ maximalizuje jeho mı´ru u´speˇsˇnosti a to na za´kladeˇ informac´ı, ktere´ jsou
mu touto mnozˇinou vjemu˚ poskytnuty a na za´kladeˇ z´ıskany´ch a zabudovany´ch znalost´ı,
ktere´ agent ma´.
Takovy´ agent se snazˇ´ı z´ıska´vat uzˇitecˇne´ informace ze sve´ho prostrˇed´ı, aby tak maxi-
malizoval ocˇeka´vanou mı´ru uzˇitku a sn´ızˇil riziko vykona´vane´ akce.
Mapova´n´ı [9] z´ıskany´ch vjemu˚ na provedene´ akce popisuje agenta pomoc´ı definice jeho
chova´n´ı. Idea´ln´ı mapova´n´ı popisuje idea´ln´ıho agenta. Specifikace akc´ı, ktere´ by meˇl agent
vykonat jako odpoveˇd’ na danou sekvenci vjemu˚, poskytuj´ı na´vrh idea´ln´ıho agenta.
Idea´ln´ı raciona´ln´ı agent by nemeˇl postra´dat autonomii. Jeho chova´n´ı by proto nemeˇlo
by´t zalozˇeno pouze na zabudovany´ch znalostech, ale meˇl by by´t schopen jednat i na
za´kladeˇ svy´ch vlastn´ıch zkusˇenost´ı. Syste´m je autonomn´ı do takove´ mı´ry, do jake´ je jeho
chova´n´ı urcˇeno jeho vlastn´ımi zkusˇenostmi. Du˚lezˇite´ je prˇitom nale´zt rozumnou mı´ru mezi
pocˇa´tecˇn´ımi znalostmi, ktere´ jsou agentovi vlozˇeny a pozˇadovanou mı´rou autonomie.
3.1 Struktura agenta
U´kolem umeˇle´ inteligence je navrhnout program agenta – funkci implementuj´ıc´ı mapova´n´ı
agentovy´ch vjemu˚ na akce.
Algoritmus 1 Za´kladn´ı kostra agenta. Prˇi kazˇde´m vola´n´ı je agentova pameˇt’ upravena tak,
aby odra´zˇela noveˇ z´ıskany´ vjem z prostrˇed´ı. Je zvolena nejlepsˇ´ı akce a jej´ı volba, a proveden´ı
je promı´tnuto do pameˇti. Pameˇt’ setrva´va´ do dalˇs´ıho vola´n´ı [9].
function KostraAgenta(vjem)
static: pameˇt’ . Agentova pameˇt’ o stavu sveˇta
pameˇt’ ← AktualizujPameˇt’(pameˇt’,vjem)
akce ← ZvolNejlepsˇ´ıAkci(pameˇt’)
pameˇt’ ← AktualizujPameˇt’(pameˇt’,akce)
return akce
end function
Podle struktury programu rozliˇsujeme neˇkolik typ˚u agent˚u:
3.1.1 Agent zalozˇeny´ na vyhleda´vac´ı tabulce
Takovy´ agent nen´ı autonomn´ı, mapova´n´ı je zcela definova´no vyhleda´vac´ı tabulkou, ktera´
urcˇuje jakou akci ma´ agent podniknout v za´vislosti na dane´ vstupn´ı mnozˇineˇ vjemu˚. Reakce
na vjemy jsou tedy t´ımto mapova´n´ım pevneˇ urcˇeny. Tabulku pro tento typ agenta je
na´rocˇne´ vybudovat, jelikozˇ mus´ı postihnout vsˇechny prˇ´ıpady, ktere´ mohou v prostrˇed´ı na-
stat, v opacˇne´m prˇ´ıpadeˇ nebude agent schopen spra´vneˇ fungovat. Ucˇen´ı takove´ho agenta
mu˚zˇe by´t nekonecˇne´, protozˇe trva´ dlouho zjistit spra´vnou hodnotu pro vsˇechny za´znamy
tabulky.
3.1.2 Jednoduchy´ reflexn´ı agent
Tato struktura vycha´z´ı z pozna´n´ı, zˇe lide´ nemaj´ı vsˇechny akce prˇedem definovane´, ale prˇesto
maj´ı podmı´neˇne´ a nepodmı´neˇne´ reflexy, ktere´ definuj´ı reakce na vybrane´ uda´losti. U agenta
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je vybra´na mnozˇina nejbeˇzˇneˇjˇs´ıch vstupneˇ/vy´stupn´ıch asociac´ı. K teˇmto asociac´ım jsou
definova´na pravidla, ktera´ mapuj´ı vjemy na akce, podobny´m zp˚usobem jako tomu bylo
u tabulkou rˇ´ızene´ho agenta. Rozd´ıl spocˇ´ıva´ ve vytvorˇen´ı pravidel na vysˇsˇ´ı u´rovni nezˇ tomu
bylo u agenta s vyhleda´vac´ı tabulkou. Takovy´ agent je efektivneˇji programovatelny´, ale
mozˇnosti jeho pouzˇit´ı jsou sta´le velmi u´zke´.
Prostředí
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Obra´zek 3.2: Sche´ma jednoduche´ho reflexn´ıho agenta [9].
Algoritmus 2 Jednoduchy´ reflexn´ı agent. Na za´kladeˇ vjemu˚ urcˇ´ı soucˇasny´ stav okoln´ıho
prostrˇed´ı a vybere prvn´ı pravidlo, ktere´ tomuto stavu odpov´ıda´. Na´sledneˇ provede akci
asociovanou s t´ımto pravidlem [9].
function Reflexn´ıAgent(vjem)
static: pravidla . Mnozˇina pravidel vjemu˚ na akce
stav ← VstupZeSenzor˚u(vjem)
pravidlo ← Vyhovuj´ıc´ıPravidlo(stav,pravidla)
akce ← VyberAkciZPravidla(pravidlo)
return akce
end function
3.1.3 Agent udrzˇuj´ıc´ı si informace o sveˇteˇ
Jednoduchy´ reflexn´ı agent je vyuzˇitelny´ jen v prˇ´ıpadech, kdy se doka´zˇe spra´vneˇ rozhodovat
pouze na za´kladeˇ z´ıskane´ho vjemu. Prˇida´me-li vsˇak takove´mu agentu vnitrˇn´ı stavy a in-
formaci o tom, ve ktere´m stavu se agent pra´veˇ nacha´z´ı, pomu˚zˇe na´m tato informace le´pe
zvolit spra´vnou akci k vykona´n´ı. Pokud z´ıska´me stejny´ vjem ve dvou r˚uzny´ch situac´ıch, pro
neˇzˇ existuje r˚uzne´ pravidlo mapuj´ıc´ı vjem na akci, pomu˚zˇe na´m informace o vnitrˇn´ım stavu
zvolit tu spra´vnou akci v soucˇasne´m stavu sveˇta. Kromeˇ te´to informace je nav´ıc potrˇeba mı´t
informace o zp˚usobu, jaky´m se sveˇt kolem agenta vyv´ıj´ı, neza´visle na jeho chova´n´ı (naprˇ.
jaky´m zp˚usobem se v neˇm pohybuj´ı dalˇs´ı jednotky), a take´ informace o tom, jak agentovy
akce tento sveˇt ovlivnˇuj´ı.
Stav takove´ho agenta je za´visly´ nejenom na vjemu z prostrˇed´ı, ale take´ na prˇedchoz´ım
stavu a takto z´ıskany´ novy´ stav urcˇuje zvolenou akci k vykona´n´ı.
3.1.4 Agent orientovany´ na c´ıle
Ani informace o soucˇasne´m stavu prostrˇed´ı na´m vzˇdy nemus´ı dostatecˇneˇ pomoci spra´vneˇ
rozhodnout, jakou akci pra´veˇ vykonat. Neˇkdy totizˇ mu˚zˇeme mı´t v soucˇasne´m stavu s dany´mi
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Obra´zek 3.3: Reflexn´ı agent s vnitrˇn´ım stavem [9].
Algoritmus 3 Reflexn´ı agent s vnitrˇn´ım stavem. Nalezne pravidlo, jehozˇ podmı´nka
odpov´ıda´ soucˇasne´ situaci (definovane´ stavem a vjemem) a potom vykona´ akci asociovanou
se zvoleny´m pravidlem [9].
function Reflexn´ıAgentSVnitrˇn´ımStavem(vjem)
static: stav . Popis soucˇasne´ho stavu sveˇta
static: pravidla . Mnozˇina pravidel vjemu˚ na akce
stav ← AktualizujStav(stav, vjem)
pravidlo ← Vyhovuj´ıc´ıPravidlo(stav,pravidla)
akce ← VyberAkciZPravidla(pravidlo)
stav ← AktualizujStav(stav, akce)
return akce
end function
vjemy neˇkolik zda´nliveˇ spra´vny´ch akc´ı k vykona´n´ı a jejich spra´vnost je urcˇena c´ılem agenta
(naprˇ´ıklad mu˚zˇeme odbocˇit doleva nebo doprava, ale spra´vny´ smeˇr na´m urcˇuje c´ıl, kam
se chceme dostat). Chceme-li zvy´sˇit rozhodovac´ı schopnost agenta, mus´ıme mu urcˇit c´ıl,
ktere´ho ma´ dosa´hnout, a ktery´ mu˚zˇe kombinovat s informacemi o vy´sledc´ıch mozˇny´ch akc´ı,
aby zvolil spra´vne´ akce, ktere´ mu pomu˚zˇou dosa´hnout stanovene´ho c´ıle. Neˇkdy je volba
akce k dosazˇen´ı c´ıle jednoducha´, jindy zahrnuje spoustu hleda´n´ı a pla´nova´n´ı.
Tento zp˚usob rozhodova´n´ı jizˇ nut´ı agenta prˇemy´sˇlet do budoucnosti – co se stane, kdyzˇ
vykona´ tuto akci? Reflexn´ı agent jenom vyuzˇ´ıval zabudovany´ch zkusˇenost´ı na´vrha´rˇe (naprˇ.
kdyzˇ se rozsv´ıt´ı brzdova´ sveˇtla auta, tak zpomal), agent orientovany´ na c´ıle prˇedpokla´da´,
zˇe dany´ vjem neˇco znamena´ a ma´ dopad na jeho akce (naprˇ. se dovt´ıp´ı, zˇe rozsv´ıcena´ brz-
dova´ sveˇtla auta prˇed n´ım znamenaj´ı, zˇe toto auto zpomal´ı, proto mus´ı na toto zpomalen´ı
zareagovat, aby nedosˇlo ke sra´zˇce. Protozˇe jedinou akci, ktera´ mu umozˇn´ı tomu zabra´nit je
sˇla´pnout na brzdu, tak zacˇne brzdit). Prˇestozˇe prˇemy´sˇlen´ı o tom jakou akci vykonat, namı´sto
jej´ıho okamzˇite´ho vykona´n´ı, se zda´ by´t me´neˇ efektivn´ım, je na druhou stranu znacˇneˇ flexi-
bilneˇjˇs´ım. Pokud se zmeˇn´ı stav prostrˇed´ı (naprˇ. bude mokra´ vozovka), u reflexn´ıho agenta
bychom museli prˇepsat spoustu pravidel (aby zacˇal drˇ´ıv brzdit, udrzˇoval veˇtsˇ´ı bezpecˇnou
vzda´lenost, apod.), zat´ımco agent orientovany´ na c´ıle se sa´m prˇizp˚usob´ı (v´ı, zˇe je schop-
nost jeho brzdeˇn´ı zhorsˇena´, proto bude udrzˇovat veˇtsˇ´ı vzda´lenosti od prˇed n´ım jedouc´ıho
vozidla). Take´ bude flexibiln´ı prˇi zmeˇneˇ c´ıle, protozˇe je sa´m schopen napla´novat, jak to-
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hoto nove´ho c´ıle dosa´hnout, zat´ımco pravidla jednoduche´ho reflexn´ıho agenta mu umozˇnˇuj´ı
dosa´hnout jedine´ho, prˇedem definovane´ho c´ıle a mus´ı by´t upravena, pokud chceme tento
c´ıl zmeˇnit.
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Obra´zek 3.4: Agent s explicitneˇ uvedeny´mi c´ıli [9].
3.1.5 Agent orientovany´ na uzˇitek
Ani definova´n´ı c´ıle nen´ı samo o sobeˇ postacˇuj´ıc´ı pro generova´n´ı vysoce kvalitn´ıho chova´n´ı.
Mu˚zˇe totizˇ existovat neˇkolik sekvenc´ı akc´ı, ktere´ agentovi umozˇn´ı dosa´hnout stanovene´ho
c´ıle, ale neˇktere´ z nich mohou by´t vy´hodneˇjˇs´ı, me´neˇ nama´haveˇjˇs´ı, cˇi rychlejˇs´ı nezˇ jine´. C´ıle
na´m pouze rozdeˇluj´ı stavy agenta na ty, ktere´ na´m umozˇn´ı dosa´hnout stanovene´ho c´ıle a
na ty, ktere´ na´m ho dosa´hnout neumozˇn´ı. Proto jesˇteˇ u jednotlivy´ch sekvenc´ı stav˚u, ktere´
agent napla´nuje urcˇujeme, jaky´ uzˇitek pro neˇj bude mı´t vykona´n´ı pra´veˇ te´to sekvence akc´ı
a procha´zen´ı touto sekvenc´ı stav˚u.
Uzˇitek je funkce mapuj´ıc´ı stav nebo sekvenci stav˚u na rea´lne´ cˇ´ıslo. Toto cˇ´ıslo urcˇuje zisk
agenta z proveden´ı takove´ sekvence stav˚u. Uzˇitek na´m poma´ha´ vyrˇesˇit situaci, kdy ma´me
v´ıce konfliktn´ıch c´ıl˚u, kde nemu˚zˇe by´t vsˇech dosazˇeno (naprˇ. nestihnu beˇhem 10 minut
nakoupit a za´rovenˇ prˇij´ıt vcˇas do pra´ce) t´ım, zˇe na´m pomu˚zˇe vybrat takove´, ktere´ na´m
prˇinesou nejveˇtsˇ´ı uzˇitek. Take´ mu˚zˇeme mı´t neˇkolik c´ıl˚u, ktery´ch mu˚zˇe cht´ıt agent dosa´hnout,
ale zˇa´dny´ z nich nemu˚zˇe by´t zarucˇeneˇ dosazˇen. V takove´m prˇ´ıpadeˇ na´m uzˇitek poma´ha´ va´zˇit
prˇedpoklad splnitelnosti dany´ch c´ıl˚u s d˚ulezˇitost´ı jejich dosazˇen´ı.
3.2 Prostrˇed´ı
Agentn´ı syste´m [9, 10] je tvorˇen nejenom agenty samotny´mi, ale take´ prostrˇed´ım, v neˇmzˇ
se tito agenti nacha´zej´ı. Agenti se v tomto prostrˇed´ı pohybuj´ı, komunikuj´ı s n´ım a zasahuj´ı do
neˇj, prostrˇed´ı je tedy d˚ulezˇitou soucˇa´st´ı tohoto syste´mu. Proto je prˇi na´vrhu agenta d˚ulezˇite´
zna´t, v jake´m prostrˇed´ı se bude agent prˇesneˇ pohybovat. Ru˚zne´ typy prostrˇed´ı vyzˇaduj´ı
r˚uzne´ struktury programu agenta, aby se s nimi doka´zal efektivneˇ vyporˇa´dat. Spra´vny´ na´vrh
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Obra´zek 3.5: Agent orientovany´ na uzˇitek [9].
agenta by vsˇak meˇl by´t proveden tak, aby byl agent pouzˇitelny´ na co nejveˇtsˇ´ım mnozˇstv´ı
prostrˇed´ı. Podle na´sleduj´ıc´ıch vlastnost´ı mu˚zˇeme rozliˇsit neˇkolik druh˚u prostrˇed´ı [9, 10]:
Prˇ´ıstupne´ vs. neprˇ´ıstupne´ – Prostrˇed´ı se nazy´va´ prˇ´ıstupne´ agentovi, pokud mu jeho
senzory poskytuj´ı kompletn´ı informaci o stavu tohoto prostrˇed´ı. Prostrˇed´ı se nazy´va´ efek-
tivneˇ prˇ´ıstupne´, pokud senzory zachycuj´ı vsˇechny aspekty relevantn´ı pro volbu spra´vne´
akce. Prˇ´ıstupne´ prostrˇed´ı je vy´hodne´, protozˇe si agent nemus´ı uchova´vat vnitrˇn´ı informaci
o stavu prostrˇed´ı.
Deterministicke´ vs. nedeterministicke´ – Prostrˇed´ı se nazy´va´ deterministicke´,
pokud je jeho na´sleduj´ıc´ı stav vzˇdy urcˇen stavem soucˇasny´m a akc´ı, kterou na neˇm agent
prova´d´ı.
Epizodicke´ vs. neepizodicke´ – Prostrˇed´ı nazveme epizodicky´m, pokud je agen-
tova zkusˇenost rozdeˇlena do tzv. epizod. Epizoda sesta´va´ z agentova z´ıska´n´ı vjemu˚ a
na´sledne´ho kona´n´ı akc´ı. Tyto akce prˇitom ovlivnˇuj´ı pouze soucˇasnou epizodu, takzˇe prˇed-
choz´ı epizody nejsou jizˇ da´le za´visle´ na akc´ıch, ktere´ se vyskytnou v epizodeˇ soucˇasne´.
V takove´m prostrˇed´ı miz´ı potrˇeba agenta myslet doprˇedu.
Staticke´ vs. dynamicke´ – Prostrˇed´ı nazveme dynamicky´m, pokud se mu˚zˇe zmeˇnit
v pr˚ubeˇhu agentova rozhodova´n´ı. V opacˇne´m prˇ´ıpadeˇ rˇekneme, zˇe prostrˇed´ı je staticke´.
Prostrˇed´ı nazveme semidynamicky´m, pokud se v cˇase nemeˇn´ı, ale meˇn´ı se jeho funkce
uzˇitku pro agenta.
Diskre´tn´ı vs. spojite´ – Pokud existuje konecˇne´ mnozˇstv´ı oddeˇleny´ch, jasneˇ defino-
vany´ch vjemu˚ a akc´ı, rˇ´ıka´me, zˇe je prostrˇed´ı diskre´tn´ı. Jinak je prostrˇed´ı spojite´.
Nejobt´ızˇneˇjˇs´ım je neprˇ´ıstupne´, neepizodicke´, dynamicke´ a za´rovenˇ spojite´ prostrˇed´ı.
3.2.1 Simula´tor prostrˇed´ı
Simula´tor prostrˇed´ı ma´ jako vstup jednoho nebo v´ıce agent˚u. Simula´tor teˇmto agent˚um
poskytuje spra´vne´ vjemy a zpeˇtneˇ od nich z´ıska´va´ akce, ktere´ se agenti rozhodli prove´st.
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V za´vislosti na z´ıskany´ch akc´ıch na´sledneˇ aktualizuje sv˚uj stav. Prostrˇed´ı je tedy definova´no
svy´m pocˇa´tecˇn´ım stavem a aktualizacˇn´ı funkc´ı.
Algoritmus 4 Jednoduchy´ simula´tor prostrˇed´ı, ktery´ kazˇde´mu agentu poskytne pozˇado-
vane´ vjemy, pote´ vycˇka´ jake´ akce se na neˇm agent rozhodne vykonat, a podle teˇchto akc´ı
aktualizuje stav prostrˇed´ı [9].
function Simula´torProstrˇed´ı(vjem)
static: stav . Pocˇa´tecˇn´ı stav prostrˇed´ı
static: agenti . Mnozˇina agent˚u
static: konec . Predika´t urcˇuj´ıc´ı, kdy ukoncˇit cˇinnost
repeat
for all agent in agenti do
PoleVjemu˚[agent] ← Z´ıskejVjem(agent, stav)
end for
for all agent in agenti do
PoleAkc´ı[agent] ← Mapova´n´ı[agent](PoleVjemu˚[agent])
end for
stav ← AktualizujProstrˇed´ı(akce, agenti, stav)
until konec
end function
Prˇi tvorbeˇ simula´toru prostrˇed´ı nesmı´ doj´ıt k tomu, aby byl stav prostrˇed´ı prˇ´ıstupny´
agentovi prˇ´ımo! Vnitrˇn´ı stav agenta mus´ı by´t vytvorˇen pouze z jeho vlastn´ıch vjemu˚, bez
mozˇnosti prˇ´ıstupu ke kompletn´ı informaci o stavu prostrˇed´ı, protozˇe v rea´lne´ aplikaci mu
nen´ı mozˇne´ tento stav prostrˇed´ı prakticky zprˇ´ıstupnit.
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Kapitola 4
Na´vrh modulu umeˇle´ inteligence
4.1 Za´kladn´ı pozˇadavky
Za´kladn´ım pozˇadavkem je na´vrh implementace modulu umeˇle´ inteligence v simula´toru
spolecˇnosti E-COM s.r.o. Entita´m v simula´toru by meˇlo by´t umozˇneˇno inteligentn´ı chova´n´ı,
jednotky by meˇly by´t schopny samy od sebe rozhodovat, jakou akci provedou a to prima´rneˇ
v teˇchto oblastech:
• Vy´beˇr c´ıle – jednotka by meˇla by´t schopna vyhodnotit, jestli je v oblasti jej´ıho
p˚usoben´ı prˇ´ıtomen protivn´ık. Pokud takovou informaci ma´, meˇla by by´t schopna
vybrat nejvhodneˇjˇs´ı c´ıl pro vykona´n´ı j´ı definovany´ch akc´ı (eliminace protivn´ıka, jeho
pozorova´n´ı apod.)
• Vy´beˇr munice – jednotka by meˇla by´t schopna rˇesˇit ota´zku: ”Jak bude bojovat
proti vybrane´mu protivn´ıkovi?”. Tento proble´m zahrnuje volbu vhodne´ho typu mu-
nice, u´cˇinne´ho na dany´ typ jednotky (naprˇ´ıklad pr˚urazna´ munice na opance´rˇovane´
jednotky)
• Vy´beˇr akce – jednotka by vzˇdy meˇla by´t schopna urcˇit, jakou akci v dane´ situaci
vykonat. Vy´beˇr akce mu˚zˇe by´t ovlivneˇn jak funkc´ı jednotky, tak rozkazy, ktere´ j´ı byly
udeˇleny. Prˇitom si jej´ı funkce a udeˇlene´ rozkazy mohou protiˇrecˇit (obranne´ jednotce
bude rozka´za´no opustit sve´ stanoviˇsteˇ a zau´tocˇit na protivn´ıka, deˇlostrˇelecky´ pluk
bude situac´ı nucen k nasazen´ı jako peˇchota).
• Autonomn´ı pohyb tere´nem – jednotka by meˇla by´t schopna prˇemı´stit se in-
teligentneˇ na pozˇadovanou pozici (naprˇ´ıklad by nemeˇla prob´ıhat mı´stem, ktere´ je
pod palbou, ny´brzˇ se prˇesunovat kryta´ pode´l zd´ı).
Umeˇlou inteligenci v tomto syste´mu prˇitom mu˚zˇeme vn´ımat ze dvou pohled˚u:
Prvn´ı z teˇchto pohled˚u vn´ıma´ implementaci umeˇle´ inteligence jako tvorbu autonomn´ı
jednotky, ktera´ vpusˇteˇna do prostrˇed´ı simula´toru, s prˇedem definovany´m c´ılem, doka´zˇe
samostatneˇ fungovat a tento sv˚uj c´ıl plnit. Jednotka se bude snazˇit sve´ho c´ıle dosa´hnout,
prˇ´ıpadneˇ se v prostrˇed´ı pohybovat se zna´mkami inteligence. Takova´ jednotka se v prostrˇed´ı
bude pohybovat zcela autonomneˇ bez potrˇeby toho, aby byla v pr˚ubeˇhu sve´ cˇinnosti jakkoliv
ovlivnˇova´na.
Dalˇs´ı z teˇchto pohled˚u vn´ıma´ tento u´kol jako tvorbu autonomn´ı jednotky, ktera´ vsˇak
bude cˇa´stecˇneˇ rˇ´ızena cˇloveˇkem (jej´ı c´ıle budou upravova´ny beˇhem jej´ıho p˚usoben´ı v prost-
rˇed´ı). V tomto prˇ´ıpadeˇ mu˚zˇe by´t jej´ı inteligence umeˇle potlacˇova´na cˇloveˇkem. Mu˚zˇeme
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naprˇ´ıklad tanku prˇika´zat, aby se prˇesunul na novou pozici a beˇhem sve´ cesty nebojoval.
Kdyzˇ se tak dostane do neprˇa´telske´ palby, nebude ji opeˇtovat, prˇestozˇe by to bylo jeho
prˇirozenost´ı, ny´brzˇ bude pokracˇovat ve splneˇn´ı jemu prˇideˇlene´ho c´ıle. Po splneˇn´ı tohoto c´ıle
mu˚zˇe by´t jednotce rˇecˇeno, zˇe ma´ v noveˇ dosazˇene´m stavu prostrˇed´ı p˚usobit autonomneˇ za
u´cˇelem splneˇn´ı neˇjake´ho obecneˇjˇs´ıho c´ıle (naprˇ. ubra´nit pevnost).
Dalˇs´ım pozˇadavkem na vy´sledny´ syste´m je, aby v konecˇne´m d˚usledku umozˇnil jednodusˇsˇ´ı
pra´ci prˇi vytva´rˇen´ı sce´na´rˇ˚u. Sce´na´rˇ je skript, ktery´ v soucˇasne´ dobeˇ urcˇuje chova´n´ı jednotek
v simula´toru (viz kapitola 1.1). Zjednodusˇit by se meˇla pra´ce tv˚urce sce´na´rˇe, ktery´ by mohl
spole´hat na urcˇite´ schopnosti jednotky a nemusel by tak jej´ı chova´n´ı definovat do nejmensˇ´ıch
detail˚u. Naprˇ´ıklad u simula´toru pro strˇelbu z rucˇn´ıch zbran´ı by sce´na´rˇ definoval pouze
neˇkolik bod˚u trasy jednotlivy´m jednotka´m, ktere´ se prˇiblizˇuj´ı smeˇrem ke studentovi, ale uzˇ
by jednotka´m nemusel definovat jejich chova´n´ı prˇi ohrozˇen´ı strˇelbou a mohl se spolehnout
na to, zˇe kazˇda´ jednotka se uzˇ sama ze sve´ podstaty bude schopna rozhodnout, jestli bude
opeˇtovat palbu, nebo se ukryje (prˇ´ıpadneˇ take´ jak se toto ukryt´ı provede – prˇikrcˇeny´m
beˇhem, pl´ızˇen´ım apod.).
4.2 Analy´za proble´mu
C´ılem je vytvorˇit inteligentn´ı bojovou jednotku. Tato jednotka se nebude vyskytovat v prost-
rˇed´ı sama, ny´brzˇ se zde budou pohybovat i ostatn´ı jednotky. Neˇktere´ z teˇchto jednotek
budou na jej´ı straneˇ, mu˚zˇe s nimi kooperovat. Jine´ budou jej´ımi neprˇa´teli, tyto mus´ı eli-
minovat, prˇ´ıpadneˇ se jim vyhy´bat, podle konkre´tn´ıho c´ıle, ktery´ j´ı bude zada´n. Mimoto se
v prostrˇed´ı jesˇteˇ bude vyskytovat specia´ln´ı jednotka a tou bude cˇloveˇk sa´m, ktery´ do tohoto
prostrˇed´ı vstupuje.
T´ım prˇed na´mi vyvsta´va´ neˇkolik proble´mu˚, ktere´ je potrˇeba vz´ıt v u´vahu – jak budou
na sebe jednotky vza´jemneˇ reagovat, jak bude prob´ıhat jejich spolupra´ce, a jak vlastneˇ
budeme samotne´ jednotky v prostrˇed´ı reprezentovat, aby spolu mohly komunikovat.
Zacˇneme ale prvotn´ı jednoduchou u´vahou: Co kdyby se jednotka vyskytovala v prostrˇed´ı
sama a jej´ı okoln´ı prostrˇed´ı by bylo staticke´ – meˇnilo by se pouze v za´vislosti na akc´ıch te´to
jednotky? V tomto prˇ´ıpadeˇ by bylo postacˇuj´ıc´ı, aby jednotka byla schopna zjistit soucˇasnou
situaci, ve ktere´ se nacha´z´ı, zva´zˇit sve´ mozˇnosti vzhledem k j´ı definovany´m c´ıl˚um a zacˇ´ıt
tyto c´ıle plnit.
Jak ale rozhodnout o tom, ktery´ z teˇchto c´ıl˚u splnit jako prvn´ı? A jak vytvorˇit postup,
ktery´m mu˚zˇe tohoto c´ıle efektivneˇ dosa´hnout? Cˇloveˇk je schopen pla´n dosazˇen´ı sve´ho c´ıle
jednodusˇe vytvorˇit, ale pla´ny r˚uzny´ch lid´ı se od sebe dostatecˇneˇ liˇs´ı na to, abychom byli
schopni prohla´sit, zˇe takove´ rˇesˇen´ı nen´ı jednoznacˇne´. Jak tedy u pocˇ´ıtacˇem ovla´dane´ entity
dosa´hnout vytvorˇen´ı pla´nu, ktery´ by pomohl dosa´hnout zvolen´ı toho nejvy´hodneˇjˇs´ıho c´ıle
a jak tento c´ıl v˚ubec zvolit? V prvn´ı rˇadeˇ je tedy potrˇeba se zaby´vat na´vrhem pla´nova´n´ı
jednotky.
Pokud ma´ by´t jednotka schopna sestavit u´speˇsˇny´ pla´n, potrˇebuje k tomu znalosti
o okoln´ım prostrˇed´ı. Teprve s pomoc´ı teˇchto znalost´ı mu˚zˇe zjistit svoji soucˇasnou situaci a
z n´ı prˇi sestavova´n´ı pla´nu vycha´zet. Je tedy trˇeba take´ vyrˇesˇit jak tyto znalosti z´ıskat,
ukla´dat a pracovat s nimi.
Prˇedpokla´dejme, zˇe jednotka jizˇ ma´ znalosti o sve´m prostrˇed´ı a je schopna na jejich
za´kladeˇ vygenerovat pla´n. Zby´va´ na´m tento pla´n krok po kroku prove´st, prˇ´ıpadneˇ obecny´
krok pla´nu rozlozˇit do v´ıce krok˚u konkre´tn´ıho proveden´ı.
Rozpla´nova´n´ı obecne´ho kroku do krok˚u jednoduchy´ch mu˚zˇe obhospodarˇit bud’ pla´novac´ı
centrum samotne´, nebo mu˚zˇe by´t od definice teˇchto jednoduchy´ch krok˚u oprosˇteˇno a tyto
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mohou by´t na pokyn pla´novac´ıho centra vytvorˇeny azˇ v prˇ´ıslusˇny´ch centrech, s nimizˇ je
pla´novac´ı centrum prova´za´no. Naprˇ´ıklad mu˚zˇe pla´novac´ı centrum vytvorˇit pla´n, v neˇmzˇ se
vyskytuje prˇ´ıkaz ”jdi 50 metr˚u na severovy´chod”. Bud’to prˇ´ımo pla´novac´ı centrum mu˚zˇe
bl´ızˇe specifikovat tento prˇ´ıkaz pomoc´ı prˇ´ıkaz˚u ”posunˇ se o krok na vy´chod”, ”posunˇ se
o krok na sever”,... nebo mu˚zˇe obecny´ prˇ´ıkaz prˇedat podsyste´mu pro rˇ´ızen´ı pohybu a ten
uzˇ se postara´ o jeho konkre´tn´ı proveden´ı. Za t´ımto u´cˇelem je trˇeba navrhnout konkre´tn´ı
rˇesˇen´ı zpracova´n´ı a proveden´ı vytvorˇene´ho pla´nu, prˇ´ıpadneˇ definovat moduly, ktere´
se na zpracova´n´ı budou pod´ılet.
Nyn´ı jizˇ mu˚zˇeme prˇedpokla´dat, zˇe jednotka umı´ z´ıskat znalosti o sve´m prostrˇed´ı. Ze
soucˇasne´ho stavu prostrˇed´ı je take´ schopna zjistit nejvy´hodneˇjˇs´ı proveditelny´ c´ıl, napla´novat
jeho dosazˇen´ı a dosa´hnout proveden´ı cele´ho pla´nu. Je tedy prakticky schopna dosahovat
svy´ch c´ıl˚u v dane´m staticke´m prostrˇed´ı, kde staticky´m mysl´ıme takove´ prostrˇed´ı, ktere´ se
meˇn´ı pouze v za´vislosti na za´sahu jednotky do tohoto prostrˇed´ı.
Co kdyzˇ ale bude prostrˇed´ı ovlivnˇova´no i akcemi jiny´ch jednotek? Potom se na´m na´vrh
jednotky zkomplikuje, protozˇe jizˇ mus´ı pocˇ´ıtat s t´ım, zˇe se prostrˇed´ı mu˚zˇe zmeˇnit i bez toho,
zˇe by jednotka sama do tohoto prostrˇed´ı jakkoliv zasa´hla. Mu˚zˇe tak doj´ıt ke znemozˇneˇn´ı
vytvorˇene´ho pla´nu ve chv´ıli, kdy se prostrˇed´ı zmeˇn´ı natolik, zˇe jej jizˇ nen´ı mozˇne´ prove´st,
a take´ jednotka mu˚zˇe pocˇ´ıtat ve sve´m pla´nu se skutecˇnost´ı, ktera´, drˇ´ıve nezˇ je vykona´n´ı
pla´nu dokoncˇeno, zanikne a t´ım narusˇ´ı proveditelnost tohoto pla´nu. Proto je take´ potrˇeba
vyrˇesˇit schopnost jednotky pla´novat v dynamicky se meˇn´ıc´ım prostrˇed´ı, kde pojmem
”dynamicke´ prostrˇed´ı” mysl´ıme pra´veˇ takove´ prostrˇed´ı, jehozˇ stav se meˇn´ı, anizˇ bychom do
neˇj sami zasahovali.
Co kdyzˇ maj´ı ostatn´ı jednotky p˚usob´ıc´ı v okoln´ım prostrˇed´ı jine´ za´jmy nezˇ na´mi sle-
dovana´ jednotka? Co kdyzˇ je jejich u´kolem dosahovat takovy´ch c´ıl˚u, ktere´ c´ıle nasˇ´ı jed-
notky prˇ´ımo nebo neprˇ´ımo posˇkozuj´ı? Potom by meˇla by´t na´mi sledovana´ jednotka schopna
“prˇechytracˇit” tyto jednotky, a dosa´hnout tak nejveˇtsˇ´ıho zisku za dany´ch mozˇnost´ı. A to i
kdyby meˇla neˇktere´ ze svy´ch c´ıl˚u obeˇtovat (samozrˇejmeˇ jen pokud j´ı to umozˇn´ı dosa´hnout
c´ıle pro ni vy´hodneˇjˇs´ıho). Je potrˇeba strategicky prˇemy´sˇlet nad akcemi ostatn´ıch jednotek,
volit akce, ktere´ budou v dane´ situaci nejvy´hodneˇjˇs´ı i v prˇ´ıpadeˇ, zˇe budou ostatn´ı jednotky
nekontrolovaneˇ zasahovat do okoln´ıho prostrˇed´ı. Za t´ımto u´cˇelem je potrˇeba navrhnout take´
strategicke´ mysˇlen´ı jednotky.
Je te´meˇrˇ jasne´, zˇe spousta akc´ı, ktere´ jednotka bude volit, jejich vy´hodnost pro ni a
informace o tom, ktere´ akce budou ve´st ke splneˇn´ı jej´ıch c´ıl˚u a ktere´ ne, budou z pocˇa´tku
hodneˇ ovlivneˇny cˇloveˇkem, ktery´ j´ı je bud’ zada´, nebo alesponˇ naznacˇ´ı, ktery´m smeˇrem se
ub´ırat, stejneˇ jako na´s v deˇtstv´ı vedly jine´ osoby, abychom doka´zali dosahovat c´ıl˚u nasˇich.
Kdyzˇ jesˇteˇ chv´ıli z˚ustaneme v te´to paralele, take´ my jsme se v pr˚ubeˇhu dosp´ıva´n´ı dostali
do situac´ı, v nichzˇ jsme se drˇ´ıve neocitli, a byli jsme nuceni sami nale´zt rˇesˇen´ı a prˇ´ıpadneˇ se
ucˇit z nasˇich chyb, pokud na´mi zvolene´ rˇesˇen´ı nemeˇlo takovy´ dopad, v jaky´ jsme p˚uvodneˇ
doufali. Stejneˇ tak, jako se cˇloveˇk v zˇivoteˇ ucˇ´ı, by bylo velmi zˇa´dane´, aby se navrzˇeny´
syste´m doka´zal ucˇit z toho, co se v neˇm deˇje a upravovat jedna´n´ı jednotek v neˇm tak, aby
v idea´ln´ım prˇ´ıpadeˇ speˇlo jejich chova´n´ı v dany´ch situac´ıch k co nejveˇtsˇ´ı dokonalosti. Bylo
by tedy vhodne´ implementovat i ucˇen´ı takove´ho syste´mu, prˇ´ıpadneˇ take´ ucˇen´ı jednotek
samotny´ch.
V neposledn´ı rˇadeˇ, z d˚uvodu robustnosti syste´mu spolecˇnosti E-COM s.r.o., je potrˇeba
take´ vytvorˇit vlastn´ı prostrˇed´ı, ktere´ bude simulovat v neˇm se pohybuj´ıc´ı a jednaj´ıc´ı jed-
notky. Na tomto prostrˇed´ı by meˇlo by´t dobrˇe viditelne´, jake´ akce jednotky vol´ı, jak prob´ıha´
jejich pla´nova´n´ı a jak dobrˇe vlastneˇ doposud implementovany´ postup funguje. Na´vrh tohoto
prostrˇed´ı bude rozebra´n v kapitole 4.5.
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4.3 Inteligentn´ı bojova´ jednotka
Inteligentn´ı bojovou jednotku mu˚zˇeme vn´ımat jednodusˇe jako inteligentn´ıho agenta, jehozˇ
c´ıle se vztahuj´ı k p˚usoben´ı na bitevn´ım poli, v nasˇem prˇ´ıpadeˇ v simula´toru. Inteligentn´ı
bojova´ jednotka v tomto simula´toru bude mı´t urcˇen c´ıl, poprˇ´ıpadeˇ v´ıce c´ıl˚u, ktery´ch ma´
dosa´hnout. Aby se doka´zala rozhodovat mezi v´ıce c´ıli, a take´ aby doka´zala zvolit, jaka´
strategie dosazˇen´ı dane´ho c´ıle bude pro ni nejvy´hodneˇjˇs´ı, je d˚ulezˇite´, aby meˇla definova´nu
take´ funkci ohodnocuj´ıc´ı jednotlive´ strategie, tedy mı´ru uzˇitku.
Za´rovenˇ chceme, aby se jednotka chovala inteligentneˇ ve sve´m prostrˇed´ı, tedy jednala
raciona´lneˇ. Prakticky se tedy bude v nasˇem prˇ´ıpadeˇ jednat o na´vrh raciona´ln´ıho bojove´ho
agenta orientovane´ho na uzˇitek.
4.3.1 Uzˇitek bojove´ jednotky
Ma´-li by´t agent raciona´ln´ı, bude prova´deˇt takove´ akce, ktere´ mu prˇinesou co nejveˇtsˇ´ı uzˇitek.
Chceme-li, aby agent prova´deˇl takove´ akce, mus´ıme spra´vneˇ definovat krite´ria uzˇitku
jednotlivy´ch akc´ı, tedy urcˇit, kdy mu˚zˇeme agenta povazˇovat za u´speˇsˇne´ho (viz podkapitola
3.1.5). Take´ mus´ıme urcˇit uzˇitek agenta za u´speˇsˇne´ proveden´ı dane´ akce, prˇ´ıpadneˇ mus´ıme
specifikovat hodnocen´ı dosazˇene´ho stavu prostrˇed´ı. Mus´ıme tedy urcˇit, jak moc velky´
bude uzˇitek agenta z u´speˇsˇne´ho proveden´ı dane´ akce, prˇ´ıpadneˇ do jak moc pro neˇj uzˇitecˇne´ho
stavu prostrˇed´ı se t´ımto dostane. Prˇitom na´m postacˇ´ı urcˇit pouze jednu z teˇchto dvou
uvedeny´ch variant. Mu˚zˇeme se rozhodnout, zda agenta odmeˇn´ıme naprˇ´ıklad za to, zˇe zabil
neprˇa´telske´ho voja´ka, nebo stanov´ıme odmeˇnu pro kazˇde´ho agenta tohoto typu pro prˇ´ıpad,
zˇe bude dosazˇeno takove´ho stavu prostrˇed´ı, v neˇmzˇ je o jednoho neprˇa´telske´ho voja´ka me´neˇ.
Krite´ria uzˇitku i samotna´ mı´ra uzˇitku se mohou s vy´vojem prostrˇed´ı meˇnit. Nebu-
dou v neˇm definova´na pouze pravidla typu – ”pokud zabijesˇ neprˇa´telske´ho voja´ka, budesˇ
odmeˇneˇn 1000 body hodnocen´ı” – ale take´ pravidla s promeˇnlivou mı´rou uzˇitku. Pokud ma´
naprˇ´ıklad jednotka za u´kol dohnat prchaj´ıc´ıho voja´ka, je vhodna´ mı´ra uzˇitku takova´, kdy
poroste ohodnocen´ı dane´ho stavu prostrˇed´ı s bl´ızˇ´ıc´ı se vzda´lenost´ı jednotky k prchaj´ıc´ımu
voja´kovi. Nejenom, zˇe jednotka bude takto motivova´na k jeho prona´sledova´n´ı, ale za´rovenˇ
si bude, podle rostouc´ı mı´ry uzˇitku, veˇdoma, zˇe jej´ı rˇesˇen´ı dane´ situace je spra´vne´ (jinak
by mohla beˇzˇet na druhou stranu s posˇetilou nadeˇj´ı, zˇe se s t´ımto voja´kem neˇkde setkaj´ı).
Pokud bude u´kolem jednotky ubra´nit urcˇene´ stanoviˇsteˇ, mu˚zˇe by´t jeho ohodnocen´ım pocˇet
neprˇa´telsky´ch jednotek v okol´ı hl´ıdane´ho stanoviˇsteˇ s t´ım, cˇ´ım v´ıce neprˇa´telsky´ch jednotek
je v okol´ı tohoto stanoviˇsteˇ, t´ım nizˇsˇ´ı je ohodnocen´ı takove´ho stavu prostrˇed´ı pro jednotku,
ktera´ jej ma´ hl´ıdat. Jednotka se tak pokus´ı neprˇa´telske´ jednotky eliminovat, aby dosa´hla
prˇ´ızniveˇjˇs´ıho stavu okoln´ıho prostrˇed´ı a t´ım vysˇsˇ´ı mı´ry uzˇitku z takto dosazˇene´ho stavu.
Jednotka by meˇla by´t za´rovenˇ negativneˇ hodnocena za akce neraciona´ln´ı. My mu˚zˇeme
pro zjednodusˇen´ı cele´ho hodnocen´ı t´ımto negativn´ım hodnocen´ım vn´ımat samotnou skutecˇ-
nost toho, zˇe pokud se jednotka nebude chovat raciona´lneˇ, nedosa´hne takove´ho stavu
prostrˇed´ı, ktery´ by ji odmeˇnil. T´ım, zˇe o tuto odmeˇnu prˇijde (nez´ıska´ ji), sama sebe potresta´.
Kdyby meˇla jednotka za u´kol hl´ıdat dany´ c´ıl, ke ktere´mu by se bl´ızˇil neprˇa´telsky´ voja´k a
jednotka by se zaby´vala jinou cˇinnost´ı nezˇ eliminac´ı tohoto voja´ka, bude c´ıl neprˇa´telskou
jednotkou obsazen, cozˇ samo o sobeˇ prˇedstavuje negativn´ı hodnocen´ı pro voja´ka, ktery´ meˇl
stanoviˇsteˇ strˇezˇit.
Ve specia´ln´ıch prˇ´ıpadech bychom ovsˇem meˇli prove´st dodatecˇne´ potrestan´ı (disciplina´rn´ı
trest). Procˇ? Meˇli bychom totizˇ zohlednit voja´ky, kterˇ´ı se snazˇili v ra´mci svy´ch mozˇnost´ı
toto stanoviˇsteˇ ubra´nit, ale nepodarˇilo se jim to, oproti teˇm, kterˇ´ı v˚ubec nic nepodnikli
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(trˇeba se ani neobteˇzˇovali z´ıska´vat nove´ znalosti o sve´m prostrˇed´ı, aby tak zjistili, zˇe se
bl´ızˇ´ı neprˇ´ıtel). Takto rozliˇs´ıme mezi spra´vneˇ navrzˇeny´mi agenty, kterˇ´ı, i kdyzˇ neu´speˇsˇneˇ,
deˇlaj´ı vsˇe co je v jejich sila´ch oproti teˇm, kterˇ´ı by dosahovali podobne´ho hodnocen´ı, avsˇak
ve skutecˇnosti by nic nedeˇlali. Spra´vneˇ navrzˇeny´ raciona´ln´ı agent se snazˇ´ı z´ıska´vat uzˇitecˇne´
informace o sve´m prostrˇed´ı, aby tak maximalizoval sv˚uj zisk a minimalizoval rizika. Nemu˚zˇe
sice veˇdeˇt vsˇe, ale spra´vneˇ se ma´ alesponˇ snazˇit o to, aby z´ıskal co nejv´ıce informac´ı, ktere´
by mu mohly by´t uzˇitecˇne´. Pokud se takto agent nechova´, je sˇpatneˇ navrhnut.
4.3.2 Chova´n´ı agenta
Chova´n´ı agenta bude principia´lneˇ jednoduche´. Agent bude umı´steˇn do sve´ho prostrˇed´ı
s prˇedem definovany´mi c´ıli. Sa´m v sobeˇ bude mı´t definova´nu mı´ru uzˇitku pro dane´ stavy
prostrˇed´ı. Ta bude urcˇovat, jaky´ uzˇitek ma´ agent z prˇ´ıslusˇne´ho stavu prostrˇed´ı. Agent
v kazˇde´m kroku z´ıska´ informace o okoln´ım prostrˇed´ı pomoc´ı svy´ch senzor˚u. Na za´kladeˇ sve´ho
soucˇasne´ho stavu, zjiˇsteˇne´ho stavu okoln´ıho prostrˇed´ı, definovane´ mı´ry uzˇitku a prˇedpokladu
o akc´ıch ostatn´ıch jednotek zvol´ı pro neˇj nejvy´hodneˇjˇs´ı akci (nebo-li tu, ktera´ mu prˇinese
nejvysˇsˇ´ı uzˇitek) a tuto provede pomoc´ı svy´ch efektor˚u. Pote´ zjist´ı, jak se stav okoln´ıho
prostrˇed´ı zmeˇnil po proveden´ı te´to akce, zda bylo dosazˇeno pozˇadovane´ho vy´sledku a do
jak moc dobrˇe ohodnocene´ho stavu se touto akc´ı dostal. Tento proces se bude opakovat,
dokud nebude cˇinnost agenta ukoncˇena.
V cele´m procesu je nezanedbatelneˇ d˚ulezˇite´ zva´zˇen´ı toho, jake´ akce budou prova´deˇt
ostatn´ı jednotky, protozˇe tyto mohou znatelneˇ narusˇit soucˇasny´ pla´n zkoumane´ jednotky,
prˇ´ıpadneˇ znatelneˇ ovlivnit okoln´ı prostrˇed´ı v pr˚ubeˇhu prova´deˇn´ı akce agenta. Agent by tak
mohl vsˇe prove´st spra´vneˇ, ale t´ım, zˇe by zanedbal prˇedpoklad o cˇinnosti ostatn´ıch jednotek,
by nedosa´hl ani pozˇadovane´ho stavu prostrˇed´ı, ani chteˇne´ho uzˇitku z provedene´ akce.
4.3.3 Senzory
Agent bude z´ıska´vat podneˇty ze sve´ho okol´ı pomoc´ı svy´ch senzor˚u. Senzory budou napo-
dobovat jak lidske´ senzory (ocˇi, usˇi, nos, hmat ...), tak take´ r˚uzna´ specia´ln´ı zarˇ´ızen´ı (radar,
nocˇn´ı videˇn´ı apod). V nasˇem prˇ´ıpadeˇ si v na´vrhu vystacˇ´ıme s obecny´m pojmem senzoru,
protozˇe se t´ımto te´matem podrobneˇji zaby´va´ paralelneˇ vznikaj´ıc´ı bakala´rˇska´ pra´ce [2].
Kazˇdy´ pouzˇity´ senzor bude mı´t sva´ specifika, jaky´mi jsou naprˇ. za´beˇr a dosah senzoru,
kde za´beˇr senzoru uda´va´ ve stupn´ıch rozsah oblasti, kterou senzor pokry´va´ a dosah
senzoru uda´va´ vzda´lenost, kterou senzor spolehliveˇ pokry´va´ do da´lky. Da´le senzor ponese
informaci o svy´ch schopnostech – mı´ˇre vlivu stavu prostrˇed´ı na dany´ senzor. Zde mu˚zˇeme
zarˇadit schopnost senzoru videˇt v mlze, v noci, za tmy, za sˇpatne´ho pocˇas´ı a dalˇs´ı. Mı´ra
vlivu urcˇuje, jak velky´ vliv ma´ stav prostrˇed´ı na dany´ senzor. Pokud specifikujeme naprˇ.
senzor, na ktery´ ma´ tma 100% vliv, urcˇ´ıme t´ım, zˇe tento senzor nen´ı schopen z´ıska´vat
podneˇty, pokud se ocitne ve tmeˇ. Jiny´ senzor, ktery´ bude mı´t tuto mı´ru vlivu mensˇ´ı nezˇ
100% bude mı´t naopak schopnost z´ıska´vat podneˇty ve tmeˇ, neˇktery´ samozrˇejmeˇ lepsˇ´ı nezˇ
jiny´ (podle velikosti mı´ry vlivu). Nakonec bude mı´t take´ vlastnosti, ktere´ budou prˇ´ımo
ovlivnitelne´ agentem. Mezi tyto vlastnosti patrˇ´ı naprˇ. smeˇr senzoru, ktery´ urcˇuje, ktery´m
smeˇrem ma´ dany´ senzor sn´ımat. Tato vlastnost je prˇ´ımo ovlivnitelna´ agentem, protozˇe
pra´veˇ on zada´va´ pozˇadavek, ve ktere´m smeˇru ma´ by´t provedeno sn´ıma´n´ı.
Vy´sledkem funkce senzoru pak bude informace o objektech v jeho poli sn´ıma´n´ı, ktere´
je schopen rozeznat a take´ procentua´ln´ı mı´ra urcˇuj´ıc´ı, z jak velke´ procentua´ln´ı cˇa´sti tento
objekt senzor zachytil. Agent jizˇ podle schopnosti rozeznat cˇa´stecˇneˇ viditelne´ objekty bud’
takto zjiˇsteˇny´ objekt rozpozna´, nebo o neˇm bude muset zjistit v´ıce informac´ı. Jednotka
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naprˇ´ıklad vid´ı ruku voja´ka. Zat´ımco jedna jednotka si vsˇimne vlajky vysˇite´ na jej´ım ruka´veˇ,
jina´ nemus´ı by´t tak vsˇ´ımava´ a mus´ı bl´ızˇe prozkoumat tohoto voja´ka, aby zjistila, zda se
jedna´ o neprˇ´ıtele nebo spojence. Toto uzˇ za´lezˇ´ı na individua´ln´ım nastaven´ı jednotlivy´ch
jednotek.
4.3.4 Efektory
Kromeˇ z´ıska´va´n´ı podneˇt˚u bude agent schopen sve´ okol´ı take´ ovlivnˇovat, prova´deˇt nad n´ım
akce. Tyto akce bude volit na za´kladeˇ vytvorˇene´ho pla´nu. Pla´n bude vytvorˇen na za´kladeˇ
podneˇt˚u z´ıskany´ch ze senzor˚u agenta, jemu definovane´ho c´ıle a mı´ry uzˇitku, a take´ na
za´kladeˇ jeho soucˇasne´ho stavu. Akce jsou prova´deˇny tzv. efektory. Za efektory mu˚zˇeme
povazˇovat jake´koliv prvky agenta, ktere´ jsou schopny ovlivnˇovat okoln´ı prostrˇed´ı, a to at’
uzˇ se jedna´ o lidske´ efektory (ruce, nohy), nebo o efektory mechanicke´ (zbraneˇ, vozidla).
Akcemi, ktere´ se ty´kaj´ı nasˇeho na´vrhu agenta, jsou naprˇ´ıklad pohyb, strˇelba, a dalˇs´ı.
K pohybu slouzˇ´ı pohybova´ centra, cˇi-li u cˇloveˇka by se teˇmito centry nazvaly jeho
nohy. Agent se bude pohybovat tak, zˇe informuje prostrˇed´ı o zamy´sˇlene´m pohybu – naprˇ.
mu doda´ informaci ”prˇesunuji se 100 metr˚u na vy´chod rychlost´ı 3 metry za sekundu.”
Prostrˇed´ı tuto skutecˇnost akceptuje a vnitrˇneˇ si spolu s pohybem agenta upravuje informaci
o jeho soucˇasne´ poloze, prˇicˇemzˇ jej o te´to poloze zpeˇtneˇ informuje. Agent tak pomoc´ı
senzor˚u dosta´va´ zpeˇtnou vazbu o tom, jestli se mu jeho akci podarˇilo prove´st. Za´rovenˇ
je tato informace vizua´lneˇ promı´tnuta do prostrˇed´ı. Akce se take´ nemus´ı zdarˇit, agent mu˚zˇe
narazit na prˇeka´zˇku (ska´lu, steˇnu budovy), protozˇe se sˇpatneˇ informoval na stav sve´ho
okoln´ıho prostrˇed´ı, nebo se v jeho prostrˇed´ı od posledn´ıho dotazu neˇco zmeˇnilo (zastavilo
prˇed n´ım vozidlo, vbeˇhla mu do cesty jina´ jednotka). Potom je nutne´, aby mu prostrˇed´ı
pohyb znemozˇnilo. Agent pak jizˇ sa´m mu˚zˇe svy´mi senzory zjistit, zˇe mu byl jeho pohyb
znemozˇneˇn, a se vznikly´m proble´mem se vyporˇa´dat.
Podobneˇ budou rˇesˇeny i ostatn´ı akce agenta s t´ım, zˇe r˚uzny´m akc´ım budou prˇideˇlena
r˚uzna´ centra. Efektor˚um, ktere´ budou slouzˇit k pohybu, bude na´lezˇet pohybove´ centrum,
efektor˚um slouzˇ´ıc´ım ke strˇelbeˇ bude na´lezˇet centrum strˇelby apod. Jednotlive´ efektory
prˇideˇlene´ stejne´mu centru se prˇitom od sebe mohou liˇsit, naprˇ´ıklad efektor˚u pro pohyb mu˚zˇe
by´t neˇkolik (nohy, kola) a take´ mohou mı´t rozd´ılne´ vlastnosti (rychlost pohybu, schopnost
pohybu v rozlicˇne´m tere´nu, ve vodeˇ).
4.3.5 Mapova´n´ı z vjemu˚ na akce
Je potrˇeba navrhnout mapova´n´ı z mnozˇiny vjemu˚ na mnozˇinu akc´ı. Jednotka by meˇla umeˇt
rˇesˇit proble´my typu: ”Kdyzˇ se objev´ı neprˇa´telsky´ voja´k, co ma´m deˇlat?” Toto mapova´n´ı
by meˇlo zohlednit c´ıle jednotky – pokud ma´ jednotka za c´ıl ubra´nit stanoviˇsteˇ za kazˇdou
cenu, tak v prˇ´ıpadeˇ vy´skytu neprˇa´telske´ho voja´ka bude mı´t za u´kol na neˇj zau´tocˇit. Pokud
bude jej´ım c´ılem jenom skryteˇ pozorovat neprˇa´telske´ jednotky, jej´ım u´kolem bude nahla´sit
tuto jednotku veliteli. Tyto reakce na vjemy tvorˇ´ı charakteristiku jednotlivy´ch jednotek, cˇili
jednotka bude charakterizova´na jej´ı funkc´ı mapova´n´ı z mnozˇiny vjemu˚ na mnozˇinu akc´ı.
Mapova´n´ı bude tvorˇeno mnozˇinou pravidel prˇeva´deˇj´ıc´ı vjemy na akce, na´vrh mapova´n´ı
prˇitom bude proveden co nejv´ıce obecneˇ. Nebudeme se zaby´vat pravidly na tak konkre´tn´ı
u´rovni, kde bychom definovali u´kony typu ”Pokud je jednotka 5 metr˚u na sever, postup
5 krok˚u na sever”, t´ım se budou zaby´vat centra navrzˇena´ specia´lneˇ pro tento u´cˇel (naprˇ´ıklad
pohybove´ centrum). My budeme definovat pravidla na obecneˇjˇs´ı u´rovni – naprˇ. ”Pokud je
v okol´ı neprˇa´telska´ jednotka, prˇesunˇ se do jej´ı bl´ızkosti tak, aby teˇ nevideˇla.”
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Za´rovenˇ se vsˇak budeme snazˇit o to, aby jednotka z˚ustala co nejv´ıce autonomn´ı. Po-
kus´ıme se naj´ıt strˇed mezi t´ım, co by jednotka meˇla zna´t od sve´ho tv˚urce a t´ım, co by
se meˇla naucˇit sama. Pokud bychom j´ı nadefinovali vesˇkere´ jedna´n´ı, byla by tato jednotka
neschopna´ rˇesˇit j´ı nezna´me´ situace, tedy ty, pro ktere´ by nemeˇla definova´na pravidla. Dost
vy´znamneˇ by tak ztra´cela flexibilitu, protozˇe by sama v sobeˇ nesla neˇjake´ prˇedpoklady
o dane´ situaci, ktere´, kdyby byly necˇekaneˇ porusˇeny, zp˚usobily jej´ı neschopnost zareagovat
na takto vzniklou situaci. Pokud j´ı naopak nadefinujeme ma´lo pravidel, nebude schopna´
jednat inteligentneˇ. Kdyzˇ se podarˇ´ı nale´zt spra´vny´ strˇed, jednotka doka´zˇe vyuzˇ´ıt spra´vneˇ
definovane´ ba´ze znalost´ı k tomu, aby sama nacha´zela rˇesˇen´ı na urcˇite´ situace a pomoc´ı
r˚uzny´ch pokus˚u reakce na danou situaci cˇasem zjistila, ktera´ reakce je na tuto situaci ta
nejlepsˇ´ı.
Prˇirovnat si to mu˚zˇeme prˇ´ımo k na´m a nasˇemu intelektua´ln´ımu vy´voji. Take´ na´s rodicˇe
naucˇili neˇktery´m za´kladn´ım pravidl˚um, avsˇak v zˇivoteˇ se vyskytla spousta situac´ı, s nimizˇ
jsme si museli poradit sami, neˇkdy s dodatecˇnou znalost´ı jine´ osoby. Z toho lze usoudit,
zˇe ani agent nemu˚zˇe by´t prˇipraven na vsˇechny situace a pak jizˇ za´lezˇ´ı na jeho schopnosti
nale´zt rˇesˇen´ı v dane´ situaci. V hleda´n´ı rˇesˇen´ı na´m prˇitom poma´haj´ı doposud z´ıskane´ znalosti
o proble´mu.
4.4 Na´vrh agenta
Senzorické
centrum
Kognitivní centrum
(mozek agenta)
Báze znalostí
(paměť agenta)
Inteligentní jednotka
(tělo agenta)
Centrum
efektorů
Centrum
učení
Plánovací
centrum
Reaktivní centrum
(reflexy agenta)
Obra´zek 4.1: Na´vrh za´kladn´ıch center agenta.
Inteligentn´ı bojova´ jednotka:
• sdruzˇuje v sobeˇ vsˇechna ostatn´ı centra, mu˚zˇeme si ji prˇedstavit jako lidske´ teˇlo
• vsˇechna d˚ulezˇita´ komunikace procha´z´ı skrze toto centrum
• obsahuje za´kladn´ı informaci o sve´ identiteˇ (identifika´tor jednotky v prostrˇed´ı, typ
jednotky, stav jednotky – v porˇa´dku, posˇkozena´ (nemu˚zˇe strˇ´ılet, nemu˚zˇe se pohybovat,
je mrtva´), kourˇ´ı, horˇ´ı, nebo se za n´ı pra´sˇ´ı.
Senzoricke´ centrum:
• zastrˇesˇuje vsˇechny podsyste´my slouzˇ´ıc´ı k z´ıska´va´n´ı znalost´ı z prostrˇed´ı
• komunikuje s prostrˇed´ım – zada´va´ mu pozˇadavky a z´ıska´va´ z neˇj znalosti
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• vy´sledky komunikace putuj´ı do reaktivn´ıho centra, kde jsou zpracova´ny
Centrum efektor˚u:
• zastrˇesˇuje vsˇechna centra slouzˇ´ıc´ı k prova´deˇn´ı akc´ı na prostrˇed´ı
• zada´va´ pozˇadavky na prostrˇed´ı (prova´d´ı na neˇm definovane´ akce)
• nema´ z prostrˇed´ı prˇ´ımou zpeˇtnou vazbu o u´speˇchu akce
Reaktivn´ı centrum:
• je zodpoveˇdne´ za rychle´ reakce agenta na kriticke´ uda´losti
• je neusta´le v kontaktu se senzoricky´m centrem a kontroluje sve´ okol´ı na vy´skyt kri-
ticky´ch uda´lost´ı. Stejneˇ tak je schopno kdykoliv prove´st potrˇebnou akci na prostrˇed´ı
pomoc´ı efektor˚u
• znalosti z´ıskane´ ze senzoricke´ho centra ukla´da´ do ba´ze znalost´ı
Ba´ze znalost´ı:
• tvorˇ´ı model agenta o okoln´ım prostrˇed´ı
• ukla´da´ v sobeˇ znalosti, ktere´ se agentovi podarˇilo zjistit o okoln´ım prostrˇed´ı
• toto centrum je prˇi kazˇde´m zjiˇst’ova´n´ı stavu prostrˇed´ı aktualizova´no, prˇitom jsou vsˇak
zachova´va´ny d˚ulezˇite´ informace (naprˇ. kde se naposledy nacha´zela jednotka, kterou
jsme ztratili z dohledu)
• je potrˇeba ukla´dat r˚uznorode´ typy znalost´ı (pozice jiny´ch agent˚u, jejich odhadovane´
typy, akce, ktere´ prova´deˇj´ı na prostrˇed´ı apod.). Je potrˇeba definovat jednoznacˇny´
forma´t znalost´ı, ktere´ budou moci by´t v te´to ba´zi znalost´ı ukla´da´ny.
Kognitivn´ı centrum:
• prˇedstavuje ”mozek” agenta – zajiˇst’uje jeho inteligentn´ı chova´n´ı
• sdruzˇuje v sobeˇ podsyste´my, ktere´ se pod´ıl´ı na racionaliteˇ agenta
Pla´novac´ı centrum:
• je zodpoveˇdne´ za tvorbu pla´nu agenta na za´kladeˇ jeho c´ıle, mı´ry uzˇitku a soucˇasny´ch
znalost´ı o prostrˇed´ı
• vytvorˇeny´ pla´n je prˇeda´n do teˇla agenta k proveden´ı (to jej rozesˇle prˇ´ıslusˇny´m efek-
tor˚um a senzor˚um k proveden´ı)
Centrum ucˇen´ı:
• centrum, ktere´ se snazˇ´ı z informac´ı o zmeˇna´ch okoln´ıho prostrˇed´ı vycˇ´ıst informace
o chova´n´ı ostatn´ıch jednotek, u´cˇinnosti jednotkou prova´deˇny´ch akc´ı apod.
• z´ıskane´ informace vyuzˇ´ıva´ k definova´n´ı novy´ch pravidel, ktery´mi by mohla jednotka
zvy´sˇit svoji u´speˇsˇnost.
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4.4.1 Komunikace agenta
Agent od sve´ho umı´steˇn´ı do prostrˇed´ı azˇ do sve´ho odebra´n´ı z tohoto prostrˇed´ı, prˇ´ıpadneˇ
sve´ho za´niku, procha´z´ı neusta´le se opakuj´ıc´ım komunikacˇn´ım cyklem. Tento cyklus je ne-
meˇnny´ a r˚uznorode´ chova´n´ı agenta je ovlivneˇno pouze soucˇasny´m stavem prostrˇed´ı a c´ıli,
ktere´ si agent prˇedsevzal dosa´hnout, prˇ´ıpadneˇ mu byly urcˇeny.
Reaktivní
centrum
Požadavek na 
stav prostředí
Oznámení o
aktualizaci báze
Znalosti
Báze znalostí
Inteligentní 
jednotka
Senzorické
centrum
Požadavek na 
stav prostředí Znalosti
Obra´zek 4.2: Agent z´ıska´va´ znalosti o soucˇasne´m stavu prostrˇed´ı.
V prvn´ı fa´zi komunikacˇn´ıho cyklu agent nema´ informaci o soucˇasne´m stavu prostrˇed´ı,
v neˇmzˇ se pra´veˇ nacha´z´ı. Potrˇebuje tedy z´ıskat informace o sve´m prostrˇed´ı, aby mohl praco-
vat s aktua´ln´ımi znalostmi. T´ımto pozˇadavkem adresuje sve´ reaktivn´ı centrum, ktere´ tento
pozˇadavek prˇeda´ centru senzoricke´mu. Senzoricke´ centrum na´sledneˇ z okoln´ıho prostrˇed´ı
extrahuje vy´znacˇne´ rysy a vra´t´ı reaktivn´ımu centru d˚ulezˇite´ znalosti o tomto prostrˇed´ı.
Prˇ´ıkladem takove´ znalosti mu˚zˇe by´t informace, zˇe se 100 metr˚u prˇed n´ım nacha´z´ı neprˇa´tel-
ska´ peˇsˇ´ı jednotka. Tuto informaci mu vra´t´ı jizˇ ve formeˇ, ktera´ se da´ prˇ´ımo ulozˇit do agentovy
ba´ze znalost´ı. Za´veˇrecˇny´m krokem te´to fa´ze je pra´veˇ zmı´neˇne´ ulozˇen´ı z´ıskany´ch znalost´ı do
ba´ze znalost´ı a informova´n´ı teˇla agenta o tom, zˇe ba´ze znalost´ı byla aktualizova´na.
Požadavek
na akci
Požadavek
na akci
Požadavek
na akci
Inteligentní 
jednotka
Centrum
učení
Plánovací
centrum
Kognitivní
centrum
Obra´zek 4.3: Zˇa´dost agenta o akci, kterou je vhodne´ v soucˇasne´ chv´ıli prove´st.
Pote´, co agent aktualizoval svou ba´zi znalost´ı, potrˇebuje zjistit jakou akci ma´ v na´sleduj´ı-
c´ım kroku prove´st. T´ımto u´kolem poveˇrˇ´ı kognitivn´ı centrum, jemuzˇ zada´ pozˇadavek na akci,
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kterou je vhodne´ prove´st v aktua´ln´ım stavu prostrˇed´ı. Kognitivn´ı centrum tento pozˇadavek
prˇeda´ pla´novac´ımu centru, ktere´ je za vy´beˇr akce zodpoveˇdne´. Kopii tohoto pozˇadavku
prˇeda´ take´ centru ucˇen´ı, cˇ´ımzˇ jej informuje o tom, zˇe byl pra´veˇ poda´n pozˇadavek na akci.
Centrum
učení
Znalosti Požadavek na 
stav prostředí
Báze znalostí
Znalosti Požadavek na 
stav prostředí
Báze znalostí
Plánovací
centrum
Obra´zek 4.4: Adresovana´ centra z´ıska´vaj´ı informace o soucˇasne´m stavu prostrˇed´ı.
Po obdrzˇen´ı pozˇadavku na napla´novan´ı akce, ktera´ by meˇla by´t provedena, si pla´novac´ı
centrum vyzˇa´da´ informaci o soucˇasne´m stavu prostrˇed´ı, nad ktery´m bude provedeno pla´-
nova´n´ı. Stejneˇ provede i centrum ucˇen´ı, protozˇe potrˇebuje zna´t stav sveˇta, nad n´ımzˇ bylo
pla´nova´n´ı provedeno. Cˇeka´ totizˇ, jak pla´novac´ı centrum prˇi soucˇasne´m stavu sveˇta odpov´ı
na obdrzˇeny´ pozˇadavek a jaky´ vliv bude mı´t zvolena´ akce na okoln´ı prostrˇed´ı.
Kognitivní
centrum
Zvolená
akce
Zvolená
akce
Zvolená
akce
Inteligentní 
jednotka
Centrum
učení
Plánovací
centrum
Zvolená
akce
Reaktivní
centrum
Centrum
efektorů
Zvolená
akce
Obra´zek 4.5: Napla´novana´ akce je zasla´na efektor˚um k proveden´ı.
Na za´kladeˇ z´ıskany´ch informac´ı pla´novac´ı centrum rozhodne o akci, kterou je vhodne´
prove´st. Tuto informaci zasˇle kognitivn´ımu centru, ktere´ ji da´le prˇeposˇle nadrˇazene´ in-
teligentn´ı jednotce a take´ centru ucˇen´ı. Inteligentn´ı jednotka zvolenou akci zasˇle reaktivn´ımu
centru, ktere´ ji jizˇ prˇeda´ centru efektor˚u k vykona´n´ı. Centrum efektor˚u se pokus´ı zvolenou
akci vykonat, ale jej´ı u´speˇch nen´ı zarucˇen. Akce mu˚zˇe by´t sama o sobeˇ neu´speˇsˇna´, prˇ´ıpadneˇ
se jej´ım vykona´n´ım nemus´ı podarˇit dosa´hnout zamy´sˇlene´ho c´ıle, ale take´ se mohlo sta´t,
zˇe se stav prostrˇed´ı v pr˚ubeˇhu pla´nova´n´ı zmeˇnil natolik, zˇe jizˇ nen´ı mozˇno akci prove´st
v˚ubec. Prˇ´ıkladem takove´ akce mu˚zˇe by´t rozhodnut´ı zau´tocˇit na neprˇ´ıtele, ktery´ byl mezit´ım
zastrˇelen jinou jednotkou.
V za´veˇrecˇne´ fa´zi se agent pta´ centra ucˇen´ı, zda se mu podarˇilo z probeˇhle´ komunikace
zjistit neˇjake´ zaj´ımave´ vzory, prˇ´ıpadneˇ zda se mu podarˇilo odvodit neˇjake´ znalosti. Cen-
trum ucˇen´ı by meˇlo by´t schopno zjistit takove´ znalosti na za´kladeˇ obdrzˇene´ informace
22
Požadavek
na znalosti
Požadavek
na znalosti
Inteligentní 
jednotka
Centrum
učení
Kognitivní
centrum
Obra´zek 4.6: Dota´za´n´ı se centra ucˇen´ı zda z probeˇhle´ komunikace zjistila zaj´ımave´ znalosti.
o stavu prostrˇed´ı a zvolene´ akci, nav´ıc take´ d´ıky znalostem o minulosti beˇhu agenta a
o voleny´ch akc´ıch v drˇ´ıveˇjˇs´ıch komunikacˇn´ıch cyklech. Odvozena´ znalost pak mu˚zˇe by´t
vyuzˇita k urychlen´ı pla´nova´n´ı, nebo k ustanoven´ı nove´ho pravidla pro reaktivn´ı centrum,
protozˇe agent jizˇ ma´ informaci o tom, v jake´m stavu prostrˇed´ı je potrˇeba podniknout jakou
akci. Naprˇ´ıklad prˇ´ıˇsteˇ, azˇ uvid´ı neprˇa´telske´ho voja´ka, rovnou na neˇj vystrˇel´ı na u´rovni
reaktivn´ıho centra bez potrˇeby slozˇiteˇjˇs´ıho pla´nova´n´ı. Stejneˇ tak mu˚zˇe doj´ıt k pos´ılen´ı
urcˇite´ho pravidla tam, kde je v´ıce mozˇnost´ı volby akce. Pokud byla zvolena´ akce u´speˇsˇna´,
bude mı´t i prˇ´ıˇsteˇ veˇtsˇ´ı sˇanci na to, aby byla vybra´na. Naopak v prˇ´ıpadeˇ neu´speˇchu bude
pravdeˇpodobnost jej´ı volby sn´ızˇena a t´ım bude v prˇ´ıˇst´ım cyklu umozˇneˇno vybrat akci ji-
nou. Reakce jednotky na z´ıskane´ znalosti mu˚zˇe by´t r˚uzna´. Bud’ tyto znalosti prˇ´ımo ulozˇ´ı
do ba´ze znalost´ı, pokud se jedna´ o odvozene´ znalosti o sveˇteˇ, nebo uprav´ı pravidla, ktera´
jsou k pla´nova´n´ı pouzˇita, pokud se jedna´ o informaci, ktera´ pomu˚zˇe agentovo pla´nova´n´ı
zefektivnit.
Reaktivní
centrum
Centrum
efektorů
Senzorické
centrum
Požadavek na 
stav prostředí Znalosti
Zvolená
akce
Reaktivní
centrum
Báze znalostí
Znalosti
Obra´zek 4.7: Reaktivn´ı smycˇka agenta. Reakce na vy´skyt kriticke´ uda´losti v prostrˇed´ı.
Kromeˇ komunikacˇn´ıho cyklu v agentovi neza´visle na tomto cyklu prob´ıha´ tzv. reaktivn´ı
smycˇka. Tato bez ohledu na pla´nova´n´ı agenta zˇa´da´ senzoricke´ centrum o soucˇasny´ stav
prostrˇed´ı a v navra´ceny´ch znalostech se snazˇ´ı nale´zt kriticke´ uda´losti a prˇ´ıpadneˇ na neˇ
zareagovat (viz 4.4.4). V prˇ´ıpadeˇ, zˇe nalezne zaj´ımavou znalost, ktera´ by mohla ovlivnit
soucˇasne´ pla´nova´n´ı agenta, vlozˇ´ı ji do ba´ze znalost´ı, aby pla´novac´ı algoritmus meˇl tuto
informaci k dispozici a sn´ızˇilo se tak riziko vytva´rˇen´ı neplatny´ch pla´n˚u. Stejneˇ tak pokud
je podniknuta neˇjaka´ akce v reakci na kriticke´ uda´losti, je informace o podniknute´ akci
promı´tnuta do ba´ze znalost´ı. Agent mu˚zˇe naprˇ´ıklad pla´novat, jakou akci podniknout, kdyzˇ
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pobl´ızˇ nen´ı neprˇa´telska´ jednotka, ktera´ se vsˇak v pr˚ubeˇhu pla´nova´n´ı objev´ı. Reaktivn´ı
smycˇka zamez´ı pla´nova´n´ı na za´kladeˇ neplatne´ho prˇedpokladu upozorneˇn´ım na to, zˇe se
situace za´vazˇneˇ zmeˇnila.
4.4.2 Senzoricke´ centrum
Senzoricke´ centrum slouzˇ´ı k z´ıska´va´n´ı znalost´ı o soucˇasne´m stavu okoln´ıho prostrˇed´ı. Jedna´
se o jediny´ prvek agenta, ktery´ mu umozˇnˇuje takove´ znalosti z´ıska´vat a tak jej udrzˇovat
informovane´ho o vsˇem, co se mimo neˇj deˇje. Centrum cˇeka´ na pozˇadavek od vysˇsˇ´ı vrstvy
a na obdrzˇen´ı tohoto pozˇadavku odpov´ıda´ aktua´ln´ım stavem okoln´ıho prostrˇed´ı, ktery´ se
podarˇilo zachytit pomoc´ı senzor˚u. Aktua´ln´ı stav vrac´ı v podobeˇ znalost´ı, ktere´ je mozˇne´
rovnou ulozˇit do ba´ze znalost´ı.
Extrakce
znalostí
Senzory
Obra´zek 4.8: Prvky senzoricke´ho centra.
Senzoricke´ centrum sesta´va´ ze dvou prvk˚u. Prvn´ım z jich jsou senzory. Senzory prˇ´ımo
komunikuj´ı s okoln´ım prostrˇed´ım a extrahuj´ı z neˇj rysy, ktere´ jsou pro agenta d˚ulezˇite´.
Mu˚zˇe se jednat jak o objekty, ktere´ agent vid´ı, tak o informace o rozmı´steˇn´ı a typech
okoln´ıch jednotek, nebo take´ zachyceny´ zvuk prˇipomı´naj´ıc´ı vzda´leny´ pohyb tanku, ktery´
senzory zaregistruj´ı. Senzor˚u mu˚zˇe existovat cela´ rˇada a bl´ızˇe o nich a o jejich smyslu bylo
pojedna´no v kapitole 4.3.3.
Druhy´m prvkem je extrakce znalost´ı. Jedna´ se o mezicˇla´nek mezi vstupem senzor˚u
a vy´stupem senzoricke´ho centra. Jedn´ım z pozˇadavk˚u, ktere´ jsou kladeny na senzoricke´
centrum je ten, zˇe ma´ vracet takove´ znalosti, ktere´ je mozˇno rovnou ulozˇit do ba´ze znalost´ı
bez nutnosti dalˇs´ıch u´prav. Vy´stupem senzoru vsˇak takove´ znalosti nejsou a proto je potrˇeba
je pra´veˇ v tomto kroku do pozˇadovane´ podoby transformovat.
4.4.3 Centrum efektor˚u
Centrum efektor˚u je schopno prova´deˇt akce na okoln´ım prostrˇed´ı. Sta´va´ se tak centrem,
d´ıky ktere´mu agent navenek vykazuje urcˇite´ chova´n´ı. Jeho role je jednoducha´ a cˇa´stecˇneˇ je
take´ popsa´na v kapitole 4.3.4. Centrum dostane na vstupu akci, o n´ızˇ bylo rozhodnuto, zˇe je
v soucˇasne´ chv´ıli vhodna´ k vykona´n´ı. Tato akce je centrem prˇebra´na a na´sledneˇ vykona´na
na okoln´ım prostrˇed´ı.
Toto centrum se skla´da´ ze dvou u´rovn´ı - na u´rovni obecneˇjˇs´ı se nacha´z´ı moduly
efektor˚u, ktere´ pod sebou sdruzˇuj´ı jednotlive´ efektory a urcˇuj´ı rozhran´ı, ktere´ mus´ı
dane´ efektory splnˇovat, aby mohly by´t zarˇazeny pod tento modul. Prˇitom jizˇ nemus´ı zna´t
konkre´tn´ı implementaci, kterou je splneˇn´ı tohoto rozhran´ı dosazˇeno - to je rˇesˇeno na u´rovni
konkre´tn´ıch efektor˚u. Prˇ´ıkladem takove´ho modulu mu˚zˇe by´t modul pohybovy´ch efektor˚u,
ktery´ vyzˇaduje schopnost efektoru prˇemı´stit agenta na urcˇene´ mı´sto. Konkre´tn´ımi imple-
mentacemi efektor˚u pro tento modul pak mohou by´t naprˇ´ıklad nohy nebo kola, ktere´ obeˇ
dveˇ splnˇuj´ı pozˇadavek schopnosti prˇemı´st’ovat agenta.
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Obra´zek 4.9: Prˇ´ıklad prvk˚u centra efektor˚u. Dva moduly (pohybove´ efektory a efektory
strˇelby) v sobeˇ zahrnuj´ı konkre´tn´ı efektory.
Po obdrzˇen´ı akce je potrˇeba rozhodnout, ktery´ modul se ma´ postarat o jej´ı vykona´n´ı.
Toto lze jednodusˇe prove´st rozesla´n´ım obdrzˇene´ akce vsˇem modul˚um efektor˚u s prˇedpokla-
dem, zˇe prˇ´ıslusˇny´ modul, jemuzˇ je tato akce urcˇena, ji bude schopen zpracovat. Ostatn´ı
moduly budou pozˇadavek na vykona´n´ı takove´ akce ignorovat. Prˇ´ıslusˇny´ modul mus´ı jesˇteˇ
rozhodnout o tom, ktery´ konkre´tn´ı efektor bude vybra´n k proveden´ı te´to akce na prostrˇed´ı.
V te´to ota´zce prˇedpokla´da´, zˇe mu bude v ra´mci akce prˇeda´n konkre´tn´ı efektor, jeho vy´beˇr
bude prˇedmeˇtem neˇktere´ z prˇedchoz´ıch akc´ı, prˇ´ıpadneˇ pouzˇije ten efektor, ktery´ v soucˇasne´
chv´ıli povazˇuje za aktua´lneˇ pouzˇ´ıvany´. Prˇ´ıkladem mu˚zˇe by´t zasla´n´ı sekvence akc´ı “Zvol
kulomet” a “Vystrˇel na protivn´ıka A”, prˇ´ıpadneˇ akce “Vystrˇel na protivn´ıka A kulometem”,
nebo modul sa´m urcˇ´ı prˇi prˇ´ıchodu akce “Vystrˇel na protivn´ıka A” kulomet, protozˇe jej pra´veˇ
drzˇ´ı v ruce.
4.4.4 Reaktivn´ı centrum
Toto centrum uzav´ıra´ reaktivn´ı smycˇku. Jeho hlavn´ım u´kolem je vyhleda´va´n´ı kriticky´ch
uda´lost´ı v prostrˇed´ı a reakce na neˇ, je vsˇak take´ prostrˇedn´ıkem mezi senzoricky´m cen-
trem a centrem efektor˚u. Vyhleda´va´n´ı kriticky´ch uda´lost´ı je prova´deˇno neusta´ly´m dota-
zova´n´ım se senzoricke´ho centra na aktua´ln´ı stav okoln´ıho prostrˇed´ı a hleda´n´ım teˇchto
uda´lost´ı v poskytnuty´ch znalostech. Pokud se takova´ uda´lost objev´ı, reaktivn´ı centrum
na ni okamzˇiteˇ reaguje proveden´ım prˇ´ıslusˇne´ akce. V prˇ´ıpadeˇ, zˇe v pr˚ubeˇhu sve´ cˇinnosti
centrum naraz´ı na d˚ulezˇitou znalost, informuje o n´ı ba´zi znalost´ı. Stejneˇ tak v prˇ´ıpadeˇ, kdy
samo podnikne kroky k vyrˇesˇen´ı nastale´ uda´losti, informuje ba´zi znalost´ı o akc´ıch, ktere´
provedlo.
Podmínka AkcePodmínka AkcePodmínka AkcePodmínka Akce
Obra´zek 4.10: Mnozˇina pravidel urcˇuje na jake´ uda´losti a jaky´m zp˚usobem ma´ reaktivn´ı
centrum reagovat.
Hlavn´ı cˇa´st tohoto centra tvorˇ´ı uzˇivatelem urcˇena´ mnozˇina pravidel. Tato pravidla
sesta´vaj´ı z definice uda´lost´ı, na ktere´ by meˇlo centrum reagovat, a akc´ı, ktere´ by meˇlo
podniknout, pokud se definovana´ uda´lost vyskytne. Jedna´ se o rychlou smycˇku, ktera´ je
provedena okamzˇiteˇ a je vyhrazena pro uda´losti, na ktere´ je potrˇeba zareagovat v rea´lne´m
25
cˇase. V prˇ´ıpadeˇ, zˇe na agenta neˇkdo u´tocˇ´ı, nema´ cˇas prˇemy´sˇlet nad t´ım, co je nyn´ı potrˇeba
podniknout, ale mu˚zˇe mı´t stanovenu prioritu schovat se, nebo naopak opeˇtovat palbu. To
jizˇ za´vis´ı na konkre´tn´ı mnozˇineˇ pravidel, ktere´ jsou mu prˇiˇrazeny.
Komunikace s ba´z´ı znalost´ı je v souvislosti s t´ımto centrem d˚ulezˇita´ ze dvou d˚uvod˚u,
ktere´ vsˇak maj´ı oba stejny´ za´klad. T´ım je fakt, zˇe reaktivn´ı smycˇka funguje neusta´le a to i ve
chv´ıli, kdy pla´novac´ı centrum pra´veˇ prova´d´ı pla´nova´n´ı na okoln´ım prostrˇed´ı. V prˇ´ıpadeˇ, zˇe se
v okol´ı vyskytne d˚ulezˇita´ a za´rovenˇ nova´ znalost, reaktivn´ı centrum ji vlozˇ´ı do ba´ze znalost´ı.
Pla´novac´ı centrum jenom oveˇrˇ´ı, zda dana´ znalost nezneplatn´ı doposud vytva´rˇeny´ pla´n a
pokud ne, pokracˇuje da´l v pla´nova´n´ı. V opacˇne´m prˇ´ıpadeˇ by se zbytecˇneˇ zaob´ıralo pla´nem,
ktery´ by v konecˇne´m d˚usledku stejneˇ nebyl proveditelny´. Druhy´m prˇ´ıpadem, kdy je potrˇeba
o takove´to zmeˇneˇ informovat, je prˇi vy´skytu kriticke´ uda´losti, na kterou reaktivn´ı centrum
prˇ´ımo zareaguje. To je uzˇ za´vazˇneˇjˇs´ı situace vzhledem k pla´nova´n´ı, protozˇe se vyskytly
zmeˇny ty´kaj´ıc´ı se nejenom okoln´ıho prostrˇed´ı, ale take´ agenta samotne´ho. Proveden´ım defi-
novane´ akce agent zmeˇnil vy´choz´ı prˇedpoklady o sve´ poloze, stavu nebo o bezpecˇne´m okol´ı,
ktere´ mohly by´t kl´ıcˇovy´m aspektem pro vytvorˇeny´ pla´n.
Mnozˇina pravidel
Mnozˇina pravidel tvorˇ´ı za´klad funkcionality reaktivn´ıho centra. Bez te´to mnozˇiny by bylo
reaktivn´ı centrum pouze prostrˇedn´ıkem v komunikaci mezi senzoricky´m centrem, centrem
efektor˚u a teˇlem agenta. Volba mnozˇiny pravidel proto tvorˇ´ı d˚ulezˇitou soucˇa´st prˇi urcˇova´n´ı
chova´n´ı agenta a je potrˇeba ji volit rozumneˇ. Prˇi sˇpatne´m na´vrhu mnozˇiny pravidel mu˚zˇe
agent projevovat zmatene´ a nelogicke´ chova´n´ı (pokud toto nen´ı u´cˇelem) a take´ mu˚zˇe
uva´znout v nekonecˇne´ smycˇce. Du˚lezˇite´ je si take´ uveˇdomit, zˇe mnozˇinou reaktivn´ıch
pravidel nemu˚zˇeme postihnout vsˇechny vyzˇadovane´ u´kony. Vsˇechny akce mus´ı probeˇhnout
co nejrychleji a tud´ızˇ zde nen´ı cˇas na dlouhe´ prˇemy´sˇlen´ı a dlouho trvaj´ıc´ı akce.
Za´kladn´ımi prvky mnozˇiny pravidel jsou pravidla. Tyto urcˇuj´ı, ktery´mi akcemi je
potrˇeba zareagovat na vy´skyt jaky´ch uda´lost´ı. Pravidla se skla´daj´ı z mnozˇiny podmı´nek
a mnozˇiny akc´ı. Mnozˇina podmı´nek je tvorˇena podmı´nkami, ktere´ mus´ı by´t splneˇny, aby
bylo dane´ pravidlo oznacˇeno za platne´ k proveden´ı. Takovou mnozˇinou mu˚zˇe by´t naprˇ´ıklad
mnozˇina podmı´nek “Vid´ım voja´ka ve vzda´lenosti 5 metr˚u ode meˇ” a “Spatrˇeny´ voja´k je
neprˇa´telsky´”. Mnozˇina akc´ı pak urcˇuje, jake´ akce je potrˇeba okamzˇiteˇ podniknout, pokud
je prˇ´ıslusˇna´ mnozˇina podmı´nek splneˇna. Tyto akce simuluj´ı reflexy agenta a proto je mus´ı
by´t mozˇne´ prove´st okamzˇiteˇ, bez nutnosti jejich dlouhe´ho pla´nova´n´ı. Prˇ´ıkladem takove´ akce
mu˚zˇe by´t “Vystrˇel po voja´kovi” a “Ustup stranou”.
Definovana´ mnozˇina pravidel urcˇuje chova´n´ı agenta t´ım, jak reaguje na soucˇasny´ stav
okoln´ıho sveˇta. Prˇi kazˇde´m stavu sveˇta centrum zjiˇst’uje, ktera´ pravidla jsou pra´veˇ platna´
k proveden´ı. Zmeˇna stavu okoln´ıho sveˇta mohla zp˚usobit splneˇn´ı mnozˇiny podmı´nek neˇ-
ktere´ho pravidla a agent v reakci na tento stav podnika´ akce definovane´ mnozˇinou akc´ı
splneˇne´ho pravidla.
4.4.5 Ba´ze znalost´ı
Ba´ze znalost´ı nema´ sama o sobeˇ moc velkou funkcionalitu, prˇesto je vsˇak d˚ulezˇitou soucˇa´st´ı
agenta. Slouzˇ´ı jako u´lozˇiˇsteˇ znalost´ı, ktere´ agent uchova´va´ o okoln´ım prostrˇed´ı, a vytva´rˇ´ı
tak agent˚uv model okoln´ıho sveˇta. Agent pak nemus´ı vn´ımat okoln´ı prostrˇed´ı a prˇesto se
v neˇm doka´zˇe na za´kladeˇ znalost´ı pohybovat a p˚usobit azˇ do chv´ıle nezˇ se prostrˇed´ı zmeˇn´ı.
Bohuzˇel v realiteˇ se prostrˇed´ı cˇasto meˇn´ı a proto potrˇeba agenta neusta´le obnovovat svou
ba´zi znalost´ı prˇetrva´va´.
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Obra´zek 4.11: Ba´ze znalost´ı je skladem vsˇech znalost´ı agenta o okoln´ım sveˇteˇ. Jelikozˇ se
sveˇt neusta´le vyv´ıj´ı, mohou by´t neˇktere´ znalosti vymaza´ny nebo aktualizova´ny.
Ve chv´ıli, kdy je do ba´ze znalost´ı ukla´da´na znalost nova´, mu˚zˇe doj´ıt k tomu, zˇe je
zneplatneˇna znalost, ktera´ se jizˇ v ba´zi znalost´ı vyskytuje. V tomto prˇ´ıpadeˇ mu˚zˇe doj´ıt ke
dveˇma d˚usledk˚um - bud’to je nova´ znalost aktua´lneˇjˇs´ı verz´ı znalosti stare´ a potom je stara´
znalost prˇepsa´na znalost´ı novou, nebo je nova´ znalost v konfliktu se starou znalost´ı a potom
je stara´ znalost z ba´ze vymaza´na. Dı´ky neusta´le´ promeˇnlivosti sveˇta se totizˇ prˇedpokla´da´, zˇe
noveˇjˇs´ı znalosti nesou “spra´vneˇjˇs´ı” informaci o okoln´ım sveˇteˇ nezˇ ty, ktere´ se v n´ı soucˇasneˇ
nacha´zej´ı. Za t´ım u´cˇelem je take´ aktualizace ba´ze znalost´ı prova´deˇna.
Znalosti
Jak jizˇ bylo vy´sˇe naznacˇeno, ba´ze znalost´ı je d˚ulezˇita´, protozˇe umozˇnˇuje agentovi prova´deˇt
smysluplneˇjˇs´ı akce. Pokud chceme, aby meˇl agent schopnost pla´novat sve´ akce, nebo aby
se byl schopen rozhodovat na u´rovni vysˇsˇ´ı nezˇ reaktivn´ı, mus´ıme mu poskytnout znalosti
o okoln´ım prostrˇed´ı, z nichzˇ mu˚zˇe vycha´zet a s nimizˇ mu˚zˇe pracovat.
Aby s teˇmito znalostmi mohl agent pracovat, mus´ı mı´t definova´n zp˚usob, jaky´m v neˇm
budou znalosti ulozˇeny (nebo-li syntaxi znalost´ı) a co bude takto ulozˇena´ znalost vypov´ıdat
o okoln´ım sveˇteˇ (se´mantika znalost´ı). Ba´ze znalost´ı mu˚zˇe by´t take´ schopna odvozovat ze
soucˇasny´ch znalost´ı znalosti nove´, tzv. odvozene´ znalosti, k tomu vsˇak potrˇebuje mı´t jesˇteˇ
definova´n odvozovac´ı mechanismus. Na takto definovanou ba´zi znalost´ı pak mu˚zˇeme
pokla´dat dotazy, o jejichzˇ pravdivosti by meˇla by´t schopna rozhodnout a poskytnout tak
agentovi informaci, kterou vyuzˇije jak prˇi pla´nova´n´ı, tak prˇi sve´m rozhodova´n´ı.
Typy znalost´ı
Prˇestozˇe se na´sˇ agent pohybuje v umeˇle vytvorˇene´m sveˇteˇ, vyskytuje se v neˇm spousta
informac´ı, ktere´ by meˇl by´t schopen ukla´dat a pracovat s nimi. Za´kladn´ımi z nich jsou:
pozice jednotek, typ jednotek (prˇa´telske´/neprˇa´telske´, ale i voja´k/tank, prˇ´ıpadneˇ
raketometcˇ´ık/tank Panther), stav jednotek, soucˇasny´ smeˇr pohybu jednotek
v dosahu, ale take´ posledn´ı zaznamenany´ smeˇr pohybu okoln´ıch jednotek mimo
dosah a mnoho dalˇs´ıch.
S kazˇdou znalost´ı je potrˇeba ulozˇit take´ cˇasove´ raz´ıtko znalosti, ktere´ urcˇuje okamzˇik,
v neˇmzˇ byla tato znalost porˇ´ızena. Toto je d˚ulezˇite´ pro zamezen´ı pra´ce agenta s neaktua´ln´ımi
informacemi. Dı´ky cˇasove´mu raz´ıtku mu˚zˇe agent prˇi pla´nova´n´ı zvazˇovat take´ informaci,
kdy byla tato znalost porˇ´ızena a zda ma´ smysl se s n´ı jesˇteˇ v˚ubec zaob´ırat. Doba od
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porˇ´ızen´ı znalosti totizˇ uzˇ da´vno mohla prˇekrocˇit dobu uzˇitecˇne´ platnosti poskytnute´ in-
formace. Naprˇ´ıklad informace o tom, zˇe jsem prˇed hodinou videˇl neprˇa´telskou jednotku
pohybovat se smeˇrem ode meˇ mu˚zˇe by´t neaktua´ln´ı, prˇ´ıpadneˇ mu˚zˇe by´t povazˇova´na za
aktua´ln´ı, ale me´neˇ d˚ulezˇitou nezˇ je informace o tom, zˇe jsem na opacˇne´ straneˇ zahle´dl jinou
neprˇa´telskou jednotku prˇed 5 minutami. Zde je cˇasove´ raz´ıtko uzˇitecˇne´ k urcˇen´ı novosti in-
formace, ktera´ mu˚zˇe by´t v takovy´chto situac´ıch kriticka´ pro rozhodnut´ı agenta, jakou akci
je vhodne´ prove´st.
Mimo znalosti informuj´ıc´ı agenta o stavu sveˇta je take´ vhodne´ ukla´dat i informace
o na´rocˇnosti jednotlivy´ch akc´ı, ktere´ mu˚zˇe agent prova´deˇt. Pokud ma´me informaci o tom,
jak budou jednotlive´ akce, ktere´ agent vol´ı, na´rocˇne´ na cˇas, suroviny, spotrˇebu munice, jak
moc je bezpecˇne´ je prove´st apod., mu˚zˇe se agent pokusit nale´zt nejme´neˇ na´rocˇne´ rˇesˇen´ı.
Syntaxe znalost´ı a se´mantika znalost´ı
Syntaxe znalost´ı urcˇuje, v jake´ formeˇ budou znalosti v ba´zi znalost´ı ulozˇeny. Forem mu˚zˇe by´t
libovolneˇ mnoho, proto za´lezˇ´ı jenom na tom, jakou formu ulozˇen´ı a reprezentace dany´ch
znalosti zvol´ıme. Jednou z mozˇnost´ı je vn´ımat okoln´ı prostrˇed´ı jako mnozˇinu objekt˚u a
proces z´ıska´va´n´ı znalost´ı o prostrˇed´ı jako proces z´ıska´va´n´ı znalost´ı o objektech v tomto
prostrˇed´ı. Potom mu˚zˇeme jednotlive´ prvky prostrˇed´ı ukla´dat jako objekty a prˇ´ıslusˇne´ zna-
losti, o nich zjiˇsteˇne´, jako vlastnosti teˇchto objekt˚u. Se´mantika znalost´ı potom prˇedstavuje
mapova´n´ı z ulozˇene´ vlastnosti o dane´m objektu na skutecˇnou vlastnost dane´ho objektu,
kterou v ba´zi znalost´ı dana´ vlastnost reprezentuje. Zvoleny´m odvozovac´ım mechanismem
mu˚zˇeme ze z´ıskany´ch vlastnost´ı odvodit dalˇs´ı vlastnosti, ktere´ nejsme schopni zjistit prˇ´ımo.
4.4.6 Kognitivn´ı centrum
Kognitivn´ı centrum je ve sve´ podstateˇ pouze prostrˇedn´ıkem mezi zadavatelem pozˇadavk˚u a
jejich adresa´ty. Stara´ se o spra´vnou komunikaci mezi prˇ´ıslusˇny´mi prvky syste´mu a dohl´ızˇ´ı na
to, aby se vsˇechny potrˇebne´ informace dostaly na spra´vne´ mı´sto. Naprˇ´ıklad kop´ıruje zˇa´dost
o akci i centru ucˇen´ı, ktere´ sice nen´ı adresa´tem, avsˇak tato informace je k jeho cˇinnosti
nezbytna´. Stejneˇ tak mu prˇeda´va´ i informaci o zvolene´ akci.
4.4.7 Centrum ucˇen´ı
Centrum ucˇen´ı se snazˇ´ı vylepsˇovat pla´nova´n´ı a reaktivn´ı chova´n´ı agenta, a take´ obohacovat
jeho ba´zi znalost´ı o nove´ znalosti, ktere´ mohou by´t kl´ıcˇove´ pro jeho strategii. Jeho hlavn´ı
cˇinnost´ı je monitorova´n´ı akc´ı agenta a zmeˇn v prostrˇed´ı, zjiˇst’ova´n´ı toho, jak moc se prostrˇed´ı
vyv´ıj´ı samo od sebe a do jake´ mı´ry v za´vislosti na agentovy´ch akc´ıch, a snazˇ´ı se v teˇchto
informac´ıch nale´zt opakuj´ıc´ı se vzory, prˇ´ıpadneˇ se snazˇ´ı poucˇit z agentovy´ch chyb.
Jednou ze zmı´neˇny´ch cˇinnost´ı bylo monitorova´n´ı akc´ı agenta. V tomto prˇ´ıpadeˇ cen-
trum ucˇen´ı vycˇka´va´ na chv´ıli, kdy bude pla´novac´ımu centru agenta zasla´n pozˇadavek na
napla´nova´n´ı akce. Centrum ucˇen´ı se pod´ıva´ do ba´ze znalost´ı, aby zjistilo z jaky´ch znalost´ı
pla´novac´ı centrum vycha´z´ı a vycˇka´ na napla´novanou akci. Pokud docha´z´ı k opakovane´ volbeˇ
stejny´ch akc´ı a centrum ucˇen´ı doka´zˇe nale´zt vzor vy´skytu urcˇity´ch znalost´ı v ba´zi znalost´ı,
lze vytvorˇit pravidlo, na jehozˇ za´kladeˇ mu˚zˇe by´t specifikova´na odezva jizˇ v reaktivn´ım cen-
tru - pokud se objev´ı znalosti vedouc´ı k napla´nova´n´ı te´to akce, proved’ tuto akci bez potrˇeby
slozˇite´ho pla´nova´n´ı.
Mimo vytva´rˇen´ı novy´ch pravidel by meˇlo by´t centrum ucˇen´ı schopno sledovat u´speˇsˇnost
zamy´sˇlene´ akce v prostrˇed´ı. V prˇ´ıpadeˇ, zˇe byla z mnozˇiny v´ıce akc´ı, mezi nimizˇ nebylo jinak
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mozˇno rozhodnout, vybra´na na´hodneˇ jedna akce a jej´ı odezva v prostrˇed´ı nebyla u´speˇsˇna´,
centrum ucˇen´ı pro prˇ´ıˇst´ı pla´nova´n´ı sn´ızˇ´ı pravdeˇpodobnost volby takove´to akce ve stejne´
nebo podobne´ situaci. Naopak v prˇ´ıpadeˇ, zˇe tato akce vedla k dosazˇen´ı prˇedsevzate´ho c´ıle,
je pravdeˇpodobnost opeˇtovne´ho zvolen´ı te´to akce pos´ılena.
Monitorova´n´ım prostrˇed´ı by centrum ucˇen´ı meˇlo by´t schopno nale´zt pravidla zmeˇny
prostrˇed´ı bez za´sahu agenta, ale take´ s jeho za´sahem do prostrˇed´ı. V prostrˇed´ı se mohou
v teˇchto situac´ıch objevovat zaj´ımave´ vzory, ktere´ mohou by´t agentovi uzˇitecˇne´ - naprˇ´ıklad
informace, zˇe neprˇ´ıtel vzˇdy u´tocˇ´ı ze severu neza´visle na volene´ akci agenta, nebo zˇe prˇi
kazˇde´m vy´strˇelu agenta uhy´ba´ neprˇa´telsky´ agent doleva.
4.4.8 Pla´novac´ı centrum
Jedna´ se o strategicke´ centrum agenta, zaby´vaj´ıc´ı se tvorbou dlouhodobeˇjˇs´ıho pla´nu. Pra´veˇ
zde se odehra´va´ vesˇkere´ zvazˇova´n´ı, logicke´ usuzova´n´ı a pla´nova´n´ı. Toto centrum je tedy
zodpoveˇdne´ za logicke´ chova´n´ı agenta.
Pro tvorbu pla´nu je potrˇeba, aby meˇl agent definova´n dlouhodobeˇjˇs´ı c´ıl a mı´ru uzˇitku.
Stejneˇ tak potrˇebuje mı´t prˇ´ıstup k ba´zi znalost´ı, zna´t teoreticke´ dopady svy´ch akc´ı a priority
(tyto jsou da´ny mı´rou uzˇitku) prˇi dosahova´n´ı veˇtsˇ´ıho pocˇtu definovany´ch c´ıl˚u.
Pla´nova´n´ı mu˚zˇeme cha´pat jako zp˚usob rˇesˇen´ı vznikle´ho proble´mu t´ım, zˇe se snazˇ´ıme
nale´zt sekvenci takovy´ch akc´ı, ktere´ budou maximalizovat uzˇitek, ktere´ho proveden´ım te´to
sekvence akc´ı dosa´hneme. Mnozˇstv´ı volitelny´ch akc´ı vsˇak mu˚zˇe by´t obrovske´ a proto je
potrˇeba omezit tento prostor na co nejmensˇ´ı. V tom na´m pomu˚zˇe spra´vna´ formulace c´ıle
s ohledem na soucˇasny´ stav sveˇta. Pak je u´kol agenta omezen na nalezen´ı takove´ mnozˇiny
stav˚u okoln´ıho prostrˇed´ı, v n´ızˇ bude formulovany´ c´ıl splneˇn a nalezen´ı sekvence takovy´ch
akc´ı, ktere´ teˇchto stav˚u dosa´hnou. Rˇesˇen´ım pla´nova´n´ı je pak pra´veˇ tato sekvence akc´ı,
kterou agent nalezl a ktera´ umozˇn´ı transformovat soucˇasny´ stav sveˇta na c´ılovy´. K hleda´n´ı
lze pouzˇ´ıt spra´vneˇ definovane´ strategie prohleda´va´n´ı stavove´ho prostoru.
Dost vy´znamny´m prvkem mu˚zˇe by´t omezen´ı pla´nova´n´ı agenta cˇasovou nebo hloubkovou
funkc´ı. Tzn. umozˇnit agentu pla´novat jen po dobu jiste´ho cˇasove´ho intervalu, nebo prohledat
stavovy´ prostor jenom do urcˇite´ hloubky. Po uplynut´ı urcˇene´ho intervalu, resp. po dosazˇen´ı
urcˇene´ hloubky prohleda´va´n´ı, agent vra´t´ı nejlepsˇ´ı zjiˇsteˇnou akci, kterou se mu v ra´mci
tohoto omezen´ı podarˇilo nale´zt. Toto omezen´ı jej tlacˇ´ı dosahovat efektivn´ıch rozhodnut´ı
v co nejkratsˇ´ım cˇase. Vhodne´ je pouzˇit´ı heuristiky v kombinaci s prohleda´va´n´ım stavove´ho
prostoru.
Prˇi pla´nova´n´ı take´ nesmı´me zapomenout zave´st ohodnocovac´ı funkci, ktera´ uda´va´
jak je stav, jehozˇ dosazˇen´ı volenou akc´ı zvazˇujeme, vy´hodny´ ke zvolen´ı. Tato se podstatneˇ
liˇs´ı od mı´ry uzˇitku. Mı´ra uzˇitku na´m uda´va´, jaky´ uzˇitek budeme mı´t z dosazˇen´ı c´ılove´ho
stavu. Naopak ohodnocovac´ı funkce prˇedpokla´da´, zˇe jsme si nejv´ıce uzˇitecˇny´ c´ıl jizˇ vybrali
a hodnotoveˇ uda´va´ spra´vnost s jakou se na´m darˇ´ı prˇiblizˇovat ke zvolene´mu c´ıli. Prˇitom by
tato funkce meˇla le´pe hodnotit cestu vedouc´ı k dosazˇen´ı c´ıle nezˇ-li cesty ostatn´ı.
4.5 Prostrˇed´ı
Jedn´ım z u´kol˚u je take´ navrhnout jednoduche´ testovac´ı prostrˇed´ı, v neˇmzˇ bude testova´no
chova´n´ı inteligentn´ıch bojovy´ch jednotek. Simula´tor spolecˇnosti E-COM s.r.o. je totizˇ vy-
tvorˇen dost robustneˇ a testova´n´ı prˇ´ımo na tomto simula´toru by nebylo prˇi na´vrhu efektivn´ı.
Prostrˇed´ı simula´toru spolecˇnosti E-COM s.r.o. poskytuje nejenom informace o jed-
notka´ch v neˇm, ale take´ o pocˇas´ı v kazˇde´m bodeˇ, sveˇtelny´ch podmı´nka´ch, mnozˇstv´ı mlhy,
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profilu tere´nu a dalˇs´ıch skutecˇnostech, ktere´ mu˚zˇeme prˇi nasˇem na´vrhu zanedbat.
Testovac´ı prostrˇed´ı vsˇak bude co nejbl´ızˇe simulovat prostrˇed´ı samotne´ho simula´toru
v aspektech, ktere´ jsou d˚ulezˇite´ pro na´vrh inteligentn´ı jednotky. Kdyzˇ jednotka zada´ dotaz
na toto prostrˇed´ı, prostrˇed´ı jej vyhodnot´ı a vra´t´ı jednotce vy´sledek. Kdyzˇ na neˇm jednotka
bude cht´ıt prova´deˇt akce, prostrˇed´ı se pokus´ı jednotce vyhoveˇt a upravit sv˚uj stav, v ra´mci
definovany´ch omezen´ı, tak aby jednotce vyhoveˇla. Jednotka vsˇak nema´ informaci o tom,
jak doka´zala prostrˇed´ı ovlivnit, protozˇe nema´ prˇ´ıstup k jeho stavu. Mus´ı tedy opeˇt pouzˇ´ıt
senzory, ktery´mi se zepta´, jak bylo okoln´ı prostrˇed´ı ovlivneˇno. To je jedina´ mozˇnost, jak
mu˚zˇe zjistit stav okoln´ıho prostrˇed´ı. Prostrˇed´ı se prˇitom bude meˇnit v za´vislosti na vsˇech
akc´ıch vsˇech jednotek, takzˇe bude dynamicke´.
4.5.1 Na´vrh prostrˇed´ı
Prostředí
Dotaz na stav
Současný stav
Změna stavu
Agent
Prostředí Provedení akce Agent
Obra´zek 4.12: Na´vrh prostrˇed´ı.
Stav prostrˇed´ı bude urcˇen:
• jednotkami a jejich rozmı´steˇn´ım v prostrˇed´ı
• pasivn´ımi objekty a jejich rozmı´steˇn´ım v prostrˇed´ı
• akcemi, ktere´ na neˇm lze v soucˇasne´ chv´ıli prova´deˇt
• vjemy, ktere´ je schopno jednotce poskytnout
Funkce prostrˇed´ı:
• poskytova´n´ı vjemu˚ jednotka´m (podmnozˇina soucˇasne´ho stavu prostrˇed´ı)
• zmeˇna prostrˇed´ı v za´vislosti na pozˇadovane´ akci agenta
• zmeˇna prostrˇed´ı prˇi pozˇadavku na prˇida´n´ı nove´ jednotky nebo objektu do prostrˇed´ı
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Kapitola 5
Popis implementace
5.1 C´ıle implementace
Jedn´ım z pozˇadavk˚u zadavatele bylo vytvorˇit za´kladn´ı implementaci navrzˇene´ho modulu
tak, aby bylo mozˇne´ oveˇrˇit spra´vnost na´vrhu a prova´deˇt s touto implementac´ı experimenty.
Prˇitom nemus´ı by´t implementova´na vsˇechna centra, ny´brzˇ pouze ta, ktera´ umozˇn´ı bojove´
jednotce autonomneˇ se chovat ve sve´m prostrˇed´ı. Jak jizˇ bylo zmı´neˇno v podkapitole 4.5,
diky robustnosti simula´toru spolecˇnosti E-COM s.r.o. vznika´ take´ pozˇadavek implementace
vlastn´ıho prostrˇed´ı, ve ktere´m se tato jednotka bude pohybovat.
C´ılem je tedy vytvorˇit za´kladn´ı implementaci inteligentn´ı bojove´ jednotky, ktera´ bude
vn´ımat sve´ okol´ı pomoc´ı senzor˚u, ovlivnˇovat jej svy´mi efektory, bude reagovat na kriticke´
uda´losti v okol´ı pomoc´ı pravidel reaktivn´ıho centra a za´rovenˇ bude schopna dlouhodobeˇjˇs´ıho
pla´nova´n´ı v ra´mci centra pla´nova´n´ı. V pr˚ubeˇhu sve´ho pohybu v dane´m prostrˇed´ı si bude
vytva´rˇet vnitrˇn´ı model okoln´ıho sveˇta v ba´zi znalost´ı. Jedine´ z center, jehozˇ za´kladn´ı imple-
mentace nebyla vybra´na k proveden´ı, je centrum ucˇen´ı, ktere´ nen´ı pro autonomn´ı chova´n´ı
jednotky bezpodmı´necˇneˇ nutne´. Jeho funkce umozˇnˇuje zlepsˇova´n´ı dosavadn´ıho chova´n´ı jed-
notky a t´ım veˇtsˇ´ı mı´ru projev˚u inteligence. Vypusˇteˇn´ı centra ucˇen´ı sebou za´rovenˇ nese
vypusˇteˇn´ı centra kognitivn´ıho, ktere´ by jinak zasta´valo funkci nadbytecˇne´ho prvku imple-
mentace. Jeho u´kolem by bylo pouze prˇepos´ıla´n´ı pozˇadavk˚u centru pla´nova´n´ı, cozˇ je mozˇne´
za teˇchto podmı´nek uskutecˇn´ıt prˇ´ımo z teˇla jednotky bez potrˇeby prostrˇedn´ıka.
5.2 Implementace prostrˇed´ı
Za´kladem pro lepsˇ´ı porozumeˇn´ı fungova´n´ı jednotky je pochopen´ı prostrˇed´ı, ve ktere´m se
tato jednotka pohybuje. Prostrˇed´ı bylo navrzˇeno a implementova´no tak, aby jej bylo mozˇne´
nahradit libovolny´m jiny´m prostrˇed´ım, ktere´ vsˇak poskytuje za´kladn´ı rozhran´ı potrˇebne´
pro fungova´n´ı inteligentn´ı bojove´ jednotky.
5.2.1 Rozhran´ı IEnvironment
Aby byla zarucˇena mozˇnost spra´vne´ho fungova´n´ı jednotky pro r˚uzne´ typy prostrˇed´ı, bylo
nutne´ specifikovat co nejjednodusˇsˇ´ı rozhran´ı, ktere´ mus´ı dane´ prostrˇed´ı splnˇovat, aby v neˇm
mohla jednotka p˚usobit. Toho bylo doc´ıleno pra´veˇ rozhran´ım IEnvironment. Toto rozhran´ı
vyzˇaduje od prostrˇed´ı implementaci nejza´kladneˇjˇs´ıch metod potrˇebny´ch k spra´vne´mu fun-
gova´n´ı jednotky:
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Metoda GetObjects
List<EnvironmentObject^>^ GetObjects(String^ a_unitId, int a_radius);
Tato metoda umozˇnˇuje jednotce z´ıskat informace o okoln´ım prostrˇed´ı. Jednotka prˇeda´
prostrˇed´ı svou jednoznacˇnou identifikaci, aby bylo mozˇne´ rozliˇsit, od ktere´ jednotky byl
vznesen pozˇadavek. Da´le jednotka prostrˇed´ı informuje o oblasti, kterou je schopna pokry´t
soucˇasneˇ zvoleny´m senzorem. Prostrˇed´ı na tento pozˇadavek zareaguje navra´cen´ım objekt˚u
vyskytuj´ıc´ıch se v prostrˇed´ı, ktere´ je dana´ jednotka schopna zaznamenat.
Metody Move, ChangeDirection, Shoot
void Move(String^ a_unitId, double distance);
void ChangeDirection(String^ a_unitId, Direction^ a_direction);
void Shoot(String^ a_unitId, int a_shotSpeed, Direction^ a_direction,
int a_strength);
Jedna´ se o metody prova´deˇj´ıc´ı akce na dane´m prostrˇed´ı. Prˇedstavuj´ı tak akce, ktere´ je
jednotka schopna na zvolene´m prostrˇed´ı vykona´vat. Soucˇasna´ implementace jednotky je
schopna prova´deˇt tyto za´kladn´ı akce: pohyb vprˇed, zmeˇna smeˇru pohybu, zmeˇna
smeˇru strˇelby a vy´strˇel. Aby teˇmito akcemi mohla jednotka ovlivnˇovat sve´ okol´ı, mus´ı
take´ toto okol´ı umozˇnˇovat, aby na neˇm tyto akce mohly by´t prova´deˇny. Jednotlivy´ dopad
teˇchto akc´ı jizˇ za´lezˇ´ı na konkre´tn´ı implementaci dane´ho prostrˇed´ı.
5.2.2 Trˇ´ıda WorldEnvironment
Tato trˇ´ıda prˇedstavuje konkre´tn´ı implementaci zvolene´ho prostrˇed´ı. To bylo implemen-
tova´no jako prostrˇed´ı s extern´ım cˇasova´n´ım (v urcˇity´ch cˇasovy´ch intervalech je mu da´na
mozˇnost podniknout zmeˇnu sve´ho stavu) a potrˇebou graficke´ nadstavby, ktere´ nen´ı samo
o sobeˇ konfigurovatelne´ - objekty jsou mu prˇeda´va´ny externeˇ. Prostrˇed´ı si udrzˇuje informaci
o vsˇech jednotka´ch a jiny´ch objektech, ktere´ se v neˇm nacha´zej´ı, poskytuje implementaci
metod z rozhran´ı IEnvironment a umozˇnˇuje cˇasoveˇ diskre´tn´ı zmeˇnu sve´ho stavu. Reakce
na akce zjiˇsteˇn´ı stavu okoln´ıho prostrˇed´ı, pohyb a zmeˇnu smeˇru implementuje intuitivneˇ.
V reakci na akci vy´strˇel prostrˇed´ı vygeneruje strˇelu, ktera´ se v neˇm na´sledneˇ pohybuje jako
novy´ objekt. Tento objekt nen´ı mozˇne´ zaznamenat senzory. Prostrˇed´ı umozˇnˇuje existenci
3 typ˚u objekt˚u a to: bojova´ jednotka, zed’ a strˇela.
Kromeˇ metod definovany´ch rozhran´ım poskytuje prostrˇed´ı neˇkolik dalˇs´ıch metod, ktere´
umozˇnˇuj´ı zjistit jeho stav pro vykreslen´ı grafickou nadstavbou. Da´le obsahuje na´sleduj´ıc´ı
podstatne´ metody:
Metoda AddObject
void AddObject(EnvironmentObject^ a_object);
Jelikozˇ prostrˇed´ı nen´ı samo o sobeˇ konfigurovatelne´, je potrˇeba vytvorˇit mozˇnost prˇida´n´ı
novy´ch objekt˚u do prostrˇed´ı externeˇ. Toto je zajiˇsteˇno zmı´neˇnou metodou. Vesˇkere´ objekty,
ktere´ se v prostrˇed´ı na´sledneˇ vyskytuj´ı, jsou prˇida´ny pomoc´ı te´to metody.
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Metoda ChangeState
void ChangeState();
Vyvola´n´ım te´to metody je prostrˇed´ı sdeˇleno, zˇe nastal okamzˇik, kdy mu˚zˇe zmeˇnit sv˚uj
vnitrˇn´ı stav. Zmeˇna tohoto stavu prob´ıha´ na´sledovneˇ: Nejprve je kazˇde´mu objektu v prostrˇe-
d´ı zasla´na informace, zˇe mu byl prˇideˇlen urcˇeny´ cˇasovy´ interval, v ra´mci ktere´ho mu˚zˇe zˇa´dat
prostrˇed´ı o proveden´ı neˇktere´ z akc´ı. Prostrˇed´ı vsˇechny pozˇadavky na akce obslouzˇ´ı. Jakmile
vsˇechny objekty zazˇa´daly o proveden´ı napla´novane´ akce, prostrˇed´ı aktualizuje informace
o strˇela´ch, ktere´ se v neˇm vyskytuj´ı. V prˇ´ıpadeˇ, zˇe dosˇlo ke kolizi strˇely s neˇktery´m z objekt˚u,
je strˇela odebra´na z prostrˇed´ı a dane´mu objektu je sn´ızˇen pocˇet “zˇivot˚u”. Pokud pocˇet
zˇivot˚u dane´ho objektu klesl pod urcˇenou hranici, je objekt povazˇova´n za neaktivn´ı a je mu
odebra´na mozˇnost prova´deˇt akce na prostrˇed´ı. Tento objekt jizˇ nikdy nedostane povolen´ı
k proveden´ı akce na prostrˇed´ı.
5.2.3 Trˇ´ıda EnvironmentObject
Stejneˇ tak, jako mus´ı by´t definova´no rozhran´ı, s ktery´m mu˚zˇe jednotka komunikovat, mus´ı
by´t take´ definova´na forma, v jake´ jednotka z´ıska´ informace o okoln´ım prostrˇed´ı. V budoucnu
se mu˚zˇe jednat o obraz slozˇeny´ z pixel˚u, za´znam neˇjake´ho zvuku, cˇi podobna´ informace, ze
ktere´ se bude jednotka pokousˇet sestavit si prˇedstavu o tom, v jake´m prostrˇed´ı se vlastneˇ
pohybuje, a co se kolem n´ı nacha´z´ı. V te´to implementaci byl tento aspekt zjednodusˇen na
fakt, zˇe v prostrˇed´ı se nacha´z´ı objekty se spolecˇny´mi vlastnostmi a jednotka je schopna tyto
objekty vn´ımat jako celek. Kazˇdy´ objekt v prostrˇed´ı je proto potomkem pra´veˇ te´to trˇ´ıdy
specifikuj´ıc´ı spolecˇne´ vlastnosti o objektu vzˇdy zjistitelne´.
Za´rovenˇ tato trˇ´ıda reprezentuje objekty vyskytuj´ıc´ı se v prostrˇed´ı, jejichzˇ metody jsou
vyvolatelne´ prˇi zmeˇneˇ stavu prostrˇed´ı (naprˇ. zjiˇsteˇn´ı, jestli byl dany´ objekt zasa´hnut strˇelou,
umozˇneˇn´ı objektu vykonat neˇjakou akci apod.). V sˇirsˇ´ım za´beˇru se tedy jedna´ o trˇ´ıdu
definuj´ıc´ı takove´ objekty v prostrˇed´ı, ktere´ je jednotka schopna zaznamenat jako celek
(vy´jimkou je naprˇ. strˇela, ktera´ nen´ı zaznamenatelna´ a proto nen´ı implementac´ı te´to trˇ´ıdy).
Vlastnosti trˇ´ıdy EnvironmentObject
Mezi zjistitelne´ vlastnosti kazˇde´ho objektu v prostrˇed´ı patrˇ´ı pozice, smeˇr natocˇen´ı, vy´sˇ-
ka, sˇ´ıˇrka, identifika´tor, typ, soucˇasny´ stav, prˇiˇrazeny´ ty´m, pra´veˇ vykona´vana´
akce, pocˇet zˇivot˚u, informace o pr˚uchodnosti a schopnost strˇ´ılet.
Pozice uda´va´ umı´steˇn´ı objektu v prostrˇed´ı. Smeˇr natocˇen´ı urcˇuje, ktery´m smeˇrem
je jednotka natocˇena. Sˇ´ıˇrka a vy´sˇka objektu uda´va´ rozmeˇry objektu. Kdyzˇ jednotka za-
znamena´ novy´ objekt, mu˚zˇe si jej vnitrˇneˇ libovolneˇ oznacˇit. Kdyzˇ jej spatrˇ´ı prˇ´ıˇsteˇ, mus´ı
vsˇak znovu zjiˇst’ovat, jestli se jedna´ uzˇ o drˇ´ıve spatrˇeny´ objekt a naj´ıt jemu odpov´ıdaj´ıc´ı
oznacˇen´ı a informace, s nimizˇ by mohla pracovat, nebo se jedna´ o objekt nezna´my´ a tud´ızˇ
je mu nutno prˇiˇradit identifika´tor novy´. Jelikozˇ se implementace nezaby´va´ zpracova´n´ım
senzoricky´ch u´daj˚u, je vyuzˇito faktu, zˇe kazˇdy´ objekt mus´ı mı´t v prosrˇed´ı jednoznacˇnou
identifikaci. Zjiˇsteˇn´ım jeho identifika´toru a jeho ulozˇen´ım je vzˇdy mozˇno rozpoznat, jestli
jsme tento objekt jizˇ drˇ´ıve zaznamenali.
Typ objektu rozliˇsuje mezi jednotlivy´mi typy objekt˚u v prostrˇed´ı. V implementovane´m
prostrˇed´ı jsou prˇ´ıtomny pouze dva typy objekt˚u a proto mu˚zˇe tato vlastnost naby´vat pouze
odpov´ıdaj´ıc´ıch dvou hodnot SOLDIER (voja´k) nebo WALL (zed’).
Soucˇasny´ stav objektu uda´va´ jeho mı´ru posˇkozen´ı. Stav mu˚zˇe naby´vat hodnotHEAL-
THY (objekt je neposˇkozen), DAMAGED (objekt je posˇkozen), DESTROYED (objekt
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je znicˇen) nebo NOT DESTROYED (objekt je neposˇkozen nebo posˇkozen, ale jesˇteˇ nen´ı
znicˇen).
Prˇiˇrazeny´ ty´m sjednocuje objekty do skupin, v ra´mci ktery´ch se snazˇ´ı spolupracovat.
K vy´beˇru jsou trˇi ty´my a to TEAM1, TEAM2 a NEUTRAL (objekty nerˇad´ıc´ı se do
zˇa´dne´ho ty´mu, naprˇ. civiliste´, civiln´ı budovy apod.).
Pra´veˇ vykona´vana´ akce pojedna´va´ o tom, co dany´ objekt v soucˇasne´m stavu prostrˇe-
d´ı vykona´va´ za akci. Tato vlastnost mu˚zˇe naby´vat hodnot STANDBY (objekt neprova´d´ı
zˇa´dnou akci), MOVING (objekt se pohybuje), SHOOTING (objekt strˇ´ıl´ı) a TURNING
(objekt se ota´cˇ´ı). Mozˇna´ je take´ libovolna´ kombinace teˇchto hodnot.
Pocˇet zˇivot˚u prˇedstavuje zˇivotaschopnost objektu. Ve chv´ıli, kdy hodnota te´to vlast-
nosti klesne pod definovanou hodnotu, je objekt povazˇova´n za znicˇeny´ (ve stavu DE-
STROYED). Informace o pr˚uchodnosti objektu uda´va´, jestli je mozˇne´ dany´m objek-
tem proj´ıt, nebo zda dojde k zablokova´n´ı pohybu jednotky prˇi kontaktu s t´ımto objektem.
Schopnost strˇ´ılet prˇedstavuje informaci o mozˇne´m ohrozˇen´ı dany´m objektem.
Metoda PerformAction
void PerformAction();
Tato metoda prˇedstavuje d˚ulezˇity´ prvek ve funkcionaliteˇ implementovane´ho syste´mu. Aby
prostrˇed´ı nebylo staticke´ a objekty v neˇm mohly podnikat zvolene´ akce, je nutno zajistit
mechanismus, ktery´m jim prˇideˇl´ıme cˇasovy´ interval, v neˇmzˇ tyto akce mohou prove´st. To je
zarucˇeno implementac´ı pra´veˇ te´to metody v kazˇde´m z nich. Prostrˇed´ı tuto metodu vyvola´va´
v kazˇde´m beˇhu zmeˇny sve´ho stavu pro vsˇechny aktivn´ı prvky v prostrˇed´ı a t´ım jim da´va´
sˇanci zazˇa´dat v dane´m kroku syste´mu o proveden´ı jimi napla´novany´ch akc´ı.
5.2.4 Trˇ´ıdy UnitEntry a Wall
Tyto trˇ´ıdy prˇedstavuj´ı implementaci abstraktn´ı trˇ´ıdy EnvironmentObject pro 2 konkre´tn´ı
typy objekt˚u, ktere´ je jednotka schopna v prostrˇed´ı vn´ımat. Jedna´ se o reprezentaci in-
teligentn´ıch bojovy´ch jednotek (UnitEntry) a zd´ı (Wall). Jak jizˇ bylo napoveˇzeno, jed-
notka nen´ı schopna vn´ımat ostatn´ı jednotky do jejich u´plny´ch detail˚u, ale pouze tu cˇa´st,
ktera´ je v prostrˇed´ı reprezentova´na v ra´mci trˇ´ıdy UnitEntry. Ostatn´ı vlastnosti jednotek,
ktere´ touto trˇ´ıdou reprezentova´ny nejsou, jsou jednotce skryty. Je tak dosazˇeno konceptu,
kdy o ostatn´ıch jednotka´ch v´ıme pouze to, co je o nich zjistitelne´ a nemu˚zˇeme pracovat
s detaily, ktere´ by meˇly by´t skryty (za´meˇry a pla´ny jednotky, dosah pouzˇ´ıvany´ch senzor˚u
apod.). O teˇchto detailech mu˚zˇeme pouze usuzovat z jejich vneˇjˇs´ıch projev˚u.
5.3 Implementace jednotky
V ra´mci za´kladn´ı implementace jednotky byla vybra´na implementace vsˇech navrzˇeny´ch
center, kromeˇ centra ucˇen´ı a kognitivn´ıho centra (viz podkapitola 5.1). Jednotka je externeˇ
synchronizova´na prostrˇed´ım, ve ktere´m se nacha´z´ı, a z´ıska´va´ tak od neˇj cˇasove´ intervaly,
v ra´mci ktery´ch mu˚zˇe pla´novat sve´ akce, zjiˇst’ovat stav okoln´ıho prostrˇed´ı, nebo na tomto
prostrˇed´ı akce prova´deˇt.
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5.3.1 Trˇ´ıda FightingUnit
Jedna´ se o trˇ´ıdu prˇedstavuj´ıc´ı teˇlo cele´ inteligentn´ı bojove´ jednotky. Sdruzˇuje v sobeˇ vsˇechna
navrzˇena´ centra, prˇicˇemzˇ si ukla´da´ prˇ´ımy´ odkaz na reaktivn´ı centrum, centrum pla´nova´n´ı
a ba´zi znalost´ı, ktery´m prˇepos´ıla´ prˇ´ıslusˇne´ pozˇadavky. Vesˇkera´ extern´ı synchronizace z o-
koln´ıho prostrˇed´ı procha´z´ı touto trˇ´ıdou, tud´ızˇ je pra´veˇ ona zodpoveˇdna´ za aktivaci prˇ´ıslusˇ-
ny´ch center a jejich vza´jemnou komunikaci. Stejneˇ tak v prˇ´ıpadeˇ, zˇe jsou jednotce externeˇ
zada´ny neˇktere´ akce k proveden´ı nebo c´ıle k napla´nova´n´ı, jsou prˇeda´ny te´to trˇ´ıdeˇ, ktera´
je jizˇ prˇeposˇle efektor˚um k vykona´n´ı (pokud se jedna´ o prˇ´ımo specifikovane´ akce) nebo
pla´novac´ımu centru k napla´nova´n´ı (pokud se jedna´ o obecneˇji zadany´ c´ıl).
Metoda ScheduleAction
void ScheduleAction(ActionBase^ a_action);
Jednotka je schopna´ v prostrˇed´ı autonomneˇ p˚usobit a pohybovat se vzhledem k napla´-
novane´mu c´ıli. Mu˚zˇe vsˇak vzniknout pozˇadavek od uzˇivatele, aby jednotka naprˇ´ıcˇ sve´mu
soucˇasne´mu pla´nu provedla akci, ktera´ napla´nova´na nebyla. Vyuzˇit´ım te´to metody mu˚zˇe
uzˇivatel zadat jednotce takovou akci k proveden´ı. Pozˇadavek je na´sledneˇ prˇeposla´n centru
efektor˚u, aby napla´novalo jej´ı proveden´ı.
Metoda PlanAction
void PlanAction(PlanCommand^ a_planCommand);
V prˇ´ıpadeˇ, zˇe uzˇivatel nechce prˇedat jednotce pouze jedinou akci k proveden´ı, ale chce
jednotce specifikovat dalˇs´ı c´ıl, ktere´ho by se meˇla snazˇit dosa´hnout, mu˚zˇe pomoc´ı te´to
metody prˇidat do mnozˇiny c´ıl˚u k dosazˇen´ı dalˇs´ı specifikovany´ c´ıl. Jednotka pozˇadavek na
dosazˇen´ı specifikovane´ho c´ıle prˇeposˇle pla´novac´ımu centru, ktere´, jakmile jsou dosazˇeny
vsˇechny prˇedchoz´ı c´ıle, napla´nuje jeho dosazˇen´ı.
Metoda PerformAction
void PerformAction();
Ve chv´ıli, kdy se prostrˇed´ı chysta´ prˇideˇlit jednotce dany´ cˇasovy´ interval, vyvola´ tuto metodu.
Jednotka tak dosta´va´ mozˇnost zjistit nove´ informace o sve´m prostrˇed´ı, prˇ´ıpadneˇ jej ovlivnit
vykona´n´ım vybrany´ch akc´ı. Konkre´tn´ı implementace te´to metody tedy urcˇuje, jak jednotka
nalozˇ´ı s prˇideˇleny´m cˇasovy´m intervalem.
V soucˇasne´ implementaci jednotka nejprve zjist´ı, zda jsou napla´nova´ny neˇjake´ akce
k proveden´ı. V prˇ´ıpadeˇ, zˇe v soucˇasne´ chv´ıli nejsou napla´nova´ny zˇa´dne´ akce, pozˇa´da´ pla´nova-
c´ı centrum o vytvorˇen´ı pla´nu. Pla´novac´ı centrum podle aktua´ln´ıho c´ıle vytvorˇ´ı seznam akc´ı,
jejichzˇ proveden´ım je mozˇne´ dane´ho c´ıle dosa´hnout, a jednotka si jej ulozˇ´ı jako posloupnost
akc´ı k proveden´ı v na´sleduj´ıc´ıch kroc´ıch.
V prˇ´ıpadeˇ, zˇe jsou napla´nova´ny neˇjake´ akce k proveden´ı, jednotka vezme posloupnost
teˇchto akc´ı a postupneˇ zada´va´ akce z te´to posloupnosti reaktivn´ımu centru k proveden´ı. To
se snazˇ´ı prˇedat tyto akce k proveden´ı centru efektor˚u, prˇ´ıp. senzoricke´mu centru, ktere´ je
prˇepos´ıla´ jednotlivy´m efektor˚um, prˇ´ıp. senzor˚um. Pokud se podarˇilo danou akci prˇedat azˇ
na nejnizˇsˇ´ı u´rovenˇ, je odebra´na z posloupnosti akc´ı k proveden´ı a jednotka se snazˇ´ı prˇedat
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akci dalˇs´ı. Tak pokracˇuje azˇ do chv´ıle, kdy nen´ı mozˇne´ neˇkterou akci prˇedat, nebo nen´ı
posloupnost napla´novany´ch akc´ı pra´zdna´.
Jakmile jsou vsˇechny potrˇebne´ akce prˇeda´ny prˇ´ıslusˇny´m efektor˚um, prˇ´ıp. senzor˚um,
prˇeda´ jednotka reaktivn´ımu centru povolen´ı k proveden´ı vsˇech pra´veˇ prˇedany´ch akc´ı. Pokud
z neˇjake´ho d˚uvodu nebylo mozˇne´ tyto akce prove´st (prostrˇed´ı se vy´znamneˇ zmeˇnilo, na nizˇsˇ´ı
u´rovni dosˇlo k reakci na kritickou uda´lost apod.), jednotka zneplatn´ı celou mnozˇinu akc´ı
napla´novany´ch k proveden´ı. Pla´novac´ımu centru je na´sledneˇ ozna´meno, zˇe dosˇlo k zne-
platneˇn´ı pla´nu a je proto potrˇeba znovu napla´novat dosazˇen´ı soucˇasne´ho c´ıle.
5.3.2 Trˇ´ıda ReactiveCenter
Tato trˇ´ıda prˇedstavuje implementaci navrzˇene´ho reaktivn´ıho centra inteligentn´ı bojove´ jed-
notky (viz 4.4.4). Sdruzˇuje v sobeˇ senzoricke´ centrum a centrum efektor˚u, a ukla´da´ si
prˇ´ıme´ odkazy jak na tato centra, tak take´ na ba´zi znalost´ı. Reaktivn´ı centrum je zod-
poveˇdne´ zejme´na za prˇepos´ıla´n´ı akc´ı k proveden´ı senzoricke´mu centru a centru efektor˚u,
vyhleda´va´n´ı kriticky´ch uda´lost´ı ve znalostech z´ıskany´ch od senzor˚u a reakce na tyto uda´losti,
cˇ´ımzˇ uzav´ıra´ reaktivn´ı smycˇku agenta. Specifikace kriticky´ch uda´lost´ı i reakc´ı na neˇ jsou
mu urcˇeny danou mnozˇinou reaktivn´ıch pravidel.
Metoda ScheduleAction
bool ScheduleAction(ActionBase^ a_action);
Tato metoda prˇepos´ıla´ prˇedanou akci odpov´ıdaj´ıc´ımu centru. Rozhoduje, zda je dana´ akce
urcˇena pro centrum efektor˚u nebo centrum senzoricke´ a snazˇ´ı se napla´novat tuto akci
k proveden´ı urcˇeny´m centrem. Na´vratovou hodnotou jednotce ozna´mı´, zda se danou akci
podarˇilo napla´novat k proveden´ı nebo naopak nepodarˇilo.
Metoda PerformAction
bool PerformAction();
Centrum vyvola´n´ım te´to metody dosta´va´ pokyn k uskutecˇneˇn´ı drˇ´ıve napla´novany´ch akc´ı
senzoricke´ho centra a centra efektor˚u. Reakce na tento pokyn byla naimplementova´na tak,
zˇe centrum da´ nejprve mozˇnost k proveden´ı napla´novany´ch akc´ı centru senzoricke´mu. Tento
krok je zvolen pro prˇ´ıpad, kdyby senzory zaznamenaly kritickou uda´lost v prostrˇed´ı, na
kterou by bylo nutne´ okamzˇiteˇ zareagovat.
Senzoricke´ centrum na pokyn k uskutecˇneˇn´ı napla´novany´ch akc´ı odpov´ıda´ navra´cen´ım
znalost´ı z´ıskany´ch o okoln´ım prostrˇed´ı. Reaktivn´ı centrum se v teˇchto znalostech snazˇ´ı nale´zt
vzory, ktere´ by znamenaly vy´skyt kriticke´ uda´losti v prostrˇed´ı. Takovy´ vzor je nalezen,
pokud jsou neˇktery´mi znalostmi splneˇny podmı´nky neˇktere´ho z reaktivn´ıch pravidel, ktere´
byly pro toto centrum specifikova´ny. V reaktivn´ıch pravidlech jsou za´rovenˇ specifikova´ny i
akce, jejichzˇ proveden´ım se ma´ na vy´skyt teˇchto uda´lost´ı zareagovat.
Prˇi nalezen´ı kriticke´ uda´losti jsou z pravidel, jejichzˇ podmı´nky byly splneˇny, z´ıska´ny
prˇ´ıslusˇne´ akce a doposud pla´novane´ akce v centrech efektor˚u jsou teˇmito akcemi nahrazeny.
Teˇlo jednotky je o tomto informova´no sdeˇlen´ım, zˇe dosˇlo ke zneplatneˇn´ı jeho pla´nu a akce
pro efektory byly prˇepla´nova´ny. Do doby, nezˇ je obsluzˇna´ rutina vznikla´ v reakci na kr-
itickou uda´lost dokoncˇena, nen´ı mozˇne´ napla´novat novou akci (takova´ akce vzˇdy skoncˇ´ı
zneplatneˇn´ım). Proto je doporucˇeno volit obsluzˇne´ rutiny co nejkratsˇ´ı, aby nedocha´zelo
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k prˇ´ıliˇs dlouhy´m interval˚um, kdy jednotka nen´ı schopna jakkoliv reagovat, protozˇe pra´veˇ
bezmysˇlenkoviteˇ pln´ı prˇ´ıslusˇne´ reakce.
V prˇ´ıpadeˇ, zˇe nejsou pomoc´ı senzor˚u zaznamena´ny takove´ znalosti v prostrˇed´ı, ktere´
by prˇedstavovaly vy´skyt kriticke´ uda´losti, je centru efektor˚u da´n souhlas k proveden´ı drˇ´ıve
napla´novany´ch akc´ı a tyto jsou na´sledneˇ provedeny.
Metoda SpecifyActions
List<ActionBase^>^ SpecifyActions(List<ActionBase^>^ a_actions);
Jelikozˇ jsou senzory a efektory schopny vykona´vat pouze atomicke´ akce (takove´, ktere´ nen´ı
mozˇne´ rozgenerovat na akce v´ıce specificke´), je nutno mı´t mechanismus, ktery´ je schopen
obecneˇjˇs´ı akce transformovat na akce atomicke´. Kazˇda´ obecneˇjˇs´ı akce sebou nese informaci
o tom, jak mu˚zˇe by´t na takove´ akce rozgenerova´na, a pra´veˇ tato metoda reaktivn´ıho centra
vyvola´va´ rozgenerova´n´ı teˇchto akc´ı na akce atomicke´. Vsˇechny napla´novane´ akce by meˇly
by´t nejprve rozgenerova´ny na akce atomicke´.
5.3.3 Trˇ´ıda ReactiveRule
Tato trˇ´ıda prˇedstavuje reaktivn´ı pravidla urcˇena´ pro konfiguraci chova´n´ı reaktivn´ıho centra
(4.4.4). Kazˇde´ pravidlo obsahuje mnozˇinu podmı´nek a mnozˇinu akc´ı, a definuje tak kritickou
uda´lost a akce, ktery´mi je na jej´ı vy´skyt potrˇeba zareagovat.
Metoda TestPrecondition
bool TestPrecondition(List<RepresentationObject^>^ a_representations);
Testuje, zda prˇedana´ mnozˇina znalost´ı o objektech splnˇuje mnozˇinu podmı´nek pravidla.
Mnozˇina podmı´nek je splneˇna tehdy, kdyzˇ v prˇedane´ mnozˇineˇ znalost´ı existuje mnozˇina
znalost´ı o neˇktere´m z objekt˚u takova´, zˇe splnˇuje kazˇdou podmı´nku z dane´ mnozˇiny pod-
mı´nek. Pokud znalosti o neˇktere´m objektu splnˇuj´ı vsˇechny podmı´nky, znamena´ to, zˇe se
v prˇedany´ch znalostech vyskytla kriticka´ uda´lost, na kterou je potrˇeba zareagovat.
Metoda GetActions
List<ActionBase^>^ GetActions();
Metoda vrac´ı seznam akc´ı, ktere´ jsou asociova´ny k reaktivn´ımu pravidlu. Posloupnost teˇchto
akc´ı urcˇuje, jaka´ by meˇla by´t reakce na vy´skyt uda´losti urcˇene´ mnozˇinou podmı´nek.
Metoda GetPassedIdList
List<String^>^ GetPassedIdList();
V prˇ´ıpadeˇ, zˇe se v prˇedany´ch znalostech vyskytla kriticka´ uda´lost, je mozˇne´ zjistit identi-
fika´tor objektu, ktery´ vy´skyt te´to uda´losti zp˚usobil. Metoda vrac´ı seznam vsˇech objekt˚u,
ktere´ zp˚usobily splneˇn´ı vsˇech podmı´nek reaktivn´ıho pravidla.
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5.3.4 Trˇ´ıda SensorCenter
Trˇ´ıda prˇedstavuje implementaci senzoricke´ho centra (viz 4.4.2). Jedna´ se o jediny´ prvek
syste´mu, ktery´ je schopen z´ıska´vat informace o okoln´ım prostrˇed´ı. Sdruzˇuje v sobeˇ jednotlive´
senzory, z nichzˇ vzˇdy pra´veˇ jeden zvoleny´ senzor je aktivn´ı a vykona´va´ prˇedane´ akce.
Metoda ScheduleAction
bool ScheduleAction(ActionBase^ a_action);
V soucˇasne´ chv´ıli senzoricke´ centrum umozˇnˇuje prove´st v dane´m cˇasove´m intervalu neome-
zeny´ pocˇet akc´ı. Metoda ulozˇ´ı kazˇdou prˇedanou akci k vykona´n´ı pra´veˇ aktivn´ım senzorem.
Metoda ClearScheduledActions
void ClearScheduledActions();
Prˇestozˇe byly napla´nova´ny akce k vykona´n´ı, mohlo ve vysˇsˇ´ıch vrstva´ch doj´ıt ke zneplatneˇn´ı
stanovene´ho pla´nu a napla´novane´ akce jizˇ mohou by´t neplatne´ (nyn´ı je prioritou prove´st
naprˇ. akce reaguj´ıc´ı na kritickou uda´lost). Metoda zrusˇ´ı vsˇechny napla´novane´ akce jejich
smaza´n´ım ze seznamu akc´ı k vykona´n´ı.
Metoda PerformAction
List<RepresentationObject^>^ PerformAction();
Tato metoda prova´d´ı napla´novane´ akce na okoln´ım prostrˇed´ı. Jelikozˇ je v soucˇasnosti mozˇne´
prove´st na u´rovni senzor˚u jedinou akci, a to akci zjiˇsteˇn´ı stavu okoln´ıho prostrˇed´ı (akce
scan), je v konecˇne´m d˚usledku vzˇdy vyvola´n pra´veˇ aktivn´ı senzor, ktery´ ma´ za u´kol vra´tit
soucˇasny´ stav okoln´ıho prostrˇed´ı.
Senzor vrac´ı stav okoln´ıho prostrˇed´ı jako seznam objekt˚u trˇ´ıdy EnvironmentObject.
Tyto samotne´ by jizˇ bylo mozˇne´ vra´tit jako nalezene´ znalosti, ale vznikly by t´ım dva
proble´my. Jelikozˇ bychom si ulozˇili prˇ´ımy´ odkaz na tyto objekty, z´ıskali bychom tak prˇ´ıstup
ke vzˇdy aktua´ln´ım informac´ım o dany´ch objektech, bez nutnosti zjiˇst’ovat stav okoln´ıho
prostrˇed´ı. To by bylo jisteˇ uzˇitecˇne´, ale odporuj´ıc´ı realiteˇ. Druhy´ proble´m je ten, zˇe v bu-
doucnu neocˇeka´va´me na´vrat cely´ch objekt˚u, ale pouze neˇktery´ch prˇ´ıznak˚u, zvuk˚u nebo cˇa´st´ı
obrazu zjiˇsteˇny´ch na okoln´ım prostrˇed´ı, ze ktery´ch teprve mus´ıme zjistit co se kolem na´s
vlastneˇ nacha´z´ı. Vznikne tak potrˇeba prove´st zpracova´n´ı obrazu, zvuku apod., abychom
v˚ubec z navra´ceny´ch informac´ı zjistili neˇjake´ znalosti o okoln´ım prostrˇed´ı. Proto je jesˇteˇ
samotne´mu prˇeda´n´ı zjiˇsteˇny´ch znalost´ı z prostrˇed´ı prˇedrˇazena fa´ze extrakce teˇchto znalost´ı
z informac´ı navra´ceny´ch od senzor˚u.
Fa´ze extrakce znalost´ı je v soucˇasnosti implementova´na jako pouhe´ prˇekop´ırova´n´ı d˚ule-
zˇity´ch vlastnost´ı objektu do struktury, ktera´ jej bude v ba´zi znalost´ı reprezentovat. Prˇitom
je podle typu zjiˇsteˇne´ho objektu specifikova´no, jake´ho tvaru tento objekt naby´va´, aby mohlo
by´t s t´ımto tvarem pla´nova´no pro prˇ´ıpad zˇe bychom jej chteˇli obej´ıt, schovat se za neˇj apod.
5.3.5 Trˇ´ıda SensorBase
Abstraktn´ı trˇ´ıda urcˇuj´ıc´ı vlastnosti, ktere´ ma´ mı´t kazˇdy´ senzor definova´ny, a metody, ktere´
ma´ implementovat. Zdeˇdeˇn´ım te´to trˇ´ıdy a specifikac´ı vlastnost´ı je mozˇne´ vytvorˇit senzor
komunikuj´ıc´ı s okoln´ım prostrˇed´ım.
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Vlastnosti senzor˚u
Jedinou v soucˇasnosti implementovanou vlastnost´ı senzor˚u je dosah senzoru.
Metoda Scan
List<EnvironmentObject^>^ Scan();
Tato metoda komunikuje s okoln´ım prostrˇed´ım a zˇa´da´ jej o poskytnut´ı vsˇech objekt˚u, ktere´
se nacha´zej´ı v dosahu tohoto senzoru. Jej´ım proveden´ım je mozˇne´ zjiˇst’ovat stav okoln´ıho
sveˇta.
5.3.6 Trˇ´ıda EffectorCenter
Trˇ´ıda prˇedstavuje implementaci centra efektor˚u (4.4.3). Jedna´ se o jediny´ prvek syste´mu,
ktery´ umozˇnˇuje svy´m p˚usoben´ım ovlivnˇovat okoln´ı prostrˇed´ı. Sdruzˇuje v sobeˇ podcentra
zodpoveˇdna´ za prova´deˇn´ı prˇ´ıslusˇny´ch typ˚u akc´ı (zde konkre´tneˇ pohybove´ centrum a centrum
strˇelby).
Metoda ScheduleAction
bool ScheduleAction(ActionBase^ a_action);
Centrum rozes´ıla´ prˇedanou akci vsˇem centr˚um, ktere´ jsou v neˇm registrova´ny. Pokud ale-
sponˇ jedno z nich umozˇnilo napla´nova´n´ı prˇedane´ akce, informuje, zˇe byla akce napla´nova´na
k proveden´ı. Jinak ozna´mı´, zˇe nebylo mozˇne´ napla´novat prˇedanou akci.
Metoda ClearScheduledActions
void ClearScheduledActions();
Metoda rusˇ´ı vsˇechny doposud napla´novane´ akce k proveden´ı (viz stejna´ metoda v podkapi-
tole 5.3.4).
Metoda PerformAction
void PerformAction();
Vyvola´n´ım te´to metody je centru ozna´meno, zˇe mu byl prˇideˇlen prˇedem specifikovany´ cˇasovy´
interval, ktery´ mu˚zˇe vyuzˇ´ıt k proveden´ı napla´novany´ch akc´ı. Centrum da´va´ registrovany´m
centr˚um postupneˇ povolen´ı k proveden´ı jedne´ napla´novane´ akce v porˇad´ı, ve ktere´m byly
akce napla´nova´ny. Tak cˇin´ı azˇ do chv´ıle, kdy jizˇ nejsou zˇa´dne´ napla´novane´ akce k proveden´ı.
5.3.7 Trˇ´ıdy ActorCenterBase, MotionCenter a ShootCenter
Trˇ´ıda ActorCenterBase je abstraktn´ı trˇ´ıdou uda´vaj´ıc´ı, jake´ metody mus´ı implemento-
vat dane´ centrum, aby mohlo by´t registrova´no v centru efektor˚u. Trˇ´ıdy MotionCenter a
ShootCenter jsou takovy´mi implementacemi, prˇedstavuj´ıc´ımi centrum pohybu a centrum
strˇelby. Vsˇechna tato centra maj´ı informaci o de´lce cˇasove´ho intervalu, ktery´ jim je v jednom
kroku syste´mu prˇideˇlen a v ra´mci ktere´ho mohou pla´novat sve´ akce. Kazˇda´ implementace si
take´ definuje, jake´ akce je schopna prova´deˇt a jak moc na´rocˇne´ na cˇas je proveden´ı prˇ´ıslusˇne´
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akce. Podle toho se odv´ıj´ı, kolik akc´ı je schopno dane´ centrum v ra´mci prˇideˇlene´ho cˇasove´ho
intervalu napla´novat a na´sledneˇ prove´st. Nav´ıc v sobeˇ jednotliva´ centra sdruzˇuj´ı efektory
jim prˇ´ıslusˇej´ıc´ı, z nichzˇ vzˇdy pra´veˇ jeden zvoleny´ efektor je aktivn´ı a vykona´va´ akce prˇedane´
prˇ´ıslusˇne´mu centru.
Metoda ScheduleAction
bool ScheduleAction(ActionBase^ a_action);
Tato metoda prˇeda´va´ implementovane´mu centru akci k napla´nova´n´ı. Centrum oveˇrˇ´ı, jestli
se jedna´ o akci, kterou je schopno prove´st. Pokud se jedna´ o typ akce, ktery´ toto centrum
nema´ ve sve´m poli p˚usobnosti (naprˇ. akce pohyb pro centrum strˇelby), vra´t´ı informaci, zˇe
danou akci nebylo mozˇne´ napla´novat.
Pokud se jedna´ o akci, kterou je dane´ centrum schopno prove´st, napla´nuje ji a odecˇte si
ze specifikovane´ho cˇasove´ho intervalu, ktery´ ma´ k dispozici, cˇas potrˇebny´ k proveden´ı dane´
akce. Pokud je cˇasova´ na´rocˇnost akce veˇtsˇ´ı nezˇ zby´vaj´ıc´ı cˇa´st prˇideˇlene´ho cˇasove´ho intervalu,
akce napla´nova´na nen´ı a je vra´cena informace o tom, zˇe se ji napla´novat nepodarˇilo.
Prakticky ve chv´ıli, kdy zˇa´dne´ centrum nemohlo z cˇasovy´ch d˚uvod˚u napla´novat prˇedanou
akci, koncˇ´ı u´kolova´n´ı jednotlivy´ch center vysˇsˇ´ımi vrstvami a prˇicha´z´ı fa´ze, kdy vysˇsˇ´ı vrstvy
vyvolaj´ı pozˇadavek na proveden´ı dany´ch akc´ı.
Metoda PerformAction
void PerformAction();
Tato metoda provede jednu akci napla´novanou v prˇ´ıslusˇne´m centru. Nejprve je rozhodnuto,
o kterou akci se pojedna´, a pote´ je proveden´ım te´to akce zau´kolova´n pra´veˇ aktivn´ı efektor.
Prˇitom je uvolnˇova´na vyuzˇitelna´ cˇasova´ kapacita pro pla´nova´n´ı dalˇs´ıch akc´ı.
5.3.8 Trˇ´ıdy MotionBase a ShootBase
Abstraktn´ı trˇ´ıdy urcˇuj´ıc´ı vlastnosti, ktere´ ma´ mı´t kazˇdy´ efektor definova´ny, a metody, ktere´
ma´ implementovat, aby mohl by´t zarˇazen jako efektor pohybove´ho centra, resp. centra
strˇelby. Zdeˇdeˇn´ım te´to trˇ´ıdy a specifikac´ı vlastnost´ı je mozˇne´ vytvorˇit efektory r˚uzny´ch
vlastnost´ı a mozˇnost´ı ovlivnˇovat okoln´ı prostrˇed´ı.
Vlastnosti efektor˚u
Efektory pohybu maj´ı specifikova´nu rychlost, s jakou se mu˚zˇe jednotka pohybovat. Efek-
tory strˇelby pak maj´ı urcˇenu rychlost vystrˇelene´ho projektilu a s´ılu projektilu. Tyto
u´daje uda´vaj´ı, jak rychle se vystrˇeleny´ projektil bude v prostrˇed´ı pohybovat a jak velkou
sˇkodu zp˚usob´ı zasazˇene´mu objektu.
Metoda ChangeDirection
void ChangeDirection(Direction^ a_newDirection);
Jedna´ se o metodu implementovanou obeˇma centry. Jej´ı vyvola´n´ı se specifikovany´m smeˇrem
natocˇen´ı zp˚usobuje zmeˇnu smeˇru pohybu jednotky, prˇ´ıp. zmeˇnu jej´ıho smeˇru strˇ´ılen´ı (podle
toho, pro ktere´ centrum je metoda vyvola´na).
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Metoda Step
void Step();
Metoda pohybove´ho centra zp˚usobuj´ıc´ı posun jednotky v prostrˇed´ı o jeden krok v soucˇas-
ne´m smeˇru natocˇen´ı efektoru. Velikost kroku je za´visla´ na rychlosti pra´veˇ aktivn´ıho efektoru.
Metoda Shoot
void Shoot();
Metoda centra strˇelby zp˚usobuj´ıc´ı vy´strˇel jednotky ve smeˇru soucˇasne´ho natocˇen´ı efektoru.
Rychlost a s´ıla vy´strˇelu je urcˇena nastaven´ım pra´veˇ pouzˇ´ıvane´ho efektoru.
5.3.9 Trˇ´ıda ActionBase
Jedna´ se o abstraktn´ı trˇ´ıdu uda´vaj´ıc´ı prˇedpis pro definici nove´ akce. Kazˇda´ akce mus´ı mı´t
urcˇenu cˇasovou na´rocˇnost sve´ho vykona´n´ı, jme´no (pojmenova´n´ı dane´ho typu akce) a typ
(pro rozliˇsen´ı akc´ı se stejny´m jme´nem, ale urcˇeny´ch pro r˚uzna´ centra). Na u´rovni efektor˚u
vyvola´va´ jme´no akce proveden´ı odpov´ıdaj´ıc´ı akce (naprˇ. jme´no shoot akce vy´strˇel vyvola´va´
metodu Shoot() centra strˇelby, jme´no step akce krok metodu Step() pohybove´ho centra)
a typ akce rozliˇsuje, ktere´mu centru je dana´ akce urcˇena (typmotion pro akce pohybove´ho
centra, typ shoot pro akce centra strˇelby a typ sensor pro akce senzoricke´ho centra).
Neˇktere´ konkre´tn´ı implementace akc´ı sebou nav´ıc nesou hodnotu dane´ akce (naprˇ. akce
zmeˇny smeˇru natocˇen´ı sebou nese informaci, ktery´m smeˇrem se natocˇit).
Typy akc´ı
V soucˇasne´ implementaci je pouzˇ´ıva´no 5 druh˚u akc´ı:
Akce krok se jme´nem step, typem motion, bez dodatecˇne´ hodnoty. Akce vyvola´va´
metodu Step() pohybove´ho efektoru, zp˚usobuj´ıc´ı posun o jeden krok ve smeˇru natocˇen´ı
pohybove´ho centra. Na´rocˇnost te´to akce byla stanovena na 90% prˇideˇlene´ho cˇasove´ho in-
tervalu.
Akce pohyb se jme´nem move, typem motion a hodnotou uda´vaj´ıc´ı vzda´lenost, o kte-
rou se ma´ jednotka posunout. Tato akce je schopna se rozgenerovat na odpov´ıdaj´ıc´ı mnozˇinu
akc´ı krok. Na´rocˇnost te´to akce je nulova´, protozˇe se nejedna´ o akci atomickou. Jej´ı na´rocˇnost
je urcˇena mnozˇinou z n´ı vygenerovany´ch atomicky´ch akc´ı.
Akce zmeˇna smeˇru se jme´nem direction, typem motion nebo shoot a hodnotou
uda´vaj´ıc´ı novy´ smeˇr natocˇen´ı centra specifikovane´ho typem akce. Akce vyvola´va´ metodu
ChangeDirection() efektoru prˇ´ıslusˇne´ho centra, zp˚usobuj´ıc´ı zmeˇnu smeˇru natocˇen´ı tohoto
centra. Na´rocˇnost te´to akce byla stanovena na 10% prˇideˇlene´ho cˇasove´ho intervalu.
Akce vy´strˇel se jme´nem shoot, typem shoot, bez dodatecˇne´ hodnoty. Akce vyvola´va´
metodu Shoot() na u´rovni efektoru centra strˇelby. Na´rocˇnost te´to akce byla stanovena na
90% prˇideˇlene´ho cˇasove´ho intervalu.
Akce zjiˇsteˇn´ı stavu okoln´ıho prostrˇed´ı se jme´nem scan, typem sensor, bez dodatecˇne´
hodnoty. Akce vyvola´va´ metodu Scan() aktivn´ıho senzoru, zjiˇst’uj´ıc´ı stav okoln´ıho prostrˇed´ı.
Na´rocˇnost te´to akce byla stanovena na 100% prˇideˇlene´ho cˇasove´ho intervalu.
Jelikozˇ jsou r˚uzna´ centra na sobeˇ neza´visla´ co se ty´ka´ prˇideˇlene´ho cˇasove´ho intervalu
pro kazˇde´ centrum, je vhodne´ se zamyslet nad rˇazen´ım akc´ı. Pokud bychom zadali jed-
notce sekvenci akc´ı <move, move, direction>, je schopna tuto sekvenci prove´st ve dvou
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kroc´ıch (spotrˇebuje na jej´ı proveden´ı 2 cˇasove´ intervaly). Stejneˇ cˇasoveˇ na´rocˇna´ by byla
take´ sekvence akc´ı <move, shoot, move, shoot, direction>. To z toho d˚uvodu, zˇe centrum
strˇelby ma´ prˇideˇlen vlastn´ı cˇasovy´ interval, jelikozˇ jsou jeho akce neza´visle´ na akc´ıch centra
pohybu. Pokud bychom vsˇak zvolili sekvenci akc´ı <move, move, shoot, shoot, direction>,
jizˇ bychom potrˇebovali cˇasove´ intervaly trˇi. Prˇestozˇe by bylo mozˇne´ prove´st akce vy´strˇelu
paralelneˇ s akcemi pohybu, a tak tuto sekvenci vykonat jen ve dvou kroc´ıch, nebyla by pak
zachova´na posloupnost akc´ı, cozˇ je mnohem podstatneˇjˇs´ı.
Metoda IsAtomic()
bool IsAtomic();
Efektory jsou schopny vykona´vat pouze atomicke´ akce. Atomicke´ akce jsou takove´ akce,
ktere´ jizˇ nelze rozlozˇit na mnozˇinu v´ıce specificky´ch akc´ı. Atomicka´ akce mus´ı by´t dokon-
cˇitelna´ v cˇasove´m intervalu, ktery´ je urcˇen pro prova´deˇn´ı akc´ı na prostrˇed´ı. Metoda vrac´ı
informaci, zda se o takovou akci jedna´.
Metoda GenerateActions()
List<ActionBase^>^ GenerateActions();
Ne kazˇda´ akce je atomicka´ (naprˇ. akce pohyb). Neatomicke´ akce jsou vsˇak schopny samy
sebe rozgenerovat na mnozˇinu akc´ı atomicky´ch a to vyvola´n´ım pra´veˇ te´to metody.
5.3.10 Trˇ´ıdy KnowledgeBase, KnowledgeTable a KnowledgeTableId
Trˇ´ıda KnowledgeBase prˇedstavuje ba´zi znalost´ı jednotky (viz podkapitola 4.4.5). Znalosti
v n´ı ulozˇene´ prˇedstavuj´ı soucˇasny´ model sveˇta jednotky, a proto je ba´ze znalost´ı d˚ulezˇity´m
prvkem inteligentn´ıho chova´n´ı jednotky. Kdyby jednotka nebyla schopna uchova´vat znalosti
o okoln´ım prostrˇed´ı a vytva´rˇet si jeho model, teˇzˇce by se bez teˇchto znalost´ı pla´novalo jine´
nezˇ-li reaktivn´ı chova´n´ı.
Vesˇkere´ znalosti jsou ukla´da´ny do tabulek, ktere´ odpov´ıdaj´ı prˇedpisu definovane´mu ab-
straktn´ı trˇ´ıdou KnowledgeTable. Tyto tabulky mohou umozˇnˇovat nejr˚uzneˇjˇs´ı druhy ukla´-
da´n´ı znalost´ı, prˇ´ıpadneˇ se kazˇda´ z nich mu˚zˇe specializovat na jiny´ typ znalost´ı.
Trˇ´ıda KnowledgeTableId je implementac´ı te´to abstraktn´ı trˇ´ıdy, ktera´ ukla´da´ znalosti
jako seznam reprezentac´ı objekt˚u (reprezentace objektu prˇedstavuje nasˇe znalosti o neˇm),
ktere´ byly v prostrˇed´ı zaznamena´ny. Znalosti o teˇchto objektech jsou v seznamu ulozˇeny
pod jednoznacˇny´m identifika´torem, ktery´ dane´mu objektu prˇ´ıslusˇ´ı (cozˇ ulehcˇuje aktualizaci
znalost´ı o dane´m objektu).
Metody AddKnowledge a AddKnowledges
void AddKnowledge(RepresentationObject^ a_knowledge);
void AddKnowledges(List<RepresentationObject^>^ a_knowledges);
Obeˇ dveˇ metody slouzˇ´ı pro ulozˇen´ı znalost´ı do tabulek ba´ze znalost´ı. Liˇs´ı se pouze pocˇtem
znalost´ı, ktere´ ukla´daj´ı. V prˇ´ıpadeˇ, zˇe jizˇ v ba´zi znalost´ı ma´me ulozˇeny znalosti o dane´m
objektu, a tyto znalosti se liˇs´ı od znalost´ı pra´veˇ z´ıskany´ch, pak provedeme jejich aktualizaci.
V ba´zi znalost´ı totizˇ chceme vzˇdy uchova´vat co nejaktua´lneˇjˇs´ı znalosti.
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Metody GetRepresentation a GetKnowledges
RepresentationObject^ GetRepresentation(String^ a_identification);
List<RepresentationObject^>^ GetKnowledges();
Tyto metody jsou si hodneˇ podobne´. Obeˇ dveˇ vracej´ı znalosti ulozˇene´ v ba´zi znalost´ı.
Metoda GetRepresentation() vsˇak vrac´ı znalosti pouze o jednom specifikovane´m objektu.
Pokud tedy chceme zjistit informace o jednom konkre´tn´ım objektu, je vhodne´ pouzˇ´ıt tuto
metodu. Metoda GetKnowledges() naopak vrac´ı vsˇechny znalosti ulozˇene´ v ba´zi znalost´ı.
Metoda GetNewKnowledges
List<RepresentationObject^>^ GetNewKnowledges();
Metoda navrac´ı noveˇ zjiˇsteˇne´ znalosti. Jedna´ se bud’ o znalosti o objektech, o nichzˇ jsme
z´ıskali znalosti poprve´, nebo o znalosti o objektech, o nichzˇ jsme jizˇ informace drˇ´ıve meˇli,
ale z´ıskali jsme informace aktua´lneˇjˇs´ı. Takove´ znalosti jsou povazˇova´ny za nove´ do chv´ıle,
nezˇ jsou oznacˇeny za stare´.
Metoda ClearNewKnowledges
void ClearNewKnowledges();
Vsˇechny noveˇ zjiˇsteˇne´ znalosti jsou oznacˇeny za stare´, vyvola´n´ım pra´veˇ te´to metody.
5.3.11 Trˇ´ıda RepresentationObject, RepresentationCircle a Representa-
tionRectangle
Stejneˇ tak, jako je definova´na forma, v jake´ jednotka z´ıska´ informace o okoln´ım prostrˇed´ı,
mus´ı by´t take´ definova´na forma, v n´ızˇ si bude z´ıskane´ znalosti ukla´dat. Tuto formu definu-
jeme trˇ´ıdou RepresentationObject. Prakticky se jedna´ pouze o kopii trˇ´ıdy Environment-
Object, ktera´ ma´ v sobeˇ ulozˇeny dodatecˇne´ informace a definova´ny metody umozˇnˇuj´ıc´ı lehcˇ´ı
pra´ci s reprezentac´ı znalost´ı o jednotlivy´ch objektech. Jedna´ se naprˇ´ıklad o hranicˇn´ı body
a body ukryt´ı. Trˇ´ıda poskytuje take´ metody umozˇnˇuj´ıc´ı vy´pocˇet teˇchto bod˚u v libovolne´
vzda´lenosti od prˇ´ıslusˇne´ho objektu.
Trˇ´ıda RepresentationCircle prˇedstavuje implementaci trˇ´ıdy RepresentationObject
pro objekty kruhove´ho tvaru (v soucˇasne´ implementaci jsou jimi pouze voja´ci). Trˇ´ıda
RepresentationRectangle pak implementaci pro objekty tvaru obde´ln´ıkove´ho (zdi). Vy´-
pocˇet jednotlivy´ch vlastnost´ı se odv´ıj´ı od tvaru teˇchto reprezentovany´ch objekt˚u.
Vlastnosti trˇ´ıdy RepresentationObject
Jak jizˇ bylo zmı´neˇno, vlastnosti te´to trˇ´ıdy odpov´ıdaj´ı vlastnostem trˇ´ıdy EnvironmentOb-
ject. Nav´ıc vsˇak obsahuje informace o hranicˇn´ıch bodech a bodech ukryt´ı.
Hranicˇn´ı body jsou body, ktere´ tvorˇ´ı vy´znacˇne´ hranice nepr˚uchoz´ıch objekt˚u. V prˇ´ı-
padeˇ, zˇe se chce jednotka pohybovat v prostrˇed´ı, je pomoc´ı senzor˚u schopna zjistit, kde
se nacha´z´ı volny´ prostor, ktery´ k tomuto pohybu mu˚zˇe vyuzˇ´ıt. Vzhledem k vy´pocˇetn´ı
na´rocˇnosti a velke´mu pocˇtu takovy´ch bod˚u byl zvolen prˇ´ıstup, kdy kazˇda´ reprezentace
objektu v sobeˇ nese informaci o ohranicˇuj´ıc´ıch bodech. Z´ıska´n´ım teˇchto bod˚u, a se znalost´ı
sˇ´ıˇrky pohybuj´ıc´ıho se objektu, je pak mozˇne´ vypocˇ´ıtat, kudy se pohybovat, aby nedosˇlo ke
kolizi s nepr˚uchoz´ım objektem.
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Body ukryt´ı jsou body, ktere´ urcˇuj´ı pozice kolem prˇ´ıslusˇne´ho objektu, ktere´ jsou
vhodne´ k ukryt´ı prˇed zrakem a strˇelbou neprˇ´ıtele. V implementovane´m programu jsou
za tyto body povazˇova´ny za´veˇtrne´ strany zd´ı, u nichzˇ se prˇedpokla´da´, zˇe alesponˇ jeden
z bod˚u ukryt´ı je vhodny´ pro ukryt´ı se prˇed palbou neprˇ´ıtele. Pak jizˇ zby´va´ jenom vybrat
takovy´ bod ukryt´ı, ktery´ je neprˇ´ıtelem nejme´neˇ ohrozˇen. Pro jednotky nebyly body ukryt´ı
implementova´ny, proto je tato vlastnost vyuzˇita pouze u zmı´neˇny´ch zd´ı.
5.3.12 Trˇ´ıda PlanningCenter
Trˇ´ıda prˇedstavuje implementaci pla´novac´ıho centra jednotky (viz podkapitola 4.4.8). Toto
centrum sebou nese informaci o zadany´ch c´ılech a informaci o c´ıli, ktery´ byl v soucˇasnosti
vybra´n k dosazˇen´ı. Nav´ıc si uchova´va´ prˇ´ımy´ odkaz na ba´zi znalost´ı a mnozˇinu pla´novac´ıch
pravidel, ktera´ jsou sice podobna´ jako pravidla reaktivn´ı (viz podkapitola 5.3.3), ale logicky
se od nich liˇs´ı. Akce pravidel centra pla´nova´n´ı, ktere´ vznikaj´ı v reakci na splneˇn´ı specifiko-
vany´ch podmı´nek, si zˇa´daj´ı delˇs´ı cˇas k napla´nova´n´ı a nejsou proveditelne´ okamzˇiteˇ. Nejedna´
se tedy o pravidla, ktera´ urcˇuj´ı okamzˇite´ reakce na nastale´ uda´losti v prostrˇed´ı, ale sp´ıˇse
uda´vaj´ı, za jake´ho stavu prostrˇed´ı se ma´me zaby´vat tvorbou jake´ho pla´nu. Splneˇn´ı jejich
podmı´nek take´ nenarusˇuje drˇ´ıve vytvorˇeny´ pla´n, sp´ıˇse urcˇuje chova´n´ı jednotky ve chv´ıli, kdy
vol´ı c´ıl, ktere´ho by meˇla v soucˇasne´ chv´ıli dosa´hnout, a da´va´ j´ı tak mozˇnost vy´beˇru z v´ıce
c´ıl˚u k dosazˇen´ı (kazˇde´ splneˇne´ pravidlo poskytuje novy´ c´ıl). Jedna´ se trˇeba o napla´nova´n´ı
akce “schovej se” v prˇ´ıpadeˇ, kdy je v bl´ızkosti spatrˇena neprˇa´telska´ jednotka. Tato akce
nejdrˇ´ıve vyzˇaduje nale´zt bezpecˇna´ mı´sta, kde je mozˇne´ se uschovat, na´sledneˇ vybrat mı´sto
k tomuto u´cˇelu nejvhodneˇjˇs´ı a potom jesˇteˇ napla´novat cestu k jeho dosazˇen´ı.
Aby nebylo vesˇkere´ pla´nova´n´ı soustrˇedeˇno do jednoho centra, jsou vytvorˇena centra
dalˇs´ı, ktery´m jsou rozdeˇleny skupiny pla´novac´ıch u´kol˚u. Tato se u centra pla´nova´n´ı zaregi-
struj´ı, a v prˇ´ıpadeˇ prˇ´ıchoz´ıho pozˇadavku na napla´nova´n´ı urcˇite´ho c´ıle je tento pozˇadavek
prˇesmeˇrova´n prˇ´ıslusˇne´mu centru. Prˇ´ıkladem takove´ho centra je implementovane´ centrum
pro pla´nova´n´ı cesty, ktere´ ma´ na starosti vesˇkere´ pla´nova´n´ı ty´kaj´ıc´ı se dosazˇen´ı urcˇite´ pozice
v prostrˇed´ı.
Metoda CreatePlan
List<ActionBase^>^ CreatePlan();
Metoda je vyvola´na ve chv´ıli, kdy od pla´novac´ıho centra pozˇadujeme vytvorˇen´ı pla´nu.
Metoda vrac´ı pla´n jako seznam akc´ı, jejichzˇ proveden´ım by meˇlo by´t mozˇne´ dosa´hnout
stanovene´ho c´ıle.
Centrum nejprve zjist´ı, jestli ma´ k dispozici znalosti o okoln´ım sveˇteˇ. Pokud tyto znalosti
ma´, aktualizuje svou mnozˇinu c´ıl˚u (zjist´ı, ktere´ z c´ıl˚u jizˇ byly v soucˇasne´m stavu prostrˇed´ı
dosazˇeny, a tyto z mnozˇiny c´ıl˚u odebere). Pokud byl v minulosti vytvorˇen pla´n k dosazˇen´ı,
jehozˇ c´ıl doposud nebyl dosazˇen, je zva´zˇeno, zda je nutne´ prove´st prˇepla´nova´n´ı tohoto jizˇ
hotove´ho pla´nu, nebo mu˚zˇeme pokracˇovat v jeho prova´deˇn´ı. Pokud je mozˇne´ pokracˇovat
v jeho prova´deˇn´ı, centrum vra´t´ı akce k dosazˇen´ı dalˇs´ıho kroku tohoto pla´nu, a prozat´ım
nevytva´rˇ´ı pla´n novy´.
Pokud byly c´ıle drˇ´ıve vytvorˇene´ho pla´nu dosazˇeny, nebo doposud nebyl zˇa´dny´ pla´n
vytvorˇen, je vybra´n prvn´ı z c´ıl˚u, jejichzˇ dosazˇen´ı bylo pla´novac´ımu centru zada´no a na-
pla´nuje se jeho dosazˇen´ı. Prˇitom se berou v potaz take´ c´ıle pla´novac´ıch pravidel, jejichzˇ
podmı´nky byly splneˇny. Dosazˇen´ı c´ıl˚u splneˇny´ch pla´novac´ıch pravidel je v soucˇasne´ dobeˇ
uprˇednostneˇno prˇed c´ıli zadany´mi metodou PlanAction().
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Metoda PlanAction
void PlanAction(PlanCommand^ a_planCommand);
Chceme-li pla´novac´ımu centru specifikovat c´ıl, jehozˇ dosazˇen´ı by meˇlo v budoucnu napla´-
novat, ucˇin´ıme tak vyvola´n´ım te´to metody.
Metoda InvalidatePlan
void InvalidatePlan();
Tuto metodu je potrˇeba vyvolat v prˇ´ıpadeˇ, kdy dosˇlo k uda´losti, ktera´ zneplatnˇuje do-
posud prova´deˇny´ pla´n (byla provedena akce na prostrˇed´ı, ktera´ nebyla prˇedem pla´nova´na,
prˇ´ıpadneˇ se toto prostrˇed´ı vy´znamneˇ zmeˇnilo). Centrum tak v´ı, zˇe je potrˇeba znovu vytvorˇit
pla´n dosazˇen´ı pra´veˇ dosahovane´ho c´ıle, protozˇe mohlo doj´ıt k jeho narusˇen´ı.
5.3.13 Trˇ´ıda PlanCenterBase
Tato abstraktn´ı trˇ´ıda prˇedstavuje prˇedpis, ktery´ mus´ı kazˇde´ centrum implementovat, aby
mohlo by´t registrova´no v pla´novac´ım centru. Jediny´m pozˇadavkem na toto centrum je
schopnost vytva´rˇet kroky pla´nu v reakci na zadany´ c´ıl.
Metoda CreatePlanSteps
List<PlanStepBase^>^ CreatePlanSteps(PlanCommand^ a_planStep);
Tato metoda dosta´va´ na vstupu zadany´ c´ıl, jehozˇ dosazˇen´ı ma´ napla´novat. Na vy´stupu je
ocˇeka´va´n seznam takovy´ch akc´ı pla´novac´ıho centra, ktere´ je jizˇ pla´novac´ı centrum schopno
rozgenerovat na akce urcˇene´ efektor˚um.
5.3.14 Trˇ´ıda PathPlanCenter
Trˇ´ıda je implementac´ı trˇ´ıdy PlanCenterBase. Je tedy zaregistrovatelna´ v pla´novac´ım cen-
tru. Trˇ´ıda je schopna napla´novat dosazˇen´ı stanovene´ho c´ıle cesty pomoc´ı algoritmu A*.
Prˇitom vyuzˇ´ıva´ hranicˇn´ıch bod˚u jednotlivy´ch objekt˚u v prostrˇed´ı. Tuto cestu se snazˇ´ı vzˇdy
hledat tak, aby byla co nejkratsˇ´ı, avsˇak centrum mu˚zˇe by´t konfigurova´no, aby prˇi pla´nova´n´ı
byly zohledneˇny i jine´ vlivy (naprˇ´ıklad kdyzˇ je nejkratsˇ´ı cesta ohrozˇena neprˇ´ıtelem, je
vhodneˇjˇs´ı zvolit cestu delˇs´ı, ale neohrozˇenou).
Vlastnosti trˇ´ıdy PathPlanCenter
Vlastnosti te´to trˇ´ıdy za´rovenˇ uda´vaj´ı konfiguraci tohoto centra. Jedna´ se o vlastnosti toler-
ance (tolerance, s jak moc velkou prˇesnost´ı mus´ıme dosa´hnout dane´ pozice), hide distance
(jak daleko od okraje objektu se ma´ jednotka ukry´t prˇi pla´nova´n´ı akce “schovej se”),
max hide distance (umozˇnˇuje rozliˇsit body ukryt´ı, ktere´ jesˇteˇ mu˚zˇe jednotka k ukryt´ı
zvazˇovat a ktere´ jsou pro ni jizˇ moc daleko), safe enemy distance (vzda´lenost protivn´ıka
od napla´novane´ cesty, ktera´ je jizˇ povazˇova´na za bezpecˇnou) a enemy penalty (mı´ra pe-
nalizace u´seku zvolene´ cesty, ktery´ je v nebezpecˇne´ vzda´lenosti od protivn´ıka). Vsˇechny tyto
vlastnosti ovlivnˇuj´ı volene´ akce a pla´novanou cestu, a mozˇnost jejich nastaven´ı poskytuje
dalˇs´ı mozˇnosti rozliˇsen´ı chova´n´ı r˚uzny´ch jednotek.
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5.3.15 Trˇ´ıdy PlanCommand, PlanCommandReach
Trˇ´ıda PlanCommand je pouhy´m prˇedpisem c´ıle, ktere´ho ma´ jednotka dosa´hnout. Nese v sobeˇ
jme´no c´ıle, jehozˇ ma´ by´t dosazˇeno, a neˇktere´ trˇ´ıdy od n´ı zdeˇdeˇne´ nesou take´ hodnotu
specifikuj´ıc´ı prˇedany´ c´ıl.
Trˇ´ıda PlanCommandReach je prˇ´ıkladem zdeˇdeˇne´ trˇ´ıdy od trˇ´ıdy PlanCommand, ktera´
kromeˇ toho, zˇe nese informaci, zˇe c´ılem je dosa´hnout specifikovane´ pozice, nese v sobeˇ
za´rovenˇ i hodnotu pozice, ktere´ ma´ by´t dosazˇeno.
Typy c´ıl˚u
V soucˇasne´ chv´ıli jsou implementova´ny pouze 2 c´ıle, ktere´ je mozˇne´ zadat pla´novac´ımu
centru:
C´ıl dosa´hnout pozˇadovane´ pozice, se jme´nem reach a hodnotou specifikuj´ıc´ı pozici,
ktere´ ma´ by´t dosazˇeno. Dosazˇen´ı tohoto c´ıle je pla´nova´no centrem pro pla´nova´n´ı cesty,
ktere´ se snazˇ´ı nale´zt takovou cestu a sekvenci akc´ı, jejichzˇ proveden´ım by byl zmeˇneˇn stav
okoln´ıho prostrˇed´ı natolik, zˇe by se jednotka nacha´zela na urcˇene´ pozici.
C´ıl schovat se, se jme´nem hide a bez specifikovane´ dalˇs´ı hodnoty. Dosazˇen´ı tohoto c´ıle
je pla´nova´no centrem pro pla´nova´n´ı cesty, ktere´ se snazˇ´ı nale´zt takovou pozici v prostrˇed´ı
a dosazˇen´ı te´to pozice, aby jednotka v prˇ´ıpadeˇ, zˇe by se na tuto pozici zvla´dla prˇesunout,
byla ukryta prˇed zraky a strˇelbou neprˇa´tel.
5.3.16 Trˇ´ıdy PlanStepBase a PlanReach
Trˇ´ıda PlanStepBase je abstraktn´ı trˇ´ıdou urcˇuj´ıc´ı jak ma´ vypadat jeden krok pla´nu. Kazˇdy´
definovany´ c´ıl lze dosa´hnout pomoc´ı pla´nu, ktery´ je rozdeˇlen na neˇkolik krok˚u, z nichzˇ
kazˇdy´ ma´ sv˚uj vlastn´ı podc´ıl. Postupny´m dosazˇen´ım podc´ıl˚u jednotlivy´ch krok˚u je mozˇne´
dosa´hnout c´ıle cele´ho pla´nu, ktery´ tyto kroky vygeneroval. Kazˇdy´ z teˇchto krok˚u prˇitom umı´
zjistit, jestli byl jeho podc´ıl splneˇn, jestli jej neˇktera´ ze zjiˇsteˇny´ch znalost´ı nezneplatnila, a
take´ je schopen vygenerovat takove´ akce, ktere´ umozˇn´ı dosazˇen´ı tohoto podc´ıle.
Trˇ´ıda PlanReach je konkre´tn´ı implementac´ı te´to trˇ´ıdy, ktera´ prˇedstavuje krok pla´nu pro
dosazˇen´ı stanovene´ pozice.
Metoda GenerateActions
List<ActionBase^>^ GenerateActions();
Tato metoda je schopna vygenerovat akce, jejichzˇ proveden´ım by se meˇl zmeˇnit stav sveˇta
tak, aby byl ve vy´sledne´m stavu sveˇta splneˇn podc´ıl kroku soucˇasne´ho pla´nu.
Metoda TestSuccess
bool TestSuccess();
Tato metoda zjiˇst’uje, zda bylo dosazˇeno podc´ıle, ktery´ ma´ tento krok pla´nu stanoven.
Metoda IsValid
bool IsValid(RepresentationObject^ a_representation);
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Vyvola´n´ım te´to metody mu˚zˇeme zjistit, zda prˇedana´ znalost nezneplatnila proveden´ı tohoto
kroku pla´nu. Pokud jej zneplatnila, bude potrˇeba vytvorˇit novou posloupnost krok˚u pla´nu,
ktere´ budou validn´ı.
5.3.17 Konfiguracˇn´ı soubory
Vsˇechny jednotky a jejich centra jsou plneˇ konfigurovatelne´ pomoc´ı konfiguracˇn´ıch XML
soubor˚u. Stejnou meˇrou je konfigurovatelne´ i jejich chova´n´ı, a to na u´rovni definovany´ch
reaktivn´ıch a pla´novac´ıch pravidel.
Konfigurace jednotky
Kazˇde´ jednotce mu˚zˇeme konfigurovat jej´ı vlastnosti a take´ vlastnosti jej´ıch center. Nav´ıc
mu˚zˇeme specifikovat, ktere´ senzory a efektory ma´ mı´t dana´ jednotka k dispozici. Konfigurace
jednotky pak prob´ıha´ prˇeda´n´ım konfiguracˇn´ıho souboru metodeˇ ConfigurateFromXml()
prˇ´ıslusˇne´ jednotky . Prˇ´ıklad takove´ho konfiguracˇn´ıho souboru vid´ıme zde:
<SOLDIER>
<PROPERTY name="width" value="20"/>
<PROPERTY name="hitpoints" value="100"/>
<PLANNING_CONFIG>
<PATHPLAN_CONFIG>
<PROPERTY name="tolerance" value="2"/>
<PROPERTY name="hide_distance" value="40"/>
<PROPERTY name="max_hide_distance" value="300"/>
<PROPERTY name="safe_enemy_distance" value="20"/>
<PROPERTY name="enemy_penalty" value="300"/>
</PATHPLAN_CONFIG>
</PLANNING_CONFIG>
<SENSOR_CONFIG>
<SENSOR type="eye" radius="50"/>
</SENSOR_CONFIG>
<EFFECTOR_CONFIG>
<MOTION_CONFIG>
<EFFECTOR type="leg" speed="2"/>
</MOTION_CONFIG>
<SHOOT_CONFIG>
<EFFECTOR type="gun" speed="3" strength="25"/>
</SHOOT_CONFIG>
</EFFECTOR_CONFIG>
</SOLDIER>
XML soubor, ktery´ zacˇ´ına´ tagem <SOLDIER> prˇedstavuje soubor konfigurace jed-
notky. Te´to jednotce mu˚zˇeme konfigurovat vlastnosti pomoc´ı XML tag˚u <PROPERTY>,
kde atribut name uda´va´ jme´no konfigurovane´ vlastnosti a atribut value uda´va´ hodnotu, na
kterou tuto vlastnost nastavujeme. Vlastnosti, ktere´ nejsou zvla´sˇteˇ zanorˇeny, prˇedstavuj´ı
konfiguraci teˇla jednotky. Jedna´ se o atributy width (sˇ´ıˇrka jednotky) a hitpoints (po-
cˇa´tecˇn´ı pocˇet zˇivot˚u). To jsou za´rovenˇ vsˇechny v soucˇasnosti konfigurovatelne´ vlastnosti
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na u´rovni teˇla jednotky. Atributy jako ty´m jednotky na te´to u´rovni konfigurova´ny nejsou,
jelikozˇ volba hodnoty te´to vlastnosti jizˇ patrˇ´ı ke konkre´tn´ımu nastaven´ı sveˇta.
U´rovenˇ uvozena´ XML tagem <PLANNING CONFIG> prˇedstavuje konfiguraci pla´no-
vac´ıho centra. Na te´to u´rovni nen´ı mozˇne´ v soucˇasnosti prova´deˇt zˇa´dne´ konfigurace. Mu˚zˇeme
vsˇak nakonfigurovat centrum pla´nova´n´ı cesty v ra´mci u´rovneˇ <PATHPLAN CONFIG>.
Vlastnosti zde konfigurovane´ koresponduj´ı s vlastnostmi zmı´neˇny´mi v podkapitole 5.3.14.
U´rovenˇ uvozena´ XML tagem <SENSOR CONFIG> prˇedstavuje konfiguraci senzoric-
ke´ho centra. Zde mu˚zˇeme pomoc´ı tagu <SENSOR> jednotce definovat, jake´ senzory ma´
k dispozici. Atribut type tohoto tagu uda´va´ typ senzoru a atribut radius uda´va´ dosah
tohoto senzoru. V soucˇasne´ implementaci je dostupny´ pouze senzor eye.
U´rovenˇ uvozena´ XML tagem <EFFECTOR CONFIG> prˇedstavuje konfiguraci centra
efektor˚u. Zde mu˚zˇeme jednotce definovat, jake´ efektory ma´ k dispozici. To mu˚zˇeme ucˇinit
pomoc´ı tagu <EFFECTOR>, jehozˇ atribut type uda´va´ typ dane´ho efektoru a ostatn´ı
atributy jsou za´visle´ na typu prˇ´ıslusˇne´ho podcentra. Podu´rovenˇ <MOTION CONFIG>
konfiguruje centrum pohybu a je mozˇne´ konfigurovat rychlost prˇidane´ho pohybove´ho efek-
toru nastaven´ım atributu speed. V soucˇasne´ implementaci je k dispozici jediny´ pohybovy´
efektor a to efektor leg. Podu´rovenˇ <SHOOT CONFIG> pak konfiguruje centrum strˇelby
a je mozˇne´ konfigurovat rychlost a s´ılu strˇely prˇidane´ho efektoru strˇelby pomoc´ı atribut˚u
speed a strength. V soucˇasnosti je k dispozici jediny´ efektor strˇelby a t´ım je efektor gun.
Konfigurace pravidel
Chova´n´ı jednotky je konfigurova´no pomoc´ı reaktivn´ıch a pla´novac´ıch pravidel. Tato maj´ı
specifikova´ny podmı´nky, za ktery´ch je dane´ pravidlo platne´, a akce, ktere´ urcˇuj´ı co ma´
by´t provedeno v prˇ´ıpadeˇ, zˇe jsou vsˇechny podmı´nky pravidla splneˇny. Konfigurace pravidel
se prova´d´ı prˇeda´n´ım konfiguracˇn´ıho souboru metodeˇ ConfigureRules() jednotky. Prˇ´ıklad
konfiguracˇn´ıho souboru vid´ıme zde:
<RULES_CONFIG>
<PLANNING_RULES>
<RULE>
<PRECONDITION type="distance" argument="50" />
<PRECONDITION type="team" argument="TEAM2" />
<PRECONDITION type="state" argument="NOT_DESTROYED" />
<ACTION type="hide"/>
</RULE>
</PLANNING_RULES>
<REACTIVE_RULES>
<RULE>
<PRECONDITION type="distance" argument="50"/>
<PRECONDITION type="team" argument="TEAM2"/>
<PRECONDITION type="state" argument="NOT_DESTROYED" />
<ACTION type="shoot" argument="TOWARD"/>
<ACTION type="move" argument="AWAY" argument2="20"/>
</RULE>
</REACTIVE_RULES>
</RULES_CONFIG>
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XML soubor zacˇ´ınaj´ıc´ı tagem <RULES CONFIG> prˇedstavuje soubor konfigurace
pravidel jednotky. Jednotliva´ pravidla prˇitom mu˚zˇeme rozdeˇlit na dveˇ skupiny a to na
pravidla reaktivn´ı (specifikovana´ v sekci <REACTIVE RULES>) a pravidla pla´novac´ı
(specifikovana´ v sekci <PLANNING RULES>). V ra´mci obou kategori´ı definujeme nove´
pravidlo pomoc´ı XML tagu <RULE>. Kazˇde´ pravidlo se skla´da´ ze dvou typ˚u polozˇek.
Jedna´ se o podmı´nky definovane´ XML tagem <PRECONDITION> a akce definovane´
XML tagem <ACTION>.
Podmı´nky jsou pro oba dva typy pravidel shodne´ a jsou specifikova´ny atributem type,
ktery´ uda´va´ typ dane´ podmı´nky (vlastnost objekt˚u, na kterou se dana´ podmı´nka zameˇrˇuje)
a atributem argument, ktery´ uda´va´ hodnotu te´to podmı´nky (hodnota vlastnosti, ktere´ ma´
by´t dosazˇeno, aby byla dana´ podmı´nka splneˇna). V soucˇasne´ dobeˇ jsou implementova´ny tyto
typy podmı´nek: distance (tato podmı´nka je splneˇna, pokud je vzda´lenost objektu mensˇ´ı
nezˇ je hodnota te´to podmı´nky), team (tato podmı´nka je splneˇna, pokud je objekt v ty´mu
specifikovane´m hodnotou podmı´nky), state (tato podmı´nka je splneˇna, pokud stav objektu
odpov´ıda´ hodnoteˇ podmı´nky), type (tato podmı´nka je splneˇna, pokud je objekt dane´ho
typu) a action (podmı´nka je splneˇna, pokud objekt podnika´ specifikovanou akci). Mozˇnosti
hodnot vy´cˇtovy´ch podmı´nek je mozˇne´ nale´zt v podkapitole 5.2.3.
Akce jsou specifikova´ny atributem type, ktery´ uda´va´ typ dane´ akce a ostatn´ı atributy
jsou urcˇeny pra´veˇ typem te´to akce. Pro reaktivn´ı pravidla je mozˇne´ volit mezi dveˇmi
akcemi. Prvn´ı akc´ı je akce move, ktere´ mu˚zˇeme atributem argument definovat smeˇr,
j´ımzˇ se ma´ jednotka pohybovat, a atributem argument2 urcˇit vzda´lenost, o kterou se
ma´ dana´ jednotka t´ımto smeˇrem posunout. Druhou akc´ı je akce shoot, ktere´ mu˚zˇeme
atributem argument definovat smeˇr, ktery´m ma´ jednotka vystrˇelit. Smeˇr akce je mozˇne´
volit z hodnot AWAY (prycˇ od neprˇa´telske´ jednotky), TOWARD (k neprˇa´telske´ jednotce),
RIGHTTO (doprava ve smeˇru kolme´m k neprˇa´telske´ jednotce), LEFTTO (doleva ve smeˇru
kolme´m k neprˇa´telske´ jednotce), HEADING (ve smeˇru, ktery´m je jednotka natocˇena),
BACK (opacˇny´m smeˇrem nezˇ je jednotka natocˇena), LEFT (doleva od soucˇasne´ho natocˇen´ı
jednotky) a RIGHT (doprava od soucˇasne´ho natocˇen´ı jednotky).
Pro pla´novac´ı pravidla je mozˇne´ volit mezi akcemi hide (schovej se tak, aby na tebe
objekt splnˇuj´ıc´ı podmı´nky nemohl strˇ´ılet) a reach (dosa´hni stanovene´ pozice). Akci reach
prˇitom mus´ıme atributem argument specifikovat X-ovou slozˇku pozice, j´ızˇ ma´ jednotka
dosa´hnout, a atributem argument2 pak slozˇku Y-ovou.
5.4 Implementace GUI
Graficke´ rozhran´ı bylo navrzˇeno tak, aby odpov´ıdalo celkove´mu konceptu. Obsahuje v sobeˇ
objekty trˇ´ıdy Soldier, ktere´ jsou spjaty s prˇ´ıslusˇnou jednotkou v prostrˇed´ı a umozˇnˇuj´ı
tak vykreslovat nejenom tuto jednotku na jej´ı aktua´ln´ı pozici v prostrˇed´ı, ale take´ dosah
jej´ıho aktua´ln´ıho senzoru. U jedne´ zvolene´ jednotky jsou take´ vykreslova´ny jej´ı c´ıle a postup
dosazˇen´ı zvolene´ho c´ıle. Zdi jsou reprezentova´ny objekty trˇ´ıdy SolidWall a strˇely objekty
trˇ´ıdy Bullet. Tyto trˇ´ıdy umozˇnˇuj´ı vykreslen´ı teˇchto objekt˚u na aktua´ln´ıch pozic´ıch.
Nastaven´ı sveˇta, ktere´ zahrnuje umı´steˇn´ı a konfiguraci zd´ı a jednotek, je mozˇne´ nacˇ´ıst
z konfiguracˇn´ıho XML souboru pomoc´ı nab´ıdky File -> Load World. Po jeho nacˇten´ı
je mozˇne´ spustit simulaci pomoc´ı nab´ıdky Run -> Run Simulator. Tato volba spust´ı
cˇasovacˇ, ktery´ v pravidelny´ch okamzˇic´ıch vyvola´va´ metodu ChangeState() objektu trˇ´ıdy
WorldEnvironment a kazˇde´ jednotce pla´nuje akci scan. Tento cˇasovacˇ a beˇh cele´ simulace
je mozˇne´ pozastavit pomoc´ı nab´ıdky Run -> Stop Simulator.
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5.4.1 Konfigurace GUI
Jak jizˇ bylo rˇecˇeno vy´sˇe, prostrˇed´ı zobrazene´ v aplikaci je mozˇne´ nacˇ´ıst z konfiguracˇn´ıho
XML souboru. Prˇ´ıklad takove´ho souboru vid´ıme zde:
<WORLD>
<PROPERTY name="width" value="522"/>
<PROPERTY name="height" value="370"/>
<SOLDIER>
<PROPERTY name="position_x" value="20"/>
<PROPERTY name="position_y" value="20"/>
<PROPERTY name="direction_x" value="0"/>
<PROPERTY name="direction_y" value="1"/>
<PROPERTY name="team" value="TEAM1"/>
<PROPERTY name="name" value="Raven"/>
<PROPERTY name="config_file" value="raven.xml"/>
<PROPERTY name="rules_file" value="rules2.xml"/>
</SOLDIER>
<!-- Borders -->
<WALL>
<PROPERTY name="position_x" value="0"/>
<PROPERTY name="position_y" value="0"/>
<PROPERTY name="width" value="522"/>
<PROPERTY name="height" value="5"/>
<PROPERTY name="name" value="wall_up"/>
</WALL>
</WORLD>
XML soubor zacˇ´ınaj´ıc´ı tagem <WORLD> prˇedstavuje soubor konfigurace prostrˇed´ı.
Tomuto prostrˇed´ı mu˚zˇeme konfigurovat vlastnosti pomoc´ı XML tag˚u <PROPERTY>, kde
atribut name prˇedstavuje na´zev specifikovane´ vlastnosti a atribut value pak hodnotu te´to
vlastnosti. Vlastnosti, ktere´ nejsou v´ıce zanorˇeny, prˇedstavuj´ı vlastnosti ty´kaj´ıc´ı se nastaven´ı
prostrˇed´ı. Jedna´ se o vlastnosti height (vy´sˇka plochy prostrˇed´ı) a width (sˇ´ıˇrka plochy
prostrˇed´ı).
Do prostrˇed´ı mu˚zˇeme libovolneˇ vkla´dat nove´ jednotky (pomoc´ı tagu <SOLDIER>) a
zdi (pomoc´ı tagu <WALL>). Zdem i jednotka´m prˇitom mu˚zˇeme definovat vlastnosti typu
position x (X-ova´ sourˇadnice pozice objektu), position y (Y-ova´ sourˇadnice pozice ob-
jektu) a name (jednoznacˇny´ identifika´tor objektu v prostrˇed´ı). Zdem nav´ıc mu˚zˇeme speci-
fikovat atributy width (sˇ´ıˇrka objektu) a height (vy´sˇka objektu). Jednotka´m pak mu˚zˇeme
definovat atributy direction x a direction y (jejich kombinace uda´va´ pocˇa´tecˇn´ı natocˇen´ı
jednotky), team (ty´m, do neˇhozˇ je jednotka zarˇazena), config file (konfiguracˇn´ı soubor
jednotky) a rules file (konfiguracˇn´ı soubor pravidel pro jednotku).
50
Kapitola 6
Provedene´ experimenty
Posledn´ım bodem zada´n´ı bylo proveden´ı experiment˚u nad vytvorˇenou implementac´ı a zhod-
nocen´ı dosazˇeny´ch vy´sledk˚u. Jedna´ se hlavneˇ o oveˇrˇen´ı, zda bylo implementac´ı cˇa´sti vytvo-
rˇene´ho na´vrhu dosazˇeno prˇ´ıslusˇny´ch c´ıl˚u na´vrhu. Prˇitom se hlavneˇ zameˇrˇujeme na oveˇrˇen´ı,
zda je jednotka schopna plnit obecneˇji zadane´ c´ıle (nemus´ı se j´ı v kazˇde´m cˇasove´m okamzˇiku
rucˇneˇ urcˇovat akce, kterou ma´ pra´veˇ prove´st), vytva´rˇet vlastn´ı pla´n k dosazˇen´ı teˇchto c´ıl˚u a
okamzˇiteˇ reagovat na kriticke´ uda´losti, ktere´ nastanou v jej´ım prostrˇed´ı. Vykazova´n´ı teˇchto
skutecˇnost´ı je pro na´s dostatecˇny´m meˇrˇ´ıtkem toho, zˇe zvolena´ implementace odpov´ıda´ zvo-
lene´ cˇa´sti na´vrhu a splnˇuje tak pozˇadavky od zadavatele. Jednotka by totizˇ meˇla jevit
zna´mky autonomnosti.
6.1 Experiment 1 - Dosazˇen´ı zadane´ho c´ıle
Prvn´ı experiment byl proveden nad prostrˇed´ım, v neˇmzˇ je jediny´m dynamicky´m prvkem
na´mi zvolena´ jednotka, jej´ızˇ chova´n´ı je v hlavn´ı oblasti nasˇeho za´jmu. Mimo ni jsou v pro-
strˇed´ı umı´steˇny zdi a jedna neprˇa´telska´ jednotka. Pozice neprˇa´telske´ jednotky je nemeˇnna´ a
pomoc´ı reaktivn´ıch pravidel je j´ı definova´na jedina´ reakce urcˇuj´ıc´ı, aby vystrˇelila po kazˇde´
j´ı neprˇa´telske´ jednotce, kterou zaznamena´.
Na´mi sledovana´ jednotka ma´ definova´ny na´sleduj´ıc´ı reakcˇn´ı pravidla: V prˇ´ıpadeˇ, zˇe
spatrˇ´ıˇs neprˇa´telskou jednotku, vystrˇel po n´ı, couvni a znovu po n´ı vystrˇel. V prˇ´ıpadeˇ,
zˇe jsi se dostala moc bl´ızko zdi, couvni. Na u´rovni pla´novac´ıch pravidel je j´ı definova´no
pravidlo: Pokud spatrˇ´ıˇs neprˇa´telskou jednotku, schovej se prˇed n´ı. Te´to jednotce je mozˇne´
zadat novy´ c´ıl stisknut´ım leve´ho tlacˇ´ıtka mysˇi na cˇa´st jej´ıho prostrˇed´ı zobrazene´ho v GUI.
T´ım jednotce vytvorˇ´ıme c´ıl dosa´hnout t´ımto urcˇene´ pozice. Centrum pla´nova´n´ı jednotky
je za´rovenˇ konfigurova´no tak, aby se jednotka snazˇila volit cesty, ktere´ nejsou ohrozˇeny
vy´skytem neprˇa´telsky´ch jednotek.
Na obra´zku 6.1 vid´ıme pr˚ubeˇh dane´ho experimentu. Nejdrˇ´ıve je jednotka umı´steˇna do
(pro ni nove´ho) prostrˇed´ı, o ktere´m nema´ nejmensˇ´ı prˇedstavu, co ji v neˇm cˇeka´. Jedine´, co
po prvn´ım rozhle´dnut´ı zjist´ı je, zˇe se nad n´ı a vlevo od n´ı nacha´z´ı zdi. Prˇestozˇe vid´ı pouze
cˇa´st teˇchto zd´ı, vn´ıma´ tyto objekty jako celek (jak jizˇ bylo popsa´no v kapitole 5.2.3) a ma´
proto poveˇdomı´ o cele´ jejich sˇ´ıˇrce a vy´sˇce, a tedy i o oblasti, kterou pokry´vaj´ı. Tyto zdi j´ı
nicme´neˇ nebra´n´ı v tom, aby se vydala prˇ´ımo za svy´m c´ılem, protozˇe nema´ informaci, zˇe by
mezi n´ı a t´ımto c´ılem cokoliv sta´lo.
Prˇi vykona´va´n´ı sve´ho pla´nu vsˇak jednotka naraz´ı na neprˇ´ıtele. T´ım se pro ni vyskytla
v prostrˇed´ı kriticka´ uda´lost (a stejneˇ tak pro neprˇ´ıtele) a mus´ı ji vyrˇesˇit. Reakce na kri-
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ticke´ uda´losti jsou obeˇma jednotka´m definova´ny na u´rovni reaktivn´ıch pravidel a proto
po sobeˇ obeˇ jednotky vystrˇel´ı. Sledovana´ jednotka nav´ıc couvne a vystrˇel´ı jesˇteˇ jednou.
Nyn´ı se jednotka nacha´z´ı v takove´m stavu prostrˇed´ı, ktery´ neobsahuje kriticke´ uda´losti.
Proto se snazˇ´ı napla´novat dosazˇen´ı stanovene´ho c´ıle. Prˇi snaze o tvorbu pla´nu vsˇak zjist´ı,
zˇe v z´ıskany´ch znalostech se objevily takove´ skutecˇnosti, ktere´ zp˚usobily aktivaci pravidla
pla´novac´ıho (tyto skutecˇnosti jizˇ nejsou platne´, ale nebylo je mozˇne´ na te´to u´rovni drˇ´ıve
obslouzˇit, kv˚uli okamzˇite´ obsluze na u´rovni reaktivn´ı). Jedna´ se o pravidlo uda´vaj´ıc´ı, zˇe
pokud jsme zaznamenali v dosahu neprˇ´ıtele, ma´me se prˇed n´ım schovat. Je proto nalezen
takovy´ bod, kde je jednotka ukryta prˇed strˇelbou neprˇ´ıtele, na´sledneˇ je napla´nova´no jeho
dosazˇen´ı a take´ je tento bod dosazˇen.
Jakmile je jednotka ukryta, jizˇ nema´ zˇa´dne´ pravidlo, ktere´mu by musela vyhoveˇt a
tud´ızˇ napla´nuje vykona´n´ı prvn´ıho c´ıle, ktery´ se nacha´z´ı v mnozˇineˇ jednotce definovany´ch
c´ıl˚u. Nyn´ı vytvorˇeny´ pla´n se liˇs´ı od pla´nu prvotn´ıho, protozˇe jednotka jizˇ zna´ neˇktere´ dalˇs´ı
zdi nacha´zej´ıc´ı se v prostrˇed´ı a hlavneˇ jizˇ v´ı o vy´skytu neprˇa´telske´ jednotky. Protozˇe je sle-
dovana´ jednotka konfigurova´na tak, aby se snazˇila hledat cesty v bezpecˇne´ vzda´lenosti
od neprˇa´telsky´ch jednotek, zvolila cestu, ktera´ je pro ni sice teoreticky delˇs´ı, ale zato
bezpecˇneˇjˇs´ı. Opeˇt ale nema´ tusˇen´ı, zˇe se na te´to zvolene´ trase nacha´z´ı prˇeka´zˇka ve formeˇ
zdi. Ve chv´ıli, kdy se jednotka dostane k te´to zdi tak bl´ızko, zˇe ji zaznamena´ svy´mi sen-
zory, zjist´ı, zˇe tudy jej´ı trasa ve´st nemu˚zˇe. Zneplatn´ı tedy sv˚uj soucˇasny´ pla´n a vytvorˇ´ı
pla´n novy´. To se opakuje azˇ do chv´ıle, kdy jednotka sve´ okol´ı zna´ natolik dobrˇe, zˇe mu˚zˇe
dosa´hnout sve´ho c´ıle. Na prˇedposledn´ı situaci take´ mu˚zˇeme videˇt, zˇe je tohoto c´ıle schopna
dosa´hnout. Nyn´ı zna´ jednotka te´meˇrˇ cele´ sve´ prostrˇed´ı. Pokud bychom j´ı zadali c´ıl jiny´, jizˇ
je schopna napla´novat jeho dosazˇen´ı na za´kladeˇ sve´ho modelu okoln´ıho prostrˇed´ı tak, zˇe
nedojde k zneplatnˇova´n´ı takto vytvorˇene´ho pla´nu a jednotka je tak hned napoprve´ schopna
tohoto c´ıle dosa´hnout.
6.2 Experiment 2 - Konfigurace opatrnosti jednotky
Tento experiment byl zameˇrˇen na nastavova´n´ı opatrnosti jednotky, co se ty´cˇe pla´nova´n´ı
cesty neprˇa´telsky´m u´zemı´m, a na pozorova´n´ı, jak se podle tohoto nastaven´ı chova´. Bylo
zvoleno prostrˇed´ı s trˇemi staticky´mi neprˇa´telsky´mi jednotkami a dostatkem prostoru pro
pla´nova´n´ı cesty mimo p˚usoben´ı teˇchto jednotek. Zˇa´dne´ z jednotek nebyla specifikova´na
pravidla, takzˇe se cely´ test zameˇrˇil pouze na pla´nova´n´ı cesty v tomto prostrˇed´ı.
Na obra´zku 6.2 vid´ıme pr˚ubeˇh experimentu s jednotkou, ktera´ je nastavena, at’ vol´ı svoji
cestu opatrneˇ. Segmenty trasy, ktere´ vedou kolem neprˇa´telsky´ch jednotek maj´ı horsˇ´ı ohod-
nocen´ı nezˇ-li segmenty trasy, ktere´ jsou od neprˇa´telsky´ch jednotek dostatecˇneˇ vzda´leny.
Nejlepsˇ´ım rˇesˇen´ım pro jednotku je tedy nale´zt takove´ segmenty cesty, jejichzˇ poskla´da´n´ım
bude ohodnocen´ı cesty co nejmensˇ´ı. Podle velikosti postihu jsou pak tyto cesty bud’ vzˇdy
(pokud je to mozˇno) voleny v bezpecˇne´ vzda´lenosti od neprˇa´telsky´ch jednotek, nebo mu˚zˇe
doj´ıt k situaci, kdy i opatrny´ agent zvol´ı segment trasy vedouc´ı pode´l neprˇa´telske´ jednotky
(pokud nen´ı postih dost velky´). V nasˇem experimentu mu˚zˇeme videˇt, zˇe jsme zvolili postih
dostatecˇneˇ velky´ na to, aby jednotka pla´novala svoji trasu mimo dosah neprˇa´telsky´ch jed-
notek.
V dalˇs´ı cˇa´sti experimentu (viz obra´zek 6.3) jsme nakonfigurovali jednotku tak, aby se
nesnazˇila bra´t ohled na to, zda jej´ı trasa vede v nebezpecˇne´ vzda´lenosti od neprˇa´telsky´ch jed-
notek, a vzˇdy volila co nejkratsˇ´ı trasu. Na prvn´ıch situac´ıch vid´ıme, zˇe bez ohledu na to, zˇe
jednotka prˇi vykona´va´n´ı sve´ho pla´nu potkala neprˇa´telskou jednotku, pokracˇuje v pla´nova´n´ı
sve´ trasy prˇes jej´ı pozici. Na za´veˇr take´ vid´ıme, zˇe i kdyzˇ jednotka jizˇ zna´ sve´ prostrˇed´ı, vol´ı
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svoji trasu naprˇ´ıcˇ neprˇa´telsky´mi jednotkami. Konfigurace opatrnosti tedy funguje podle
ocˇeka´va´n´ı.
6.3 Experiment 3 - Pohybuj´ıc´ı se protivn´ık
Vsˇechny experimenty byly doposud prova´deˇny se staticky´m protivn´ıkem. Proto bylo vy-
bra´no k experimentu take´ prostrˇed´ı, do neˇhozˇ jsme umı´stili jednoho pohybuj´ıc´ıho se pro-
tivn´ıka. Tento protivn´ık se pohybuje pomoc´ı reaktivn´ıch pravidel, s explicitn´ı znalost´ı vy´sˇky
sve´ho prostrˇed´ı. Kdyzˇ uvid´ı zed’, otocˇ´ı se a prˇesune se prˇes celou vy´sˇku sve´ho prostrˇed´ı na
opacˇnou stranu. V prˇ´ıpadeˇ, zˇe spatrˇ´ı neprˇ´ıtele, vystrˇel´ı po neˇm a pokracˇuje ve sve´m pohybu.
Jednotka, kterou budeme sledovat ma´ definova´na pravidla, kdy v prˇ´ıpadeˇ, zˇe spatrˇ´ı
protivn´ıka, tak po neˇm vystrˇel´ı a ukrocˇ´ı dozadu a doleva. Jina´ pravidla specifikova´na nema´
a rˇ´ıd´ı se jen svy´m pla´novac´ım centrem.
Na obra´zku 6.4 vid´ıme pr˚ubeˇh cele´ho experimentu. Sledovane´ jednotce byl zada´n c´ıl,
jehozˇ dosa´hnut´ı se snazˇila napla´novat a pote´ tento pla´n vykonat. V pr˚ubeˇhu vykona´va´n´ı
pla´nu vsˇak narazila na neprˇa´telskou jednotku, proto patrˇicˇneˇ zareagovala vy´strˇelem a
u´hybem. Pote´ prˇepla´novala svoji trasu jinudy. Bohuzˇel pro ni se vsˇak neprˇa´telska´ jed-
notka prˇesunula tak, zˇe ani noveˇ napla´novana´ trasa nebyla k pr˚uchodu vhodna´. Jelikozˇ
neprˇa´telska´ jednotka zmeˇnila svou pozici, rozhodla se na´mi sledovana´ jednotka vyzkousˇet
prˇedchoz´ı pr˚uchod, ktery´ by mohl by´t nyn´ı nehl´ıdany´. Toto se jednotce osveˇdcˇilo a podarˇilo
se j´ı tak dosa´hnout urcˇene´ pozice.
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Obra´zek 6.1: Pr˚ubeˇh prvn´ıho experimentu.
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Obra´zek 6.2: Pla´nova´n´ı cesty opatrnou jednotkou.
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Obra´zek 6.3: Pla´nova´n´ı cesty neopatrnou jednotkou.
Obra´zek 6.4: Jednotka v prostrˇed´ı s dynamicky´m protivn´ıkem.
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Kapitola 7
Za´veˇr
C´ılem diplomove´ pra´ce bylo nastudovat literaturu zameˇrˇenou na umeˇlou inteligenci bo-
jovy´ch jednotek a rea´lne´ chova´n´ı diskutovat s odborn´ıkem z praxe. Dalˇs´ım u´kolem bylo
navrhnout postup realizace inteligentn´ıho chova´n´ı bojove´ jednotky, ktery´ bude apliko-
vatelny´ na databa´zi (3D prostrˇed´ı) firmy E-COM s.r.o. a prove´st jeho za´kladn´ı implementaci
za u´cˇelem otestova´n´ı na´vrhu a mozˇnost´ı prova´deˇn´ı jednoduchy´ch experiment˚u. Na za´veˇr
meˇlo by´t na te´to implementaci provedeno neˇkolik experiment˚u, ktere´ by uka´zaly spra´vnost
na´vrhu. Vsˇechny tyto c´ıle byly splneˇny. Byla nastudova´na literatura ty´kaj´ıc´ı se umeˇle´ in-
teligence bojovy´ch jednotek a byl vytvorˇen na´vrh, ktery´ byl diskutova´n s odborn´ıky z praxe.
Vybrana´ cˇa´st na´vrhu byla implementova´na, cˇ´ımzˇ byla vytvorˇena jedna z mozˇnost´ı imple-
mentace jednotlivy´ch center. Na te´to implementaci byly take´ provedeny experimenty.
Do budoucna tato pra´ce sky´ta´ spoustu mozˇnost´ı k rozsˇ´ıˇren´ı. Na kazˇde´ z navrhnuty´ch
center je mozˇne´ se zameˇrˇit konkre´tneˇji a rozebrat tak jednotlive´ cˇa´sti na´vrhu na u´rovni
jejich konkre´tn´ı aplikace. Take´ vznika´ mozˇnost r˚uzny´ch implementac´ı jednotlivy´ch center
a jejich zodpoveˇdnost´ı, a s t´ım take´ velke´ mozˇnosti experimentova´n´ı s vytvorˇeny´mi imple-
mentacemi.
Prˇ´ınos te´to pra´ce spocˇ´ıva´ ve shroma´zˇdeˇn´ı vsˇech aspekt˚u, ktere´ nesmı´ by´t v na´vrhu
inteligentn´ı bojove´ jednotky opomenuty, a hlavneˇ v samotne´m na´vrhu rozdeˇluj´ıc´ım zod-
poveˇdnosti jednotlivy´ch center jednotky a popisuj´ıc´ım jejich funkci, vza´jemnou komuni-
kaci ad. Cˇa´stecˇna´ implementace a experimenty slouzˇily jako oveˇrˇuj´ıc´ı ukazatel, zˇe byl na´vrh
proveden spra´vneˇ a je pouzˇitelny´ a implementovatelny´.
57
Literatura
[1] BIRUKOU, M.: Knowledge representation. 2002, [online], [cit. 2008-05-11].
URL http://arxiv.org/pdf/cs/0208019
[2] ILIEV, M.: Model senzor˚u objektu pohybuj´ıc´ıho se virtua´ln´ım prostrˇed´ım. Bakala´rˇska´
pra´ce, FIT VUT v Brneˇ, 2008.
[3] KUZˇELA, M.: Vytva´rˇen´ı map okoln´ıho prostrˇed´ı robota. Bakala´rˇska´ pra´ce, FIT VUT
v Brneˇ, 2006.
[4] LAIRD, J. E.; LENT, M. V.: Human-level AI’s Killer Application: Interactive
Computer Games. In AAAI, 2000, [online], [cit. 2008-05-11].
URL http://ai.eecs.umich.edu/people/laird/papers/AAAI-00.pdf
[5] ORSA´G, F.: Robotika, 2006, studijn´ı opora k prˇedmeˇtu ROB.
[6] POOLE, D.; MACKWORTH, A.: Dimensions of Complexity of Intelligent Agents. In
ACM, 2006, ISBN 1-74052-130-7, [online], [cit. 2008-05-11].
URL
http://www.cs.ubc.ca/labs/lci/papers/docs2006/poole_dimensions2006.pdf
[7] POOLE, D.; MACKWORTH, A.; GOEBEL, R.: Computational intelligence: logical
approach. New York: Oxford University Press, 1998, ISBN 0-19-510270-3, 558 s.
[8] RAJIV S. DESAI, D. P. M.: A Simple Reactive Architecture for Robust Robots. In
ICRA, 1998, [online], [cit. 2008-05-11].
URL http://www.kipr.org/papers/icra92.pdf
[9] RUSSELL, J. S.; NORVIG, P.: Artificial intelligence: A Modern Approach. New
Jersey: Prentice-Hall, 2003, ISBN 0-13-790395-2, 1081 s.
[10] ZBORˇIL, F.: Agentn´ı a multiagentn´ı syste´my, 2006, studijn´ı opora k prˇedmeˇtu AGS.
[11] ZBORˇIL, F.: Za´klady umeˇle´ inteligence, 2006, studijn´ı opora k prˇedmeˇtu IZU.
58
