1. Introduction {#s0005}
===============

Firms operating in competitive markets often face significant volatility in demand and rapidly changing market environments. The on-going public health crisis of the COVID-19 pandemic is not only threatening the lives of human beings but also disrupting global supply chains and destroying the economy, exerting sudden and unprecedented challenges on business operations. Under various social distancing measures and regulations, consumers have to change their consumption and purchase behavior to adapt to the new situation. With little experience in such an extreme crisis, firms have to respond to the changing market conditions by dynamically adjusting their operational strategies while collecting data to learn the uncertainty.

Pricing has been used as one of the most important operational levers to navigate the COVID-19 crisis ([@b0010]). In some sectors, from groceries to medical supplies, demand has spiked to highest-ever levels, leading to significant shortages and putting upward pressures on prices, whereas in other sectors, from air travel to durable goods like automobiles, sharp drops in demand due to the reduced shopping behavior under social distancing measures led to excess inventories and drove down prices. The volatility of prices on Amazon, both in terms of frequency and magnitude of price adjustments, has been increased significantly since the outbreak of COVID-19 ([@b0040]). For example, the price of a five-pound bag of Nishiki medium grain rice that was at around \$10 has been changed up and down, hitting a peak of \$59.99 on March 21 and then dropping to \$20 on April 24 ([@b0105]).

The advances of information technologies and the dramatic growth of e-commerce have enabled firms to readily adopt the dynamic pricing strategies. Last two decades have witnessed the success of dynamic pricing in both hospitality industries (e.g., airline, hotel and car rental) and retailing [@b0080], [@b0195]). Manufacturers such as Ford and Dell Computer have also integrated dynamic pricing with production and distribution strategies to improve supply chain efficiency and profitability ([@b0030]). Amazon developed analytical tools that help sellers use dynamic pricing on Amazon marketplace where sellers can set pricing rules based on the Buy Box and inventory availability to automate pricing decisions. It was reported that Amazon changed product prices 2.5 million times a day with an average listed product changing prices every 10 min, fifty times more often than Walmart and Best Buy ([@b0135]).

Dynamic pricing, however, is a double-edged sword which, if not managed properly, can hurt customers and ruin the reputation. When Amazon first tested its dynamic pricing strategy on DVDs in 2000, customers who found out they were charged more than others for the same products got angry, forcing Amazon to apologize and issue refunds ([@b0005]). More recently, Amazon's dynamic pricing algorithm drove the price of a science textbook about fly from about \$100 up to \$24 million ([@b0180]). In 2011, the British largest grocery retailer, Tesco, failed to revive its sales despite spending £500 million on price cuts and as a result its CEO quit ([@b0025]).

The volatile and rapidly changing market environments require firms to actively learn the new demand while effectively integrating their pricing and inventory management strategies with demand learning. Bayesian decision theory provides a powerful statistical decision framework to combine learning and dynamic decision making ([@b0070]). In this paper, we adopt the Bayesian approach to address this problem. More specifically, we study a single-product periodic-review inventory system with the objective of maximizing expected total discounted profit over a finite horizon. Ordering costs are proportional with order sizes, while inventory holding and stockout costs all depend on the end-of-period inventory level and shortfall. For generality, we allow partial backordering which embraces both the backordering case and the lost sales case. Demands in consecutive periods are independent and sensitive to prices. The demand model is specified as a multiplicative model which is specified as a product of a deterministic price-dependent function and a random perturbation. The deterministic component captures the demand dependence on the price with its curvature determining the price elasticity of demand. It can be constructed through the price-dependent purchasing probability under the willing-to-pay (WTP) distribution. In market research, the WTP distribution is typically estimated through pricing experiments ([@b0035]). For simplicity, we assume that the price-dependent component is known. The random perturbation represents the market size of which the distribution depends on an unknown parameter. The multiplicative form of the demand model has an appealing economic interpretation: The market size captures the maximum market potential and the price-dependent purchase probability captures the market share at the price ([@b0035]). We assume that the firm forms the prior belief on the distribution of the unknown parameter and updates its belief over time using the accumulative demand data according to the Bayes rule. We first formulate this problem as a Bayesian dynamic program with a two-dimensional state space, one for inventory level and the other one for a sufficient statistic which consists of historical demand information. The sufficient statistic can be either the time series of historical sales data or the updated demand distribution based on these sales data. We identify a set of regularity conditions on the demand model which allow us to show that the expected truncated demand is jointly concave and supermodular in the order-up-to level decision and the expected demand level. These desired properties ensure the optimality of a state-dependent base-stock list-price policy.

We then employ another set of conditions from the Bayesian inventory management literature to decompose the optimal profit-to-go function into two parts: a scale factor that depends on the demands accumulated over time and a profit-to-go function of a normalized model that is independent of the market size. The optimal order-up-to level is also decomposed as a product of the scale factor and the optimal order-up-to level of the normalized model, while the optimal pricing decision depends on the scaled inventory level. This approach reduces the dimensionality of the problem, which allows us to design efficient algorithms to compute the optimal policy.

To investigate the effect of demand learning on the optimal policy, we compare the optimal policy under demand learning to that without demand learning. In particular, we show that a myopic base-stock list-price policy is optimal for the stationary system without demand learning. Using the myopic policy as a benchmark, we show that demand learning may lead to lower future prices but the effect of learning on future inventory decisions depend on the realizations of random demand. Using a numerical example, we show that demand learning may lead to a lower basestock level and lower optimal prices for high inventory levels in the current decision period. We also discuss the effect of demand variation on the optimal policy under demand learning.

We further discuss two extensions. The first extension is to generalize the model with complete demand information to the model with unobserved lost sales (i.e., censored demand). We show that the dimensionality reduction approach also applies. The second extension is to address the case with additive demand. We show that the optimality of base-stock list-price policy remains true under the regularity conditions but the dimensionality reduction approach no longer applies.

Our contributions are threefold. First, we bridge the inventory-pricing literature and the Bayesian inventory management literature to integrate the dynamic pricing and inventory control with demand learning in the Bayesian framework. Second, our model allows partial backordering which includes the complete backordering and lost-sales cases as special cases. There are limited results on the multiplicative demand in the lost-sales case in the literature. We add to this literature by identifying a set of demand regularity conditions that ensure the concavity of the expected sales revenue and hence the optimality of the state-dependent base-stock list-price policy. Third, we show that the dimensionality reduction approach applies to the Bayesian inventory-pricing model under the multiplicative demand, which simplifies the algorithm design and sheds new light into the dynamic pricing and inventory management problem. Furthermore, we extend the dimensionality reduction analysis to the case with unobserved lost sales.

The remainder of this paper is organized as follows. Section [2](#s0010){ref-type="sec"} reviews the related literature. Section [3](#s0015){ref-type="sec"} formulates the problem as a Bayesian dynamic program. Section [4](#s0030){ref-type="sec"} identifies the regularity conditions and characterizes the structure of the optimal policy. Section [5](#s0045){ref-type="sec"} introduces the dimensionality reduction approach. Section [6](#s0050){ref-type="sec"} discusses the effect of learning. Section [7](#s0080){ref-type="sec"} discusses two extensions: unobserved lost sales and additive demand. Section [8](#s0095){ref-type="sec"} summarizes the conclusions. All technical proofs are in the appendix.

2. Related literature {#s0010}
=====================

Our paper is related to two streams of dynamic inventory management literature: dynamic inventory-pricing problem and Bayesian inventory management.

There is a growing body of literature on dynamic pricing and inventory control problems; see [@b0055] for a review of recent developments. Most of inventor-pricing control models make the assumption that the demand distribution is known with certainty, which often leads to simple forms of policy structure that is relatively easy to calculate. For example, in a periodic-review backlog model without fixed order cost, [@b0085] show that the *base-stock list-price* policy is optimal. That is, there is a (state-independent) base stock level and list price combination such that if the inventory level is below the base stock level, then an order is placed to increase the inventory level to the base stock level and the list price is charged; otherwise, nothing is ordered and an (inventory sensitive) price discount is offered. Their model is generalized by [@b0050] to the case with fixed cost and backorders, by [@b0185], [@b0145] to the case with fixed order cost and lost sales, by [@b0150] to the case with positive lead times, and by [@b0045] to perishable inventory systems for both backlog and lost-sales cases. We generalize this literature by incorporating demand learning with inventory-pricing decisions, accommodating both lost-sales and backlogging cases. It is notable that to our knowledge the only paper in this literature that addresses multiplicative demand and lost-sales is [@b0185]. Their analysis, however, is restricted to stationary settings while our model is nonstationary due to the nature of information update in learning.

Bayesian dynamic inventory models incorporate demand learning with the inventory decisions in the Bayesian framework. A Bayesian dynamic inventory problem can usually be modeled as a dynamic program with a multi-dimensional state space (see, e.g., [@b0170]). However, due to the *curse of dimensionality*, the computation of such a dynamic program is usually very difficult if not intractable. Assuming demand distribution is in the exponential family, [@b0175] introduces a state space reduction approach and shows that the solution of the Bayesian model with unknown demand distribution parameters can be easily obtained by solving a non-Bayesian model with known demand distribution parameters. [@b0020] extends Scarf's results to the class of demand distributions including uniform, Weibull, and Gamma distributions. [@b0140] shows that the reduction approach can be used in exponentially smoothed forecasts. [@b0125] provides a unified framework within which both the Bayesian model and exponential smooth model fall, and shows that myopic policies are optimal under some conditions. The key idea of the state reduction approach is to identify a class of predictive demand intensities which are *scalable* (see, e.g., §10 of [@b0165]) and then to show that the value functions can be expressed by a product of a value function of a normalized problem and a scaling function of the sufficient statistics. A common feature of all their models is that the demand is exogenous and only the inventory decision is considered. We generalize this literature by considering the joint pricing and inventory decisions.

Our paper attempts to generalize the Bayesian inventory models by incorporating pricing decisions, bridging the two streams of literature. There are a few papers along the same line. [@b0190] propose a Bayesian dynamic program formulation to address the joint inventory and pricing decision problem in general retail situations but they do not provide structural analysis. [@b0160] study a setting with a deterministic demand process which is unknown initially and will be revealed as long as there is leftover inventory. Considering an additive demand model with backorders, [@b0205] also formulate a Bayesian dynamic program and characterize the optimal policy. Their model, however, is not scalable due to the additive demand and hence the dimensionality reduction approach does not apply. Different from these models, we focus on multiplicative demand and allow partial backordering including backordering and lost-sales cases as special cases. We identify regularity conditions under which the state-dependent base-stock list-price policy is optimal and apply the dimensionality reduction approach to decompose the profit-to-go function and ordering solution as products of the sale factor and a normalized profit-to-go function and ordering solution, simplifying the analysis and providing new insights into the dynamic pricing and inventory replenishment decisions under uncertainty. Also related is the literature on joint demand learning and pricing problems; see [@b0075] for a comprehensive overview of this area. In particular, a stream of literature considers the design of pricing experimentations to minimize the regret that is defined as the gap between the expected revenue achieved by the clairvoyant and the joint learning and pricing policy (see, e.g., [@b0060]). These models do not address the inventory replenishment decisions and their analysis does not seem to readily apply to the joint pricing and inventory control models.

3. Problem formulation {#s0015}
======================

Consider a firm selling a nonperishable product in a new market with price-sensitive random demand. Without knowing the demand distributions, the firm aims to integrate demand learning with the pricing and replenishment decisions to maximize the expected total discounted profit over a finite planning horizon of *T* periods, indexed by $t = 1,\ldots,T$, with a discount factor $\alpha \in \left( 0,1 \right\rbrack$.

The sequence of events is as follows. At the beginning of each period, a belief on the demand distribution is drawn based on the past demand information, and a simultaneous decision is made regarding the size of a new replenishment order (if any) and the selling price. For each ordering decision, a variable ordering cost *c* is incurred for each unit of inventory and the replenishment leadtime is zero. The objective of the system is to maximize the total discounted profit over the *T* periods with a discount factor $\alpha \in \left( 0,1 \right\rbrack$.

3.1. Demand model {#s0020}
-----------------

Let $p_{t} \in \mathcal{P}_{t}$ be the retail price in period *t* where $\mathcal{P}_{t} ≔ \left\lbrack {\underline{p}}_{t},{\bar{p}}_{t} \right\rbrack$ with ${\underline{p}}_{t} \geqslant c$ where *c* is the unit ordering cost. The demand function is assumed to be of the multiplicative form $D_{t}\left( p \right) = d_{t}\left( p \right)\in_{t}$ where $d_{t}\left( p \right)$ is a deterministic real function of *p* and $\in_{t}$ is a continuous nonnegative random perturbation factor with an unknown distribution. The random perturbation $\in_{t}$ captures the magnitude of the market size and is referred to as the demand scale factor. Following the Bayesian inventory literature (see, e.g., [@b0020], [@b0115], [@b0160] and the references therein), we assume that the random perturbations are independently and identically distributed over time. The price-dependent function $d_{t}\left( p \right)$ models the customers' sensitivity to price, and it is often expressed as the purchase probability at price $p,\mathit{\Pr}\left( \mathcal{W}_{t} \geqslant p \right)$, where $\mathcal{W}_{t}$ is customer willing-to-pay (WTP). The WTP distribution is typically learned through econometric analysis or pricing experiments ([@b0035]). For simplicity, we assume that the WTP distribution, or equivalently, $d_{t}\left( p \right)$, is known and we will focus on learning the market size in this paper. Note that $d_{t}\left( p \right)$ can be time varying, which captures the time dependence of the demand model.

The multiplicative random perturbation is commonly adopted in the inventory-pricing literature (see, e.g., [@b0110], [@b0155], [@b0080], [@b0100], [@b0095], [@b0185] and references therein) as well as the revenue management literature (see, e.g., [@b0090], [@b0195], [@b0015] and references therein). The multiplicative randomness implies that the coefficient of variation of the demand is constant ([@b0100]). As shown in [@b0035], a convenient way to empirically estimate the multiplicative model is to regress the natural logarithm of the sales against the price or its transformation, which ensures the estimated demand model to be nonnegative. Another common demand model in the literature is of the additive form $D_{t}\left( p \right) = d_{t}\left( p \right) + \in_{t}$ (see, e.g., [@b0155], [@b0050], [@b0145]). As to be shown later, the multiplicative demand provides scalability for the system with a family of conjugate distribution pairs, which allows us to provide a sharp characterization of the optimal policy whereas the additive demand does not has the scalability. Hence, we restrict our analysis to multiplicative demand in our main analysis and discuss the case with additive demand in §[7.2](#s0090){ref-type="sec"}.

The price elasticity of the multiplicative demand is defined as ${\overset{\sim}{e}}_{t}\left( p \right) = - \mathit{pd}_{t}\prime\left( p \right)/d_{t}\left( p \right)$ which can also be equivalently expressed as the derivative of the natural logarithm of the demand with respect to the natural logarithm of the price, i.e., ${\overset{\sim}{e}}_{t}\left( p \right) = - \frac{d}{d\ln\left( p \right)}\ln\left( d_{t}\left( p \right) \right)$. In particular, if the $d_{t}\left( p \right)$ is of the exponential form, i.e., $d_{t}\left( p \right) = e^{a_{t} - b_{t}p}$ with $a_{t} \geqslant 0$ and $b_{t} > 0$, then ${\overset{\sim}{e}}_{t}\left( p \right) = b_{t}$, i.e., the price elasticity is a constant, and such a demand model is also called iso-elastic or constant-elasticity demand which is commonly used in practice to empirically estimate the average demand elasticity through a linear regression for $\ln\left( D_{t} \right)$ against $\ln\left( p_{t} \right)$ ([@b0195], [@b0035]).

Assume that $d_{t}\left( p \right)$ is strictly decreasing in *p*, which implies choosing a price $p \in \mathcal{P}_{t}$ is equivalent to choosing a value $d \in \mathcal{D}_{t} ≔ \left\lbrack {\underline{d}}_{t},{\bar{d}}_{t} \right\rbrack$ where ${\underline{d}}_{t} = d_{t}\left( {\bar{p}}_{t} \right)$ and ${\bar{d}}_{t} = d_{t}\left( {\underline{p}}_{t} \right)$ with ${\underline{d}}_{t} > 0$. Note that although in theory the price can be set to infinity at which the demand reduces to zero, in practice firms rarely take such an extreme action in retailing. Note that if $E\left\lbrack \in_{t} \right\rbrack = 1$ then $d_{t}\left( p \right)$ is equal to the expected demand level under the price *p*. For convenience, we call $d_{t}\left( p \right)$ the expected demand level in the following analysis. Letting $P_{t}\left( d \right)$ be the inverse demand function, the price elasticity of demand is re-expressed in terms of *d* as $e_{t}\left( d \right) = - \frac{P_{t}\left( d \right)}{P_{t}\prime\left( d \right)d}$.

3.2. Bayesian dynamic programming formulation {#s0025}
---------------------------------------------

To learn the distribution of the random perturbation, the firm adopts a Bayesian framework (see §10 of [@b0165] and the references therein) to assume that the probability density function of $\in_{t}$ is of the form $\psi\left( \cdot \middle| \omega \right)$ with an unknown parameter $\omega$. Let $s_{t}$ denote the sufficient statistic for the sample $\in_{1},\in_{2},\cdots,\in_{t - 1}$ of the past demand observations at the beginning of period *t*. The dynamics of the $s_{t}$ are denoted by $s_{t + 1} = s_{t} \circ \in_{t}$. Let $g\left( \omega \middle| s \right)$ represent the prior probability density function of the unknown parameter $\omega$, which represents the belief about the underlying distribution of the $\in_{t}$ for any given statistic *s* in period *t*. We assume that $g\left( \omega \middle| s \right)$ is chosen from a conjugate family of distributions such that the posterior distribution of $\omega$ (after updating using Bayes' rule based on the sufficient statistic and the new demand observation) has the same distributional form as the prior. Then, given a statistic *s*, the predictive demand density of period *t* is given by$$\phi_{t}\left( \in_{t} \middle| s \right) ≔ \int_{\omega = 0}^{\infty}\psi\left( \in_{t} \middle| \omega \right)g\left( \omega \middle| s \right)d\omega\text{.}$$

By Bayes' rule, conditioned on the values of *s* and $\in$, the posterior density on $\omega$ is$$g\left( \omega \middle| s \circ \in \right) = \frac{\psi\left( \in \middle| \omega \right)g\left( \omega \middle| s \right)}{\int_{0}^{\infty}\psi\left( \in \middle| \omega \right)g\left( \xi \middle| s \right)d\xi}\text{.}$$

The conjugate prior assumption implies that $g\left( \omega \middle| s \circ \in \right)$ has the same functional form of $g\left( \omega \middle| s \right)$; see Porteus (2002, Chapter 10) for more discussions on the family of conjugate prior distributions.

Let $x_{t}$ be the inventory level at the beginning of period *t*, just before placing an order, and $y_{t}$ be the inventory level after placing an order (i.e., order-up-to level) with $y_{t} \geqslant x_{t}$. For each positive order, only the variable ordering cost *c* is incurred for each unit of inventory and the replenishment leadtime is zero. At the beginning of each period *t*, the firm reviews its inventory level $x_{t}$ and statistic $s_{t}$ and then decides the order quantity $\left( y_{t} - x_{t} \right)^{+}$ and the price level $p \in \mathcal{P}_{t}$ (or equivalently, the expected demand level $d \in \mathcal{D}_{t}$). The demand $D_{t}$, or equivalently, $\in_{t}$, is realized by the end of this period. The excess inventory is carried over to the next period while the unmet demand may be partially backlogged or lost. The dynamics of inventory levels are$$x_{t + 1} = \delta\left( y_{t} - D_{t} \right) = \lambda\left( y_{t} - D_{t} \right) + \left( 1 - \lambda \right)\left( y_{t} - D_{t} \right)^{+} = \left( y_{t} - D_{t} \right) + \left( 1 - \lambda \right)\left( D_{t} - y_{t} \right)^{+},\lambda \in \left\lbrack 0,1 \right\rbrack\text{.}$$

That is, if $D_{t} > y_{t}$, a fraction $\lambda$ of the unmet demand is backlogged while the others are lost. This treatment encompasses both the full backordering case ($\lambda = 1$) and lost-sales case $\left( \lambda = 0 \right)$. In particular, the lost-sales case is more common in retailing of consumer products. Clearly, $\delta$ is a piece-wise increasing convex function. Note that $\delta\left( \mathit{kx} \right) = k\delta\left( x \right)$ for any real value *x* and constant $k > 0$, i.e., $\delta$ is homogenous of degree one.

Let $\overset{\sim}{\mathcal{L}}\left( x \right) ≔ h^{+}x^{+} + h^{-}x^{-}$ denote the inventory holding cost, where $h^{+}$ and $h^{-}$ represent the unit holding and shortage costs, respectively. In addition, we assume that $h^{-} > \left( 1 - \alpha \right)c$ and $h^{-} \geqslant \alpha c$, which implies that the shortage (backlog) cost is greater than the cost saving from delaying the purchasing to the next period, which removes the motivation to intentionally delay the purchase in face of the shortage. Hence, it suffices to require that the order-up-to level $y_{t}$ is nonnegative.

The sales of each period, denoted by $\gamma\left( D_{t},y_{t} \right)$, is constrained (or truncated) by the inventory order-up-to level $y_{t}$. We assume that all the lost sales are observable. The case with unobservable lost sales, i.e., censored demand, will be discussed later. Then we have$$\gamma\left( D_{t},y_{t} \right) ≔ \min\left( D_{t},y_{t} \right) + \lambda\left( D_{t} - y_{t} \right)^{+} = \left( 1 - \lambda \right)\min\left( D_{t},y_{t} \right) + \lambda D_{t},$$where $\min\left( D_{t},y_{t} \right)$ is the sales truncated by the inventory level $y_{t}$. It is easy to verify that $\gamma\left( D_{t},y_{t} \right)$ is also homogenous of degree one with respect to $\left( D_{t},y_{t} \right)$.

The problem can be formulated into a dynamic program with two state variables, $\left( x,s \right)$, where *x* is the inventory level before ordering and *s* is the sufficient statistic up to current period. Let ${\overset{\sim}{f}}_{t}\left( x \middle| s \right)$ denote the maximum expected present value of the profit over periods *t* through *T* starting with inventory level *x* and with a sufficient statistic $s_{t}$ at the beginning of period *t*. The Bellman equations, for $t = 1,\ldots,T$, are:$${\overset{\sim}{f}}_{t}\left( x \middle| s \right) = \mathit{cx} + \max\limits_{y \geqslant x^{+},d \in \mathcal{D}_{t}}\left\{ {{\overset{\sim}{\Pi}}_{t}\left( y,d \middle| s \right) ≔ {\overset{\sim}{\pi}}_{t}\left( y,d \middle| s \right) + \alpha\int_{0}^{\infty}{\overset{\sim}{f}}_{t + 1}\left( \delta\left( y - d\in \right) \middle| s \circ \in \right)\phi_{t}\left( \in \middle| s \right)d\in} \right\},$$where ${\overset{\sim}{f}}_{T + 1}\left( x \middle| s \right) = \mathit{cx}$ and$${\overset{\sim}{\pi}}_{t}\left( y,d \middle| s \right) = \int_{0}^{\infty}\left\lbrack {P_{t}\left( d \right)\gamma\left( d\in,y \right) - \mathit{cy} - {\overset{\sim}{\mathcal{L}}}_{t}\left( y - d\in \right)} \right\rbrack\phi_{t}\left( \in \middle| s \right)d\in\text{.}$$

Let $f_{t}\left( x \middle| s \right) = {\overset{\sim}{f}}_{t}\left( x \middle| s \right) - \mathit{cx}$ for all *t*. Then we have $f_{T + 1}\left( x \middle| s \right) = 0$ and$$f_{t}\left( x \middle| s \right) = \max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {\Pi_{t}\left( y,d \middle| s \right) ≔ \pi_{t}\left( y,d \middle| s \right) + \alpha\int_{0}^{\infty}f_{t + 1}\left( \delta\left( y - d\in \right) \middle| s \circ \in \right)\phi_{t}\left( \in \middle| s \right)d\in} \right\},$$where$$\begin{aligned}
{\pi_{t}\left( y,d \middle| s \right) =} & {\int_{0}^{\infty}\left\lbrack {P_{t}\left( d \right)\gamma\left( d\in,y \right) + \alpha c\delta\left( y - d\in \right) - \mathit{cy} - {\overset{\sim}{\mathcal{L}}}_{t}\left( y - d\in \right)} \right\rbrack\phi_{t}\left( \in \middle| s \right)d\in,} \\
 & {= R_{t}\left( y,d \middle| s \right) - \alpha\mathit{cd}\int_{0}^{\infty}\in\phi_{t}\left( \in \middle| s \right)d\in - \left( 1 - \alpha \right)\mathit{cy} - \int_{0}^{\infty}\mathcal{L}_{t}\left( y - d\in \right)\phi_{t}\left( \in \middle| s \right)d\in,} \\
\end{aligned}$$with $R_{t}\left( y,d \middle| s \right) = \int_{0}^{\infty}P_{t}\left( d \right)\left\lbrack \left( 1 - \lambda \right)\min\left( d\in,y \right) + \lambda d\in \right\rbrack\phi_{t}\left( \in \middle| s \right)d\in$ and $\mathcal{L}_{t}\left( x \right) = h^{+}x^{+} + \left( h^{-} - \left( 1 - \lambda \right)\alpha c \right)x^{-}$. Since $h^{-} \geqslant \alpha c \geqslant \left( 1 - \lambda \right)\alpha c,\mathcal{L}_{t}\left( \cdot \right)$ is convex and homogenous of degree one.

Apparently, $f_{t}\left( x \middle| s \right)$ is a non-increasing function of *x* as the constraint set of the maximization problem [(2)](#e0010){ref-type="disp-formula"} shrinks as *x* increases and its objective function is independent of *x*. Let $y_{t}^{\ast}\left( x \middle| s \right)$ and $d_{t}^{\ast}\left( x \middle| s \right)$ be the (lexicographically largest) optimal solutions of the optimization problem on the RHS of the optimality equation and $p_{t}^{\ast}\left( x \middle| s \right) = P_{t}\left( d_{t}^{\ast}\left( x \middle| s \right) \right)$. For any given *s*, let $\left( y_{t}^{\ast}\left( s \right),d_{t}^{\ast}\left( s \right) \right)$ be the global (lexicographically largest) maximizer of $\Pi_{t}\left( y,d \middle| s \right)$ and $p_{t}^{\ast}\left( s \right) = P_{t}\left( d_{t}^{\ast}\left( s \right) \right)$.

4. Optimal policies {#s0030}
===================

This section characterizes the structure of the optimal policy. It know that the base-stock list-price policy is optimal for the backordering case ([@b0085], [@b0050]) and for the lost-sales case with additive demand ([@b0145]). A sufficient condition for the optimality of the base-stock list-price policy is that the expected revenue function $R_{t}\left( y,d \middle| s \right)$ is jointly concave in $\left( y,d \right)$ and that $f_{t}\left( x \middle| s \right)$ is a non-increasing and concave function of *x*. [@b0145], [@b0045] identify a set of regularity conditions on the demand model under which $R_{t}\left( y,d \middle| s \right)$ is jointly concave in $\left( y,d \right)$ when the demand is additive. In what follows, we first follow the approach of [@b0145], [@b0045] to identify a set of regularity conditions on the demand model and then characterize the optimal policy.

4.1. Regularity conditions {#s0035}
--------------------------

We first identify conditions under which the expected revenue $P_{t}\left( d \right)d$ is concave in *d*. The first condition, proposed by [@b0050], is that $P_{t}\left( d \right)d$ is concave in *d*:[(A1)]{.smallcaps} For $t = 1,\ldots,T,\left( P_{t}\left( d \right)d \right)^{\prime\prime} = P_{t}^{\prime\prime}\left( d \right)d + 2P_{t}\prime\left( d \right) \leqslant 0$ for all $d \in \mathcal{D}_{t}$.

The economic interpretation of condition (A1) is that the marginal revenue contribution of the demand decreases in the demand level. The higher the demand level the less the marginal revenue contribution of increasing the expected demand level (i.e., reducing the price). An alternative condition, as identified by [@b0145], is[(A2)]{.smallcaps} For $t = 1,\ldots,T,P_{t}^{\prime\prime}\left( d \right)d + P_{t}\prime\left( d \right) \leqslant 0$ for all $d \in \mathcal{D}_{t}$.

Clearly, (A2) implies that the expected revenue $P_{t}\left( d \right)d$ is strictly concave in *d*, which is stronger than (A1), since $P_{t}\left( d \right)$ is strictly decreasing in *d*.

We next verify conditions (A1) and (A2), respectively, for some common demand models. The results are summarized in [Table 1](#t0005){ref-type="table"} . See [@b0145], [@b0045] for a similar analysis for additive demand.Table 1Structural properties of inverse demand models ($a > 0,b > 0$)Demand model$d_{t}\left( p \right)$$P_{t}\left( d \right)$$P^{\prime\prime}\left( d \right)d + P^{\prime}\left( d \right)$$P^{\prime\prime}\left( d \right)d + 2P^{\prime}\left( d \right)$linear$a - \mathit{bp}$$\left( a - d \right)/b$$- 1/b$$- 2/b$log$\ln\left( a - \mathit{bp} \right)$$\frac{a - e^{d}}{b}$$- \frac{1 + d}{b}e^{d}$$- \frac{2 + d}{b}e^{d}$logit$\frac{e^{a - \mathit{bp}}}{1 + e^{a - \mathit{bp}}}$$\frac{a + \ln\left( 1 - d \right) - \ln\left( d \right)}{b}$$- \frac{1}{b\left( 1 - d \right)^{2}}$$- \frac{2 - d}{b\left( 1 - d \right)^{2}} - \frac{1}{\mathit{bd}}$exponential$e^{a - \mathit{bp}}$$\frac{a - \ln\left( d \right)}{b}$0$- \frac{1}{\mathit{bd}}$iso-elastic$\mathit{ap}^{- b}$$\left( d/a \right)^{- 1/b}$$a^{1/b}\left( 1/b \right)^{2}d^{- 1 - 1/b}$$a^{1/b}\frac{1 - b}{b^{2}}d^{- 1 - 1/b}$power$\frac{a}{a + p^{b}}$$\left( a/d - a \right)^{1/b}$$\frac{a^{\frac{1}{b}}\left( \frac{1}{d} - 1 \right)^{\frac{1}{b} - 2}\left( \frac{1}{b} - d \right)}{\mathit{bd}^{3}}$$\frac{a^{\frac{1}{b}}\left( \frac{1}{d} - 1 \right)^{\frac{1}{b} - 2}\left( b - 1 \right)}{b^{2}d^{3}}$

[Table 1](#t0005){ref-type="table"} shows that linear, log, logit and exponential models above all satisfy (A1) and (A2). For the iso-elastic demand, (A1) is satisfied if $b \geqslant 1$ while (A2) is always violated. Note that $d_{t}\left( p \right)$ and $d_{t}\left( p \right)p$ are both convex in *p* for the iso-elastic demand with $b > 1$ and hence the analysis of [@b0085], [@b0130] who require that $d_{t}\left( p \right)$ is concave in *p* does not apply to the iso-elastic demand. For the power model, (A1) is satisfied if $b \leqslant 1$ and (A2) is satisfied if ${\underline{d}}_{t} > 1/b$ and $d < 1$.

In the backlog case, the demand condition (A1) or (A2) ensures the optimality of base-stock list-price policy (see, e.g., [@b0050]). However, in the lost-sales case, (A1) or (A2) alone cannot guarantee the joint concavity of the expected truncated revenue $P_{t}\left( d \right)E\left\lbrack \min\left( d\in_{t},y \right) \right\rbrack$ in terms of *d* and *y*. For this reason, [@b0085] argue that the base-stock list-price policy may fail to be optimal in the lost-sales setting. For the lost-sales case with additive demand ($D_{t} = d_{t} + \in_{t}$), [@b0145] shows that $P_{t}\left( d \right)E\left\lbrack \min\left( d_{t} + \in_{t},y \right) \right\rbrack$ is jointly concave in $\left( y,d \right)$ if (A2) holds and the price elasticity of the lost-sales probability, defined as ${\overset{\sim}{e}}_{L}\left( p \right) = - \frac{\mathit{dPr}\left( D_{t} \geqslant y \right)}{\mathit{dp}}\frac{p}{\mathit{\Pr}\left( D_{t} \geqslant y \right)}$, is greater than one. Note that the notation of the price elasticity of the lost-sales probability was first proposed by [@b0130] in a newsvendor setting to identify the conditions under which the expected profit is jointly concave in price and ordering decisions. [@b0145] extends their analysis to dynamic models with additive demand and fixed ordering cost and identify conditions under which an $\left( s,S,p \right)$ policy is optimal.

We next extend the analysis of [@b0145] to the case with multiplicative demand in the Bayesian learning model. With the multiplicative demand $D_{t} = d_{t}\left( p \right)\in_{t}$, the probability of lost sales at an inventory level *y* and expected demand level *d* is ${\overline{\Phi}}_{t}\left( y/d \middle| s \right)$. Then the price elasticity of lost-sales probability (in terms of *p*) is$${\overset{\sim}{e}}_{t}^{L}\left( p,y \right) = - \frac{p}{{\overline{\Phi}}_{t}\left( y/d_{t}\left( p \right) \middle| s \right)}\frac{d}{\mathit{dp}}\left\lbrack {\overline{\Phi}}_{t}\left( y/d_{t}\left( p \right) \middle| s \right) \right\rbrack = \rho_{t}\left( y/d_{t}\left( p \right) \middle| s \right){\overset{\sim}{e}}_{t}\left( p \right),$$where $\rho_{t}\left( x \middle| s \right) = \frac{x\phi_{t}\left( x \middle| s \right)}{{\overline{\Phi}}_{t}\left( x \middle| s \right)}$ is the generalized hazard rate. Using the inverse function $P_{t}\left( d \right)$, the price elasticity of lost-sales probability can be expressed in terms of *d* as$$e_{t}^{L}\left( d,y \right) = - \frac{P_{t}\left( d \right)}{{\overline{\Phi}}_{t}\left( y/d \middle| s \right)P_{t}\prime\left( d \right)}\frac{\partial}{\partial d}\left\lbrack {\overline{\Phi}}_{t}\left( y/d \middle| s \right) \right\rbrack = \rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right)\text{.}$$Note that $\rho_{t}\left( y/d_{t}\left( p \right) \middle| s \right) = 0$ for $y = 0$, which implies that the price elasticity of lost-sales probability does not have a positive lower bound for any value *y*. That is, the analyses in [@b0145], [@b0045] do not apply immediately. To impose a uniform lower bound on the price elasticity of lost-sales probability as that of [@b0145], [@b0045], we need to identify a lower bound of $y_{t}^{\ast}\left( s \right)$ under the optimal policy, which implies that it suffices to restrict the order-up-to level decision to the value above such a lower bound.

Observe that the single-period expected profit $\pi_{t}\left( y,d \middle| s \right)$ is concave in *y* for any *d* and *s*. Taking the first derivative of $\pi_{t}\left( y,d \middle| s \right)$ with respect to *y* yields$$\frac{\partial}{\partial y}\pi_{t}\left( y,d \middle| s \right) = \left\lbrack \left( 1 - \lambda \right)\left( P_{t}\left( d \right) - \alpha c \right) + h^{+} + h^{-} \right\rbrack{\overline{\Phi}}_{t}\left( y/d \middle| s \right) - \left\lbrack \left( 1 - \alpha \right)c + h^{+} \right\rbrack\text{.}$$

Then the maximizer of $\pi_{t}\left( y,d \middle| s \right)$ is ${\hat{y}}_{t}\left( d \middle| s \right) = d{\hat{Z}}_{t}\left( d \middle| s \right)$ where$${\hat{Z}}_{t}\left( d \middle| s \right) = {\overline{\Phi}}_{t}^{- 1}\left( \frac{\left( 1 - \alpha \right)c + h^{+}}{\left( 1 - \lambda \right)\left( P_{t}\left( d \right) - \alpha c \right) + h^{+} + h^{-}} \middle| s \right)\text{.}$$

The monotonicity of $P_{t}\left( d \right)$ implies that ${\hat{Z}}_{t}\left( d \middle| s \right)$ is strictly decreasing in $d \in \mathcal{D}_{t}$ for any $\lambda < 1$.

Define $u_{t} = \min_{k \geqslant t}{\underline{y}}_{k}$ where ${\underline{y}}_{k}$ is a uniform lower bound of ${\hat{y}}_{t}\left( d \middle| s \right)$ for any *d* and *s*, defined as ${\underline{y}}_{t} = \inf\left\{ {\hat{y}}_{t}\left( d \middle| s \right) \middle| \forall s,d \in \mathcal{D}_{t} \right\}$. Then $u_{t} \leqslant u_{t + 1}$ for all *t*. The following lemma shows that $u_{t}$ is indeed a lower bound for the optimal order-up-to level $y_{t}^{\ast}\left( s \right)$.Lemma 1[Bound]{.smallcaps}*For all t and s, the optimal order-up-to level* $y_{t}^{\ast}\left( s \right)$ *is greater than* $u_{t}$ *.*

[Lemma 1](#n0060){ref-type="statement"} implies that it suffices to restrict the optimal order-up-to level decision to values above $u_{t}$. We are now ready to introduce the additional demand regularity conditions:(B1) $\rho_{t}\left( y/d \middle| s \right) \geqslant 1/e_{t}\left( d \right)$ for all $d \in \mathcal{D}_{t}$ and $y \geqslant u_{t}$.(B2) $\rho_{t}\left( y/d \middle| s \right) \geqslant 2/e_{t}\left( d \right)$ for all $d \in \mathcal{D}_{t}$ and $y \geqslant u_{t}$.

Conditions (B1) and (B2) imply that the price elasticity of the lost-sales probability are greater than one and two, respectively. Clearly, (B2) is stronger than (B1) as the former requires a greater price elasticity of the lost-sales probability. Since $u_{t}$ is a uniform lower bound of the optimal order-up-to level $y_{t}^{\ast}\left( s \right)$, conditions (B1) and (B2) apply to distributions with domains containing zero (e.g., Gamma distribution or Weibull distribution).

Note that$$\frac{\partial{\hat{y}}_{t}\left( d \middle| s \right)}{\partial d} = \frac{{\overline{\Phi}}_{t}\left( {\hat{y}}_{t}\left( d \middle| s \right)/d \middle| s \right)}{\phi_{t}\left( {\hat{y}}_{t}\left( d \middle| s \right)/d \middle| s \right)}\left\lbrack {\rho_{t}\left( {\hat{y}}_{t}\left( d \middle| s \right)/d \middle| s \right) - \frac{1}{e_{t}\left( d \right)}\frac{P_{t}\left( d \right)}{P_{t}\left( d \right) + \left( h^{+} + h^{-} - \left( 1 - \lambda \right)\alpha c \right)/\left( 1 - \lambda \right)}} \right\rbrack\text{.}$$

Since $h^{-} \geqslant \alpha c$, we have $\frac{\partial{\hat{y}}_{t}\left( d \middle| s \right)}{\partial d} > 0$ if (B1) or (B2) holds, which implies that ${\underline{y}}_{t} = \inf\left\{ {\hat{y}}_{t}\left( {\underline{d}}_{t} \middle| s \right) \middle| \forall s \right\}$.Remark 1In the newsvendor setting, Kocabiyikogˇlu and Popescu (2011) show that if $\rho_{t}\left( y/d_{t}\left( p \right) \middle| s \right){\overset{\sim}{e}}_{t}\left( p \right) \geqslant 1$, then the expected profit function is jointly concave and submodular in $\left( y,p \right)$. However, they do not impose any constraint on the value of *y*. As discussed above, $\rho_{t}\left( y/d_{t}\left( p \right) \middle| s \right)$ approaches zero when *y* approaches zero, which implies that when *y* is sufficiently small, the condition $\rho_{t}\left( y/d_{t}\left( p \right) \middle| s \right){\overset{\sim}{e}}_{t}\left( p \right) \geqslant 1$ is violated. Our analysis fixes this problem by identifying the lower bound of the optimal order-up-to level.

4.2. Optimality of state-dependent base-stock list-price policy {#s0040}
---------------------------------------------------------------

We are now ready to employ the regularity conditions to characterize the structure of the optimal policy. The following theorem extends the analyses of [@b0085], [@b0145] to the Bayesian formulation with multiplicative demand.Theorem 1[Base-stock list-price policy]{.smallcaps}*Suppose one of the following two pairs of conditions hold: (i) (A1) and (B2), (ii) (A2) and (B1) for all t and* $s > 0$ *. Then a state-dependent base-stock list-price policy is optimal: for any t and s, if the starting inventory level* $x < y_{t}^{\ast}\left( s \right)$ *then it is optimal to order up to the base stock level* $y_{t}^{\ast}\left( s \right)$ *and set the list price as* $p_{t}^{\ast}\left( s \right)$ *; if, otherwise,* $x \geqslant y_{t}^{\ast}\left( s \right)$ *then it is optimal to place no order and set the price as* $p_{t}^{\ast}\left( x \middle| s \right)$ *. Moreover, when* $x \geqslant y_{t}^{\ast}\left( s \right)$ *, the optimal price* $p_{t}^{\ast}\left( x \middle| s \right)$ *is nonincreasing in x and satisfies* $p_{t}^{\ast}\left( x \middle| s \right) \leqslant p_{t}^{\ast}\left( s \right)$ *.*

[Theorem 1](#n0040){ref-type="statement"} proves the optimality of the intuitive base-stock list-price policy structure under Bayes update when the unmet demand is partially backlogged. The analysis for the model with multiplicative demand and lost sales appears to be much more complicated than that of [@b0085], [@b0145].

Regularity conditions (i) and (ii) guarantee the joint concavity and supermodularity of the expected single-period profit $\pi_{t}\left( y,d \right)$. These properties in turn ensure the optimality of the base-stock list-price policies and the monotonicity of the pricing decision. Note that (A1) is weaker than (A2) but (B2) is stronger than (B1). So (i) is neither more general nor more restrictive than (ii). The dependence on the statistic *s* captures the effect of demand learning from historical data. Intuitively, everything else being the same, the greater the demands realized in the previous periods, the higher the expected demand in the future and therefore the more to order.

In particular, when $\lambda = 1$, the model reduces to the fully backordering case. Following [@b0050], it suffices to impose the condition (A1) to ensure the optimality of the base-stock and list-price policy.Theorem 2[Backordering Case]{.smallcaps}*Suppose (A1) holds for all t and* $s > 0$ *. Then a state-dependent base-stock list-price policy is optimal.* Remark 2Our analysis uses the expected demand level and the order-up-to level as decision variables whereas [@b0085] treat the price decision variable directly. Their analysis requires two conditions (a) $d_{t}\left( p \right)$ is concave in *p* and (b) the expected holding/shortage cost $E\left\lbrack \mathcal{L}\left( y - D_{t}\left( p \right) \right) \right\rbrack$ is jointly concave in $\left( p,y \right)$. Clearly, these two conditions are satisfied when $d_{t}\left( p \right)$ is linear. However, it is easy to verify that $d_{t}\left( p \right)$ is convex in *p* for the exponential and iso-elastic demand models. More importantly, it remains a challenge to show whether (b) holds for more general nonlinear demand models. Therefore, it is more convenient to work on the inverse demand function instead of treating the price variable directly. Remark 3Our model is restricted to the class of conjugate prior distributions under which the learning process is to update the parameters of the posterior distributions, which provides strong tractability in both structural analysis and computation. But our analysis can be readily extended to address non-conjugate priors under which the posterior distributions are no longer of the same functional form of the prior distributions. Then the optimality of the state-dependent base-stock list-price policy in [Theorem 1](#n0040){ref-type="statement"} remains true if the statistic state is replaced by the updated probability density function of $\omega$. Remark 4The expected single-period profit in [(2)](#e0010){ref-type="disp-formula"} can be alternatively expressed$$\pi_{t}\left( y,d \middle| s \right) = {\hat{R}}_{t}\left( y,d \middle| s \right) - \left( 1 - \alpha \right)\mathit{cy} - \int_{0}^{\infty}{\overset{\sim}{\mathcal{L}}}_{t}\left( y - d\in \right)\phi_{t}\left( \in \middle| s \right)d\in,$$with ${\hat{R}}_{t}\left( y,d \middle| s \right) = \int_{0}^{\infty}\left( P_{t}\left( d \right) - \alpha c \right)\left\lbrack \left( 1 - \lambda \right)\min\left( d\in,y \right) + \lambda d\in \right\rbrack\phi_{t}\left( \in \middle| s \right)d\in$. Treating ${\hat{P}}_{t}\left( d \right) = P_{t}\left( d \right) - \alpha c$ as a modified inverse demand function, then the results of [Theorem 1](#n0040){ref-type="statement"} remain true if we replace $e_{t}\left( d \right)$ by $- \frac{P_{t}\left( d \right) - \alpha c}{P\prime_{t}\left( d \right)d}$. See [@b0145] for a similar treatment.

5. Dimensionality reduction {#s0045}
===========================

Computing the optimal policies according to the Bayesian dynamic program [(2)](#e0010){ref-type="disp-formula"} involves not only the inventory level but also the information state *s* which could be multiple dimensions, which may require an extensive computational effort. [@b0175], [@b0020] identify a class of scalable demand distributions and develop conditions under which the dimensionality of the problem is reduced: The solution of the original problem can be obtained from the solution of a much simpler normalized problem that is independent of the scale (size) of the market. Following [@b0020], we impose two conditions.(C1) There exists a positive real-valued function $q_{t}\left( s \right)$ of the sufficient statistic *s* which is a scale parameter for $\phi_{t}\left( \in_{t} \middle| s \right)$ such that$$\phi_{t}\left( \in \middle| s \right) = \left( 1/q_{t}\left( s \right) \right)\phi_{t}\left( \in/q_{t}\left( s \right) \right),$$where $\phi_{t}\left( \cdot \right)$ is a known probability density function for period *t* which is independent of *s*, and(C2) the function $q_{t + 1}\left( \cdot \right)$ satisfies$$q_{t + 1}\left( s \circ \in \right) = q_{t}\left( s \right)U_{t + 1}\left( \in/q_{t}\left( s \right) \right),$$where $U_{t + 1}$ is a known continuous function and satisfies $\int_{\in_{t} = 0}^{\infty}U_{t + 1}\left( \in_{t} \right)\phi_{t}\left( \in_{t} \right)d\in_{t} < \infty$.

The following examples satisfy conditions (C1) and (C2).Example 1[Gamma-Gamma Model]{.smallcaps}Suppose $\in_{t}$ follows a Gamma distribution with $\psi\left( \in_{t} \middle| \omega \right) = \omega^{k}\in_{t}^{k - 1}e^{- \omega\in_{t}}/\Gamma\left( k \right)$, where *k* ($> 0$) is a known shape parameter and $\omega$ ($> 0$) is the unknown positive scale parameter. The Gamma distribution reduces to exponential distribution with rate $\omega$ if the shape parameter $k = 1$. The mean and variance of the Gamma distribution are $k/\omega$ and $k/\omega^{2}$, respectively, so the coefficient of variation is $\sqrt{1/k}$ which depends only on the shape parameter. Hence, assuming that the scale parameter is unknown implies that the mean demand is unknown. The prior on $\omega$ also has a Gamma distribution with shape parameter $a_{t} > 0$ and scale parameter $\Lambda_{t}$ where the sufficient static $s_{t} = \left( a_{t},\Lambda_{t} \right)$. Correspondingly, the mean and variance of the prior distribution are $a_{t}/\Lambda_{t}$ and $a_{t}/\Lambda_{t}^{2}$, respectively. For $\in_{t} > 0$ the predictive density is given by $\phi_{t}\left( \in_{t} \middle| s_{t} \right) = \frac{\Gamma\left( a_{t} + k \right)\Lambda_{t}^{a_{t}}\in_{t}^{k - 1}}{\Gamma\left( k \right)\Gamma\left( a_{t} \right)\left( \Lambda_{t} + \in_{t} \right)^{a_{t} + k}}$ with $s_{t + 1} = \left( a_{t} + k,\Lambda_{t} + \in_{t} \right)$. This implies that, given any initial sufficient statistic $s_{1} = \left( a_{1},\Lambda_{0} \right)$, we have $a_{t} = a_{1} + \left( t - 1 \right)k$ and $\Lambda_{t} = \Lambda_{1} + \sum_{\tau = 1}^{t - 1}\in_{\tau}$ for all $t \geqslant 1$. Here$a_{t}$ and $\Lambda_{t}$ are the shape and scale parameters of the predictive distribution respectively. Inaddition, (C1) implies that $\phi_{t}\left( \in_{t} \right) = \phi_{t}\left( \in_{t} \middle| a_{t},1 \right)$. In particular, for $k = 1$ and $a_{t} > 1$, we have $E\left\lbrack \in_{t} \right\rbrack = \frac{\Lambda_{t}}{a_{t} - 1}$. As shown by [@b0175], the Gamma-Gamma problem is scalable with $q_{t}\left( s_{t} \right) = \Lambda_{t}$ and $U_{t + 1}\left( x \right) = 1 + x$. Example 2[Weibull-Gamma Model]{.smallcaps}If $\in_{t}$ follows a Weibull distribution with $\psi\left( \in_{t} \middle| \omega \right) = \omega k\in_{t}^{k - 1}e^{- \omega\in_{t}^{k}}$, where *k* ($> 0$) is a known shape parameter and $\omega$ ($> 0$) is the unknown positive scale parameter. The Weibull distribution reduces to exponential distribution with rate $\omega$ if the shape parameter $k = 1$. The mean and variance of the Weilbull distribution are $\omega^{- 1/k}\Gamma\left( 1 + 1/k \right)$ and $\omega^{- 2/k}\left\lbrack \Gamma\left( 1 + 2/k \right) - \left( \Gamma\left( 1 + 1/k \right) \right)^{2} \right\rbrack$, respectively, so the coefficient of variation $\sqrt{\left\lbrack \Gamma\left( 1 + 2/k \right)/\left( \Gamma\left( 1 + 1/k \right) \right)^{2} - 1 \right\rbrack}$ which depends only on the shape parameter *k*. If the prior on $\omega$ has a Gamma distribution with shape parameter $a_{t} > 0$ and scale parameter $\Lambda_{t}$ where $s_{t} = \left( a_{t},\Lambda_{t} \right)$ is the sufficient static, then the predictive density is given, for $\in_{t} > 0$, by $\phi_{t}\left( \in_{t} \middle| s_{t} \right) = \frac{a_{t}k\Lambda_{t}^{a_{t}}\in_{t}^{k - 1}}{\left( \Lambda_{t} + \in_{t}^{k} \right)^{a_{t} + 1}}$ and $s_{t + 1} = \left( a_{t} + 1,\Lambda_{t} + \in_{t}^{k} \right)$. This implies that, given any initial sufficient statistic $s_{1} = \left( a_{1},\Lambda_{1} \right)$, we have $a_{t} = a_{1} + t - 1$ and $\Lambda_{t} = \Lambda_{1} + \sum_{\tau = 1}^{t - 1}\in_{\tau}^{k}$. In addition, (C1) implies that $\phi_{t}\left( \in_{t} \right) = \phi_{t}\left( \in_{t} \middle| a_{t},1 \right)$. The Weibull-Gamma model is scalable with $q_{t}\left( s_{t} \right) = \Lambda_{t}^{1/k}$ and $U_{t + 1}\left( x \right) = \left( 1 + x^{k} \right)^{1/k}$ ([@b0020]).

[@b0115] note that the predictive demand distribution is (first-order) stochastically decreasing in the shape parameter $a_{t}$ and stochastically increasing in the scale parameter $\Lambda_{t}$. The posterior density functions indicate that the shape parameter increases by one after each observation and can be illustrated as the accumulate number of observations. Since the coefficient of variation of both Weibull and Gamma distributions is strictly decreasing in the shape parameter, the relative uncertainty about the scale parameter decreases as the number of observations increases with the limit of the exact value of the scale parameter. The scale parameter of the prior also increases each period by the market size observation raised to *k*th power for the Weibull prior and by the market size observation for the Gamma prior. For the Gamma-Gamma model, the limit for the mean of the prior is then $\lim_{t\rightarrow\infty}a_{t}/\Lambda_{t} = 1/\left( \lim_{t\rightarrow\infty}\sum_{i = 1}^{t}\in_{i}/t \right)$ which is equal to true scale parameter (with probability one) of the demand distribution. Note that $\sum_{i = 1}^{t}\in_{i}/t$ is an unbiased estimator of the prior mean.

We are now ready to apply the dimensionality reduction approach by applying conditions (C1) and (C2). The key idea is to first solve a normalized problem with nonstationary known demand distributions in which the scale parameter is set to one and then obtain the solution to the original problem by incorporating the scale parameter into the solution of the normalized problem.

Let $v_{T + 1}\left( x \right) = 0$. Define functions $v_{t}$ recursively, for $t = 1,\cdots,T$:$$v_{t}\left( x \right) = \max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {\Pi_{t}\left( y,d \right) ≔ \pi_{t}\left( y,d \right) + \alpha\int_{0}^{\infty}v_{t + 1}\left( \delta_{t}\left( y - d\xi \right)/U_{t + 1}\left( \xi \right) \right)U_{t + 1}\left( \xi \right)\phi_{t}\left( \xi \right)d\xi} \right\},$$where$$\begin{aligned}
 & {\pi_{t}\left( y,d \right) = R_{t}\left( y,d \right) - \alpha\mathit{cd}\int_{0}^{\infty}\in\phi_{t}\left( \in \right)d\in - \left( 1 - \alpha \right)\mathit{cy} - \int_{0}^{\infty}\mathcal{L}_{t}\left( y - d\in \right)\phi_{t}\left( \in \right)d\in,} \\
 & {R_{t}\left( y,d \right) = \int_{0}^{\infty}P_{t}\left( d \right)\left\lbrack \left( 1 - \lambda \right)\min\left( d\in,y \right) + \lambda d\in \right\rbrack\phi_{t}\left( \in \right)d\in\text{.}} \\
\end{aligned}$$

The above equalities define a normalized system where the scale parameter is always one. The underlying distributions of the normalized model can also be interpreted as the distribution of the unknown parameter of the prior is always updated as if the observation of the market size $\in_{t}$ were always zero and hence the scale parameter, which started from one at the beginning of the planning horizon, remains unchanged over time though the number of observations was increased.

Let $y_{t}\left( x \right)$ and $d_{t}\left( x \right)$ (and $p_{t}\left( x \right) = P_{t}\left( d_{t}\left( x \right) \right)$) be the optimal solutions of the normalized system. Let ${\hat{y}}_{t}$ and ${\hat{d}}_{t}$ be the corresponding global maximizers of $\Pi_{t}\left( y,d \right)$ (and ${\hat{p}}_{t} = P_{t}\left( {\hat{d}}_{t} \right)$).

The following theorem shows the relationships between $f_{t}\left( \cdot \middle| s \right)$ and $v_{t}\left( \cdot \right)$.Theorem 3[Dimensionality Reduction]{.smallcaps}*If conditions (C1) and (C2) are satisfied, then for all* $t,x$ *and s* (a) $f_{t}\left( x \middle| s \right) = q_{t}\left( s \right)v_{t}\left( x/q_{t}\left( s \right) \right)$.(b) $y_{t}^{\ast}\left( x \middle| s \right) = q_{t}\left( s \right)y_{t}^{\ast}\left( x/q_{t}\left( s \right) \right) = q_{t}\left( s \right)\max\left( {\hat{y}}_{t},x/q_{t}\left( s \right) \right)$ and $p_{t}^{\ast}\left( x \middle| s \right) = \min\left( {\hat{p}}_{t},p_{t}^{\ast}\left( x/q_{t}\left( s \right) \right) \right)$. In particular, $y_{t}^{\ast}\left( s \right) = q_{t}\left( s \right){\hat{y}}_{t}$ and $p_{t}^{\ast}\left( s \right) = {\hat{p}}_{t}$.

[Theorem 3](#n0050){ref-type="statement"} shows that the optimal value functions to the original problem are equal to the product of the normalized profit functions and the scale function $q_{t}\left( s \right)$. In other words, the value function of the original problem is decomposed into two factors where the scale function $q_{t}\left( s \right)$ represents the scale (size) of the market and the normalized profit function $v_{t}$ allows us to focus on the normalized market demand. Such a separation leads to a much simpler model. The firm only needs to derive the optimal replenishment and pricing decisions based on the normalized model that is independent of the scale (size) of the market and then scales the solution based on the updated estimation of the market size.

More specifically, under the optimal policy, the optimal order-up-to level of the original problem, $y_{t}^{\ast}\left( x \middle| s \right)$, can be derived by scaling the optimal order-up-to level of the normalized problem, $y_{t}^{\ast}\left( x \right)$, with the scale rate $q_{t}\left( s \right)$, while the optimal pricing decision of the original problem is equal to the pricing decision of the normalized problem over the normalized stock level, $x/q_{t}\left( s \right)$. In particular, $q_{t}\left( s \right) = \Lambda_{t}$ for the Gamma-Gamma Model and $q_{t}\left( s \right) = \Lambda_{t}^{1/k}$ for the Weibull-Gamma model, where $\Lambda_{t}$ represents the accumulate sales over time. Hence, the more demands observed over time, the greater the value of the scale rate $q_{t}\left( s \right)$ and therefore the greater the base stock level $y_{t}^{\ast}\left( s \right)$. That is, the higher the historical demand and the more will be ordered. It is evident that the dimensionality reduction approach reduces the computational effort significantly. Taking the Gamma-Gamma model as an example, we have $s_{t + 1} = \left( \Lambda_{t} + \in_{t},a_{t} + 1 \right)$ for each period *t*. When we compute the optimal policy according to the optimality Eqs. [(2)](#e0010){ref-type="disp-formula"} instead of the decomposed formulation, then to evaluate the term $\int_{0}^{\infty}f_{t + 1}\left( \delta\left( y - d\in \right) \middle| s \circ \in \right)\phi_{t}\left( \in \middle| s \right)d\in$ we have to assess the profit-to-go function $f_{t}\left( \cdot \middle| \left( \Lambda_{t} + \in_{t},a_{t} + 1 \right) \right)$ for all possible values of $\in_{t}$, which is not computationally tractable as $\in_{t}$ is a continuous variable with a support $\left( 0,\infty \right)$. However, with the decomposed formulation [(5)](#e0025){ref-type="disp-formula"}, we only need to evaluate the single-dimensional normalized value function $v_{t + 1}$ to compute the optimal normalized policy and then employ the transformations introduced in [Theorem 3](#n0050){ref-type="statement"} to obtain the optimal policy, which is clearly more tractable and efficient.Remark 5[Data-Driven Decision Rule and Operational Statistics]{.smallcaps}The optimal Bayesian ordering decision rule, $y_{t}^{\ast}\left( x \middle| s \right) = q_{t}\left( s \right)y_{t}^{\ast}\left( x/q_{t}\left( s \right) \right)$, can be seen as a data-driven decision rule with the data contained in the statistic *s*. Note that the functional forms of the scale factor $q_{t}\left( \cdot \right)$ and the optimal order-up-to decision of the normalized model $y_{t}^{\ast}\left( \cdot \right) = y_{t}^{\ast}\left( \cdot \middle| a,1 \right)$ does not depend on the statistic *s* but on the shape parameter *a* (or the total number of observations). Such a data-driven decision rule is similar to the operational statistics proposed by [@b0120] as an alternative approach to the conventional estimation-then-optimization statistical learning approach. Their approach aims to find a decision rule that maximizes the priori expectation of the performance uniformly for all possible values of the unknown distribution parameters under a class of structured decision rules. [@b0120] identify a class of operational statistics that are homogenous of order one for newsvendor models and find that the optimal operational statistic of this class can be derived by solving a normalized model. [@b0065] propose a Bayesian approach to find the optimal operational statistic with a non-informative prior. In our model, the optimal ordering decision rule derived from the normalized model, $y_{t}^{\ast}\left( x \right) = y_{t}^{\ast}\left( x \middle| a,1 \right)$, plays the same role of the optimal decision rule of operational statistics as it maximizes the priori expectation (conditionally on the current statistic) for the class of operational statistical rules, expressed as $y_{t}^{\mathit{os}}\left( \mathit{zq}_{t}\left( s \right) \middle| s \right)$, that are scalable with the factor $q_{t}\left( s \right)$ and *s* is updated as that of $\Lambda_{t}$. The link between Bayesian decision rules and operational statistics sheds new light on more general operational statistics in dynamic settings.

6. Effect of bayesian learning on optimal policy {#s0050}
================================================

This section aims to identify the effect of learning on the optimal decisions by comparing the optimal policies in the system without demand learning and the system with demand learning.

6.1. The system without demand learning {#s0055}
---------------------------------------

In the system without Bayesian demand learning, the replenishment decisions are made based on the initial belief at the beginning of the planning horizon. That is, the multiplicative random perturbation of demand in each period has the same density function $\phi_{1}\left( \cdot \middle| s_{1} \right)$. Let $g_{t}$ be the value-to-go function (corresponding to $f_{t}$) in period *t* and $g_{T + 1}\left( x \middle| s_{1} \right) = 0$. The optimality equations are$$g_{t}\left( x \middle| s_{1} \right) = \max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {G_{t}\left( y,d \right) ≔ \pi_{t}\left( y,d \middle| s_{1} \right) + \alpha\int_{0}^{\infty}g_{t + 1}\left( \delta\left( y - d\in \right) \middle| s_{1} \right)\phi_{1}\left( \in \middle| s_{1} \right)d\in} \right\},t = 1,\ldots,T\text{.}$$

Let ${\hat{y}}_{t}\left( x \middle| s_{1} \right)$ and ${\hat{d}}_{t}\left( x \middle| s_{1} \right)$ be the optimal solutions and $\left( {\hat{y}}_{t}\left( s_{1} \right),{\hat{d}}_{t}\left( s_{1} \right) \right)$ the global optimal solution of the optimization problem in [(6)](#e0030){ref-type="disp-formula"}. In addition, let ${\hat{p}}_{t}\left( x \middle| s_{1} \right) = P_{t}\left( {\hat{d}}_{t}\left( x \middle| s_{1} \right) \right)$ and ${\hat{p}}_{t}\left( s_{1} \right) = P_{t}\left( {\hat{d}}_{t}\left( s_{1} \right) \right)$.

The following theorem reveals the structure of the optimal policy without demand learning.Theorem 4[Optimal Policy without Learning]{.smallcaps}*Suppose one of the following two pairs of conditions holds: (i) (A1) and (B2), (ii) (A2) and (B1) for all t.* *(a) A base-stock list-price policy is optimal: for any t and* $s_{1}$ *, if the starting inventory level* $x < {\hat{y}}_{t}\left( s_{1} \right)$ *then it is optimal to order up to the base stock level* ${\hat{y}}_{t}\left( s_{1} \right)$ *and set the list price as* ${\hat{p}}_{t}\left( s_{1} \right)$ *; if, otherwise,* $x \geqslant {\hat{y}}_{t}\left( s_{1} \right)$ *then it is optimal to place no order and set the price as* ${\hat{p}}_{t}\left( x \middle| s_{1} \right)$ *. Moreover, the optimal price* ${\hat{p}}_{t}\left( x \middle| s_{1} \right)$ *is nonincreasing in x and satisfies* ${\hat{p}}_{t}\left( x \middle| s_{1} \right) \leqslant {\hat{p}}_{t}\left( s_{1} \right)$ *for* $x \geqslant {\hat{y}}_{t}\left( s_{1} \right)$ *.(b) In particular, if the system is stationary in the sense that all parameters are time invariant, a myopic base-stock list-price policy is optimal with the optimal myopic base-stock and list-price levels being* $\left( y^{M}\left( s_{1} \right),p^{M}\left( s_{1} \right) \right)$ *such that* $p^{M}\left( s_{1} \right) = P_{t}\left( d^{M}\left( s_{1} \right) \right)$ *and* $\left( y^{M}\left( s_{1} \right),d^{M}\left( s_{1} \right) \right) = \arg\max_{y \geqslant 0,d \in \mathcal{D}_{t}}\left\{ \pi_{t}\left( y,d \middle| s_{1} \right) \right\}$ *: If the inventory level* $x < y^{M}\left( s_{1} \right)$ *, it is optimal to place an order up to* $y^{M}\left( s_{1} \right)$ *and set the price as* $p^{M}\left( s_{1} \right)$ *; if, otherwise,* $x \geqslant y^{M}\left( s_{1} \right)$ *, it is optimal to place no order and set the price as* $p^{M}\left( x \middle| s_{1} \right) = P_{t}\left( d^{M}\left( x \middle| s_{1} \right) \right)$ *where* $d^{M}\left( x \middle| s_{1} \right) = \arg\max_{d \in \mathcal{D}_{t}}\pi_{t}\left( y,d \middle| s_{1} \right)$ *.*

[Theorem 4](#n0055){ref-type="statement"} shows that the base-stock list-price policy is optimal for the system without Bayesian update. In particular, when the system is time invariant and the distribution of random demand perturbation remains as the initial one, a myopic base-stock list-price policy is optimal.

Using the dimensionality reduction approach in Section [5](#s0045){ref-type="sec"}, under the assumptions (C1) and (C2), we can readily show that $\left( y_{t}^{M}\left( s \right),d_{t}^{M}\left( s \right) \right) = \left( q_{t}\left( s \right){\hat{y}}_{t},{\hat{d}}_{t} \right)$ with $\left( {\hat{y}}_{t},{\hat{d}}_{t} \right) = \arg\max_{y \geqslant x,d \in \mathcal{D}_{t}}\pi_{t}\left( y,d \right)$. To gain sharper insights, we next derive a closed-form solution of the optimal myopic base-stock and list-price levels for a special case in the system without learning.Lemma 2[Optimal myopic policy]{.smallcaps}*Consider a stationary backordering system (i.e.,* $\lambda = 1$ *) with an exponential-Gamma perturbation distribution with (i.e.,* $\phi_{t}\left( \in_{t} \middle| s_{1} \right) = a_{1}\Lambda_{1}^{a_{1}}/\left( \Lambda_{1} + \in_{t} \right)^{a_{1} + 1},a_{1} > 1$ *). The expected operating profit in period t can be expressed as* $$\pi_{t}\left( y,d \middle| s_{1} \right) = d\left( P_{t}\left( d \right) - \alpha c + h^{+} \right)\frac{\Lambda_{1}}{a_{1} - 1} - d\left\lbrack {\left( \left( 1 - \alpha \right)c + h^{+} \right)y/d + \left( h^{+} + h^{-} \right)\frac{\Lambda_{1}}{a_{1} - 1}\left( 1 + \left( y/d \right)/\Lambda_{1} \right)^{- (a_{1} - 1)}} \right\rbrack\text{.}$$*The optimal myopic base-stock level is* $y^{M}\left( s_{1} \right) = \Lambda_{1}\left( {\rho^{- 1/a_{1}} - 1} \right)d^{M}\left( s_{1} \right)$ *and the optimal myopic list price is* $p^{M}\left( s_{1} \right) = P_{t}\left( d^{M}\left( s_{1} \right) \right)$ *with the expected demand level* $$d^{M}\left( s_{1} \right) = \arg\max\limits_{d \in \mathcal{D}_{t}}\left\{ d\left( P_{t}\left( d \right) - \alpha c + h^{+} \right) - d\left( h^{+} + h^{-} \right)\rho\left( {a_{1}\rho^{- 1/a_{1}} - a_{1} + 1} \right) \right\}\text{.}$$ *In addition,* $d^{M}\left( s_{1} \right)$ *(* $p^{M}\left( s_{1} \right)$ *) is increasing (decreasing) in* $a_{1}$ *and independent of* $\Lambda_{1}$ *and* $y^{M}\left( s_{1} \right)$ *is increasing in* $\Lambda_{1}$ *.*

[Lemma 2](#n0065){ref-type="statement"} provides a closed-form solution to the optimal myopic base-stock list-price policy in a system without Bayesian learning. Recall that the predictive demand distribution is stochastically decreasing in the shape parameter $a_{1}$ and stochastically increasing in the scale parameter $\Lambda_{1}$. Hence, intuitively, as the shape parameter becomes smaller or the scale parameter becomes greater, the demand becomes larger (stochastically), which drives a greater stock level and a higher price. We show that the optimal myopic list price is indeed decreasing in the shape parameter (but independent of the scale parameter) and the optimal myopic basestock level is increasing in the scale parameter. However, it is unclear whether the optimal myopic basestock level is decreasing in the shape parameter. [Fig. 1](#f0005){ref-type="fig"} below provides a numerical example which shows that both the optimal myopic basestock level and the optimal myopic pricing decisions tend to be lower as the shape parameter $a_{1}$ becomes greater: the smaller the demand the less to order and the lower price.Fig. 1Optimal myopic policy for a stationary backlog system ($\phi_{t}\left( \in_{t} \middle| s_{1} \right) = a_{1}\Lambda_{1}^{a_{1}}/\left( \Lambda_{1} + \in_{t} \right)^{a_{1} + 1},\Lambda_{1} = 1,a_{1} \in \left\{ 2,3,10 \right\},P_{t}\left( d \right) = 1 - d$ for $d \in \left\lbrack 0,1 \right\rbrack,\alpha = 1,c = 0,h^{+} = h^{-} = 0.1$.).

6.2. Effect of demand learning {#s0060}
------------------------------

We next compare the myopic base-stock list-price policy in the system without learning, $\left( y^{M}\left( s_{1} \right),p^{M}\left( s_{1} \right) \right)$ to that under demand learning, $\left( y_{t}^{\ast}\left( s_{t} \right),p_{t}^{\ast}\left( s_{t} \right) \right)$, in a stationary system. For ease of interpretation, we restrict our discussion on a two-period setting ($T = 2$).

### 6.2.1. Effect of learning in period 2 {#s0065}

In period 2, the objective function is $\pi_{2}\left( y,d \middle| s_{2} \right)$ where $s_{2} = \left( \Lambda_{2},a_{2} \right)$ with $\Lambda_{2} = \Lambda_{1} + \in_{1} \geqslant \Lambda_{1}$ and $a_{2} = a_{1} + 1$. The preceding analysis implies that $\left( y_{2}^{\ast}\left( s_{2} \right),p_{2}^{\ast}\left( s_{2} \right) \right) = \left( y^{M}\left( s_{2} \right),p^{M}\left( s_{2} \right) \right)$. Since $p^{M}\left( s_{1} \right)$ is decreasing in $a_{1}$ and independent of $\Lambda_{1}$, we know that $p_{2}^{\ast}\left( s_{2} \right) \leqslant p^{M}\left( s_{1} \right)$, which implies that demand learning leads to a smaller list price in the last period. For the optimal base-stock levels, $y_{2}^{\ast}\left( s_{2} \right) \geqslant y^{M}\left( s_{1} \right)$, or equivalently, $\Lambda_{2}\left( {\rho^{- 1/a_{2}} - 1} \right)d^{M}\left( s_{2} \right) \geqslant \Lambda_{1}\left( {\rho^{- 1/a_{1}} - 1} \right)d^{M}\left( s_{1} \right)$, if and only if $\frac{\Lambda_{2}}{\Lambda_{1}} \geqslant \frac{\left( {\rho^{- 1/a_{1}} - 1} \right)d^{M}\left( s_{1} \right)}{\left( {\rho^{- 1/a_{2}} - 1} \right)d^{M}\left( s_{2} \right)}$, which implies that the optimal base-stock level in the last period is determined by accumulated demand perturbations (observed market sizes) over the planning horizon: the greater the observed total market size over time the more will be ordered in the last period, and the optimal basestock level with demand learning should be greater than that without learning if and only if sufficient market sizes were observed.

### 6.2.2. Effect of learning in period 1 {#s0070}

In period 1, pricing and inventory decisions are made taking into account the effect of learning on the future decisions. We can employ the dimensionality decomposition method to derive the optimal policy under Bayesian learning. Note that $q_{t}\left( s_{1} \right) = \Lambda_{t}$ and $U_{t + 1}\left( \xi \right) = 1 + \xi$. The optimal bases-stock and list-price levels can be computed by backward induction according to [(5)](#e0025){ref-type="disp-formula"}. Since $y_{2}^{\ast}\left( 1,a_{2} \right)$ is the optimal base-stock level in period $2,v_{2}\left( x \right)$ remains constant at $v_{2}\left( y_{2}^{\ast}\left( 1,a_{2} \right) \right) = \pi_{2}\left( y_{2}^{\ast}\left( 1,a_{2} \right),d_{2}^{\ast}\left( 1,a_{2} \right) \right)$ for $x \leqslant y_{2}^{\ast}\left( 1,a_{2} \right)$ and then decreases in *x* for $x > y_{2}^{\ast}\left( 1,a_{2} \right)$. For any $y \leqslant y_{2}^{\ast}\left( 1,a_{2} \right)$ and $\in_{t} > 0$, we have $\left( y - d\in_{2} \right)/\left( 1 + \in_{t} \right) < y_{2}^{\ast}\left( 1,a_{2} \right)$and hence $v_{2}\left( \left( y - d\in_{2} \right)/\left( 1 + \in_{t} \right) \right) = v_{2}\left( y_{2}^{\ast}\left( 1,a_{2} \right) \right)$. Since $y_{2}^{\ast}\left( 1,a_{2} \right) = y^{M}\left( 1,a_{2} \right) \leqslant y^{M}\left( 1,a_{1} \right)$ and $\left( y^{M}\left( 1,a_{1} \right),d^{M}\left( 1,a_{1} \right) \right)$ is the global maximizer of $\pi_{t}\left( y,d \right)$, we know that $y_{1}^{\ast}\left( 1,a_{1} \right)$ must be no less than $y_{2}^{\ast}\left( 1,a_{2} \right)$.

Note that the monotonicity of $v_{2}$ implies that the term $\int_{0}^{\infty}v_{2}\left( \delta_{1}\left( y - d\in \right)/\left( 1 + \in \right)\left( 1 + \in \right)\phi_{1}\left( \in \right)d\in \right.$ is decreasing in *y* and increasing in *d*, which provides a negative driving force for the inventory decision and a positive (negative) driving force for the expected demand level (price) compared to the myopic policy. However, the supermodularity of the objective function $\Pi_{1}\left( y,d \right)$ implies that a greater value of *y* will lead to a greater optimal value of *d*, and vice versa. Although it is difficult to analytically compare $\left( y_{1}^{\ast}\left( 1,a_{1} \right),p_{1}^{\ast}\left( 1,a_{1} \right) \right.$ and $\left( y^{M}\left( 1,a_{1} \right),p_{1}^{M}\left( 1,a_{1} \right) \right)$, we know that $d_{1}^{\ast}\left( x \middle| \left( 1,a_{1} \right) \right) \geqslant d^{M}\left( x \middle| \left( 1,a_{1} \right) \right)$ (i.e., $p_{1}^{\ast}\left( x \middle| \left( 1,a_{1} \right) \right) \leqslant p^{M}\left( x \middle| \left( 1,a_{1} \right) \right)$) for $x \geqslant \max\left( y_{1}^{\ast}\left( 1,a_{1} \right),y_{1}^{\ast}M\left( 1,a_{1} \right) \right)$, which implies that when inventory level is sufficiently high the positive effect of demand learning on pricing decisions dominates the positive effect on ordering decisions.

To gain some insight, we provide a numerical example to compare $\left( y^{M}\left( 1,a_{1} \right),p_{1}^{M}\left( 1,a_{1} \right) \right),\left( y_{1}^{\ast}\left( 1,a_{1} \right),p_{1}^{\ast}\left( 1,a_{1} \right) \right.$ and $\left( y_{2}^{\ast}\left( 1,a_{2} \right),p_{2}^{\ast}\left( 1,a_{2} \right) \right.$. [Fig. 2](#f0010){ref-type="fig"} (a) shows that the optimal first-period basestock level under demand learning is slightly lower than the optimal myopic one and both of them are greater than the optimal normalized basestock level in the second period as expected. Since $q_{1}\left( s_{1} \right) = \Lambda_{1} = 1$, the optimal normalized basestock level in the first period is equal to the optimal basestock level. [Fig. 2](#f0010){ref-type="fig"}(b) shows that both the optimal myopic pricing decision and the optimal price in the first period are greater than that in the second period under demand learning. The optimal list price level in the first period under demand learning is slightly greater than the optimal myopic list price but then crosses over the latter from above as the inventory level becomes greater, which verifies the finding that the negative effect of demand learning on pricing decisions dominates the positive effect on inventory decisions.Fig. 2Comparing optimal policies with and without demand learning ($\phi_{t}\left( \in_{t} \middle| s_{1} \right) = a_{1}\Lambda_{1}^{a_{1}}/\left( \Lambda_{1} + \in_{t} \right)^{a_{1} + 1},\Lambda_{1} = 1,a_{1} = 2,a_{2} = 3,P_{t}\left( d \right) = 1 - d$ for $d \in \left\lbrack 0,1 \right\rbrack,\alpha = 1,c = 0,h^{+} = h^{-} = 0.1$).

6.3. Effect of demand variation {#s0075}
-------------------------------

The effect of demand learning on the optimal pricing and inventory control policy can also be impacted by the magnitude of the demand uncertainty which is typically measured by the coefficient of variation (CV) of the demand. It is known that for both Weibull and the gamma distributional specifications of the demand perturbation the CV does not depend on the unknown scale parameter $\omega$ which determines the mean demand ([@b0165]). The distribution of the scale parameter $\omega$ will be updated with the observations as time goes by.

For example, for the Gamma-Gamma model specified in [Example 1](#n0030){ref-type="statement"}, the CV of the demand is $1/\sqrt{k}$ for a given value of the scale parameter $\omega$. That is, the greater the value of the shape parameter *k* the smaller the variation of the demand. The CV of the posterior distribution of $\omega$ is $1/\sqrt{a_{t}} = 1/\sqrt{a_{1} + k\left( t - 1 \right)}$ which decreases in the number of observations $t - 1$.

We next provide a numerical study on the effect of demand volatility on the optimal policy under a Gamma-Gamma model. We focus on the last period for simplicity. [Fig. 3](#f0015){ref-type="fig"}, [Fig. 4](#f0020){ref-type="fig"} compare the optimal normalized order-up-to levels and price levels for three levels of the shape parameter of demand ($k = 1,2,3$) with respect to the posterior distributions of $\omega$ with shape parameters $a_{T} = 3$ and $a_{T} = 10$, respectively. The CVs of the demand corresponding to different values of *k* are $1,1/\sqrt{2}$ and $1/\sqrt{3}$, respectively, while the CVs of the posterior distribution of the unknown scale parameter $\omega$ are $1/\sqrt{3}$ and $1/\sqrt{10}$, respectively. Note that the greater the value of $a_{T}$ the greater the accuracy of the posterior distribution of $\omega$. From [Fig. 3](#f0015){ref-type="fig"}, [Fig. 4](#f0020){ref-type="fig"}, we can observe that for both levels of $a_{T}$, as *k* decreases, or equivalently, the demand volatility increases, the optimal normalized order-up-to levels (as well as the optimal base-stock level) decrease while the optimal list-price level increase. But when the inventory level is relatively high it is possible that a greater degree of demand variation may lead to a lower price for a larger value of $a_{T}$ (a more precise posterior distribution of $\omega$). These results imply that the ordering and pricing decisions can be used to leverage the profitability of the system. When the inventory level is relatively low, a higher level of demand volatility drives a higher price, which leads to a lower demand level, and a lower order-up-to level to match the demand and supply. When the inventory is relatively high and the posterior distribution is more precise, as the demand volatility is higher, instead of using a higher price to contain the demand level, it is better to set a lower price to speed up the inventory depletion.Fig. 3Effect of demand volatility under Gamma-Gamma model ($\phi_{T}\left( \in_{T} \middle| a_{T},1 \right) = \frac{\Gamma\left( a_{T} + k \right)}{\Gamma\left( k \right)\Gamma\left( a_{T} \right)}\frac{\in_{T}^{k - 1}}{\left( 1 + \in_{T} \right)^{a_{T} + k}},k \in \left\{ 1,2,3 \right\},a_{T} = 3,P_{T}\left( d \right) = 1 - d$ for $d \in \left\lbrack 0,1 \right\rbrack,\alpha = 1,c = 0,h^{+} = h^{-} = 0.1$).Fig. 4Effect of demand volatility under Gamma-Gamma model ($\phi_{T}\left( \in_{T} \middle| a_{T},1 \right) = \frac{\Gamma\left( a_{T} + k \right)}{\Gamma\left( k \right)\Gamma\left( a_{T} \right)}\frac{\in_{T}^{k - 1}}{\left( 1 + \in_{T} \right)^{a_{T} + k}},k \in \left\{ 1,2,3 \right\},a_{T} = 10,P_{T}\left( d \right) = 1 - d$ for $d \in \left\lbrack 0,1 \right\rbrack,\alpha = 1,c = 0,h^{+} = h^{-} = 0.1$).

7. Extensions {#s0080}
=============

7.1. Unobserved lost sales (censored demand) {#s0085}
--------------------------------------------

The preceding analysis is based on the assumption that unmet demand, backorders or lost sales, is fully observable. In this subsection, we assume that unmet demand is lost and unobserved. This is common in retailing where consumers would purchase the product if it were available but may simply leave without identifying themselves when facing an empty shelf. In other words, the demand information in the presence of stock out is censored.

With censored demand (i.e., only sales are observed), the replenishment and pricing decisions interact with the demand learning process, which implies that the firm needs to take into account how its replenishment and pricing decisions affect the demand information. To address this problem, we need to modify the Bayesian dynamic programming formulation. For simplicity, we restrict our attention to the full lost-sales case ($\lambda = 0$).

When the unmet demand is not observed and lost, the demand information is censored and hence $\in_{t}$ cannot be observed. By Bayes' rule, given a sufficient statistic *s* and a censored demand information $\min\left( \in,y/d \right)$, the posterior density on $\omega$ is updated as$$g\left( \omega \middle| s \circ \min\left( \in,y/d \right) \right) = \left\{ \begin{array}{ll}
\frac{\psi\left( \in \middle| \omega \right)g\left( \omega \middle| s \right)}{\int_{0}^{\infty}\psi\left( \in \middle| \xi \right)g\left( \xi \middle| s \right)d\xi} & {{if}\mspace{6mu} d\in < y,} \\
\frac{\overline{\Psi}\left( y/d \middle| \omega \right)g\left( \omega \middle| s \right)}{\int_{0}^{\infty}\overline{\Psi}\left( y/d \middle| \xi \right)g\left( \xi \middle| s \right)d\xi} & {{if}\mspace{6mu} d\in \geqslant y\text{.}} \\
\end{array} \right)$$

Note that a conjugate prior for uncensored demand may no longer be a conjugate for the censored demand. One exception is the Weibull-Gamma family. With the Weibull-Gamma model, the posterior distribution conditioned on $d\in_{t} \geqslant y$ is a Gamma distribution with $s_{t + 1} = \left( a_{t},\Lambda_{t} + \left( y/d \right)^{k} \right)$.

Letting $f_{T + 1}\left( x \middle| a,\Lambda \right) = 0$, with Weibull-Gamma distributions, the optimality equation becomes$$\begin{aligned}
{f_{t}\left( x \middle| a,\Lambda \right) =} & {\max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {\pi_{t}\left( y,d \middle| a,\Lambda \right) + \alpha\int_{0}^{y/d}f_{t + 1}\left( y - d\in \middle| a + 1,\Lambda + \in^{k} \right)\phi_{t}\left( \in \middle| a,\Lambda \right)d\in} \right)} \\
 & {\left( {\qquad\qquad\qquad\qquad\qquad\qquad\qquad + \alpha f_{t + 1}\left( 0 \middle| a,\Lambda + \left( y/d \right)^{k} \right){\overline{\Phi}}_{t}\left( y/d \middle| a,\Lambda \right)} \right\},} \\
\end{aligned}$$where$$\begin{aligned}
 & {\pi_{t}\left( y,d \middle| a,\Lambda \right) = R_{t}\left( y,d \middle| a,\Lambda \right) - \alpha\mathit{cd}\int_{0}^{\infty}\in\phi_{t}\left( \in \middle| a,\Lambda \right)d\in - \left( 1 - \alpha \right)\mathit{cy} - \int_{0}^{\infty}\mathcal{L}_{t}\left( y - d\in \right)\phi_{t}\left( \in \middle| a,\Lambda \right)d\in,} \\
 & {R_{t}\left( y,d \middle| a,\Lambda \right) = P_{t}\left( d \right)\int_{0}^{\infty}\min\left( d\in,y \right)\phi_{t}\left( \in \middle| a,\Lambda \right)d\in\text{.}} \\
\end{aligned}$$

Clearly, $f_{t}\left( x \middle| a,\Lambda \right)$ is decreasing in *x*. [@b0115] show that the censored lost-sales model is scalable with the Weibull-Gamma distributions. Define the normalized case as when $\Lambda = 1$. Suppress the scale parameter $\Lambda$ and write $v_{t}\left( x \middle| a \right) = f_{t}\left( x \middle| a,1 \right),\phi\left( \xi \middle| a \right) = \phi\left( \xi \middle| a,1 \right)$ and $\pi_{t}\left( x,y,d \middle| a \right) = \pi_{t}\left( x,y,d \middle| a,1 \right)$. Let $q_{t}\left( \Lambda \right) = \Lambda^{1/k}$ and $U_{t + 1}\left( x \right) = \left( 1 + x^{k} \right)^{1/k}$. Similar to [Theorem 3](#n0050){ref-type="statement"}, one can readily show that $f_{t}\left( x \middle| a,\Lambda \right) = q_{t}\left( \Lambda \right)v_{t}\left( x/q_{t}\left( \Lambda \right) \middle| a \right)$ where $v_{t}$ is the profit-to-go function of the normalized problem.

Letting $v_{T + 1}\left( x \middle| a \right) = 0$, the profit-to-go functions of the normalized problem satisfy the following optimality equations: For $t = 1,\ldots,T$,$$\begin{aligned}
{v_{t}\left( x \middle| a \right) =} & {\max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {\Pi_{t}\left( y,d \middle| a \right) ≔ \pi_{t}\left( y,d \middle| a \right) + \alpha\int_{0}^{y/d}v_{t + 1}\left( \left( y - d\xi \right)/U_{t + 1}\left( \xi \right) \middle| a + 1 \right)U_{t + 1}\left( \xi \right)\phi_{t}\left( \xi \middle| a \right)d\xi} \right)} \\
 & {\left( {\qquad\qquad\qquad\qquad\qquad\qquad\qquad\qquad\qquad\qquad + \alpha{\overline{\Phi}}_{t}\left( y/d \middle| a \right)v_{t + 1}\left( 0 \middle| a \right)U_{t + 1}\left( y/d \right)} \right\},} \\
 & {= \max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {\pi_{t}\left( y,d \middle| a \right) + \alpha E\left\lbrack v_{t + 1}\left( \left( y - d\xi \right)^{+}/U_{t + 1}\left( \xi \right) \middle| a + 1 \right)U_{t + 1}\left( \xi \right) \middle| a \right\rbrack} \right)} \\
 & {\left( {\qquad\qquad\qquad\qquad\qquad\qquad\quad + \alpha{\overline{\Phi}}_{t}\left( y/d \middle| a \right)U_{t + 1}\left( y/d \right)\left\lbrack v_{t + 1}\left( 0 \middle| a \right) - v_{t + 1}\left( 0 \middle| a + 1 \right) \right\rbrack} \right\},} \\
\end{aligned}$$where$$\pi_{t}\left( y,d \middle| a \right) = \int_{0}^{\infty}\left\lbrack {P_{t}\left( d \right)\min\left( d\xi,y \right) - \alpha\mathit{cd}\xi - \mathcal{L}_{t}\left( y - d\xi \right)} \right\rbrack\phi_{t}\left( \xi \middle| a \right)d\xi - \left( 1 - \alpha \right)\mathit{cy}\text{.}$$

Let $\left( y_{t}^{\ast}\left( x \middle| a \right),d_{t}^{\ast}\left( x \middle| a \right) \right)$ be the optimal solution to the optimization problem [(7)](#e0035){ref-type="disp-formula"}. Then the solution to the original problem and the solution to the normalized problem have the following relationship:$$y_{t}^{\ast}\left( x \middle| a,\Lambda \right) = q_{t}\left( \Lambda \right)y_{t}^{\ast}\left( x/q_{t}\left( \Lambda \right) \middle| a \right),d_{t}^{\ast}\left( x \middle| a,\Lambda \right) = d_{t}^{\ast}\left( x/q_{t}\left( \Lambda \right) \middle| a \right),{and}p_{t}^{\ast}\left( x \middle| a,\Lambda \right) = p_{t}^{\ast}\left( x/q_{t}\left( \Lambda \right) \middle| a \right)\text{.}$$

Compared [(7)](#e0035){ref-type="disp-formula"}--[(5)](#e0025){ref-type="disp-formula"}, the term $\alpha{\overline{\Phi}}_{t}\left( y/d \middle| a \right)U_{t + 1}\left( y/d \right)\left\lbrack v_{t + 1}\left( 0 \middle| a + 1 \right) - v_{t + 1}\left( 0 \middle| a \right) \right\rbrack$ (multiplied by the scaling factor $q_{t}\left( s \right)$) addresses the cost due to the censored demand in period *t*.

Unfortunately, we are not able to show whether the base-stock list-price policies are optimal for the normalized problem. In fact, even in the absence of the pricing decision, it is unclear whether the base-stock policy is optimal (see, e.g., [@b0115]).

7.2. Additive demand model {#s0090}
--------------------------

Another common price-responsive demand model is of the additive form $D_{t}\left( p \right) = d_{t}\left( p \right) + \in_{t}$ with $E\left\lbrack \in_{t} \right\rbrack = 0$; see [@b0085], [@b0050], [@b0055] for the case with backorders and [@b0145] for the case with lost sales. Our model can be readily modified to address the case with additive demand.

With the additive demand, the optimality equations, for $t = 1,\ldots,T$, can be expressed as$$f_{t}\left( x \middle| s \right) = \max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {\pi_{t}\left( y,d \middle| s \right) + \alpha\int_{0}^{\infty}f_{t + 1}\left( \delta\left( y - d - \in \right) \middle| s \circ \in \right)\phi_{t}\left( \in \middle| s \right)d\in} \right\},$$where $f_{T + 1}\left( x \middle| s \right) = 0$ and$$\pi_{t}\left( y,d \middle| s \right) = R_{t}\left( y,d \middle| s \right) - \left( 1 - \alpha \right)\mathit{cy} - \int_{0}^{\infty}{\overset{\sim}{\mathcal{L}}}_{t}\left( y - d - \in \right)\phi_{t}\left( \in \middle| s \right)d\in,$$with $R_{t}\left( y,d \middle| s \right) = \int_{0}^{\infty}\left( P_{t}\left( d \right) - \alpha c \right)\left\lbrack \left( 1 - \lambda \right)\min\left( d + \in,y \right) + \lambda\left( d + \in \right) \right\rbrack\phi_{t}\left( \in \middle| s \right)d\in$.

Following the analysis of [@b0145], we know that if (A2) holds and the price elasticity of the lost-sales probability for additive demand, expressed as $- \frac{P_{t}\left( d \right) - \alpha c}{P_{t}\prime\left( d \right)}\frac{\phi_{t}\left( y - d \middle| s \right)}{{\overline{\Phi}}_{t}\left( y - d \middle| s \right)}$, is greater than one then $R_{t}\left( y,d \middle| s \right)$ is jointly concave and supermodular in $\left( y,d \right)$. Using similar arguments of [@b0145], one can readily show that the state-dependent base-stock list-price policy is optimal. Similar to [@b0145], with additive demand, our analysis can be further extended to address the case with fixed order cost and show that the state-dependent $\left( s,S,p \right)$ policy is optimal.

It is natural to ask whether the dimensionality reduction approach applies to the model with additive demand; see [@b0205] for an attempt. It is notable that the preceding dimensionality reduction analysis replies on the scalability of the multiplicative demand. When the demand is of the multiplicative form, the sales of each period, $\left( 1 - \lambda \right)\min\left( d\in,y \right) + \lambda d\in$, is scalable for any $d \in \mathcal{D}_{t}$, which leads to the scalability of the revenue and profit functions. However, when the demand is of the additive form, scaling the random variable $\in_{t}$ requires scaling the decision variable *d* while the revenue function is nonlinear in *d* and therefore not scalable. As a result, the dimensionality reduction approach does not apply to the model with additive demand.

8. Concluding remarks {#s0095}
=====================

Operating businesses in the face of volatile market environments, especially the unprecedented global public health and economic crisis caused by COVID-19, firms need to redesign their operational strategies with all operational levers while actively learning the changing market conditions. Motivated by this, we study how a firm can coordinate its dynamic pricing and inventory management strategies while learning the demand (market size) dynamically using a Bayesian approach. We consider a price-sensitive demand model of the multiplicative form as a product of a deterministic price-dependent function and a random factor (market size) with unknown distribution. Unmet demand is partially backlogged/lost. Following Bayesian inventory management literature, we assume that the distribution of the market size depends on a random parameter and the firm forms a prior distribution on the random parameter at the beginning of the planning horizon.

Focusing on the class of conjugate prior distributions, we formulate the problem as a Bayesian dynamic program. We identify a set of regularity conditions under which the objective functions are jointly concave and supermodular in the order-up-to level and the expected demand level, which allows us to show the optimality of the state-dependent base-stock and list-price policy.

Furthermore, we employ a dimensionality reduction approach to decompose the profit-to-go functions as a product of a scale function that depends on the accumulate demands over time and the profit-to-go functions of the normalized problem, which significantly simplifies the computation and implementation of the model. We show that the optimal order-up-to levels can also be decomposed as the product of the scale function and the optimal order-up-to levels of the normalized problem. With the decomposition, the firm can first compute the optimal policy for the normalized problem at the beginning of the planning horizon and then update the optimal inventory and pricing decisions with accumulate demand data as time goes by.

The dimensionality reduction approach also facilitate our discussion on the effect of demand learning on the optimal policy. Using the system without Bayesian update (i.e., the distribution based on the initial prior throughout the planning horizon), we show that demand learning may lead to lower future prices while the future inventory decisions depend on the realized values of the random demand over time. Demand learning may lead to a lower basestock level and a lower price for high inventory levels in the current period. We also discuss the effect of demand variation on the optimal policy under demand learning in a numerical example and observe that a greater degree of demand variation leads to lower optimal order-up-to levels and greater optimal list-price levels while the optimal price level may decrease in the level of demand variation as the inventory level becomes sufficiently high and the posterior distribution of the unknown scale parameter is more precise.

We further extend our structural analysis to the model with unobserved lost sales (i.e., censored demand), and show that the dimensionality reduction result also holds but the base-stock list-price policy may no longer be optimal. We also discuss the case with additive demand and show that the state-dependent base-stock list-price policy is also optimal but the dimensionality reduction does not apply due to the lack of scalability from the additive demand model.

Last but not least, we outline several limitations of our paper and future research directions. First, the classic Bayesian approach, though providing strong tractability in both structural analysis and computation, requires the firm to form the prior probability, which can be difficult in some situations. A potential alternative approach is the reinforcement learning (e.g., Q-learning) which requires little knowledge of the transition probability but focusing on the structure of the decision rules. Second, our Bayesian analysis focuses on learning the market size (random factor), assuming that the price-dependent factor is known for tractability. Note that the price-dependent factor can be explained as the purchasing probability (market share) of WTP at the given price. The distribution of WTP is typically estimated through econometric analysis or pricing experiments. It will be interesting to combine different learning approaches to further advance dynamic inventory models. Finally, the current paper focuses on theoretical developments of the empirical Bayesian inventory models though our model is data-driven by its nature. We will empirically examine our model with real-world data in the future.
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Appendix A. Proofs of statements {#s0100}
================================

A.1. Proof of [Lemma 1](#n0060){ref-type="statement"} {#s0105}
-----------------------------------------------------

For period *T*, we have $y_{T}\left( s \right) \geqslant u_{T}$ by the definition of $u_{T}$. For $t < T$, it suffices to show that $\Pi_{t}\left( y,d \middle| s \right)$ is increasing in $y \leqslant u_{t}$ for any *s* and $d \in \mathcal{D}_{t}$.

By induction. Suppose that for some $t \leqslant T$ we have $y_{t + 1}\left( s \right) \geqslant u_{t + 1}$, which implies that $f_{t + 1}\left( y \middle| s \right) = f_{t + 1}\left( y_{t + 1}\left( s \right) \middle| s \right)$ (or, $\frac{\partial f_{t + 1}\left( y \middle| s \right)}{\partial y} = 0$) for all $y \leqslant u_{t + 1}$ and *s*. Note that $\delta\left( y - d\in \right) \leqslant y$ and $u_{t} \leqslant u_{t + 1}$. Then, for any $y \leqslant u_{t},f_{t + 1}\left( \delta\left( y - d\in \right) \middle| s \circ \in \right)$ must be a constant for any $d,s$ and $\in$, and so is $\int_{0}^{\infty}f_{t + 1}\left( \delta\left( y - d\in \right) \middle| s \circ \in \right)\phi_{t}\left( \in \middle| s \right)d\in$. Since $u_{t} \leqslant {\hat{y}}_{t}\left( d \middle| s \right) = \arg\max_{y}\pi_{t}\left( y,d \middle| s \right)$ for any $d \in \mathcal{D}_{t}$ and *s* and $\pi_{t}\left( y,d \middle| s \right)$ is concave in $y,\pi_{t}\left( y,d \middle| s \right)$ is increasing in *y* for any $y \leqslant u_{t}$. Thus, for any *d* and $s,\Pi_{t}\left( y,d \middle| s \right)$ is increasing in $y \leqslant u_{t}$, which implies that $y_{t}\left( s \right) \geqslant u_{t}$. This completes the induction.

A.2. Proof of [Theorem 1](#n0040){ref-type="statement"} {#s0110}
-------------------------------------------------------

We first show that $R_{t}\left( d,y \middle| s \right)$ is jointly concave under conditions of (i) or (ii).

Note that $R_{t}\left( y,d \middle| s \right) = \left( 1 - \lambda \right)P_{t}\left( d \right)E\left\lbrack \min\left( d\in,y \right) \middle| s \right\rbrack + \lambda P_{t}\left( d \right)\mathit{dE}\left\lbrack \in_{t} \middle| s \right\rbrack$. It is clear that (A1) or (A2) ensures that $P_{t}\left( d \right)d$ is concave in *d*. Thus, it suffices to show that the expected truncated revenue (of lost-sales model), ${\hat{R}}_{t}\left( y,d \middle| s \right) = P_{t}\left( d \right)E\left\lbrack \min\left( d\in,y \right) \middle| s \right\rbrack$, is jointly concave in $\left( y,d \right)$ for any *s*. To this end, we need to show that the Hessian matrix of ${\hat{R}}_{t}\left( y,d \middle| s \right)$ is negative semi-definite. It suffices to show that ${\hat{R}}_{t}\left( y,d \middle| s \right)$ is concave in each component and the determinant of Hessian matrix, $\Delta\left( y,d \middle| s \right)$, is nonnegative.

Taking the second-order derivative with respect to *d* yields$$\begin{aligned}
{\frac{\partial^{2}{\hat{R}}_{t}\left( y,d \middle| s \right)}{\partial d^{2}} =} & {P_{t}^{\prime\prime}\left( d \right)\mathit{dE}\left\lbrack \min\left( \in_{t},y/d \right) \middle| s \right\rbrack + 2P_{t}\prime\left( d \right)\int_{0}^{y/d}\in\phi_{t}\left( \in \middle| s \right)d\in - \frac{y^{2}}{d^{3}}P_{t}\left( d \right)\phi_{t}\left( y/d \middle| s \right)} \\
 = & {\left( P_{t}^{\prime\prime}\left( d \right)d + P_{t}^{\prime}\left( d \right) \right)E\left\lbrack \min\left( \in_{t},y/d \right) \middle| s \right\rbrack + P_{t}\prime\left( d \right)\int_{0}^{y/d}\in\phi_{t}\left( \in \right)d\in - \frac{y}{d}P_{t}^{\prime}\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right) - \frac{y^{2}}{d^{3}}P_{t}\left( d \right)\phi_{t}\left( y/d \middle| s \right)} \\
 = & {\left( P_{t}^{\prime\prime}\left( d \right)d + P_{t}^{\prime}\left( d \right) \right)E\left\lbrack \min\left( \in_{t},y/d \right) \middle| s \right\rbrack + P_{t}\prime\left( d \right)\int_{0}^{y/d}\in\phi_{t}\left( \in \right)d\in + \frac{y}{d}P_{t}^{\prime}\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right)\left\lbrack \rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) - 1 \right\rbrack\qquad} \\
\end{aligned}$$ $$= \left( P_{t}^{\prime\prime}\left( d \right)d + 2P_{t}^{\prime}\left( d \right) \right)E\left\lbrack \min\left( \in_{t},y/d \right) \middle| s \right\rbrack + \frac{y}{d}P_{t}^{\prime}\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right)\left\lbrack \rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) - 2 \right\rbrack\text{.}$$

If assumption (ii) holds, i.e., $P_{t}^{\prime\prime}\left( d \right)d + P_{t}^{\prime}\left( d \right) \leqslant 0$ and $\rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) \geqslant 1$, then the RHS of [(8)](#e0040){ref-type="disp-formula"} is negative. If assumption (i) holds, i.e., $P_{t}^{\prime\prime}\left( d \right)d + 2P_{t}^{\prime}\left( d \right) \leqslant 0$ and $\rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) \geqslant 2$, then the RHS of [(9)](#e0045){ref-type="disp-formula"} is negative. That is, ${\hat{R}}_{t}\left( y,d \middle| s \right)$ is concave in *d* if either (i) or (ii) holds.

Taking the second-order derivative with respect to *y* yields$$\frac{\partial^{2}{\hat{R}}_{t}\left( y,d \middle| s \right)}{\partial y^{2}} = - P_{t}\left( d \right)\phi_{t}\left( y/d \right)/d < 0,$$which indicates that ${\hat{R}}_{t}\left( y,d \middle| s \right)$ is concave in *y*.

Taking the cross-partial derivative with respect to *y* and *d* yields$$\frac{\partial^{2}{\hat{R}}_{t}\left( y,d \middle| s \right)}{\partial d\partial y} = P_{t}\prime\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right) + P_{t}\left( d \right)\phi_{t}\left( y/d \middle| s \right)y/d^{2} = - P_{t}\prime\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right)\left\lbrack \rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) - 1 \right\rbrack \geqslant 0,$$where the inequality is due to $\rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) \geqslant 1$ and $P_{t}\prime\left( d \right) < 0$. Hence ${\hat{R}}_{t}\left( y,d \middle| s \right)$ is supermodular.

Pairing up the terms yields$$\begin{aligned}
{\Delta\left( d,y \right) =} & {\frac{\partial^{2}{\hat{R}}_{t}\left( y,d \middle| s \right)}{\partial d^{2}}\frac{\partial^{2}{\hat{R}}_{t}\left( y,d \middle| s \right)}{\partial y^{2}} - \left( \frac{\partial^{2}{\hat{R}}_{t}\left( y,d \middle| s \right)}{\partial d\partial y} \right)^{2}} \\
 & {= - P_{t}\left( d \right)\phi_{t}\left( y/d \middle| s \right)/d\left\lbrack {\left( P_{t}^{\prime\prime}\left( d \right)d + P_{t}^{\prime}\left( d \right) \right)E\left\lbrack \min\left( \in_{t},y/d \right) \middle| s \right\rbrack + P_{t}\prime\left( d \right)\int_{0}^{y/d}\in\phi_{t}\left( \in \middle| s \right)d\in} \right\rbrack} \\
 & {- \left( y/d^{2} \right)P_{t}\left( d \right)P_{t}^{\prime}\left( d \right)\phi_{t}\left( y/d \middle| s \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right)\left\lbrack \rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) - 1 \right\rbrack} \\
 & {+ P_{t}\prime\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right)\left\lbrack {\rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right)\left. - 1 \right\rbrack\left\lbrack P_{t}\prime\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right) + P_{t}\left( d \right)\phi_{t}\left( y/d \middle| s \right)y/d^{2} \right.} \right\rbrack} \\
 & {= - P_{t}\left( d \right)\phi_{t}\left( y/d \middle| s \right)/d\left\lbrack {\left( P_{t}^{\prime\prime}\left( d \right)d + P_{t}^{\prime}\left( d \right) \right)E\left\lbrack \min\left( \in_{t},y/d \right) \middle| s \right\rbrack + P_{t}\prime\left( d \right)\int_{0}^{y/d}\in\phi_{t}\left( \in \middle| s \right)d\in} \right\rbrack} \\
 & {+ \left( P_{t}\prime\left( d \right){\overline{\Phi}}_{t}\left( y/d \middle| s \right) \right)^{2}\left\lbrack \rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) - 1 \right\rbrack} \\
 & {= - P_{t}\left( d \right)\phi_{t}\left( y/d \middle| s \right)/d\left\lbrack {\left( P_{t}^{\prime\prime}\left( d \right)d + 2P_{t}^{\prime}\left( d \right) \right)E\left\lbrack \min\left( \in_{t},y/d \right) \middle| s \right\rbrack} \right\rbrack + \left( P_{t}\prime\left( d \right){\overline{\Phi}}_{t}\left( y/d \right) \right)^{2}\left\lbrack 2\rho_{t}\left( y/d \middle| s \right)e_{t}\left( d \right) - 1 \right\rbrack.\qquad} \\
\end{aligned}$$

Clearly, both terms of the RHS of [(10)](#e0050){ref-type="disp-formula"} are nonnegative under assumptions (i) or (ii). Hence, the Hessian of ${\hat{R}}_{t}\left( y,d \middle| s \right)$ is negative semi-definite, implying that it is jointly concave in $\left( y,d \right)$ for any *s*.

We are now ready to show the optimality of the base-stock list-price policies by induction.

Suppose that $f_{t + 1}\left( x \middle| s \right)$ is nonincreasing and concave in *x* for any *s*. Note that $\delta\left( \cdot \right)$ is an increasing and convex function. Then $f_{t + 1}\left( \delta\left( x \right) \middle| s \right)$ is non-increasing and concave in *x*, which further implies that $f_{t + 1}\left( \delta\left( y - d\in_{t} \right) \middle| s \right)$ is jointly concave and supermodular in $\left( y,d \right)$ for any given *s*. Since concavity can be preserved under expectation operation, we know that $\int_{0}^{\infty}f_{t + 1}\left( \delta\left( y - d\in \right) \middle| s \circ \in \right)\phi_{t}\left( \in \middle| s \right)d\in$ is jointly concave and supermodular in $\left( y,d \right)$ for any *s*. Similarly, the convexity of $\mathcal{L}_{t}$ implies that $\int_{0}^{\infty}\mathcal{L}_{t}\left( y - d\in \right)\phi_{t}\left( \in \middle| s \right)d\in$ is jointly convex and submodular in $\left( y,d \right)$ for any *s*.

Since $R_{t}\left( y,d \middle| s \right)$ is jointly concave and supermodular in $\left( y,d \right),\Pi_{t}\left( y,d \middle| s \right)$ is jointly concave and supermodular in $\left( y,d \right)$ for any given *s*. Following the standard inductive arguments of [@b0085], [@b0145], the desired results follow immediately.

A.3. Proof of [Theorem 3](#n0050){ref-type="statement"}. {#s0115}
--------------------------------------------------------

We first prove part (a) by induction. Note that $f_{T + 1}\left( x \middle| s \right) = 0$ automatically satisfies the desired properties. Suppose $f_{t + 1}\left( x \middle| s \right) = q_{t + 1}\left( s \right)v_{t + 1}\left( x/q_{t + 1}\left( s \right) \right)$ for some *t*. We will show that $f_{t}\left( x \middle| s \right) = q_{t}\left( s \right)v_{t}\left( x/q_{t}\left( s \right) \right)$.

First, by the definitions of $\pi_{t}\left( y,d \middle| s \right)$ and $\pi_{t}\left( y,d \right)$, the assumption of $\gamma_{t}$, and condition (C1), we have$$\begin{aligned}
 & {\pi_{t}\left( y,d \middle| s \right)} \\
 & {= \int_{\in = 0}^{\infty}\left\lbrack {P_{t}\left( d \right)q_{t}\left( s \right)\gamma\left( {\frac{d\in}{q_{t}\left( s \right)},\frac{y}{q_{t}\left( s \right)}} \right) - \alpha\mathit{cdq}_{t}\left( s \right)\left( \frac{\in}{q_{t}\left( s \right)} \right) - \left( 1 - \alpha \right)\mathit{cq}_{t}\left( s \right)\left( \frac{y}{q_{t}\left( s \right)} \right) - q_{t}\left( s \right)\mathcal{L}_{t}\left( \frac{y - d\in}{q_{t}\left( s \right)} \right)} \right\rbrack\phi_{t}\left( \frac{\in}{q_{t}\left( s \right)} \right)\frac{d\in}{q_{t}\left( s \right)}} \\
 & {= q_{t}\left( s \right)\int_{\xi = 0}^{\infty}\left\lbrack {\gamma\left( {d\xi,y/q_{t}\left( s \right)} \right) - \alpha\mathit{cd}\xi - \left( 1 - \alpha \right)c\left( {y/q_{t}\left( s \right)} \right) - \mathcal{L}_{t}\left( {y/q_{t}\left( s \right) - d\xi} \right)} \right\rbrack\phi_{t}\left( \xi \right)d\xi} \\
 & {= q_{t}\left( s \right)\pi_{t}\left( y/q_{t}\left( s \right),d \right)\text{.}} \\
\end{aligned}$$

According to the optimality Eqs. [(1)](#e0005){ref-type="disp-formula"}, we have$$f_{t}\left( x \middle| s \right) = \max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {q_{t}\left( s \right)\pi_{t}\left( y/q_{t}\left( s \right),d \right) + \alpha\int_{0}^{\infty}q_{t + 1}\left( s \circ \in \right)v_{t + 1}\left( \frac{\delta_{t}\left( y - d\in \right)}{q_{t + 1}\left( s \circ \in \right)} \right)\frac{\phi_{t}\left( \in/q_{t}\left( s \right) \right)}{q_{t}\left( s \right)}d\in} \right\}$$ $$\begin{aligned}
 & {= \max\limits_{y \geqslant x,d \in \mathcal{D}_{t}}\left\{ {q_{t}\left( s \right)\pi_{t}\left( y/q_{t}\left( s \right),d \right) + \alpha\int_{0}^{\infty}q_{t}\left( s \right)U_{t + 1}\left( \frac{\in}{q_{t}\left( s \right)} \right)v_{t + 1}\left( \frac{\delta_{t}\left( y - d\in \right)}{q_{t}\left( s \right)U_{t + 1}\left( \frac{\in}{q_{t}\left( s \right)} \right)} \right)\frac{\phi_{t}\left( \in/q_{t}\left( s \right) \right)}{q_{t}\left( s \right)}d\in} \right\}} \\
 & {= q_{t}\left( s \right)\max\limits_{y/q_{t}(s) \geqslant x/q_{t}(s),d \in \mathcal{D}_{t}}\left\{ {\pi_{t}\left( y/q_{t}\left( s \right),d \right) + \alpha\int_{0}^{\infty}U_{t + 1}\left( \xi \right)v_{t + 1}\left( \frac{\delta_{t}\left( y/q_{t}\left( s \right) - d\xi \right)}{U_{t + 1}\left( \xi \right)} \right)\phi_{t}\left( \xi \right)d\xi} \right\}} \\
 & {= q_{t}\left( s \right)\max\limits_{z \geqslant x/q_{t}(s),d \in \mathcal{D}_{t}}\left\{ {\pi_{t}\left( z,d \right) + \alpha\int_{0}^{\infty}U_{t + 1}\left( \xi \right)v_{t + 1}\left( \frac{\delta_{t}\left( z - d\xi \right)}{U_{t + 1}\left( \xi \right)} \right)\phi_{t}\left( \xi \right)d\xi} \right\}} \\
\end{aligned}$$ $$= q_{t}\left( s \right)v_{t}\left( x/q_{t}\left( s \right) \right),$$where the first equality follows from [(11)](#e0055){ref-type="disp-formula"}, condition (C1) and the induction assumption, the second from (C2), the third is to substitute $\in/q_{t}\left( s \right)$ by $\xi$, the fourth is to substitute $y/q_{t}\left( s \right)$ by *z*, and the last from the optimality Eq. [(5)](#e0025){ref-type="disp-formula"}. The induction is completed.

For any fixed *s*, the optimal solution of [(13)](#e0065){ref-type="disp-formula"} also maximizes the right-hand side of [(12)](#e0060){ref-type="disp-formula"}, i.e., $y_{t}^{\ast}\left( x \middle| s \right) = q_{t}\left( s \right)y_{t}^{\ast}\left( x/q_{t}\left( s \right) \right) = q_{t}\left( s \right)\max\left( {\hat{y}}_{t},x/q_{t}\left( s \right) \right)$ and $d_{t}^{\ast}\left( x \middle| s \right) = d_{t}^{\ast}\left( x/q_{t}\left( s \right) \right)$ which implies that $p_{t}^{\ast}\left( x \middle| s \right) = p_{t}^{\ast}\left( x/q_{t}\left( s \right) \right)$. In particular, the state-dependent base stock level $y_{t}^{\ast} = q_{t}\left( s \right){\hat{y}}_{t}$ and the optimal list price $p_{t}^{\ast}\left( s \right) = {\hat{p}}_{t}$. This proves the part (b).

A.4. Proof of [Theorem 4](#n0055){ref-type="statement"} {#s0120}
-------------------------------------------------------

First, following similar arguments in the proof of [Theorem 1](#n0040){ref-type="statement"}, the optimality of the base-stock list-price policy and the monotonicity of the optimal policy follow immediately. In addition, both $\pi_{t}\left( y,d \middle| s_{1} \right)$ and $G_{t}\left( y,d \right)$ are jointly concave and supermodular in $\left( y,d \right)$ and $g_{t}\left( x \right)$ is decreasing in *x*. Clearly, $G_{t}\left( y,{\hat{d}}_{t}\left( y \right) \right) = \max_{d \in \mathcal{D}_{t}}g_{t}\left( y,d \right)$ is concave in *y*.

We next consider the stationary system and prove the optimality of the myopic policy by induction.

Suppose that the optimal myopic base-stock and expected demand levels $\left( y^{M}\left( s_{1} \right),d^{M}\left( s_{1} \right) \right)$ are optimal in period $t + 1$, which implies that it is always optimal to order up to $y^{M}\left( s_{1} \right)$ in period $t + 1$ as the beginning inventory level is lower than $y^{M}\left( s_{1} \right)$. As a result, the profit-to-go function $g_{t + 1}\left( y \right)$ is constant for $y \leqslant y^{M}\left( s_{1} \right)$ and then decreasing for $y > y^{M}\left( s_{1} \right)$. Hence, for $y \leqslant y^{M}\left( s_{1} \right),g_{t + 1}\left( y - {\hat{d}}_{t}\left( y \middle| s_{1} \right)\in_{t} \right)$ is constant and so is $\int_{0}^{\infty}g_{t + 1}\left( \delta\left( y - d\in \right) \right)\phi_{1}\left( \in \middle| s_{1} \right)d\in$, which implies that both $\pi_{t}\left( y,{\hat{d}}_{t}\left( y \middle| s_{1} \right) \middle| s_{1} \right)$ and $G_{t}\left( y,{\hat{d}}_{t}\left( y \middle| s_{1} \right) \right)$ are increasing in *y* for $y \leqslant y^{M}\left( s_{1} \right)$ where ${\hat{d}}_{t}\left( y \middle| s_{1} \right) = \arg\max_{d \in \mathcal{D}_{t}}\pi_{t}\left( y,d \middle| s_{1} \right)$. In particular, $\pi_{t}\left( y,{\hat{d}}_{t}\left( y \right) \middle| s_{1} \right)$ reaches the maximum when $y = y^{M}\left( s_{1} \right)$, and we have $d^{M}\left( s_{1} \right) = {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)$.

We next show that $y^{M}\left( s_{1} \right)$ maximizes $G_{t}\left( \cdot ,{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right)$. For any $\eta > 0$, on one hand, we have$$\begin{aligned}
 & {G_{t}\left( y^{M}\left( s_{1} \right) + \eta,{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right) - G_{t}\left( y^{M}\left( s_{1} \right),{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right)} \\
 & {= \left\lbrack \pi_{t}\left( y^{M}\left( s_{1} \right) + \eta,{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \middle| s_{1} \right) - \pi_{t}\left( y^{M}\left( s_{1} \right),{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \middle| s_{1} \right) \right\rbrack} \\
 & {+ \alpha\int_{0}^{\infty}\left\lbrack g_{t + 1}\left( \delta\left( y^{M}\left( s_{1} \right) + \eta - {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)\in \right) \right) - g_{t + 1}\left( \delta\left( y^{M}\left( s_{1} \right) - {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)\in \right) \right) \right\rbrack\phi_{1}\left( \in \middle| s_{1} \right)d\in \leqslant 0,} \\
\end{aligned}$$where the inequality is due to the facts that $\left( y^{M}\left( s_{1} \right),{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right) = \left( y^{M}\left( s_{1} \right),d^{M}\left( s_{1} \right) \right)$ is the global maximizer of $\pi_{t}\left( \cdot , \cdot \middle| s_{1} \right)$ and that $g_{t + 1}\left( \cdot \right)$ and $\delta\left( \cdot \right)$ are decreasing and increasing functions, respectively. On the other hand, we have$$\begin{aligned}
 & {G_{t}\left( y^{M}\left( s_{1},{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right) - G_{t}\left( y^{M}\left( s_{1} \right) - \eta,{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right) \right.} \\
 & {= \left\lbrack \pi_{t}\left( y^{M}\left( s_{1} \right),{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \middle| s_{1} \right) - \pi_{t}\left( y^{M}\left( s_{1} \right) - \eta,{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \middle| s_{1} \right) \right\rbrack} \\
 & {+ \alpha\int_{0}^{\infty}\left\lbrack g_{t + 1}\left( \delta\left( y^{M}\left( s_{1} \right) - {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)\in \right) \right) - g_{t + 1}\left( \delta\left( y^{M}\left( s_{1} \right) - \eta - {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)\in \right) \right) \right\rbrack\phi_{1}\left( \in \middle| s_{1} \right)d\in \geqslant 0,} \\
\end{aligned}$$where the inequality is due to the facts that $\left( y^{M}\left( s_{1} \right),{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right)$ maximizes $\pi_{t}\left( \cdot , \cdot \middle| s_{1} \right)$ and that $g_{t + 1}$ remains constant below $y^{M}\left( s_{1} \right)$ and $\delta\left( y^{M}\left( s_{1} \right) - \eta - {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)\in \right) \leqslant \delta\left( y^{M}\left( s_{1} \right) - {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)\in \right) \leqslant y^{M}\left( s_{1} \right)$.

Combining the above inequalities, we know that $y^{M}\left( s_{1} \right)$ is a global maximizer of $G_{t}\left( \cdot ,{\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right) \right)$. In addition, $d^{M}\left( s_{1} \right) = {\hat{d}}_{t}\left( y^{M}\left( s_{1} \right) \middle| s_{1} \right)$ is a global maximizer of $G_{t}\left( y^{M}\left( s_{1} \right), \cdot \right)$ on $\mathcal{D}_{t}$. These results, together wish the joint concavity of $G_{t}\left( \cdot , \cdot \right)$, imply that $\left( y^{M}\left( s_{1} \right),d^{M}\left( s_{1} \right) \right) = \arg\max_{y \geqslant 0,d \in \mathcal{D}_{t}}G_{t}\left( y,d \right)$. Hence, the myopic base-stock list-policy is indeed optimal.

A.5. Proof of [Lemma 2](#n0065){ref-type="statement"} {#s0125}
-----------------------------------------------------

Let $z = y/d$. We have$$\begin{aligned}
{\pi_{t}\left( y,d \middle| s_{1} \right) =} & {\left( P_{t}\left( d \right) - \alpha c \right)d\frac{\Lambda_{1}}{a_{1} - 1} - \left( 1 - \alpha \right)\mathit{cy} - \int_{0}^{\infty}\mathcal{L}_{t}\left( y - d\in \right)\phi_{t}\left( \in \middle| s_{1} \right)d\in} \\
 & {= d\left( P_{t}\left( d \right) - \alpha c + h^{+} \right)\frac{\Lambda_{1}}{a_{1} - 1} - \left\lbrack {\left( \left( 1 - \alpha \right)c + h^{+} \right)\mathit{zd} + \left( h^{+} + h^{-} \right)d\int_{z}^{\infty}\left( \in - z \right)\phi_{t}\left( \in \middle| s_{1} \right)d\in} \right\rbrack} \\
 & {= d\left( P_{t}\left( d \right) - \alpha c + h^{+} \right)\frac{\Lambda_{1}}{a_{1} - 1} - d\left\lbrack {\left( \left( 1 - \alpha \right)c + h^{+} \right)z + \left( h^{+} + h^{-} \right)\frac{\Lambda_{1}}{a_{1} - 1}\left( 1 + z/\Lambda_{1} \right)^{- (a_{1} - 1)}} \right\rbrack\qquad} \\
\end{aligned}$$where the third equality is due to the integration by parts$$\int_{z}^{\infty}\left( \in - z \right)\phi_{t}\left( \in \middle| s_{1} \right)d\in = \int_{z}^{\infty}\frac{a_{1}\Lambda_{1}^{a_{1}}\left( \in - z \right)}{\left( \Lambda_{1} + \in \right)^{a_{1} + 1}}d\in = \frac{\Lambda_{1}}{a_{1} - 1}\left( 1 + z/\Lambda_{1} \right)^{- (a_{1} - 1)}\text{.}$$

For any given *d*, the optimal order-up-to level can be expressed as $y^{M}\left( d \middle| s_{1} \right) = \mathit{dz}^{\ast}\left( s_{1} \right)$ where $z^{\ast}\left( s_{1} \right)$ is a newsvendor solution satisfying $\rho = {\overline{\Phi}}_{t}\left( z \middle| s_{1} \right) = \left( 1 + z/\Lambda_{1} \right)^{- a_{1}}$ with $\rho = \frac{h^{+} + \left( 1 - \alpha \right)c}{h^{+} + h^{-}}$. Here $z^{\ast}\left( s_{1} \right) = \Lambda_{1}\left( {\rho^{- 1/a_{1}} - 1} \right)$ which is increasing in $\Lambda_{1}$ and decreasing in $a_{1}$. Inserting $z^{\ast}\left( s_{1} \right)$ into [(14)](#e0075){ref-type="disp-formula"} results in$$\begin{aligned}
{\pi_{t}\left( \mathit{dz}^{\ast}\left( s_{1} \right),d \middle| s_{1} \right) =} & {d\left( P_{t}\left( d \right) - \alpha c + h^{+} \right)\frac{\Lambda_{1}}{a_{1} - 1} - d\left( h^{+} + h^{-} \right)\int_{z^{\ast}(s_{1})}^{\infty}\in\phi_{t}\left( \in \middle| s_{1} \right)d\in} \\
 & {= \frac{\Lambda_{1}}{a_{1} - 1}\left\lbrack {d\left( P_{t}\left( d \right) - \alpha c + h^{+} \right) - d\left( h^{+} + h^{-} \right)\rho\left( {a_{1}\rho^{- 1/a_{1}} - a_{1} + 1} \right)} \right\rbrack\text{.}} \\
\end{aligned}$$where the second equality is due to the integration by parts and the definition of $z^{\ast}\left( s_{1} \right)$ $$\int_{z^{\ast}(s_{1})}^{\infty}\in\phi_{t}\left( \in \middle| s_{1} \right)d\in = \frac{\Lambda_{1}}{a_{1} - 1}\left( 1 + z^{\ast}\left( s_{1} \right)/\Lambda_{1} \right)^{- (a_{1} - 1)} + z^{\ast}\left( s_{1} \right){\overline{\Phi}}_{t}\left( z^{\ast}\left( s_{1} \right) \middle| s_{1} \right) = \frac{\Lambda_{1}}{a_{1} - 1}\rho\left\lbrack {a_{1}\rho^{- 1/a_{1}} - a_{1} + 1} \right\rbrack\text{.}$$

The optimal expected demand level can be obtained by maximizing $\pi_{t}\left( \mathit{dz}^{\ast}\left( s_{1} \right),d \middle| s_{1} \right)$ on $\mathcal{D}_{t}$, or equivalently,$$d^{M}\left( s_{1} \right) = \arg\max\limits_{d \in \mathcal{D}_{t}}\left\{ {d\left( P_{t}\left( d \right) - \alpha c + h^{+} \right) - d\left( h^{+} + h^{-} \right)\rho\left( {a_{1}\rho^{- 1/a_{1}} - a_{1} + 1} \right)} \right\}\text{.}$$

The corresponding optimal base-stock level is $y^{M}\left( s_{1} \right) = z^{\ast}\left( s_{1} \right)d^{M}\left( s_{1} \right) = \Lambda_{1}\left( {\rho^{- 1/a_{1}} - 1} \right)d^{M}\left( s_{1} \right)$ and the optimal list price is $p^{M}\left( s_{1} \right) = P_{t}\left( d^{M}\left( s_{1} \right) \right)$.

We next analyze the monotonicity of the optimal myopic policy. Clearly, $d^{M}\left( s_{1} \right)$ is independent of $\Lambda_{1}$. Taking the second-order derivative respect to $a_{1}$ twice for the function $a_{1}\rho^{- 1/a_{1}} - a_{1} + 1$ yields$$\left( {a_{1}\rho^{- 1/a_{1}} - a_{1}} \right)^{\prime\prime} = \frac{1}{a_{1}^{3}}\left( \ln\left( \rho \right) \right)^{2}\rho^{- 1/a_{1}} > 0,$$which implies the above function is convex in $a_{1}$. Since $\rho < 1$, the convexity implies that$$\left( {a_{1}\rho^{- 1/a_{1}} - a_{1}} \right)\prime = \rho^{- 1/a_{1}} + \frac{1}{a_{1}}\ln\left( \rho \right)\rho^{- 1/a_{1}} - 1 < 1^{- 1/a_{1}} + \frac{1}{a_{1}}\ln\left( 1 \right)1^{- 1/a_{1}} - 1 = 0\text{.}$$

Hence, $\pi_{t}\left( \mathit{dz}^{\ast}\left( s_{1} \right),d \middle| s_{1} \right)$is supermodular in $\left( d,a_{1} \right)$ (i.e., $\frac{\partial^{2}}{\partial d\partial a_{1}}\pi_{t}\left( \mathit{dz}^{\ast}\left( s_{1} \right),d \middle| s_{1} \right) > 0$), which, by Theorem 2.8.1 of [@b0200], implies that the $d^{M}\left( s_{1} \right) = \arg\max_{d \in \mathcal{D}_{t}}\pi_{t}\left( \mathit{dz}^{\ast}\left( s_{1} \right),d \middle| s_{1} \right)$ is increasing in $a_{1}$. The monotonicity of $P_{t}$ implies that the corresponding optimal price $p^{M}\left( s_{1} \right) = P_{t}\left( d^{M}\left( s_{1} \right) \right)$ is independent of $\Lambda_{1}$ and increasing in $a_{1}$. For the optimal basestock level $y^{M}\left( s_{1} \right) = d^{M}\left( s_{1} \right)z^{\ast}\left( s_{1} \right)$, since $z^{\ast}\left( s_{1} \right)$ is increasing in $\Lambda_{1}$ and decreasing in $a_{1},y^{M}\left( s_{1} \right)$ is increasing in $\Lambda_{1}$ but it is unclear whether it is decreasing in $a_{1}$.
