Decomposition of mathematical programming problems by dynamic programming and its application to block-diagonal geometric programs  by Mine, Hisashi & Ohno, Katsuhisa
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 32, 310-385 (1970) 
Decomposition of Mathematical Programming Problems 
by Dynamic Programming and Its Application 
to Block-Diagonal Geometric Programs 
HISASHI MINE AND KATSUHISA OHNO 
Department of Applied Mathematics and Physics 
Faculty of Engineering, Kyoto University, Kyoto, Japan 
Submitted by R. Bellman 
1. INTRODUCTION 
In recent years, decomposition techniques of large-scale mathematical 
programming problems have been investigated by many authors [3, 7, 8, 11, 
13, 18 et al.]. The origin of these techniques is the Dantzig-Wolfe decom- 
position principle [5] for linear programming problems. It deals with problems 
involving a number of linear subproblems tied together by coupling linear 
constraints. These techniques also deal with problems of the similar structure 
involving convex or nonlinear subproblems. Most of those problems are 
additively separable and called separable programs. The problem discussed 
in the present paper is a generalized form of the separable program, which 
will be described exactly in the next section and called the principal problem. 
The main purpose of the present paper is to find the sufficient condition for 
the principal problem to be decomposed into subproblems by dynamic 
programming. The heart of dynamic programming is, as well known, principle 
of optimality [l, p. 831, which leads to recursive relations. Conversely, the 
deduced recursive relations imply that principle of optimality is applicable. 
For a multi-stage decision process, Mitten [12] and Nemhauser [15] have 
shown the sufficient conditions of a return function that principle of optimality 
be applicable. Their results, however, are not directly adequate for the 
principal problem. Because they dealt with stage transforms in stead of 
constraints. Neuner and Miller [16] discussed the problem similar to the 
principal problem. The results obtained in the present paper, however, 
are more general than their results. The second purpose of the present paper 
is to investigate the principal problem whose subproblems are equivalent to 
linear programming problems. A block-diagonal form of a geometric program 
which is called briefly a block-diagonal geometric program is discussed as a 
typical example. In particular case of the block-diagonal geometric program, 
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the present method of combining parametric linear programming with 
dynamic programming is of practical use. Numerical examples are given. 
2. GENERAL RESULTS 
Let x, (n = 1,2 ,..., N) be vectors (x,~, x,r ,..., x,~,) on a subspace X, 
of an in-dimensional Euclidian space Ei-. Let fn(xn) and g&x,,) be (m = 
1, 2,..., M, , n = 1, 2 ,..., N) real valued functions defined on X, . Let 
R(e) be the range of the function . . The problem to be discussed is: 
OPT W&N), fN-dx~-1L fi(4 
subject to 
G& Nn N 9 N lnt N 1 >*.*T (x 1 g - (x - ) glm(xJ) d 0, m = I,2 ,..., L, 
Gn(g (x 1 g - (x - ) Nm N 9 N lm N 1 T*..T glm(4 = 0, m = L + l...., M, 
and 
k&&L) G 09 m = M + I,..., M, , n = 1) 2 )..., N, 
(2.1) 
(2.2) 
(2.3) 
where OPT means min or max according to the problem to be solved [lo], 
F( *) and G,( .) are real valued functions defined on subspaces of EN including 
Xf-_, R(fJ and Xi’l’=:‘=, Rknm), respectively. Without loss of generality, it can 
be assumed that 
X, = {x, ;gnm(xn) < 0, m = M + l,..., MJ. 
The above problem is hereafter refered to as the principalproblem and abbre- 
viated to the following: 
P = OPT{QfN ,..-,fJ I G&h, ,...,gd < 0 (m = l,...,L), 
&hhn Y...> g,,)=O(m=L+l,...,M)andx,EX, 
(n = I,..., N)}. 
The objective function (2.1) is called the principal objective function and the 
functions of the first constraint (2.2) and the equality constraint (2.3) are 
called the principal constraint functions and the principal equality constraint 
functions, respectively. It should be noted that the principal problem is a 
generalized form of a separable program. The main purpose of this section 
is to find the sufficient conditions of the principal objective function, the 
principal constraint functions and the principal equality constraint functions 
for the principal problem to be decomposed into subproblems by dynamic 
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programming. Therefore, under those conditions (if exist), the principal 
problem can be solved by composing iteratively solutions of subproblems by 
dynamic programming. 
Let y and z with or without subscript be real number, H(y, , yNW1 ,..., yr) 
a real valued function defined on a subset of EN, and h,(y, z) (n = 2, 3,..., N) 
real valued functions defined on subsets of E2. The real valued function H is 
said to be separabZe, if and only if there exist real valued functions h, 
(n = 2, 3,..., N) such that 
WY, 5 Yn-1 T..., Yl) = kv(YN 9 L(YN-1 ,...T h,(Y, t Yl)N-l-tup’e ..*N. 
That is, if separable, H is represented as follows: 
WY, > YN-1 ,..., Yd = HN(YN 7 YN-1 Y,%), (2.4) 
where H,(n = 1,2,..., N) are iteratively defined as 
K(YI) = YI (2.5) 
and for n = 2, 3 ,..., N, 
Hn(rn ,~n-1 ,..., Yl) = hn(Yn 9 %dYn-1 ,.**, rd. (2.6) 
The above functions h, are called the separating functions of H. The real valued 
function H is said to be weakly decomposable (strictly decomposable or left- 
continuous), if H is separable and all separating functions h,(y, z) are 
nondecreasing (increasing or left-continuous) with respect to z. Moreover, the 
real valued function H is said to be strongly decomposable, if H is separable 
and all separating functions h,(y, z) are nondecreasing with respect to both 
y and z. It is to be noted that weak decomposability is identical with the 
condition shown by Nemhauser [15, p. 351. 
To begin with, suppose that the principal constraint function G,(m <L) 
is weakly decomposable and left-continuous with separating functions 
h,, (n = 2, 3,..., N). Let V&m <L) be the set of the real numbers 
ynnzER(gnm) for which there exists a real number z’such that for an arbitrarily 
fixed z,, , 
Since hnm(ynm , z’) is nondecreasing and left-continuous in z’, z,-r,,, can 
be defined for fixed z,, and fixed ynm E V,, as 
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Define G&n = 1,2,..., N) in a similar manner to (2.5) and (2.6). Then, 
for n = 2, 3 ,..., N, 
&m&n,) = {(&a , G-1 9**-, x,); (%&m&J, gn-dxn-A-., 
&nhN G %Lm and xi E Xi (i = 1, 2,..., n)} 
= @n , h-1 ,.-., 4; Lk&n), Gn-lnz(gn-lm(xn-l),..., 
.h(XlN) d %z?n and xi E Xi (i = 1, 2,..., n)} 
= ,~v,, Rxn ; gnm(x,) = ynm and x, E 42 x &S-L 9-p ~1); 
Gn-lm(gn-lnz(xn-l),..., glm(xl)) < z,+ and xi E Xi 
(i = I,..., n - l)}} 
where 
= y vv hm(Yn??L) x &m?&G-lm)~, (2.9) 
nm nm 
~nm(~nmn) = 6~; gnm(xn) = yarn and xn E -&I. (2.10) 
Moreover, if hnm(ynm , z,-rm) is also nondecreasing with respect to ynm , then 
&w&m) = u KLm(Y?m) x Sn--lm(Zn--lm)l, (2.11) 
hL&~“?Fl 
where 
4,(mm) = {x, ; gnm(xn) G ynm and x, E -%I. (2.12) 
Suppose that the principal equality constraint function G,(m 3: L + 1) is 
strictly decomposable with separating functions h,, (n = 2, 3,..., N). Let 
Vnm(m > L + 1) be the set of the real numbers ylam E R(gnm) for which 
there exists the real number x,-rm. such that for an arbitrary fixed x,, , 
In a similar manner to (2.9), for 12 = 2, 3 ,..., N, 
s.n&,m) = ht,Xn-l,~~~, 4; G,&&n), gn--l&n-l) v..., 
i5(XlN = GL?n and xi E Xi (i = 1, 2,..., n)) 
= .“,I?, La(Ynm) x ~n-lm(~~-lm)~~ (2.14) 
where snm(yn,,J is defined by (2.10). H ence, if the K’s principal constraint 
functions G,(say, m = 1, 2 ,..., K) are strongly decomposable and left- 
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continuous, the other principal constraint functions G,,,(m = K + I,..., L) 
are weakly decomposable and left-continuous and the principal equality 
constraint functions G,(m = L + I,..., M) are strictly decomposable, then, 
on account of (2.8) to (2.14), for n = 2, 3,..., N and M-dimensional vectors 
yn = (ml ,yn2 ,...,ynM) and z, = (znl , xn2 ,-, GM), 
&(z?J FE &% > Xn-lY*., 4; '%&m&A .ca&d.-~ 
&&lN G hn (m = 1, L., L), G,(gnm(xn), gn-lm(xn-l),-., 
gIm(xl)) = z,, (m = L + l,..., M) and xi E Xi (; = 1,2 ,..., n)} 
where 
v, = ; v,, . 
77%1 
Consequently, 
where 
(2.16) 
(2.17) 
s,(Y,> = {xn ; gnm(x,) =ynm(m = 1, L.., M) and xn E &J (2.18) 
and 
I’ = {xn ; gn&,) < yAm (m = 1, Z..., K), g,,(x,J = ynm 
(m = K + l,..., M) and x, E X,}. (2.19) 
Suppose that the principal objective function is strongly decomposable with 
separating functions h, (TZ = 2, 3 ,..., IV). Define F,, (n = 1,2 ,..., N) in a 
similar manner to (2.5) and (2.6). Furthermore, define P,(z,) (n = 1, 2,..., N) 
and p,(y,,) (n = 2, 3,..., N) as follows: 
P,(z,J = OPT{Fn(fn(xn), f~-l(xn-l),...,fi(xl)) I (xn 3 X,-I ,...s XI) E 8&n)) 
(2.20) 
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and 
in = OPW&n) I xn E sn’(~d>. (2.21) 
THEOREM. Suppose that the principal objective function is strongly decom- 
posable with separating function h, (n = 2, 3 ,..., N), for m = I,2 ,..., K 
(m = K + l,..., L) the principal constraint functions G, are strongly (weakly) 
decomposable and left-continuous with separating function h,, (n = 2, 3,..., N) 
and the principal equality constraint functions are strictly decomposable with 
separating functions h,, (n = 2, 3,..., N). Then the principal problem can be 
decomposed into subproblems and the following recursive relations hold for 
n = 2, 3,..., N: 
P&n) = OP’Wn(Pn(yn)~ Pn-dzn-1)) I in E VA. (2.22) 
Proof. The proof is straightforward. Since h,( y, z) is nondecreasing with 
respect to both y and a, it follows from (2.15), (2.16) (2.17) and (2.19) that 
P,(z,) = OPWn(fn(xn), Fn-l(fn-1(xI1-1>,...,fi(x1))) I @n 2 G-I ,..+, 4 
E .y” bL’(Yn) x %&n-1N 
= OPT;OPT[h,Cf,(Jc,),F,,(f,-,(s,,);...,f,(rr,))) I (xn , ~-1 ,..a, 4 
E h’(Yn) x &-Ik-,)>I I Yn E VnI 
= OPT(hW’T[f,(4 I x, E sn’(~n>l, OPT[F,-,(fn-l(xn-l),..., 
fiW> I CL1 v*.*, Xl> EL&n-d) I Ye E VT%> 
= OP’Wn(Pn(yn), Pn-&n-J) I Y, E v,l. 
The above theorem shows that under the strong decomposability of the 
principal objective function, the weak or strong decomposability and the 
left-continuity of the principal constraint functions and the strict decom- 
posability of the principal equality constraint functions, the principal 
problem can be decomposed into subproblems Pr(z,), p,(y,),..., p&y~) by 
dynamic programming. Therefore, the principal problem P f PN(0) can 
be solved by composing P,(z,) by means of the recursive relation (2.22) and 
the solutions and the optimum values of the subproblems pn(y,J. This 
sequence is represented graphically in Fig. 1. It is to be notedthattheinequality 
constraints {gnm(xn) < ynm (m = 1, 2,..., K)} of the subproblems pJy,J, 
in general, should be replaced by the equality constraints (gn,Jxn) = ynm 
(m = 1, 2 ,..., K)). Th a is, in general, sn’(yn) should be replaced by s,(y,). t 
Because s,(y,) is more restrictive than sn’(yn). However, when the principal 
problem is solved on a digital computer, the inequality constraints sn’(yn) 
may give more optimal value than the equality constraints s,(y,) does, 
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FIGURE 1 
because the calculation of the subproblems pll(y,) is done at the finite grid 
of yn . Moreover, in particular but important cases, inequality constraints 
sn’(yn) are more convenient than the equality constraints sn(yn); for example, 
the case that subproblems are equivalent to linear programming problems. 
Suppose that for 1 < Ni < ..* < NT-i < N, = N, 
where His strongly decomposable, H, (m = 1, 2,...,L) are strongly decom- 
posable and left-continuous and H, (m = L + l,..., M) are strictly decom- 
posable. If Fi and Gmi (; = 1,2 ,..., r) satisfy the conditions of the theorem, 
then the principal problem can be decomposed into subproblems by dynamic 
programming. The above result is a generalization of parallel operations 
[2 (p. 33, 91. This decomposition is represented graphically in Fig. 2. 
The proof of the theorem suggests the sufficient condition for the sub- 
problem to be decomposed by dynamic programming. Consider the general 
problem: 
OPT.+, > xN-l a-..> 21) 
subject to 
&&N , %N-1 ,..‘, %l) < O, m = 1,2 ,..., L, 
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FIGURE 2 
and 
&n(x, 7 XN-1 ,***, Xl> = 0, m = L + l,..., M, 
where x, (n = 1,2,..., N) are real variables (this notation may cause no 
confusion) and f, g, (VZ = 1, 2,..., M) are real valued functions. The 
subproblems are given by this general form, respectively. Moreover, this 
type of problem is also the generalized form of the principal problem. 
Suppose that f, g, (m = 1,2,..., M) are separable. Define fn , g,,, and V,, 
in a similar manner to (29, (2.6), (2.7) and (2.13). 
COROLLARY. Suppose that the objective function f is weakly decomposable 
with separating functions h, , the inequality constraint functions g, (m <L) are 
weakly decomposable and left-continuous with separating functions h,, and the 
equality constraint functions g, (m > L) are strictly decomposable with separating 
functions h,,, . Then, for n = 2, 3 ,..., N and real vectors z, = (z$,~ ,..., x,~), 
P,(z,) = OPT{f,(x, , x,-l ,..., 4 I @n , ~-1 ,...s 4 E ~n(zd~ 
S,(z,) = {(x, , x, 1 ,..‘, x1>; .!h&n , k-1 3.**9 4 G %??I 
(m = 1,2 ,..., L),g,,(x, , x,-~ ,..., x1) = z,,, (m = L + l,..., MN, 
v, = g v,, 
,,n=1 
and z,-~ is the vector determined uniquely by x, and zn . 
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The proof is omitted, because it is quite similar to the proof of the theorem. 
Hence, if all subproblems pn(yn) satisfy the conditions of the corollary, then 
the principal problem can be solved by “multi-level” dynamic programming. 
In the above, the weak, strong or strict decomposability has been defined 
as the nondecrease or increase of all separating functions. These definitions, 
however, can be generalized as the monotonicity or strict monotonicity of 
all separating functions. That is, the real valued function H is said to be 
weakly (strongly) decomposable, if H is separable and all separating functions 
h,(y, a) are monotone with respect to a (both y and a). Moreover, H is said 
to be strictly decomposable, if H is separable and all separating functions 
h,(y, a) are strictly monotone with respect to z. Under these generalized 
definitions, the theorem and the corollary are valid with some modification. 
For example, suppose that the separating functions h, and h,, (n = 2, 3,..., N, 
m = 1, 2,...,L) in the theorem are nonincreasing. Moreover, suppose that 
h&y, z) are right-continuous in a. Let OPT = min or max, according as 
OPT = max or min. Then the theorem is valid with the following recursive 
relations in stead of (2.22): 
where 
and V, , s,‘(y,J and S,-,(z,-,) are defined with < substituted by 2. The 
similar results hold also for the other situations. Finally, examples of the 
separating function h( y, .a) which is monotone with respect to both y and z 
are: for real variables y and a, h(y, a) = y + z, =y - a, =OPT{y, z} and 
so on; for positive or negative variables y and .z, h( y, z) = yz, -y/x, =z/y 
and so on; for nonnegative y, a, a, b, c and d, e, f, g 3 1, h(y, Z) = 
uyd + by9 + czg . Strongly decomposable functions are composed of them 
and are fairly general functions. Weakly or strictly decomposable functions 
are more general than strongly decomposable ones. 
3. APPLICATION TO BLOCK-DIAGONAL GEOMETRIC PROGRAM 
The principal problem whose subproblems are equivalent to linear 
programming problems is discussed in this section. That is, the objective 
function and constraint functions of the subproblem are expressed by 
%I 
Mxn) = c Gzixni + c, 
i=l 
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and 
gnm(x,) = 1 alzmixni + b,, , 
i=l 
m = 1, 2 ,..., M. (3.2) 
The following type of subproblem also can be solved by linear programming: 
fan = cn fi Xniani (3.3;) 
and 
&4x,) = c,, E x,Pnmi , m = 1,2 ,..., M, (3.4) 
where xni > 0. In the sequel, the principal equality constraints are omitted. 
Weakly or strongly decomposable functions are fairly general functions, as 
mentioned in the preceding section. Hence, there are many variety of the 
principal problems decomposed into linear subproblems. For example of 
the principal objective function, 
F = OPTif, ,fn-1 ,.-A, 
F = -?fa + nfn, > 
F = iXlfn, 
F = IIZfn , 
F = -?f,&?fri ,
F = I?fnP?fii 
and so on. The most interesting and simple problem may be the following: 
subject to 
5 gnm(xn) < 1, m = 1, L, M, 
T&=1 
and 
gnm(xn) G 1, m = M + l,..., M,, , n = 1,2 ,..., N, 
x?z > 0, n = 1, 2 ,..., N, 
where fn , g,, are given in (3.3) and (3.4), respectively. The above problem is 
a block-diagonal form of generalized polynomial optimization problem [17]. 
409/32/2-I=’ 
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If fn > &nz are given in (3.1) and (3.2) respectively, the above problem is a 
block-diagonal linear programming problem and was discussed by Dantzig 
and Wolfe [S] and Nemhauser [14]. In the following, c, and c,, are assumed 
to be positive. Then, the above problem is the block-diagonal geometric 
program. The principal objective function and the principal constraint 
functions are strongly decomposable and left-continuous. Moreover, 
f&n), gm(xn) > 0. H ence, it follows from the theorem that for n = I, 2,..., N 
and 0 < x,, < l(m = 1, 2 ,.... Af), 
where 
~,(z,> = mWn(ya) -k p,-dz, - yn) I Yn E vd, (3.5) 
J’,(z,J = min t$lfdrr) / t$lgim(4 < G, (m = 1, L., M> and 
1 
xi E Xi (i = 1, 2 ,..., n) , 
1 (34 
~I&%) = 0 for arbitrary z, , (3.7) 
p,&J = min{f&,J I gn,&,) d ynm (m = L%-, W and xn E &I, 
X,& = (xn ; gnm(xn) < 1 (m = M + l,..., M,) and x, > 0}, 
(3.8) 
and 
M 
v?I = x (0, %wJ* 
W&=1 
Under the transformations twi = log x,~, b, = log c, and b,, = log c,, , 
the subproblems pn(yn) are equivalent to the following: 
min c an& + b, 
i=l 
subject to 
C anwtni + km G logYnmy 
i=l 
and 
C an,,& + b,, < 0, 
i=l 
m = M + I,..., M, . 
Consequently, the subproblems can be solved by parametric linear program- 
ming with free variables. Hence, the block-diagonal geometric program can 
be solved by composing their solutions and minimal values by dynamic 
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programming. In case of few principal constraints, this method is of great 
utility, whether the degree of difficulty is zero or positive. Clasen [4] devised 
a computer code for solving the dual geometric program. In the sequel, 
consider the block-diagonal geometric program with one principal constraint. 
If it has some principal constraints, then a number of techniques which 
reduce computation time or high-speed memory requirement [2, 1.51 may be 
effective. Let V&J be the solution (x,i , x,a ,..., x,~,) of the subproblems 
P~(z)=o for all Z'O(b)l.O 
I 
IT-1 
1 
Read data of 
Yes 
y,z-(n-l )A 
8 
P"(Z) = 6 
W"(Z) = I 
X"(Z) = V"(T) 
0 1 
Output 
PN(l.O) and XT, . . . . "I; 
FIGURE 3 
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p,(m). Let W&Y,) be the allocation yn that minimizes P&z,) in the recursive 
relation (3.5). Let X,(z,) be the point (X,r , x,s ,..., Xni,) that minimizes 
Pn(zJ. That is, X,(z,) = v,(w,(z,)). Let the grid size be d. Pn(z,) and 
p,(m) are evaluated over the partition d(d)l.O, which is read “from A to 
1.0 in steps of A”. Let (X1*, X2* ,..., xN *) be the solution of the block-diagonal 
geometric program. The minimal value is PN( 1 .O). The flow chart for solving 
the block-diagonal geometric program is given in Fig. 3. Consider the 
concrete example: 
min 2.0X~igX,-,1.5X~333.0 + 5 X,;O’3X&6 + 4.7X,;‘%,;,“‘“X~~~” 
subject to 
10.0Xfi3X:;7X&5 < 1 > 0.2Xiia.1X!&4 < 1 , ~.~x;;“x$.“.,x;;.’ < 1, 
3.1x:;“x~;“x~y < 1) 3.7Xii4Xii3 < 1, 0.3x;yx;;x;?y < 1) 
and 
x,i > 0. 
Let A be 0.01. The minimal value and the solution (Xc , xf2 , X$ , x& , xz2 , 
x& , xz2 , x&) of the above example are 19.13042 and (0.86825, 0.24585, 
1.09479, 1.05807, 0.28913, 0.75083, 1.22834, 1.11561), respectively. The 
sequences PJz), w,(x) and x,(z) (n = 1,2, 3) over the partition 0.50 (0.01) 
1.0 of z are given in Table 1. The computation time is 16 set on the FACOM 
230-60 which nearly corresponds to an IBM 360-60. In order to test the 
present method, consider the block-diagonal geometric program with difficulty 
zero, which can be solved immediately by the duality theory of geometric 
programming [6]. It is to be noted, however, that the block-diagonal geometric 
program with difficulty zero includes at least one linear subproblem with an 
unbounded solution. Because tni = log xni are free variables (that is, 
variables without fixed signs). The illustrative example is: 
subject to 
min x~;“x;~.~ + ~.~x~~x~~xPX;$~ 
and 
3.0x-9.9x;; + 1.7x&s1;3.oX&sx;s= < 1) 11 
O.8x&5x:i4 < 1 , 0.5X,2i4X;,2’1Xikf < 1, 
x,i > 0. 
Since the above problem is superconsistent, it follows from the duality theory 
of geometric programming that the minimal value and the solution of the 
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above problem is 1.43698 and X:~ = 1.5076, .x& = 0.75545. On the other 
hand, the present method gives the minimal value 1.44197 and the solution 
X11 = 1.5117, xl2 = 0.75324. The difference between two solutions results 
from the fact yz > 0.01. If yz is allowed to be zero, then the present method 
gives the same solution as geometric programming. Moreover, the simplex 
tableau of the second linear subproblem shows that 
xi& = exp{-0.72770 - 0.71428~}, 
x& = 1.0 and x.$ = exp(6.0991 $ 1.7858~}, where u + in). The computation 
time is 8 set on the FACOM 230-60. 
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