The popularity of online social networks and social media has increased the amount of linked data available in Web domains. Relational and Gaussian Markov networks have both been applied successfully for classification in these relational settings. However, since Gaussian Markov networks model joint distributions over continuous label space, it is difficult to use them to reason about uncertainty in discrete labels. On the other hand, relational Markov networks model probability distributions over discrete label space, but since they condition on the graph structure, the marginal probability for an instance will vary based on the structure of the subnetwork observed around the instance. This implies that the marginals will not be identical across instances and can sometimes result in poor prediction performance. In this work, we propose a novel latent relational model based on copulas which allows use to make predictions in a discrete label space while ensuring identical marginals and at the same time incorporating some desirable properties of modeling relational dependencies in a continuous space. While copulas have recently been used for descriptive modeling, they have not been used for collective classification in large scale network data and the associated conditional inference problem has not been considered before. We develop an approximate inference algorithm, and demonstrate empirically that our proposed Copula Latent Markov Network models based on approximate inference outperform a number of competing relational classification models over a range of real-world relational classification tasks.
INTRODUCTION
With the emergence of online social networks and social media, there are many web domains which consist of not only a set of data instances, but also the observed relationships (e.g., hyperlinks) that naturally encode statistical dependencies among the data instances. Collective classification methods (see e.g. [26] ) aim to exploit such dependencies among the instances in order to improve predictive performance compared to conventional learning methods that assume independent and identically distributed (IID) instances. For example, in online social networks, it may be of interest to predict a user's missing profile information, such as their political view or gender. Collective classification models predict the missing profile labels in the network jointly based on the observed labels on other related nodes in the network, as well as other observed attributes.
Existing collective classification approaches can be grouped into two main categories. The first category of methods attempt to summarize the network information as "relational" features and then combine them with each instance's local features while learning a conventional classifier, e.g. [12, 28] . While this feature-construction type of approach can be used with any arbitrary IID learning algorithm, recent research has shown that it is often more accurate to learn, and reason with, the dependencies among the class labels of linked examples. This has motivated research in a second category of methods, which use Markov networks, or other probabilistic graphical models, to represent the joint distribution of attributes in relational data, e.g. [29, 25, 22] . These joint models have been shown to perform well when applied for relational inference, and thus have been popular in the statistical relational learning community.
As a general class of models, relational Markov networks 1 provide a principled framework to represent a joint distribution over the class labels Y in a network, conditioned on the graph structure G and the observed attributes X: p(Y|X, G). Although several methods have been developed to learn relational Markov networks from relational data, and empirical performance when the models are applied for prediction is often good, the models have several limitations. First, since the model is conditioned on the rela-tional structure, the prediction for an instance i will vary based on the observed structure of G. Although, the relational structure is indeed the very thing that relational models are trying to exploit, the marginal probability for i: p(yi|xi) = y \y i p(y|xi), will vary when it is inferred with the same probabilistic model p but using different observed subgraphs G from the underlying domain (which often comprises a single, infinite network). This can lead to poor behavior in the model, and is a reason why in some cases relational models perform worse than IID classifiers that just model p(yi|xi). Moreover, since it models the full joint distribution, the relational Markov network representation does not allow us to explicitly specify the form of the marginal probability distribution (e.g., p(yi|xi) = f (yi, xi, θ)), which makes it difficult to impose any constraint of equality on the marginals.
Second, [34] showed that the relative performance of relational Markov networks with parameters estimated by different methods, i.e., maximum likelihood (MLE) and maximum pseudolikelihood (MPLE), is not consistent as the amount of labeled instances varies in the test network. This is because when the model family is misspecified (which is typically the case for real network data), discrete Markov network models estimated with MLE-type approaches are often afflicted by under propagation error when the test network is abundantly labeled, while those estimated with MPLE-type approaches are often afflicted by over propagation error when the test network is sparsely labeled.
In contrast to relational Markov networks which model probability distributions over the discrete label space y, Gaussian Markov networks model joint distributions over the continuous label space [37, 16] . Due to their harmonic property, Gaussian Markov networks usually exhibit better performance when the model is largely misspecified and in practice algorithms based on Gaussian Markov networks have been shown to perform well in relational domains. Many simple collective classification algorithms can be interpreted as instantiations of a Gaussian Markov network that is combined with a particular inference procedure for predictionfor example, iterative weighted voting [13] and personalized page rank [36, 30, 10] . Although these Gaussian Markov network models often provide a solid baseline that is hard to outperform, the models also have several limitations. First, since they model continuous attributes, they do not provide probability distributions over the discrete label space. Although thresholding approaches are typically used to transform the continuous predictions into discrete labels, the continuous representation makes it hard to (1) argue about uncertainty in the discrete labels or justify the thresholding of predictions, and (2) to formally analyze the dependence structure of the network data from the model. Moreover, the relational attributes are not typically incorporated into the model, i.e., p(y|G) is used instead of p(y|X, G). While there is some work that attempts to move beyond this to learn kernel functions between linked instances [38] , to date, there is not a systematic framework for learning Gaussian Markov networks with attributes in relational settings.
To address these issues and combine the strengths of Gaussian Markov networks' continuous representation with the strengths of relational Markov network methods for learning the dependencies among relational attributes, in this work we propose a novel latent relational model based on copulas [21] . The copula approach allows us to make the intuitively reasonable assumption of identical marginals an explicit constraint in the model. This provides a mechanism to remove the "independent" but not the "identical" from the conventional IID assumption when we model dependencies in relational datasets. While such a model is conceptually desirable for network data, to the best of our knowledge, copulas have not been applied to predictive tasks in real world network datasets.
Copulas were first explored in statistics and have attracted attentions from the machine learning community recently [6, 11, 32, 24] due to their flexibility in modeling the dependence among random variables. However, to date, the primary focus on copulas has been for descriptive modeling such as density estimation, clustering and feature selection, instead of directly applying the copula ideas into discriminative or predictive modeling. On the other hand, the fact that copulas enable the separation of dependence from marginals facilitates new approaches to jointly model networked instances while at the same time incorporating the general advantage of IID models that can use the attributes on instances. Due to the distributional transformations involved in copulas, conditional inference-which is the central task in our setting of collective classification in network datais not straightforward and has not previously been studied. The contributions of our work is thus two-fold:
• First, we develop a copula latent Markov network model for network data. The model differs from existing copula based models in that it reasons about the dependence among the latent label tendency, instead of directly among the labels. Moreover, the proposed model elegantly extends a general class of IID classifiers based on the reformulation of IID probabilistic models from a latent variable perspective.
• Second, we design a message passing based scheme to solve the conditional inference problem in the copula model. This approximate inference approach is scalable for collective classification tasks in networks of tens of thousands of nodes, and is furthermore amenable to parallel implementations for even larger scale applications.
The rest of the paper is organized as follows. In Section 2, we begin with a description of a latent variable model reformulation of a general class of IID classifiers to motivate our proposed approach. Building on this formulation, in Section 3 we derive a copula latent Markov network (CLMN) model which unifies the homogeneous marginal classifiers and the dependence among the latent effects into a joint probabilistic model over the network data. In section 4, we design a message passing inference procedure for the collective classification task using CLMNs. In section 5 the CLMN model is compared with several alternative collective classification methods, and we show empirically that our copulabased approach outperforms several state-of-art relational classifiers over a range of real-world relational classification scenarios. Section 6 reviews related work and Section 7 concludes the paper.
LATENT VARIABLE VIEW OF PROBABILISTIC CLASSIFIERS
Our proposed model aims to extend an IID probabilistic classifier into a collective relational classifier, while still retaining all but the independence property of the original classifier. We first outline a latent variable view of probabilistic classifiers, to motivate and describe the approach. While a latent variable interpretation is well known for the probit regression model, analogous interpretations apply to a more general class of probabilistic classifiers. Consider a binary classification task: x → y, where x ∈ R d , y ∈ {−1, 1}. Most probabilistic classifiers exploit the use of continuous, monotonically increasing functions F (η) : R → [0, 1] to map the observed attributes x to a class label y. Typically η is further modeled as a function of the input attributes x and a parameter vector w: η := η(x; w), resulting in a binary classification model: p(y = 1) = F (η(x; w)). Any generalized linear model with binary response fits into this class of models. For example, when η(x; w) = w T x, F (·) = there always exists a continuous random variable z ∈ R for which F is the CDF. Let f := F , i.e., the corresponding PDF of the distribution F . If we assume that the distribution is symmetric around zero (i.e., the CDF satisfies F (a) = 1 − F (−a)), we can then relate the class label y to the sign of a latent variable z sampled from f with a location shift η(x; w). More specifically, the probabilistic classification model p(yi|xi) can be thought of as modeling the following generative process:
The equivalence is clear to see when the latent variable z is integrated out:
The corresponding graphical model for this interpretation of probabilistic classifiers is shown in Figure 1(a) . As a concrete example, consider the case of logistic regression where
In this case, p(z) is the PDF of a logistic distribution with mean η(x, w) and scale 1. As another example, in the case of the probit classifier, z is a normal random variable with mean η(x, w) and variance 1. With some abuse of notation, hereinafter, we will use fi to denote f (zi − η(xi; w)), the PDF of zi, and Fi to denote its CDF.
Here the latent variable zi for each data instance i can be interpreted as the latent tendency for instance i to have a positive label yi. Besides capturing discriminative information from the input attributes xi, zi can also capture other effects that are not present in xi, but which also contribute to determining yi. When no information other than the attributes x is available, these additional effects can only be modeled as random effects (as in the model above). However, in relational domains when links among data instances are observed, the correlation among the class labels of linked instances is an example of such an additional effect, and can thus be interpreted as dependencies among the latent variables z. In short, this latent variable view provides a way to decouple the random effects from the deterministic effects of x on y, so that we can focus on modeling the correlations among the random effects.
We will use this view to combine the two aspects of relational data-the across-instance relational dependence structure and the instance level dependence of yi on xi-into a coherent probabilistic model, while respecting and making use of the typical assumption of homogeneous (i.e., identically distributed) data instances. Copulas provide an ideal solution for this, since they separate marginal distributions from the joint distribution. Using a copula approach, we can learn a single (identical) marginal model p(z|x) tied across all data instances, while also incorporating the relational dependence in the joint distribution over z. Furthermore, the latent variable representation allows us to incorporate the strengths of Gaussian Markov networks through the relational dependence among the continuous z, while at the same time modeling the uncertainty in the discrete label space y. Our modeling idea differs from previous copula based models [29, 25, 22] in that it is a discriminative model and can be applied directly to classification tasks. As a result, the associated conditional inference task has not been considered before and we develop approximate inference algorithms to make it tractable for large networks. We discuss our proposed model in detail next.
COPULA LATENT MARKOV NETWORKS
Assuming that we would like to use some joint probability model Φ of our choice to model the dependence structure among z1, z2, . . . , zn in a network of n nodes, but each marginal zi has to be from a specified distribution Fi(zi). Then based on Sklar's theorem, we can use Φ to model the dependencies among a set of auxiliary variables t1, t2, . . . , tn and use a copula function to facilitate the transformation from Φ to a joint distribution F (z1, z2, . . . , zn) with the desired marginals.
An n-copula is an n-dimensional distribution function with n univariate margins distributed as U (0, 1). The following theorem is fundamental in copula modeling:
Theorem 1 (Sklar's theorem.). Let Φ be an ndimensional distribution function with marginal distribution functions Φ1, Φ2, . . ., Φn. Then there exists an n-copula C such that for all (t1, t2, . . . , tn):
If Φ1, Φ2, . . . , Φn are all continuous then C is unique.
While the copula formulation provides ways to study the joint CDF Φ (and later F ), we will primarily work with the PDF φ (and f ) for the benefit of applying well established dependence models and inference algorithms in machine learning. In the following corollary, we make precise what we mean by "a joint probability density over z1, z2, . . . , zn with the required marginals fi and the desired dependence structure φ." Corollary 1. Let f1, f2, . . . , fn denote the marginal PDFs of continuous variables z1, z2, . . . , zn ∈ R, and let F1, F2, . . . , Fn denote the corresponding marginal CDFs. Let φ(t1, t2, . . . , tn) be an arbitrary, continuous joint density function over n random variables t1, . . . , tn ∈ R, with the respective joint CDF denoted by Φ. Then:
1. There exist a unique copula function C over Uniform(0,1) variables and a unique joint distribution function F such that the marginal distributions of F are exactly Fi, and the joint distribution satisfies:
Let c :=
, i.e., the copula density. Then the joint density function f of F is given as follows:
= φ(t1, t2, . . . , tn)
where ui = Fi(zi) and ti = Φ
Proof. By Sklar's theorem, since Φ is continuous, there exists a unique C such that, for any instantiation (t1, t2, . . . , tn), Φ(t1, t2, . . . , tn) = C(Φ1(t1), Φ2(t2), . . . , Φn(tn)). On the other hand, since zi are continuous variables, the inverse CDF function F (−1) i is uniquely defined. Therefore, we define a joint distribution function F over z point wise. For any z ∈ R n , let ui = Fi(zi), and let
e., C is the unique copula distribution function and F is the unique CDF that satisfy the required condition and we have shown part 1. Now consider the PDF f (z1, z2, . . . , zn) =
By the chain rule,
Thus we obtain Equation (2). Now, we will use Equation (2), and combine it with Equation (1), to model the joint probability over the labels in a relational network. We can interpret the model with the following generative process. First, a joint set of auxiliary variables t1, t2, . . . , tn is sampled from φ. Then the marginal CDFs Φi are used to transform each ti to a uniform [0, 1] variable ui, and each quasi-inverse F (−1) i is used to obtain zi from ui, i.e., zi = F
(Φi(ti)). Finally the y1, y2, . . . , yn can be computed directly from z1, z2, . . . , zn. This generative process is summarized as follows.
• Generate (t1, t2, . . . , tn) ∼ φ.
• Apply the transformation: ui = Φi(ti) so that u follows the copula distribution C corresponding to Φ.
• Apply the transformation:
• Label: yi = sign(zi). Combining Equation (2) with (1), we obtain the joint likelihood over y1, y2, . . . , yn and z1, z2, . . . , zn:
where ti = Φ (−1) (ui), ui = Fi(zi), and I is the indicator function. i.e., δ = 1 if yi = sign(zi), otherwise δ = 0. The modeling task is then divided into two subproblems: the dependence modeling φ over the auxiliary variables t1, t2, . . . , tn, where ti is simply the distributionally transformed version of zi, and the marginal modeling fi(zi). In addition, we see from Corollary 1 that switching from the discrete label domain to the continuous latent variable has resulted in the additional advantage of the uniqueness property of the copula construction. We will choose Fi and fi to be a model from the family described in Section 2, i.e., they represent the discriminative probabilistic model of the binary label and the latent continuous variable respectively, conditioned on the attributes xi and parameterized by w. In our experiments, we use a logistic model. Thus, the marginal of zi follows a logistic distribution-which resembles the normal distribution but with a heavier tail.
Next we consider the problem of modeling the dependence over the auxiliary variables t1, t2, . . . , tn. The dependence structure over continuous variables can be conveniently modeled using a Gaussian Markov network (GMN) with node potentials and edge potentials as follows:
where the normalization factor Z = (2π) n/2 (| I + ∆|)
and ∆ is the graph Laplacian:
where A is the adjacency matrix of the undirected data network or, in the case when the data network is a directed graph with adjacency matrixÃ, let A = 1 2 (Ã+Ã T ), so that A is symmetric. Thus, φ defines a multivariable Gaussian distribution over t1, t2, . . . , tn with precision matrix I + ∆. The term I is commonly adopted in practical implementation of GMNs for numerical stability. > 0 ensures that the precision matrix is of full rank, so the Gaussian distribution is not intrinsic.
Summary:
, the model specification in our implementation can be summarized as follows:
• Dependence structure-Joint PDF φ over latent variables t:
• Marginal structure-each PDF f is an independent classifier of latent variable z:
• Glue between joint dependence and marginal models-marginal CDF transform:
• Classification-discrete label is determined from latent variable sign:
Discussion of GMN dependence model.
Our choice of GMNs as the dependence model is inspired by its empirical success on relational collective classification tasks. The GMN provides a probabilistic modeling view of two popular collective classification models: iterative weighted voting with relaxed labels (WV) [13] and personalized page rank (PPR) [36, 10] . Based on the Neuman series expansion of the graph Laplacian (see e.g., the walk-sum analysis of GMNs by [16] ), it can be shown that these approaches are related to GMNs and latent GMNs respectively. First, given a set of labeled instances L and their true labels y * L , the MAP solution p(yi|y * L ) of the GMN model in Equation 4 results in label scores (for each unlabeled node i) that equal to those of the WV algorithm at convergence. Second, the PPR algorithm converges to the MAP of p(yi|y * L ) for a latent Gaussian Markov network (LGMN) that uses the normalized Laplacian∆ (instead of the Laplacian ∆ in Equation 4). Each observation yi is a noisy version of a latent variable, just like in CLMNs, but with a Gaussian noise. While the GMN reformulation of the WV method is well known to the relational learning community, it appears that the probabilistic modeling extension of PPR has not been explored before. Although the above LGMN reformulation of PPR considers noise in the observations, it does not make full use of such latent variable modeling because the actual observations y * i should binary instead of real-valued. Therefore, to improve it, one can simply modify the observation part f (yi|zi) using a logistic or a probit function-indeed, this is the common approach taken when a Gaussian model is applied in classification tasks (e.g., in Gaussian process classifiers), and in our experiments we include a LGMN for comparison. Unlike PPRs, this LGMN model is no longer analytically solvable, and inference techniques similar to those for the CLMN model would need to be employed. On the other hand, they do not share the CLMN advantages that allow for easy incorporation of node attributes and learning the model using general independent classifiers.
USING CLMNS FOR COLLECTIVE CLASSIFICATION
We explore the utility of CLMNs in collective classification tasks, where a network of linked data instances (x1, y1), (x2, y2) , . . . , (xn, yn) is observed. A subset of the data instances, j ∈ L, are labeled and the goal is to infer labels for the remainder of the instances, i ∈ U .
Parameter learning
Before applying CLMNs for collective classification, we need to learn the parameters w in the marginal model f . Thanks to the marginal preserving property of copulas, parameter estimation for CLMNs can be simple and efficient.
A commonly explored learning approach for copula-based models consists of two stages (see e.g. [6, 4] ). First, the marginal distribution is estimated as if we were learning from IID data instances. Second, fixing the estimated marginals, the dependence model is estimated. In the proposed CLMN model, since there is no parameter in the dependence model, only the first stage is involved, i.e., we only need to train the marginal classifier p(y|x) using the observed class labels yi ∈ {+1, −1} and the attributes xi of labeled instances (while ignoring the unlabeled instances) using the typical learning algorithm for the chosen classifier. In this work, we use an 2 regularized logistic regression model with parameters w, which we train by gradient-based optimization methods.
We note that this learning approach is also supported by statistical learning theory for dependent data (see e.g. [35] ): Under reasonable mixing conditions-i.e., instances that are remote in the network are weakly dependent of each otherthe learned marginal classifiers would converge to the optimal one within the model family as the number of labeled instances in the network increases. On the other hand, consider an alternative learning approach that maximizes the joint log-likelihood (conditioned on labeled instances) over the whole observed network. In application domains of our interest, typically only a single network (e.g., a subnetwork of the whole domain) is used for training and inference. There has been little theoretical analysis as to whether, or under which conditions, a joint approach to learning will converge in this setting-as the size of the single training/test network grows. Moreover, empirical results have suggested that such a joint approach is not robust when the model family is misspecified [5] .
Approximate Inference
While learning is relatively well studied for copula based models in the literature, little attention has been paid to the problem of conditional inference, especially for large scale network data. Collective classification with the CLMN model corresponds exactly to the conditional inference problem, which is the central problem we attempt to address in developing CLMN algorithms. During collective classification, we need to apply the model with the estimated parametersŵ to predict the label probabilities of the unlabeled data instances i ∈ U . Exact inference of the posterior is intractable.
For approximate inference in graphical models with continuous variables, there have been two commonly explored strategies: Nonparametric Belief Propagation (NBP) [27] Expectation Propagation (EP) [18] . While the former uses a nonparametric representation for local messages, the latter explores parametric forms to approximate the messages. For our CLMN model, we need to compute the CDFs and inverse CDFs of the approximate marginals of ti, and the parametric approximation employed by EP makes this computation straightforward. In addition, EP has already been successfully applied to other large scale probabilistic inference problems such as Gaussian process classification (e.g. [8] ). Therefore, we propose an approximation inference algorithm based on EP in this work. Since the developed algorithm uses a distributed message passing scheme, it is amenable to parallel implementation and is thus feasible for applications to large scale networks.
The inference task is to estimate p(yi|yL, x, w) for i ∈ U given the observed labels yL, the attributes of all nodes x1, x2, . . . , xn, and the parameters w.
where the last step follows from the copula transformation. Using Equation (3), the posterior is:
where zi = F −1 i (Φi(ti)) and
Exact inference of the posterior is intractable, so we develop an approximation inference algorithm based on Expectation Propagation (EP ) [18] .
Since p(t|yL) is intractable, we first proceed by finding an approximate distribution q(t) for it. Specifically, we make a fully factored approximation q = i qi(ti). Each approximation factor qi is in the Gaussian form: qi(ti; λi, hi) = e . The approximation factors are updated based on a message passing scheme. We denote the messages sent from node i to node j by mi→j(tj). The messages are also in Gaussian forms: mi→j(tj) = e − 1 2λ i→j t 2 j +h i→j t j . Under the EP scheme, when updating each factor qi, the KL divergence KL(p||q) is minimized locally-which leads to the matching of first and second order moments in the cases where the approximation factors are Gaussian. We give the detailed message passing scheme in Algorithm 1. While the communications of messages between neighboring nodes (i.e., Steps 2a and 2c of Algorithm 1) are akin to those of loopy belief propagation in a Gaussian Markov network [31] , the moment matching during incorporating the factor
Step 2b of the algorithm) cannot be done analytically, and numerical integration is needed. The required integral Algorithm 1 Approximate inference of p(t|yL) using message-passing EP Input: Network structure, observed labels y * L , the marginals fi and φi for i = 1, . . . , n.
Step 1: Initialize the messages mi→j byhi→j = 0,λi→j = 0. for each iteration do for each instance i = 1, 2, . . . , n do
Step 2a: Collecting messages from neighboring nodes (where ∂i denotes i's Markov blanket):
Step 2b:
by matching the moments of qi(ti; λ new i , h new i ) with those of
qi(ti;λi,ĥi)
Step 2c: Compute the messages to the neighboring nodes: Step 2d: Update qi: λi := λ is of the form Γ = γ(t)
N (ti|μi,vi) wherê µi =ĥi/λi,vi = 1/λi, and γ(t) is either t or t 2 . This integral has a complicated shape, so care must be taken to obtain an accurate estimate. For labeled instances i ∈ L, we apply importance sampling to compute Γ: sample zi from the truncated distribution Fi, where the left interval (−∞, w T xi) is truncated if y * i = +1, and otherwise the right interval (w T xi, +∞) is truncated. In practice we sample the respective truncated uniform variables u, transform it using inverse CDF to obtain samples of ti, and then weight the samples using N (μi,vi)/φi(ti), which is of a Gaussian form. For unlabeled instances i ∈ U , we apply a Metropolis Hasting method due to [20] . In each step, we sample s from N (μ,v), and then move from the old sample t old with a step size δ: t new = δs + √ 1 − δ 2 t old , t new is then accepted with probability min 1,
.
After obtaining the posterior pseudo marginals qi from Algorithm 1, we can use the variables zi transformed from ti for prediction. The full collective classification procedure using CLMNs is shown in Algorithm 2. In practice, we observe that Algorithm 1 converges to a good solution within a constant number of iterations. Since the complexity of each EP iteration is O(|E|), the complexity of Algorithm 1 is O(|E|). To find the marginals of the latent Markov network in Step 1 of Algorithm 2, we can compute the full covariance matrix, i.e., the inverse of the Laplacian (with added to the diagonal elements). Since the networks in our applications are usually sparse, Step 1 typically scales as O(n 2 ), although it may be accelerated to O(n) by using further ap-proximations. For example, since only the marginal variance of each node in the latent Gaussian Markov network needs to be computed, the wavelet based approximation developed by [15] may be applied for this purpose.
Algorithm 2 Collective classification for unlabeled data instances i ∈ U .
Input: Network structure, attributes x1, . . . , xn, observed labels y * L , and the marginal model fi.
Step 1: Compute graph Laplacian ∆ and the marginals φi in the dependence model.
Step 2: Apply Algorithm 1 to find the pseudo marginals qi(ti) for i = 1, . . . , n. for each unlabeled instance i ∈ U do Numerically evaluate the posterior meanŷi by sampling ti from qi and computing zi by marginal CDF transform. end for
EXPERIMENTS
In this section, we evaluate our proposed CLMN model on several real world network datasets from different domains, and demonstrate its effectiveness by comparing it with stateof-art relational classifiers.
Comparison methods
We consider representative approaches from the following major related methods: Marginal only classifiers (LR). The baseline logistic regression classifier with 2 regularization, which is the same as the marginal model for CLMNs in our experiments, is included to show the effectiveness of using attribute information alone. Simple iterative collective classifiers (GMN). We include the widely-used, simple collective classifier-iterative weighted voting [13] where we apply the equivalent Gaussian Markov network [37] formulation to directly compute the MAPŷU = argmax y U p(yU |y * L ), which gives the relaxed label predictions of iterative weighted voting. Personalized Page Rank collective classifiers (PPR). As mentioned in Section 3, another class of random-walk based classifiers, Personalized Page Rank, have also been widely applied to network data [36, 30, 10] . Latent Gaussian models (LGMN). In contrast to the relaxed labeling approach taken in GMNs, here we use a natural probabilistic model over the binary label space, while using the GMN to model the dependence structure over latent variables zi. Here zi determines the labels yi through a noisy link function. This LGMN model falls into the general category of latent Gaussian models. In our experiments, we use the probit link function and apply EP for approximate inference. We note that we also experimented with the logistic link function for the LGMN model but observed that it performed worse than the probit link function in this setting, possibly due to the fact that the logistic-Gaussian factor cannot be analytically integrated and approximation degrades performance. Relational feature based classifiers (SocDim). Instead of modeling the joint dependency of the labels, methods in this category extracts network-based features and combine them with other features to be applied in a conventional classifier. We include the recently proposed latent social dimension [28] approach from this category for comparison. The SocDim method uses top eigenvectors of the modularity matrix [23] of the graph as relational features. In our experiments, the top 200 eigenvectors are extracted, and we apply these features with a logistic regression classifier. Relational Markov Networks (RMN). These methods attempt to model the statistical dependency among the labels, just like the CLMN model does. We include the widely applied relational Markov network [29] for comparison. We learn RMN parameters using a recently developed component likelihood based approach [33] , which has been shown to enjoy desirable theoretical properties. We apply the model for collective classification using Gibbs sampling of 100,000 iterations. Proposed CLMN model. In the implementation of the CLMN model, we specify in the dependence model to be 1, and the step size δ in the Metropolis Hasting algorithm to be 0.7. We run EP for 40 iterations during inference. Furthermore, to ensure proper convergence of the EP algorithm, we employ the common strategy of partial updates on the messages based on a dampening factor. More specifically, at each iteration k, we apply a step size α = e −0.125k , and the messages are updated as qi = (q
1−α . Correspondingly, the practical updates applied in Step 2d of Algorithm 1 are:
In all experiments, we sample part of data network to be the labeled set (i.e., L ⊂ VG), and then learn the parameters of the LR, SocDim, RMN and CLMN models based on the labeled instances in L (no parameter estimation is involved in the other models). We then test all the models for prediction on the unlabeled instances (i.e., U = VG − L). All results are averaged over 5 trials with different labelings.
Datasets
We apply the methods to four real-world network datasets drawn from E-Commerce, social network, social media, relational, and biological domains.
Facebook.
This dataset includes user profile attributes as well as friendship links among users. Our sample network consists of 6,694 users, which comprise a set of students from a university's Facebook network. The relational graph is constructed using the friendship links. We consider the classification tasks based on political views ("Conservative" or not). We use the users' gender, relationship status and religious view from their public profile as attributes.
IMDB.
This dataset is drawn from the Internet Movie Database (www.imdb.com). We used a sample of 1,068 movies released in the U.S. between 1996 and 2001. The binary classification task is to predict movie opening weekend returns (> $2 million or not). We construct the relational graph by linking two movies together if they share the same producer. Two movie genre attributes (comedy, action) are used.
Amazon.
We use the subset of the Amazon co-purchasing network [9] which comprise of DVDs. After filtering DVDs with very few ratings, we obtain a network of 13,522 nodes. The links are extracted based on the "Customers Who Bought This Item Also Bought" field in the raw data. We include the average rating and 24 top level genres as the attributes on each node, and predict whether the DVD is a best seller (sales rank threshold: 20,000).
Gene.
This dataset is collected from KDD Cup 2001 (www.cs.wisc.edu/dpage/kddcup2001/). It is a relational dataset containing information about the yeast genome at the the protein level and consists of 1,243 nodes. We predict protein localization ("nucleus" or not) from the interaction structure and 41 binary attributes associated with genes/proteins. These attributes belong to four different types: Essential (4), Phenotype (11), Chromosome (16) and Function (13) . We use this dataset mainly to demonstrate the superior ability of the CLMN model to combine attributes and network structures. While most proprietary data from social or web domains naturally contain rich attribute information about the nodes and they are usually incorporated when developing any real application for such domains, the publicly-available datasets that contain both heterogeneous network topologies and informative attributes are sparse. Therefore, we include the gene dataset to demonstrate the broader applicability of the CLMN model.
Experimental results
In the first set of experiments, we test the performance of these methods on each of the above datasets, while varying the percentage of labeled instances in the network, and sampling the labeled nodes randomly. The experimental results are shown in Figures 2(a)-2(d) . Our proposed CLMN model consistently outperforms the other models across all tasks, in some cases by a large margin, demonstrating its superior ability for relational classification. The SocDim approach is a close runner-up in many cases, demonstrating the usefulness of sophisticated relational feature construction methods that effectively flattens network structural information. The GMN model, albeit simple, achieves reasonable accuracy when there is enough correlation in the data, confirming the findings by previous work [14] . The performance of RMNs is rather unstable across different settings, especially when the labeled proportion is small, possibly due to the large learning variance associated with RMNs. Unlike the other models that use both network and attribute information (CLMNs and GMNs), RMNs sometimes perform even worse than the baseline independent classifier LR.
The effect of clustered labeled nodes.
In some applications, labeling is performed by exploring local clusters of the underlying single network. This is not consistent with our previous experiment where instances are labeled randomly throughout the network. To understand the effects of clustered labeling on model performance, we consider the following labeling procedure: given a dispersion parameter p, at each step, with probability p we pick an unlabeled node at random to generate a new cluster; with probability 1 − p the current cluster is expanded greedily by adding an unlabeled node which maximizes the linkage to nodes that are already in the current cluster. Clearly, when p = 1, this procedure is equivalent to random sampling as in the previous experiment; when p = 0, if the underlying network consists of only one connected component, this procedure would result in one highly connected cluster.
The experimental results on the Facebook data with labeled proportion of 0.4 is plotted in Figure 2 (e). Other labeled proportions exhibit similar trends. Except for SocDim, all relational classifiers tend to perform relatively poorly when the labeled nodes are highly clustered (p ≤ 0.2). While the performance of CLMN, LGMN and GMN consistently improves as the labeled nodes are further spread out (p increases), the RMN model demonstrates a different trend-it performs rather poorly when the labeled nodes are highly isolated (e.g., p = 1). This is because the sampled graph needs to match the structure of the underlying network in order for RMNs to learn the collective classification model well. In particular, marginal distributions in RMNs estimated from the labeled subnetwork differ more significantly from that of the underlying whole network when p is large.
The effect of attributes.
As stated before, the primary goal of our CLMN model is to better combine individual and relational information in the data. Thus, we evaluate the ability of CLMNs to utilize attribute information more carefully in comparison with SocDim and RMNs, by varying the number of attributes used in the model. The results are plotted in Figure 2 (f). We include the LR method for comparison as well since it directly shows the usefulness of the different groups of attributes. The GMN model, for which the performance remains unchanged, is also included to show the proportion of the gains due to the relational information. We found that when no attributes or only a few informative attributes are used, the performance of CLMNs and RMNs is essentially the same, while the SocDim approach cannot exploit the relational information adequately. As the amount of informative features increases, the performance of SocDim catches up, while the RMN approach tends to suffer. Overall, this demonstrates the superior ability of CLMNs to utilize attributes in relational settings through the assumption of identical marginal classifiers.
RELATED WORK
A large body of research work has focused on latent variable models for relational data [3, 1, 17] . However, unlike CLMNs, which are conditioned on network structures, these are generative models and attempt to model network structures. They are typically applied to link prediction or collaborative filtering tasks. The latent variables in these approaches typically represent the latent block structure of the network data, instead of the latent tendency of activating a certain label as in the case of CLMNs.
Latent Gaussian models such as latent GMNs [38] and relational Gaussian processes [2] have been applied to graphbased node classification. However, they are usually applied in IID scenarios for semi-supervised prediction, where the attributes are used to construct the graph. In our relational tasks, there are natural links among the data instances (e.g., articulated freindships). While it is possible to further incorporate attributes in latent GMNs, the associated hyperparameter learning is usually difficult. Our copula approach provides a solution to the problem of integrating network and attribute information in latent Gaussian models.
An alternative, widely applied approach to combining network structures and attributes in a unified probabilistic model is based on discrete Markov networks. Variants of this approach include relational Markov networks [29] , Markov logic networks [25] and relational dependency networks [22] . These models are based on clique templating, i.e, the same form of clique potentials (e.g., edge potentials) and parameters are tied across the whole network. In contrast to CLMN's "homogeneous marginal" assumption, the probabilistic meaning of the "homogeneous potential" assumption is unclear. Copulas were developed in statistics and have been widely applied to finance and economics [4, 21] . In machine learning, copula approaches have received much attention lately [6, 11, 32, 24] , but they have been used in rather different ways than our proposed model-i.e., the applications revolve around density estimation, clustering and other descriptive modeling tasks rather than prediction. As such, to our knowledge, conditional inference methods have not previously been developed for copula models.
CONCLUSIONS AND FUTURE WORK
In this paper, we have developed a new discriminative probabilistic model for relational classification in network data. The proposed model is based on: (1) the intuitive assumption that instances in a network are interdependent but nevertheless should be "identically distributed", and (2) a reasoning about the correlations among latent effects that cannot be explicitly explored using independent probabilistic classifiers. We are thus able to extend a generic conventional probabilistic classifiers into a relational classifier. Based on the copula construction, our proposed CLMN model is able to combine the benefits of modeling relational dependencies, with the ability to incorporate attributes, in a general probabilistic classification model. To apply the model for collective classification in large networks, we develop an approximate inference algorithm based on message passing, which has been demonstrated to achieve high classification accuracy on a variety of real network datasets. Note that since both matrix inversion (Step 1 of Algorithm 2) and message passing (Step 2 of Algorithm 2) are immediately parallelizable, a parallel implementation of our collective classification algorithm is straightforward. Therefore, due to its scalability and its robust performance across different settings, the proposed CLMN approach provides an ideal solution for collective classification in online systems such as social network and social media.
There are several future directions that we would like to explore with this work. First, we plan to investigate hyperparameter learning for the dependence model so that we can learn the graph Laplacian instead of fixing it when there are link attributes available. While an obvious starting point in this direction is an EM-EP algorithm, more sophisticated methods (e.g. [19] ) may be explored to improve the learning quality. Moreover, active label acquisition for the CLMN model is worth studying in the scenarios when labeling costs are high. We may investigate this issue by using the covariance structure of the Gaussian Markov network [7] .
