We show that various identities from [1] and [3] involving Gould-Hopper polynomials can be deduced from the real but also complex orthogonal invariance of multivariate Gaussian distributions. We also deduce from this principle a useful stochastic representation for the inner product of two non-centered Gaussian vectors and two non-centered Gaussian matrices.
We adopt the multi-index notation: with n ≥ 1, a multi-index is denoted as m = (m 1 , . . . , m n ) ∈ N n and its length |m| = m 1 + . . . + m n . In particular, the multi-index factorial is m! = m 1 ! . . . m n ! and, with x ∈ R n , the multi-index power x m = x m 1 1 . . . x mn n . The Gould-Hopper polynomials [2] are
Their multi-index version reads g m (x, p) = n i=1 g m i (x i , p) .
We use the following notations: X ∼ N (m X , R X ) expresses the fact that the vector X is Gaussian with mean m X and covariance matrix R X ; the expectation operator is denoted as E, the Euclidean norm of vector z as |z| and (n) j is the Pochhammer symbol
. Finally, underlined variables denote vectors, random variables are capitalized, x t denotes the transpose vector of x and ∼ means equality in distribution.
Our first result is a stochastic representation of the inner product of two non centered Gaussian vectors.
where N, N 1 and M 1 are independent standard Gaussian random variables,
and Z n−1 is chi-distributed with n − 1 degrees of freedom and independent of Proof 1.2 The proof is based on the polarization identity, that allows to express this inner product as
(N − M) are again Gaussian and independent as a consequence of the orthogonal invariance.
The next step is again a consequence of this invariance: if G ∼ N (0, I n ) and z ∈ R n , then the norm of the random vector z + G depends on |z| only; more
where e 1 is the first (or any) column vector of the identity matrix I n . We deduce that
and by the polarization identity, with X and Y as in Theorem 1.1, this expression simplifies to
The proof follows from the identity in distribution, with Z n−1 ∼ χ n−1 independent of N ∼ N (0, 1):
We deduce an elementary proof of the following [3, Thm 3], originally derived using generating functions. Theorem 1.3 For all M ∈ N, p ∈ R and x, y ∈ R n , we have, with x and y as in (3),
We use the moment representation of Gould-Hopper polynomials
where N ∼ N (0, 1): it is a consequence of definition (1) and of the fact that
and EN 2k+1 = 0. We then recognize the left-hand side of (4) as the multinomial expansion
where M and N ∼ N 0, I n are independent. The sum is identified as the inner product
Using the multinomial expansion of the M − th power of the stochastic equivalent (2) of this expression and taking expectations with EZ
we obtain the desired result.
The group of complex rotations
is preserved under the action of this group. In [1] , sum rules for GouldHopper polynomials are proved using the covariant transformation property under O C (n) of the raising operators associated with these polynomials. We show here that these sum rules can be equivalently deduced from the following complex rotational invariance principle. 
Proof 2.2
We only need to check that O N j ∼ N (0, 1); but, using the fact that the identity E exp (2ıtN j ) = exp (−t 2 ) holds for any complex value of t, the characteristic function of this random variable reads
by the complex orthogonality condition.
Using this probabilistic invariance, we derive a simple proof of the summation
The proof is based on the complex rotational invariance (Theorem
The desired result is obtained by expanding this power using the multinomial formula as
We now prove equally easily the following generalized factorization sum rule
Theorem 2.5 With p ∈ R, c, s, x, y ∈ C and c 2 + s 2 = 1,
where coefficients C m 1 ,m 2 ,r (c, s) are given by
Proof 2.6 By the complex orthogonal invariance,
with coefficients C m 1 ,m 2 ,r (c, s) as in (6), which coincides with [1, eq. 19] .
We note that all former sum rules apply to the Hermite polynomials since 
