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RÉSUMÉ. Cet article présente une technique permettant la découverte de structures dans les
graphes temporels. La méthode est basée sur une approche de coclustering en trois dimensions
ne requérant aucun paramètre utilisateur. Les nœuds source, les nœuds cible, ainsi que la
variable temporelle sont simultanément segmentés afin de construire des intervalles de temps et
des clusters de nœuds entre lesquels la distribution des arcs est stationnaire par intervalle de
temps. L’intérêt de cette approche réside dans la discrétisation temporelle qui est directement
déduite de l’évolution de la distribution des arcs entre les nœuds, ce qui permet d’éviter une
pré-discrétisation du temps. Des expérimentations sur un jeux de données synthétiques illustrent
le bon comportement de la technique, et une étude d’un jeu de données réelles montre le potentiel
de l’approche proposée pour l’analyse exploratoire des données.
ABSTRACT. This paper introduces a novel technique to track structures in time evolving graphs.
The method is based on a parameter free approach for three-dimensional co-clustering of the
source vertices, the target vertices and the time. All these features are simultaneously segmented
in order to build time segments and clusters of vertices whose edge distributions are similar and
evolve in the same way over the time segments. The main novelty of this approach lies in that
the time segments are directly inferred from the evolution of the edge distribution between the
vertices, thus not requiring the user to make an a priori discretization. Experiments conducted
on a synthetic dataset illustrate the good behaviour of the technique, and a study of a real-life
dataset shows the potential of the proposed approach for exploratory data analysis.
MOTS-CLÉS : Coclustering, Blockmodeling, Fouille de Graphe, Graphe temporel
KEYWORDS: Coclustering, Blockmodeling, Graph Mining, Time Evolving Graph
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1. Introduction
Dans les problématiques actuelles, on s’intéresse de plus en plus à l’évolution
temporelle des interactions entre individus. Par exemple, dans le cadre des réseaux
de collaborations entre scientifiques, lorsque de nouveaux doctorants sont recrutés ou
terminent leur thèse, quand des chercheurs changent de laboratoire ... Comprendre
l’évolution des interactions dans un graphe implique de découvrir à la fois les structures
du graphe et leur évolution au cours du temps. Dans cet article, on aborde ce problème
en introduisant une méthode de blockmodeling temporel.
Le concept de blockmodeling est à l’origine des premiers travaux d’analyse des struc-
tures dans les graphes menés par les sociologues dès les années 1950 dans le contexte
de l’analyse des réseaux sociaux. Les nœuds d’un graphe représentent les acteurs
du réseau, alors que les arcs modélisent les interactions sociales qui les lient. Parmi
ces travaux, les sociologues ont proposé de structurer les relations entre les acteurs
en rôles [BOT 57, NAD 57], conduisant à définir la notion d’équivalence structurelle
[LOR 71] : deux acteurs sont dits structurellement équivalents s’ils jouent le même
rôle dans le réseau social, c’est-à-dire s’ils interagissent avec les mêmes acteurs. En
regroupant les acteurs structurellement équivalents, qui correspondent aux nœuds dans
le graphe correspondant, on obtient une version simplifiée et synthétique du graphe
d’origine. Une généralisation de l’équivalence structurelle a été proposée par la suite
afin de se libérer de certaines contraintes considérées comme trop restrictives. Il s’agit
de l’équivalence régulière qui consiste à regrouper des acteurs dans des clusters qui
interagissent de manière identique avec les autres clusters.
Il est fréquent d’utiliser une représentation matricielle du graphe, portant le nom de
matrice d’adjacence, afin de déterminer sa structure sous-jacente. Les lignes et les
colonnes représentent les acteurs, et les valeurs de la matrice indiquent s’il y a inter-
action ou non entre les acteurs représentés. Les premières approches sociologiques
suggérèrent de réorganiser les lignes et les colonnes dans le but de découper la matrice
en blocs homogènes. Cette technique est appelée Blockmodeling. Une fois les blocs
extraits, une partition des acteurs représentés à la fois par les lignes et les colonnes peut
être réalisée. Cette segmentation simultanée est appelée coclustering. Une manière
de représenter le coclustering est sous la forme d’un graphe image, dont les nœuds
modélisent les clusters d’acteurs identifiés dans le blockmodeling et les arcs les rôles
tels que les définit l’équivalence régulière. En outre, il y aura un arc entre deux clusters
s’il y a interactions entre les nœuds qui les composent.
De nombreuses méthodes ont été proposées pour construire un graphe image. Certaines
se basent sur l’optimisation d’un critère [DOR 04] permettant d’isoler des blocs homo-
gènes en se focalisant sur les blocs vides comme il est suggéré dans [WHI 76]. Des
approches déterministes plus récentes se sont intéressées à l’optimisation de critères qui
mesurent la qualité du graphe image en termes de résumé du graphe d’origine [REI 07].
D’autres utilisent le blockmodeling stochastique. Dans ces modèles génératifs, une
variable latente indiquant l’appartenance ou non à un cluster est associée à chaque
nœud. Conditionnellement à leur variable latente, la probabilité d’observer un arc entre
deux acteurs suit une loi de probabilité (Bernoulli dans les cas les plus simples) dont les
paramètres dépendent uniquement de la paire de clusters désignés par la variable latente.
Les premières approches nécessitaient une paramétrisation du nombre de clusters par
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l’utilisateur [NOW 01], alors que les méthodes les plus récentes préfèrent le déterminer
automatiquement en utilisant un processus de Dirichlet [KEM 06].
Les études des graphes temporels sont relativement récentes. La majorité des méthodes
définissent un graphe temporel comme une séquence de graphes statiques auxquels sont
attribués une valeur ordinale. Dans certaines approches, les intervalles de temps sont
obtenus par classification ascendante, groupant ainsi les graphes statiques à l’aide d’une
mesure de similarité [HOP 04]. En ce qui concerne le blockmodeling stochastique, une
méthode prenant en compte l’évolution de la variable latente au cours du temps permet
d’étudier l’évolution des groupes au sein du graphe [XIN 10].
Dans cet article, une méthode de blockmodeling est adaptée aux graphes temporels sur
la base de l’approche MODL [BOU 11]. Comme dans le blockmodeling classique, la
méthode non paramétrique présentée ici regroupe les nœuds ayant des distributions
d’arcs similaires sur les clusters. En parallèle, une partition du temps en intervalles dans
lesquels la structure du graphe est stationnaire est effectuée. Dans le but d’obtenir une
représentation plus synthétique du graphe temporel, une méthode de triclustering est
introduite. Elle optimise un critère qui permet de segmenter simultanément les nœuds
et la variable temporelle. Cette approche est résistante au bruit et fiable dans le sens où
aucune structure de coclustering ne sera détectée si le graphe est aléatoire et aucune
discrétisation temporelle ne sera produite sur un graphe stationnaire. La section 2
décrit en détail la méthode de triclustering employée et introduit une technique efficace
d’analyse exploratoire des données. La section 3 analyse le comportement du critère
sur un jeu de données artificielles. Enfin, dans la section 4, la méthode est appliquée à
un jeu de données réelles afin de montrer son efficacité sur un cas pratique.
2. Modèle de Graphe temporel
Les graphes étudiés sont à arcs multiples, car la méthode ne se restreint pas
aux matrices d’adjacence binaires ou symétriques. Notons un graphe temporel G =
〈VS , VT , E(t)〉 où l’ensemble des nœuds VS et VT sont constants et E(t) est l’en-
semble des arcs observés au temps t ∈ [Tmin, Tmax]. Cette modélisation de graphe est
généralisable aux graphes simples, à arcs multiples, orientés et bipartis.
2.1. Définition du modèle
Étant donné que le graphe évolue au cours du temps, la représentation syn-
thétique par un graphe image est remplacée par une séquence de graphes images
IG = (IGn)n=1,...,N , chacun d’eux étant associé à un intervalle de temps. Les descrip-
tions du graphe et de son image sont données par le Tableau 1. Une fois les différentes
caractéristiques du graphe image introduites, leur paramétrisation doit être spécifiée.
Un modèle caractérisant un graphe image est défini par :
1) le nombre de clusters source et cible (KS et KT ) ;
2) le nombre d’intervalles temporels (N ) ;
3) la partition des nœuds source (resp. cible) sur les clusters source (resp. cible) ;
4) la distribution des arcs temporels du graphe sur les triclusters, intersections des
clusters source, clusters cible et intervalles de temps (c’est-à-dire les arcs du graphe
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image) ;
5) pour chaque cluster source (resp. cible), la distribution des degrés sortant du
cluster source (resp. entrant dans le cluster cible) sur les nœuds qui le composent.
Graphe G Graphe Image IG
VS ensemble des nœuds source CS ensemble des KS clusters source
VT ensemble des nœuds cible CT ensemble des KT clusters cible
T variable temporelle I = {I1, I2, ..., IN} les intervalles
E(t ∈ T ) ensemble d’arcs temporels EIG(In) arcs inter-clusters à In
Tableau 1 – Notations pour le graphe initial et son image synthétique
Notons que les spécifications définies dans les troisième et cinquième points ne sont pas
nécessaires pour la variable temporelle. Une bonne discrétisation temporelle doit être
invariante par toute transformation monotone du temps en entrée et robuste vis-à-vis des
valeurs atypiques (outliers). Ces exigences définies, il a été choisi d’utiliser les rangs
des valeurs temporelles plutôt que les valeurs elles-même. Ainsi, il n’est pas nécessaire
de spécifier dans le modèle la distribution des valeurs temporelles sur les intervalles de
temps puisque les intervalles suivent un ordre logique. Quant à la distribution des arcs
sur les rangs localement à chaque intervalle, elle est également implicitement spécifiée
puisqu’il y a un rang par valeur temporelle.
2.2. Évaluation d’un modèle
Dans le but d’inférer la meilleure partition des trois dimensions, un critère est
construit suivant une approche MAP (Maximum A Posteriori), selon l’approche MODL
[BOU 11]. Le critère est constitué d’une probabilité a priori (ou prior) sur le graphe
image P (IG), et de la vraisemblance du graphe connaissant les paramètres du graphe
image P (G|IG).
2.2.1. Prior
Apprendre directement le modèle (graphe image) sur les données permettrait au
modèle de capturer des phénomènes liés au bruit et donc d’augmenter le risque de
surapprentissage. Pour éviter ce type de problèmes, un a priori sur le modèle va
pénaliser la vraisemblance. Le prior est construit hiérarchiquement et uniformément à
chaque étape afin d’être non-informatif [JAY 03]. L’ensemble des termes du prior est
détaillé ci-dessous :
1) Le nombre de clusters source KS (resp. cible KT ) est uniformément distribué
entre 1 et |VS |, le nombre de nœuds source (resp. |VT |, le nombre de nœuds cible). Le
cas avec un unique cluster correspond au modèle nul où aucune structure significative
dans le graphe n’est capturée. Le cas avec autant de clusters que de nœuds correspond
quant à lui au modèle le plus fin, c’est-à-dire au cas où chaque acteur du réseau joue un
rôle suffisamment significatif pour être isolé dans un cluster. Ces deux schémas de clus-
tering sont en accord avec la définition de l’équivalence régulière [BOR 88, WHI 83].
De la même manière le nombre d’intervalles de temps N est uniformément distribué
entre 1 et |E| le nombre total d’arcs. Le cas avec un unique intervalle modélisera
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un graphe stationnaire alors que le cas avec autant d’intervalles que d’arcs sera une
discrétisation extrêmement fine, mais comme le temps est une variable numérique, ce
cas est pris en compte par la méthode.
p(KS) =
1
|VS | ; p(KT ) =
1
|VT | ; p(N) =
1
|E|
2) Pour un nombre donné de clusters source (resp. cible), chaque partition des |VS |
nœuds source (resp. |VT | nœuds cible) en clusters est équiprobable.
p({CS}|KS) = 1





k=1 S(|VS |, k) est une somme des nombres de Stirling de second
ordre, c’est-à-dire le nombre de manières de partitionner |VS | éléments en k sous
ensembles non-vides.
3) Pour un graphe image avec KS clusters source et KT clusters cible, chaque
distribution des arcs sur les triclusters – définis comme l’intersection des clusters source,
des clusters cible et des intervalles de temps – est équiprobable.
p(EIG(CS , CT , In)|KS ,KT , N) = 1(|E|+KSKTN−1
KSKTN−1
)
4) Pour un cluster source donné ci = {vi, i = 1..|ci|}(resp. cluster cible cj =
{vj , j = 1..|cj |}), chaque distribution des degrés sortant (resp. entrant) sur les nœuds
qui le composent est équiprobable.
p(dout(vi)|dout(ci), {ci}) = 1(dout(ci)+|ci|−1
|ci|−1




Une fois les paramètres du graphe image spécifiés, la vraisemblance P (G|IG) est
définie comme la manière la plus probable d’observer le graphe initial connaissant les
paramètres de son image.
1) Tous les tirages multinomiaux de |e(ci, cj , In)| arcs entre les clusters (vus
comme les nœuds du graphe image) à l’intervalle de temps In à partir des |E| arcs du
graphe d’origine sont équiprobables :






In∈I |e(ci, cj , In)|!
|E|!
2) Pour chaque cluster source (resp.cible), toutes les manières de distribuer le degré
du clusters sur les nœuds qui le composent sont équiprobables :
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3) Chaque distribution du rang temporel des arcs est équiprobable au sein de chaque
intervalle de temps :
P (T |I) = 1∏
In∈I |In|!
Le produit du prior et de la vraisemblance resulte en la probabilité a posteriori du
modèle. Le logarithme négatif de cette dernière probabilité est utilisé pour construire le
critère. En l’optimisant, les nœuds dont les arcs entrant (resp. sortant) sont distribués de
manières similaires seront groupés et le temps sera discrétisé en intervalle dans lesquels
la distribution des arcs est stationnaire. Ces propriétés sont illustrée en Section 3.
Définition (Coût du Graphe Image). Le graphe image IG, représentation synthétique
d’un graphe G est optimal s’il minimise le critère suivant :
c(IG) = − log [P (IG)]− log [P (G|IG)] (1)
D’un point de vue théorie de l’information, un logarithme négatif de probabilité
correspond à une longueur de codage [SHA 48]. Ainsi, le logarithme négatif du prior
est la longueur de codage du graphe image alors que le logarithme négatif de la
vraisemblance est la longueur de description du graphe pour une paramétrisation du
graphe image donnée. Minimiser la somme de ces deux termes a donc une interprétation
naturelle en terme de MDL (Minimum Description Length) [GRÜ 07].
Le meilleur modèle est obtenu en optimisant le critère avec des algorithmes détaillés
dans [BOU 11], qui ont des propriétés pratiques en terme de scalabilité, avec une
complexité de O(|E|) en espace et de O(|E|√|E| log |E|) en temps, exploitant ainsi
pleinement l’aspect creux du graphe temporel.
2.3. Simplifier le graphe image
Quand des graphes volumineux sont étudiés, le nombre de clusters de nœuds et
d’intervalles de temps peut devenir trop important pour une interprétation simple. Ce
problème a été soulevé par [WHI 76] qui propose une méthode agglomérative en tant
qu’outil d’analyse exploratoire.
La méthode d’analyse exploratoire proposée ici consiste à fusionner successivement
les clusters et les intervalles de temps de la manière la moins coûteuse jusqu’à ce que
le graphe image soit suffisamment synthétique pour être interprété. Depuis le modèle
optimal selon le critère détaillé dans l’équation 1, les clusters source, les clusters cible
et les intervalles de temps sont fusionnés itérativement. À chaque étape, les clusters
fusionnés (ou les intervalles) sont ceux qui entrainent la plus faible augmentation du
critère.
Théorème. Asymptotiquement – c’est-à-dire quand le nombre d’arcs tend vers l’infini
– la variation ∆c du critère quand deux clusters sont fusionnés est égal à la divergence
de Jensen-Shannon entre les distributions des arcs sur les clusters (ou intervalles de
temps contigus) fusionnés.
∆c(∪(c1, c2)) = (|c1|+ |c2|)JSα1,α2(P1, P2)
= (|c1|+ |c2|) (α1KL(P1||P1∪2) + α2KL(P2||P1∪2)) (2)
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où c1 et c2 sont les clusters (ou intervalles de temps) fusionnés en un cluster (ou
intervalle de temps) c1∪2. P1, P2 et P1∪2 sont les distributions respectives de c1, c2 et
c1∪2 sur les triclusters. Dans le cas d’une fusion de deux clusters source par exemple :
Pi∈{1,2} =




P1∪2 = α1P1 + α2P2 αi∈{1,2} =
|ci|
|c1|+ |c2|
JS est la Divergence de Jensen-Shannon généralisée et KL la divergence de Kullback-
Leibler [LIN 91]. La preuve du théorème n’est pas détaillée ici pour des raisons de
concision, mais le calcul de la variation de la vraisemblance en utilisant l’approximation
de Stirling (log(n!) = n log(n)− n+O(log(n))) permet d’arriver à ce résultat.
La divergence de Jensen-Shannon possède certaines propriétés intéressantes. Il s’agit
d’une mesure définie positive et symétrique, elle est nulle lorsque deux distributions
strictement identiques sont comparées. Bien qu’il ne s’agisse pas d’une distance, car
non subadditive, elle bénéficie des propriétés minimales que requiert une mesure de
dissimilarité lors d’un processus agglomératif [DHI 03]. Pour maîtriser la dégradation
du modèle, une mesure d’informativité est calculée à chaque étape du processus
agglomératif.
Définition (Informativité du graphe image). Le modèle nul IG∅ est la paramétrisation
du graphe image telle qu’il n’y ait qu’un cluster source, un cluster cible et un intervalle
de temps. Ce modèle est caractéristique des graphes aléatoires (sans structure sous-
jacente). Connaissant le graphe image optimal IG∗ obtenu par minimisation du critère
précédemment défini, l’informativité d’un graphe image IG est donnée par :
τ(IG) = c(IG)− c(IG∅)
c(IG∗)− c(IG∅)
Par définition, τ(IG) ≤ 1 ; Notons que τ(IG) < 0 est possible quand le graphe
image est une modélisation non-pertinente du graphe G (par exemple si IG 6= IG∅
quand G est un graphe aléatoire).
3. Expérimentations sur des données artificielles
Des expérimentations ont été menées sur des données artificielles dans le but
d’étudier les propriétés de l’approche décrite dans l’article. Pour ce faire, des graphes
artificiels avec une structure sous-jacente connue ont été générés.
3.1. Expérimentations sur des graphes avec structure
Le graphe synthétique contient 40 nœuds et un nombre variable d’arcs. Les nœuds
sont groupés en 4 clusters et le temps est divisé en 4 intervalles pour lesquels sont
associés 4 graphes images avec des structures différentes (voir Figure 1).
Le jeu de données est généré en tirant les arcs suivant le processus suivant :
1) Un nœud source (et donc le cluster source auquel il est associé) et un timestamp
(sur [0, 100] et avec 10 décimales) sont choisis aléatoirement .
2) Le timestamp est associé à l’intervalle de temps correspondant ce qui permet de
connaître le graphe image correspondant (Figure 1).
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3) Si le cluster source est relié à un cluster cible dans le graphe image, alors un
nœud cible est choisi aléatoirement parmi les nœuds cible éligibles et l’arc est tracé.
(a) I1 (b) I2 (c) I3 (d) I4
Figure 1 – Graphes images de chaque intervalle de temps
Une fois les arcs tracés, un bruit blanc est ajouté au jeu de données en réattribuant
aléatoirement à 30% des arcs un nœud source et un nœud cible. Ce jeu de données a
été généré avec un nombre variable d’arcs. Dans le but d’obtenir des résultats fiables,
100 graphes ont été construits par nombre d’arcs générés.
Les résultats sont présentés dans la Figure 2.(a). Pour un faible nombre d’arcs générés, la
méthode ne détecte aucune structure car le volume de données est trop faible pour qu’un
quelconque motif soit significatif. C’est le cas où le prior domine la vraisemblance. Puis
le nombre de clusters trouvés augmente avec les arcs : certaines structures commencent
à émerger. Enfin, au-delà de 2000 nœuds, il y a suffisamment d’arcs pour que la méthode
retrouve les vraies structures sous-jacentes, et ce même pour un nombre important
d’arcs générés. On observe donc empiriquement une convergence asymptotique.
3.2. Expérimentations sur les graphes stationnaires
Un graphe stationnaire est un graphe dont la structure régulière (distribution des
arcs inter-clusters) n’évolue pas au cours du temps. Pour générer un tel graphe, les
timestamps ont été réaffectés de manière aléatoire aux arcs du graphe. En faisant ça,
on obtient une nouvelle distribution des arcs entre les clusters qui correspond à la
distribution moyenne des 4 précédentes distributions. En deux mots, le graphe peut
être considéré comme statique et le graphe image reste le même pour l’ensemble de
l’intervalle [0, 100], bien qu’il soit devenu plus complexe.
La Figure 2.(b) montre que peu importe le nombre d’arcs, la méthode ne discrétise
(a) Graphe avec structure temporelle (b) Graphe stationnaire
Figure 2 – (a) Résultats pour un graphe avec structure temporelle. (b) Résultats pour un graphe
stationnaire. Les deux courbes sont le nombre moyen de clusters et d’intervalles de temps en
fonction du nombre d’arcs. Les deux courbes du bas représentent les écart-types respectifs.
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jamais la variable temporelle. Elle est donc résistante au bruit en ne créant pas d’inter-
valle de temps factice. Notons que la méthode a besoin d’un plus grand nombre d’arc
pour retrouver la structure statique du graphe. Ceci est dû à la complexité accrue du
graphe image.
Des expérimentations sur des graphes aléatoires ont également été menées (ajout d’un
bruit de 100% au lieu des 30% des cas précédents). Dans ce cas, peu importe le nombre
de nœuds, aucune structure ne sera trouvée par la méthode. On obtient donc un cluster
source, un cluster cible et un intervalle de temps, et ce avec une variance nulle.
4. Expérimentations sur un jeu de données réelles
Des expérimentations sur un jeu de données réelles ont été menées pour illustrer
l’efficacité de la méthode sur un cas pratique.
4.1. Les vélos en libre-service à Londres
Ce jeu de données est un enregistrement de tous les emprunts de vélos en libre-
service dans les stations de Londres entre le 31 Mai 2011 et le 4 Février 2012. Les
données sont disponibles sur le site de TFL1. En tout, ce sont 4,8 millions de trajets
entre 488 stations qui ont été enregistrés. Les données sont modélisées sous la forme
d’un graphe avec des stations de départ (nœuds source), des stations d’arrivée (nœuds
cible) et l’heure d’emprunt (timestamp). L’heure d’emprunt est précise à la minute,
on a donc 1440 heures d’emprunts différentes (soit 1440 timestamps différents sur les
arcs).
4.2. Le graphe image
En appliquant la méthode, on obtient 296 clusters source, 281 clusters cible et 5
intervalles de temps. Le calcul du meilleur modèle a été obtenu en 50 minutes avec
une utilisation de 4,5GB de ressource mémoire. La plupart des stations sont seules
dans leur clusters, la segmentation est donc extrêmement fine mais ne résulte pas d’un
surapprentissage. En fait, le nombre de locations est tel que la distribution des arcs est
suffisamment fine pour que chacune des stations soit différenciée des autres. Quant à
la discrétisation temporelle, le nombre de périodes est tout à fait raisonnable. Elle se
décompose de la manière suivante : l’aube (4h12 à 7h05), le matin (7h06 à 9h27), la
journée (9h28 à 15h27), le soir (15h28 à 18h16) et enfin la nuit (18h17 à 4h11).
Si obtenir près de 300 clusters est un résultat permettant une étude intéressante au
niveau d’un quartier, ça n’en demeure pas moins difficile à interpréter globalement.
C’est pourquoi, le graphe image a été simplifié pour permettre son interprétation. Le
graphe image est post-traité selon le processus agglomératif décrit en section 2.3. En
fusionnant pas à pas les clusters, on arrive à réduire leur nombre à 20 clusters de stations
source et cible pour 5 intervalles de temps, tout en maintenant 70% d’informativité.
1. Transport for London, http://www.tfl.gov.uk
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Figure 3 – Clusters de stations source dessinées
sur la carte de Londres. Il y a un symbole gris
par cluster.
La Figure 3 permet de mettre en évi-
dence une certaine corrélation géogra-
phique dans les clusters de stations alors
qu’aucune hypothèse n’a été faite quant à
une éventuelle proximité des stations au
sein d’un cluster. Une exception pour un
cluster (représenté par des cercles blancs)
dont les stations se trouvent partagées
entre le Sud et le Nord de la ville, corres-
pondant plus précisément aux stations
à proximité des gares de Waterloo et
de King’s Cross qui sont les principales
gares de banlieue de Londres. Malgré la
distance qui les sépare, il n’est pas éton-
nant de les retrouver dans un même cluster : on peut facilement imaginer que les gens
y ont le même comportement, par exemple prendre un vélo le matin, le déposer dans
un quartier d’affaires et faire l’inverse le soir. Le schéma de clustering est asymétrique.
Mais pour la plupart des clusters on retrouve une relative symétrie dans les clusters.
4.3. Visualisations détaillées
Dans le but de faire une analyse exploratoire plus détaillée des données, différentes
visualisations de l’information sont proposées.
Définition (Information mutuelle entre stations). Ici, l’aspect temporel est mis de côté
afin de se concentrer sur le trafic global entre clusters de stations au cours de la
journée. Notons l’information mutuelle entre les partitions des stations source et cible
MI(CS , CT ) [COV 06] :
MI(CS , CT ) =
∑
cS ,cT
p(cS , cT ) log
p(cS , cT )
p(cS)p(cT )
Figure 4 – L’information mutuelle entre le clus-
ter source situé dans la City (stations en forme
d’étoiles) et tous les clusters cible. Plus une sta-
tion est rouge, plus il y a un excès de trafic par
rapport à ce qui serait obtenu en cas d’indépen-
dance entre les sources et les cibles.
L’information mutuelle est nécessai-
rement positive. Cependant la contribu-
tion à l’information mutuelle d’un couple
de clusters source/cible peut être posi-
tive ou négative suivant que la probabilité
jointe observée p(cS , cT ) est supérieure
ou inférieure au produit des probabilités
marginales des clusters p(cS)p(cT ), pro-
babilité attendue en cas d’indépendance.
L’utilisation d’une telle mesure permet
de quantifier l’excès ou le déficit de tra-
jets entre deux groupes de stations par
rapport à la quantité attendue. Ceci est
illustré sur par la Figure 4 où les stations
en rouge sont les stations où on observe
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un excès de trafic et les stations tendant vers le blanc où le trafic observé correspond au
trafic attendu. Pour ce cluster source, il n’y a pas de déficit de trafic vers un groupe de
stations cible qui apparaitraient en bleu le cas échéant.
Définition (Information mutuelle entre trajets et intervalles de temps). L’information
mutuelle entre couples de stations et périodes de temps MI[(CS , CT ), I] est calculée
afin de mesurer l’évolution des trajets au cours de la journée.
MI[(CS , CT ), I] =
∑
cS ,cT ,In
p(cS , cT , In) log
p(cS , cT , In)
p(cS , cT )p(In)
À l’image de l’information mutuelle entre clusters de stations, cette mesure a pour
but de mettre en évidence un excès ou un déficit de trafic entre deux clusters de stations
à une période de la journée p(cS , cT , In) par rapport au trafic habituel observé entre
ces deux clusters p(cS , cT ) et le trafic global sur Londres pendant l’intervalle de temps
concerné p(In). Pour illustrer cette mesure, on observe sur la Figure 5 un déficit de
trafic dans Hyde Park le matin par rapport au trafic habituel et par rapport au trafic dans
Londres à la même période. On y observe le phénomène inverse pendant la journée, ce
qui peut s’interpréter par le fait que les gens qui utilisent les vélos dans Londres ne le
font pas le matin (période de pointe) dans le parc mais plutôt dans la journée qui est
pour Londres une période plutôt creuse en termes de locations de vélos. Ceci explique
de telles contrastes sur la carte. Quant à la nuit, la carte montrerait des nœuds tous
blancs, le trafic y étant nul parce-que le parc est fermé.
(a) Matin (b) Journée
Figure 5 – Information mutuelle entre les trajets provenant d’Hyde Park et les périodes de temps
matin et journée. Plus une station sera colorée en rouge (resp. bleu), plus elle connait un excès
(resp. déficit) de trafic en provenance d’Hyde Park à la période de temps précisée par rapport au
trafic habituel dans Hyde Park et au trafic habituel de la période.
5. Conclusion
Dans cet article, l’évolution des structures au sein d’un graphe a été étudiée. Une
méthode, nommée MODL, visant à regrouper des nœuds et à discrétiser le temps a
été présentée. Cette technique peut s’apparenter à du coclustering dans le sens où le
graphe est considéré comme un ensemble d’arcs décrits par trois variables : la source,
la cible et le temps. Chacune d’entre elles est simultanément segmentée dans le but
d’obtenir une représentation synthétique du graphe par le biais d’une séquence de
graphes images qui modélisent une structure sous-jacente statique pour chacun des
intervalles de temps. Cette approche est particulièrement intéressante puisqu’elle ne
requiert aucun pré-traitement, comme une agrégation des timestamps sur les arcs par
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exemple. Les bonnes propriétés du critère ont été illustrées à l’aide d’un jeu de données
synthétiques, où l’on observe la fiabilité de la méthode de part sa résistance au bruit
et la convergence asymptotique vers la vraie distribution sous-jacente des arcs. Les
aspects pratiques ont également été illustrés par une étude du système de vélos en
libre-service Londonien. Dans de futures travaux, il est prévu d’étendre l’approche à
un nombre plus important de dimensions, en ajoutant par exemple des labels sur les
arcs ou d’autres marqueurs temporels comme le jour de la semaine par exemple.
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