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Abstract
The Cauchy problem for the hyperbolic Monge–Ampere equation{
A+Bzxx + Czxy +Dzyy + hess z = 0 ,
z(0, y) = zo(y), zx(0, y) = p
o(y), y ∈ R
is considered. Here hess z = zxxzyy − z
2
xy , A,B,C,D depends on
x, y, z, zx, zy . The equation is hyperbolic when C
2 − 4BD + 4A > 0 .
Sufficient conditions on the existence of a (unique) C3-solution on
the whole plain are formulated.
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1 Introduction
This well-known problem was posed to the author by E. V. Shikin. The first
publication was made in [Br] (it was received by the journal in February
1998). The author is grateful to D. V. Tunitsky for finding some subtle (not
essential) error. Here we publish the full text of the revised proof. Changing
is getting another successive approximations. The result doesn’t depend on
this changing. Certainly, this paper was a good reason for extending and
improving the result.
The Monge–Ampere equation could be reduced to the system of five equa-
tions in Riemann invariants [Tun]. The theory of hyperbolic systems is a
perfect one, when eigenvalues are separable (for example, are separated by
constants). In our case eigenvalues are the solution of the system, i.e. un-
known functions. It is required to find them.
The essence of the problem was formulated by J. Leray in his Princeton
lectures on hyperbolic equations (1953): ”It turns out well to prove the
local existence theorem only. . . It shows that for hyperbolic equations the
existence of solutions on the whole depends on getting a priory estimations
for their derivatives. . . Except of equations which are linear outside some
small area, we don’t have examples of such known a priory estimations”
[Ler], Chapter IX. Comments of N. H. Ibragimov (1984): ”Now we know some
nonlinear equations for which the Cauchy problem is solvable on the whole.
For example, for the Yang-Mills equations the theorem of the existence of
the solution on the whole is proved by two different ways” ([Ler], Russian
edition, p. 162).
2
Global classical solvability is a sophisticated kind of sport. B. Riemann
proved the nonexistence of global classical solutions for some system of hyper-
bolic equations [Yan]. This system isn’t weakly nonlinear. Weakly nonlinear
systems were introduced by N. N. Yanenko in 1955 [Yan]. The system of two
equations in Riemann invariants
(∂x + ξ1(u1, u2) ∂y)u1 = 0, (∂x + ξ2(u1, u2) ∂y) u2 = 0
was considered. Weak nonlinearity
∂ξi/∂ui = 0, i = 1, 2,
is required for global classical solvability.
The system
(∂x + ξ1(x, y, u2) ∂y) u1 = f1(x, y, u1, u2),
(∂x + ξ2(x, y, u1) ∂y) u2 = f2(x, y, u1, u2)
was considered by B. L. Rozhdestvensky and A. D. Sydorenko in 1967. This
weakly nonlinear system has global classical solutions, when it is hyperbolic
in the restricted sense. Restricted hyperbolicity means separability of eigen-
values of the system. Thus by the Rozhdestvensky—Sydorenko theorem
([RYa], Chapter 1, § 10, Subsection 3) the problem of a priory estimations
for derivatives is reduced to the problem of separability of eigenvalues, or to
the problem ξ1 6= ξ2 .
Consider an example. Let the coefficients of the Monge–Ampere equation
depend on x, y only. The equation could be reduced to the system
(∂x + u2 ∂y)u1 = (u1 − u2) a1(x, y, u1),
(∂x + u1 ∂y)u2 = (u1 − u2) a2(x, y, u2).
From this system, subtracting and integrating, we have
(u1 − u2)(x, y) = (u
o
1 − u
o
2) exp
{∫ x
0
(a1 − a2 − u2y) dτ
}
.
If uo1(y) 6= u
o
2(y) ∀ y ∈ R, and u1, u2, u2y 6= ∞ in any finite point, then
u1 − u2 6= 0 in any finite point. A priory estimations for derivatives in this
case are equivalent to a priory estimations for u1, u2, u1 − u2.
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Author’s approach is the next. We don’t prove the existence of a pri-
ory estimations, and we don’t search a priory estimations. We set a priory
estimations for u1, u2, u1 − u2 . Thinking in this direction was blockaded.
Finally, refer to papers of Jia-Xing Hong [Hong-93], [Hong-95]. The au-
thor found out on the existence of these papers in Beijing in 2002. The paper
[Hong-95] on global classical solutions of the equation
hess z = −k2(x, y)
is unclear to the author, and the author couldn’t find the paper [Hong-93].
The paper [Hong-93] could be considered, in particular, as solving the equa-
tion
hess z = −k2(x, y)(1 + z2x + z
2
y)
2.
2 Systems in Riemann invariants
2.1 One model equation
Consider the plane R2 = (x, y) . Let u(x, y) be an unknown function. Let
the equation
(∂x + ξ(x, y)∂y)u(x, y) = f(x, y) (2.1)
be an example for studying the main concepts, such as a characteristic and in-
tegration along a characteristic ([RYa], Chapter 1). Suppose ξ, f ∈ C1(R2).
Definition. Consider the plane R2 = (x, y) . The curve
x = τ, y = g(τ, x, y)
is a characteristic of the equation (2.1). Here the function g(τ, x, y) is a
solution of the Cauchy problem{
∂τg = ξ(τ, g(τ, x, y)),
g(x, x, y) = y.
(2.2)
Lemma 2.1.
(∂x + ξ∂y) g = 0. (2.3)
Proof. Suppose the existence of functions gx, gy . Following [Poz], we’ll
find these functions.
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Differentiating (2.2) with respect to x , we obtain an ordinary differential
equation with respect to ∂xg :
∂τ∂xg =
∂ξ
∂g
(τ, g) ∂xg. (2.4)
Differentiating the initial condition in (2.2) with respect to x , we obtain
∂xg(x, x, y) = 0,
or
∂τg(τ, x, y)|τ=x + ∂xg(τ, x, y)|τ=x = 0,
therefore, taking into account (2.2), we have
∂xg(τ, x, y)|τ=x = −ξ(x, y). (2.4
0)
Solving the Cauchy problem (2.4), (2.40) , we have
∂xg(τ, x, y) = −ξ(x, y) exp
{∫ τ
x
∂ξ
∂g
(t, g(t, x, y)) dt
}
. (2.5)
Analogously, solving the Cauchy problem with respect to the function ∂yg{
∂τ∂yg =
∂ξ
∂g
(τ, g)∂yg,
∂yg(τ, x, y)|τ=x = 1,
we have
∂yg(τ, x, y) = exp
{∫ τ
x
∂ξ
∂g
(t, g(t, x, y)) dt
}
. (2.6)
From (2.5), (2.6) we have (2.3). ✷
Consider the Cauchy problem for the equation (2.1). Let an initial con-
dition be
u(0, y) = u0(y). (2.10)
Here u0 ∈ C1(R1).
The problem (2.1), (2.10) is well-defined [RYa]. Wi’ll solve it in the
half-plane x ≥ 0 . Solving in the half-plane x ≤ 0 is analogous.
Lemma 2.2. The solution of the problem (2.1), (2.10) is
u(x, y) = u0(g(0, x, y)) +
∫ x
0
f(τ, g(τ, x, y))dτ. (2.7)
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Proof. The condition (2.10) is true, because
u(0, y) = uo(g(0, 0, y)) = u0(y)
by the initial condition (2.2). Differentiating (2.7), we use the formula
∂x
∫ x
0
ϕ(τ, x)dτ =
∫ x
0
∂xϕ(τ, x)dτ + ϕ(x, x).
Therefore,
(∂x + ξ∂y) u = u
0
t (t)
∣∣
t=g(0,x,y)
(∂x + ξ∂y) g(0, x, y)+
+
∫ x
0
∂f
∂g
(τ, g(τ, x, y)) (∂x + ξ∂y) g(τ, x, y)dτ + f(x, g(x, x, y)).
By Lemma 2.1 and the initial condition (2.2),
(∂x + ξ∂y)u(x, y) = f(x, y). ✷
The procedure of solving (2.1), (2.10) by (2.7) is called integrating the
equation (2.1) along the characteristic.
2.2 Systems in Riemann invariants
The developed theory works in more general case. Consider vector-functions
u = (u1, . . . , um), ui = ui(x, y) ∈ C
1(R2),
ξ = (ξ1, . . . , ξm), ξi = ξi(x, y, u) ∈ C
1(R2),
f = (f1, . . . , fm), fi = fi(x, y, u) ∈ C
1(R2), i = 1, . . . , m.
Definition. The system
(∂x + ξi(x, y, u)∂y)ui(x, y) = fi(x, y, u), i = 1, . . . , m, (2.8)
is called a system in Riemann invariants [RYa].
Consider the Cauchy problem for the system (2.8). Let an initial condition
be
u(0, y) = uo(y). (2.80)
6
Here u0 = (u01, . . . , u
0
m), u
0
i = u
0
i (y) ∈ C
1(R), i = 1, . . . , m.
Definition. Consider the plane R2 = (x, y) . The curve
x = τ, y = gi(τ, x, y)
is an i-th characteristic of the system (2.8). Here the function gi(τ, x, y) is
a solution of the Cauchy problem{
∂τgi = ξi(τ, gi(τ, x, y), u(τ, x, y)),
gi(x, x, y) = y.
(2.9)
Lemma 2.3. The i-th component of the solution of the problem (2.8),
(2.80) is a result of integrating the i-th equation of the system along the
i-th characteristic, i = 1, . . . , m :
ui(x, y) = u
0
i (gi(0, x, y)) +
∫ x
0
fi(τ, gi(τ, x, y), u(τ, gi(τ, x, y))) dτ. (2.10)
Proof. Suppose the solution u(x, y) of the problem (2.8), (2.80) is known.
Inserting it in (2.8), we see that each equation of the system is in the form
of (2.1), because it is possible to suppose
ξi(x, y, u(x, y)) = ξ˜(x, y), fi(x, y, u(x, y)) = f˜(x, y), i = 1, . . . , m.
Therefore for
(∂x + ξ˜i(x, y)∂y) ui(x, y) = f˜i(x, y), i = 1, . . . , m,
we obtain Lemma 2.1 and Lemma 2.2. Further, (2.5), (2.6) are
∂xgi(τ, x, y)=−ξi(x, y, u)exp
{∫ τ
x
[
ξiy+
∑m
j=1
∂ξi
∂uj
∂uj
∂y
]
(t, gi(t, x, y))dt
}
,
∂ygi(τ, x, y) = exp
{∫ τ
x
[
ξiy +
∑m
j=1
∂ξi
∂uj
∂uj
∂y
]
(t, gi(t, x, y))dt
}
.
(2.11)
Finally, (2.7) is (2.10). ✷
The formula (2.10) is used for studying properties of solutions. It is
recursive, so it doesn’t give a solution of the problem (2.8), (2.80) in an
explicit form. The solution could be obtained by successive approximations.
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3 Systems in Riemann invariants and hyper-
bolic Monge–Ampere equations
Here we follow a chapter of the dissertation of Tunitsky [Tun-dis]. This
chapter was published separately as [Tun].
It was well-known that the hyperbolic Monge–Ampere equation could be
reduced to a system of five equations of the first order ([Cour], Supplement 1
to Chapter V, § 2), and it was well-known that this system could be reduced
to a system in Riemann invariants (in [Cour] the system of five equations
isn’t a system in Riemann invariants). In Tunitsky’s paper the system in
invariants is written in an explicit form, and everyone can use it.
3.1 The Cauchy problem for the Monge–Ampere equa-
tion
Consider the plane R2 = (x, y) and an unknown function z = z(x, y) on
this plane. Consider the Monge–Ampere equation with respect to z
A+Bzxx + Czxy +Dzyy + E hess z = 0.
Here hess z = zxxzyy − z
2
xy, A, B, C,D,E are functions of x, y, z , zx, zy ;
E 6= 0 . Dividing by E , we obtain E ≡ 1 , so we consider the equation
A +Bzxx + Czxy +Dzyy + hess z = 0. (3.1)
Suppose A,B,C,D ∈ C2(R5) .
Let z(x, y) be a C2-solution of the equation (3.1). We say that the
equation (3.1) is hyperbolic at the solution z(x, y) ([Cour], Supplement 1 to
Chapter 5, § 2 ), if
∆2(x, y, z(x, y), zx(x, y), zy(x, y)) = C
2 − 4BD + 4AE > 0. (3.2)
Recall that E ≡ 1 . By ∆2 > 0 , we set ∆ > 0 . Initial functions for the
Cauchy problem on the Oy axis are
z(0, y) = z0(y), zx(0, y) = p0(y); (3.3)
here z0 ∈ C
3(R1) , and p0 ∈ C
2(R1) . Suppose z0 , p0 satisfy the next two
conditions. First, the axis Oy is free, i.e.
z
′′
0 (y) +B(0, y, z0(y), p0(y), z
′
0(y)) 6= 0. (3.4)
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Secondly, on the axis Oy the hyperbolic condition (3.2)
∆2(0, y, z0(y), p0(y), z
′
0(y)) > 0 (3.5)
holds.
The full formulation for the Cauchy problem for the Monge–Ampere equa-
tion is the next. The aim is to find the C3-function z(x, y) satisfying the
initial condition (3.3), the equation (3.1), and (at the solution z(x, y) ) the
hyperbolic condition (3.2).
Now we explain C3-smoothness , when a classical solution of the equation
(3.1) is assumed to be C2-smooth . To obtain the system in Riemann invari-
ants, the integrability conditions pxy = pyx , qxy = qyx will be used. Here
p, q are assumed to be zx, zy .
3.2 The system in total differentials
Let z(x, y) be a C3-solution of the equation (3.1) in some domain T . Sup-
pose the equation (3.1) is hyperbolic at the solution z , and
zyy(x, y) +B(x, y, z(x, y), zx(x, y), zy(x, y)) 6= 0, (3.6)
∀ (x, y) ∈ T . The inequality (3.6) means that vertical lines x = const are
free.
By definition, put
u1 =
C +∆− 2zxy
2(zyy +B)
, u2 =
C −∆− 2zxy
2(zyy +B)
. (3.7)
Functions u1 , u2 are tangents of angles of inclinations of characteristics
of the equation (3.1) ([Cour], Supplement 1 to Chapter V, § 2). By the
hyperbolic condition (3.2), we obtain u1 6= u2 , so it is possible to solve (3.7)
(uniquely) with respect to zxy , zyy :
zyy =
∆
u1 − u2
− B, zxy =
∆
2
u1 + u2
u2 − u1
+
C
2
. (3.8)
Substututing (3.8) in (3.1), we obtain a linear equation with respect to zxx .
Solving it, we have
zxx = ∆
u1u2
u1 − u2
−D. (3.9)
9
Following Monge, by definition, put
zx = p, zy = q. (3.10)
From (3.8), (3.9), we obtain that z , p , q as functions of variables x , y in
the domain T are a solution of the system in total differentials
px = ∆(x, y, z, p, q)
u1u2
u1 − u2
(x, y)−D(x, y, z, p, q),
py =
∆
2 (x, y, z, p, q)
u1 + u2
u2 − u1
(x, y) + C2 (x, y, z, p, q),
qx =
∆
2 (x, y, z, p, q)
u1 + u2
u2 − u1
(x, y) + C2 (x, y, z, p, q),
qy =
∆(x, y, z, p, q)
(u1 − u2)(x, y)
− B(x, y, z, p, q).
(3.11)
Right sides of (3.11) are continuously differentiable functions of x, y, z, p, q .
Thus, we proved the next. If z(x, y) is a C3-solution of the equation
(3.1) in the domain T , and inequalities (3.2) (3.6) hold, then three functions
z, p, q are defined, and they are a solution of the system (3.10)–(3.11).
Conversely, suppose there exist two continuously differentiable functions
(u1, u2) in the domain T , such as u1 6= u2 , and suppose there exists a
C1-solution of the system (3.10)–(3.11) in the domain T , such as
∆(x, y, z(x, y), zx(x, y), zy(x, y)) > 0. (3.12)
Clearly, in this case we have zxx = px , zxy = py = qx , zyy = qy . Therefore,
z ∈ C3(T ) . Substituting second derivatives of z in the left part of (3.1), we
see that z(x, y) is a solution of the equation (3.1). By (3.12), the equation
(3.1) is hyperbolic at z , and the inequality (3.6) holds.
Summarize the obtained results as a lemma.
Lemma 3.1. There exists in the domain T a function z(x, y) ∈ C3(T )
satisfying (3.1), (3.2), (3.6) iff there exists in the domain T a C1-solution
(z, p, q) of the system (3.10)–(3.11), satisfying (3.12). ✷
3.3 The system in Riemann invariants
The system of differential equations in total differentials is overdetermined,
so, generally speaking, it doesn’t have a solution. The solution exists iff in-
tegrability conditions hold. Integrability conditions for the equations (3.10)–
(3.11) could be reduced to differential relations for functions u1, u2, z, p, q .
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Indeed, right parts of the system (3.10)–(3.11) are continuously differen-
tiable, so functions z, p, q are twice continuously differentiable. Therefore,
on T we have equalities
zxy = zyx, pxy = pyx, qxy = qyx. (3.13)
By (3.10)–(3.11), the first equality (3.13) is an identity. The second equality
(3.13) is
∆y
u1u2
u1 − u2
+∆
u21u2y − u
2
2u1y
(u1 − u2)
2 −Dy +
(
u1u2
u1 − u2
∆z −Dz
)
q+
+
(
u1u2
u1 − u2
∆p −Dp
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
+
+
(
u1u2
u1 − u2
∆q −Dq
)(
∆
u1 − u2
−B
)
=
= ∆x2
u1 + u2
u2 − u1
+∆u2u1x − u1u2x
(u2 − u1)
2 +
Cx
2 +
(
u1 + u2
u2 − u1
∆z
2 +
Cz
2
)
p+
+
(
u1 + u2
u2 − u1
∆p
2 +
Cp
2
)(
∆ u1u2u1 − u2
−D
)
+
+
(
u1 + u2
u2 − u1
∆q
2 +
Cq
2
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
.
(3.14)
Analogously, the third equality (3.13) is
∆y
2
u1 + u2
u2 − u1
+∆
u2u1y − u1u2y
(u2 − u1)
2 +
Cy
2 +
(
u1 + u2
u2 − u1
∆z
2 +
Cz
2
)
q+
+
(
u1 + u2
u2 − u1
∆p
2 +
Cp
2
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
+
+
(
u1 + u2
u2 − u1
∆q
2 +
Cq
2
)(
∆
u1 − u2
− B
)
=
= ∆xu1 − u2
+∆ u2x − u1x
(u1 − u2)
2 −Bx +
(
∆z
u1 − u2
−Bz
)
p+
+
(
∆p
u1 − u2
− Bp
)(
∆ u1u2u1 − u2
−D
)
+
+
(
∆q
u1 − u2
− Bq
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
.
(3.15)
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(3.14)–(3.15) is a linear system of two algebraic equations with respect to
u1x + u2u1y , u2x + u1u2y . The determinant is ∆
2/(u1 − u2)
3 . By u1 6= u2 ,
this system has a unique solution. The solution is{
u1x + u2u1y = Eo + E1u1 + E2u2 + E3u
2
1 + E4u1u2 + E5u
2
1u2,
u2x + u1u2y = Io + I1u1 + I2u2 + I3u
2
2 + I4u1u2 + I5u1u
2
2.
(3.16)
Coefficients Ej , Ij , 0 ≤ j ≤ 5 , depend on functions B,C,D,∆ and on their
first derivatives:
E0 = I0 = Dq, E5 = I5 = −Bp,
E1 = α1 + α2 +
1
4∆( CCq − 3∆Cq + C∆q +∆∆q − 2∆Dp),
E2 = −α1 − α2 +
1
4∆(−CCq − ∆Cq − C∆q −∆∆q − 2∆Dp),
E3 = −β1 + β2 +
1
4∆(−CCp + ∆Cp + C∆p −∆∆p + 2∆Bq),
E4 = β1 − β2 +
1
4∆
( CCp + 3∆Cp − C∆p +∆∆p + 2∆Bq),
I1 = α1 − α2 +
1
4∆( CCq − ∆Cq − C∆q +∆∆q − 2∆Dp),
I2 = −α1 + α2 +
1
4∆(−CCq − 3∆Cq + C∆q −∆∆q − 2∆Dp),
I3 = β1 + β2 +
1
4∆( CCp + ∆Cp + C∆p +∆∆p + 2∆Bq),
I4 = −β1 − β2 +
1
4∆(−CCp + 3∆Cp − C∆p −∆∆p + 2∆Bq),
(3.17)
where
α1 =
1
2∆
(2Dy + Cx + 2Dzq + Czp+ CDp −DCp − 2BDq),
α2 =
1
2∆(∆x +∆zp−D∆p),
β1 =
1
2∆(2Bx + Cy + 2Bzp+ Czq + CBq −BCq − 2DBp),
β2 =
1
2∆(∆y +∆zq −B∆q).
Let z(x, y) be a C3-solution of (3.1) in T . Suppose inequalities (3.2),
(3.6) hold. By Lemma 3.1, so that z, p = zx, q = zy satisfy (3.10)–(3.11),
where u1 , u2 are defined by (3.7).
Multiplying the second equation (3.10) by u1 , and then adding with the
first equation (3.10), we get
zx + u1zy = p+ u1q. (3.18)
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Analogously, consider (3.11). Multiplying the second equation (3.11) by u2 ,
and then adding with the first equation (3.11), we get
px + u2py =
C +∆
2
u2 −D. (3.19)
Multiplying the fourth equation (3.11) by u1 , and then adding with the third
equation (3.11), we get
qx + u1qy =
C +∆
2
−Bu1. (3.20)
Thus, the next fact is proved.
Theorem 3.1. Let z(x, y) be a C3-solution of (3.1) in the domain
T . Suppose (3.2), (3.6) are satisfied by z . Then the set of functions
(u1, u2, z, p, q) , where u1, u2 we get from (3.7), p = zx , q = zy , is a
C1-solution of the system of five equations (3.16)–(3.20) in T . ✷
3.4 Reducing the Monge–Ampere equation to a sys-
tem in Riemann invariants
Suppose the domain T has a nonempty intersection with the axis Oy . The
next statement in some sense is inverse with respect to Theorem 3.1.
Theorem 3.2. Let (u1, u2, z, p, q) be a C
1-solution of (3.16)–(3.20)
in the domain T . Let initial values for this solution be
z(0, y) = z0(y),
p(0, y) = p0(y),
q(0, y) = z
′
0(y),
u1(0, y) =
(C +∆)((0, y, z0(y), p0(y), z
′
0(y)))− 2p
′
0(y)
2(z
′′
0 +B(0, y, z0(y), p0(y), z
′
0(y)))
,
u2(0, y) =
(C −∆)((0, y, z0(y), p0(y), z
′
0(y)))− 2p
′
0(y)
2(z
′′
0 +B(0, y, z0(y), p0(y), z
′
0(y)))
.
(3.21)
Let T be a domain in which this solution is defined. Suppose (3.12) holds.
Then z is a C3-solution of (3.1)–(3.3) in the domain T , and, further,
zx = p, zy = q, and (3.6) holds.
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Proof. First let us prove that u1 6= u2 in the domain T . By (3.21) and
(3.5), we get
u1(0, y)− u2(0, y) =
∆(0, y, z0(y), p0(y), z
′
0(y))
z
′′
0 (y) +B(0, y, z0(y), p0(y), z
′
0(y))
6= 0. (3.22)
Consider (3.16). Subtracting the second equation from the first, and taking
into account (3.17), we obtain
(u1 − u2)x + u2(u1 − u2)y =
= (u1 − u2)
(
2α2 +
C∆q −∆Cq
2∆
+
+ (u1 + u2)
(
β2 +
Bq
2 +
C∆p +∆Cp
4∆
)
+
+ (u2 − u1)
(
β1 +
CCp +∆∆p
4∆
)
− Bpu1u2 + u2y
)
.
(3.23)
A solution of (3.16)–(3.20) is defined in the domain T , so on the segment
[0, x] there exist a solution of the Cauchy problem

dg
dτ
= u2(τ, g),
g(x, x, y) = y.
If (x, y) ∈ T , then (τ, g(τ, x, y)) ∈ T for 0 ≤ τ ≤ x . Integrating the equa-
tion (3.23) along the characteristic η = g(τ, x, y) over [0, x] , we get
(u1 − u2)(x, y) =
= (u1 − u2)(0, g(0, x, y))×
× exp{
∫ x
0
(
2α2 +
C∆q −∆Cq
2∆
+
+ (u1 + u2)
(
β2 +
Bq
2 +
C∆p +∆Cp
4∆
)
+
+ (u2 − u1)
(
β1 +
CCp +∆∆p
4∆
)
−Bpu1u2 + u2y
)
(τ, g(τ, x, y)) dτ}.
(3.24)
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From (3.24), taking into account (3.22), we get u1 6= u2 in T .
Further, by definition, put
r(x, y, z, p, q) = ∆
u1u2
u1 − u2
−D,
s(x, y, z, p, q) =
∆
2
u1 + u2
u2 − u1
+
C
2
,
t(x, y, z, p, q) =
∆
u1 − u2
− B.
(3.25)
Therefore, equations (3.19)–(3.20) are
px + u2py = r + u2s, (3.19
′)
qx + u1qy = s+ u1t. (3.20
′)
Taking into account u1 6= u2 in T , we obtain equivalence of (3.16) to (3.14)–
(3.15). Equations (3.14)–(3.15) are
ry + rzq + rps+ rqt = sx + szp + spr + sqs, (3.14
′)
sy + szq + sps+ sqt = tx + tzp + tpr + tqs. (3.15
′)
We obtain characteristics of the system (3.18), (3.19′) , (3.20′) from the
Cauchy problem 

dgi
dτ
= u3−i(τ, gi),
gi(x, x, y) = y (i = 1, 2).
(3.26)
Integrating (3.18), (3.19′) , (3.20′) along relevant characteristics over [0, x] ,
we get
z(x, y) = z0(g2(0, x, y)) +
∫ x
0
{p+ u1q}(τ, g2(τ, x, y)) dτ,
p(x, y) = p0(g1(0; x, y)) +
∫ x
0
{r + u2s}(τ, g1(τ, x, y)) dτ,
q(x, y) = z
′
0(g2(0, x, y)) +
∫ x
0
{s+ u1t}(τ, g2(τ, x, y)) dτ.
(3.27)
Right parts of (3.26) are continuously differentiable. Therefore, functions
gi(τ, x, y) (i = 1, 2) are continuously differentiable, and they have continuous
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secondary derivatives with respect to τ, x and with respect to τ, y . Also
for derivatives of gi with respect to x and with respect to y we have
gix(τ, x, y) + u3−i(x, y)giy(τ, x, y) = 0. (3.28)
Now we find first derivatives of functions z, p q . Differentiating (3.27),
taking into account (3.14′)− (3.15′) , (3.28), integrating by parts, taking into
account the initial data (3.21), we obtain
zy(x, y) = q(x, y) +
∫ x
0
{(py − s) + (s− qx)}(τ, g2(τ, x, y))g2y(τ, x, y) dτ,
zx(x, y) = p(x, y) +
∫ x
0
{(py − s) + (s− qx)}(τ, g2(τ, x, y))g2x(τ, x, y) dτ,
py(x, y) = s(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{sz(p− zx) + rz(zy − q) + sp(r − px) + rp(py − s)+
+ sq(s− qx) + rq(qy − t)}(τ, g1(τ, x, y))g1y(τ, x, y) dτ,
px(x, y) = r(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{sz(p− zx) + rz(zy − q) + sp(r − px) + rp(py − s)+
+ sq(s− qx) + rq(qy − t)}(τ, g1(τ, x, y))g1x(τ, x, y) dτ,
qy(x, y) = t(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{tz(p− zx) + sz(zy − q) + tp(r − px) + sp(py − s)+
+ tq(s− qx) + sq(qy − t)}(τ, g2(τ, x, y))g2y(τ, x, y) dτ,
qx(x, y) = s(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{tz(p− zx) + sz(zy − q) + tp(r − px) + sp(py − s)+
+ tq(s− qx) + sq(qy − t)}(τ, g2(τ, x, y))g2x(τ, x, y) dτ.
(3.29)
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By (3.29), we get
zy(x, y) = q(x, y),
zx(x, y) = p(x, y),
py(x, y) = qx(x, y) = s(x, y, z(x, y), p(x, y), q(x, y)),
px(x, y) = r(x, y, z(x, y), p(x, y), q(x, y)),
qy(x, y) = t(x, y, z(x, y), p(x, y), q(x, y)).
By (3.25), so that three functions z, p, q are a C1-solution of the system
(3.10)–(3.11). By Lemma 3.1, so that z is a C3-solution of the problem
(3.1)–(3.3) in the domain T . ✷
Remark. The system (3.16)–(3.20) consists of five equations with respect
to five unknown functions u1, u2, z, p, q . If coefficients A, B, C, D of
the equation (3.1) don’t depend on z , then equations (3.16), (3.19), (3.20)
are a closed system of four equations with respect to four unknown functions
u1, u2, p, q . If we know u1, u2, p, q , then we can find z from (3.18) or
from the first equation (3.27).
Let equations (3.16) be a closed system with respect to u1, u2 . Obviously,
this situation holds iff
∂Ej
∂z
=
∂Ej
∂p
=
∂Ej
∂q
=
∂Ij
∂z
=
∂Ij
∂p
=
∂Ij
∂q
= 0 (3.30)
(j = 0, . . . , 5) . Here we get Ej , Ij from (3.17). In this case, after finding
u1, u2 , one could get functions z, p, q from (3.18)–(3.20) or from (3.11).
3.5 Final form of the system in Riemann invariants
The system (3.16) was obtained by D. V. Tunitsky [Tun]. Right parts of this
system are polynomial, generators are u1, u2, coefficients contain unknown
functions p, q. So it isn’t easy to formulate conditions on the coefficients.
We propose another form for the system (3.16). Let generators be unknown
functions u1, u2, p, q , and let coefficients be known functions.
By definition, put
r = u1, s = u2. (3.31)
Here r, s are characteristic variables ([Cour], Supplement 1 to Chapter V,
§ 2). Also r, s are Riemann invariants and eigenvalues of the system (3.16)
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(see [RYa], Chapter 1). We underline that in this context r, s aren’t the
Monge notations for second derivatives from (3.25). Both notations (3.31)
and (3.25) are traditional.
The final system is
(∂x + ξ(ω)∂y)ω = fω(x, y, r, s, p, q, z), (3.32)
here ω is an index, ω ∈ {r, s, p, q, z} ; the function ξ(ω) is
ξ(r) = s, ξ(s) = r, ξ(p) = s, ξ(q) = r, ξ(z) = r ;
functions fω are
fr = ρ0 + ρ1r + ρ2s+ ρ3pr + ρ4qr + ρ5ps+ ρ6qs+ ρ7r
2 + ρ8rs+ ρ9pr
2+
+ ρ10qr
2 + ρ11prs+ ρ12qrs+ ρ13r
2s = fr(ρ, r, s, p, q),
fs(σ, r, s, p, q) = fr(σ, s, r, p, q),
fp = pi0 + pi1s, fq = κ0 + κ1r, fz = p+ qr;
vector-functions ρ, σ, pi, κ depend on x, y, z, p, q ,
ρ0 = Dq , σ0 = Dq ,
ρ3 =
1
2∆
(C +∆)z , σ3 = −
1
2∆
(C −∆)z ,
ρ4 =
1
∆
Dz , σ4 = −
1
∆
Dz ,
ρ5 = −
1
2∆
(C +∆)z , σ5 =
1
2∆
(C −∆)z ,
ρ6 = −
1
∆
Dz , σ6 =
1
∆
Dz ,
ρ9 = −
1
∆
Bz , σ9 =
1
∆
Bz ,
ρ10 = −
1
2∆
(C −∆)z , σ10 =
1
2∆
(C +∆)z ,
ρ11 =
1
∆
Bz , σ11 = −
1
∆
Bz ,
ρ12 =
1
2∆
(C −∆)z , σ12 = −
1
2∆
(C +∆)z ,
ρ13 = −Bp , σ13 = −Bp ,
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ρ1 =
1
2∆
( ∆x + Cx + 2Dy + CDp −D∆p −DCp − 2BDq +
1
2
CCq −
3
2
∆Cq+
+ 1
2
C∆q +
1
2
∆∆q −∆Dp) ,
ρ2 = −
1
2∆
( ∆x + Cx + 2Dy + CDp −D∆p −DCp − 2BDq +
1
2
CCq +
1
2
∆Cq+
+ 1
2
C∆q +
1
2
∆∆q +∆Dp) ,
ρ7 = −
1
2∆
(−∆y + Cy + 2Bx + CBq +B∆q − BCq − 2DBp +
1
2
CCp −
1
2
∆Cp−
− 1
2
C∆p +
1
2
∆∆p −∆Bq) ,
ρ8 =
1
2∆
(−∆y + Cy + 2Bx + CBq +B∆q − BCq − 2DBp +
1
2
CCp +
3
2
∆Cp−
− 1
2
C∆p +
1
2
∆∆p +∆Bq) ,
σ1 = −
1
2∆
(−∆x + Cx + 2Dy + CDp +D∆p −DCp − 2BDq +
1
2
CCq +
3
2
∆Cq−
− 1
2
C∆q +
1
2
∆∆q +∆Dp) ,
σ2 =
1
2∆
(−∆x + Cx + 2Dy + CDp +D∆p −DCp − 2BDq +
1
2
CCq −
1
2
∆Cq−
− 1
2
C∆q +
1
2
∆∆q −∆Dp) ,
σ7 =
1
2∆
( ∆y + Cy + 2Bx + CBq −B∆q − BCq − 2DBp +
1
2
CCp +
1
2
∆Cp+
+ 1
2
C∆p +
1
2
∆∆p +∆Bq) ,
σ8 = −
1
2∆
( ∆y + Cy + 2Bx + CBq −B∆q − BCq − 2DBp +
1
2
CCp −
3
2
∆Cp+
+ 1
2
C∆p +
1
2
∆∆p −∆Bq) ,
pi0 = −D , κ0 =
1
2
(C +∆) ,
pi1 =
1
2
(C +∆) , κ1 = −B .
Taking into account (3.31), we get initial conditions (3.21) for the system
(3.32):
r(0, y) = r0(y) =
(C +∆)(0, y, z0(y), p0(y), z0y(y))− 2p
0
y(y)
2(z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)))
,
s(0, y) = s0(y) =
(C −∆)(0, y, z0(y), p0(y), z0y(y))− 2p
0
y(y)
2(z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)))
,
p(0, y) = p0(y) , q(0, y) = q0(y) = z0y(y) , z(0, y) = z
0(y) .
(3.320)
Let the system (3.320) be

p0y = −
∆
2
r0 + s0
r0 − s0
+ C2 ,
q0y =
∆
r0 − s0
−B ,
z0y = q
0 .
(3.3200)
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Let r0, s0 be initial functions. Therefore we get z0, p0 from (3.3200) . If
coefficients A,B,C,D depend on x, y only, then the system (3.3200) is
linear. In general case, the system (3.3200) is nonlinear.
If coefficients A,B,C,D of the Monge–Ampere equation depend on x, y
only, then the equation could be reduced to the system with respect to r, s
(∂x + s ∂y)r = (r − s)(ar1 + ar2 r) ,
(∂x + r ∂y)s = (r − s)(as1 + as2 s) ,
(3.33)
where
ar1 =
1
2∆(2Dy + Cx +∆x) , ar2 =
1
2∆(−2Bx − Cy +∆y) ,
as1 =
1
2∆(2Dy + Cx −∆x) , as2 =
1
2∆(−2Bx − Cy −∆y) .
The system (3.33) is a system of the first and the second equations from the
system (3.32). After getting r, s (from (3.33)) we solve the third, the fourth,
and the fifth linear equations (3.32) with respect to p, q, z . By (3.3200) ,
we get initial functions p0, q0, z0 from r0, s0 .
4 Successful approximations
4.1 Iterative loop
Let
n
ω(x, y), ω = r, s, p, q, z, be known functions. Let
n+1
ω (x, y), ω = r, s, p, q, z, be a solution of the nonlinear Cauchy prob-
lem 
 (∂x +
n+1
ξ (ω)∂y)
n+1
ω = fω(x, y,
n
r,
n
s,
n
p,
n
q,
n
z),
n+1
ω (0, y) = ω0(y), ω = r, s, p, q, z.
(4.1)
The Cauchy problem (4.1) falls into four independent problems. The first
is a problem for a nonlinear system with respect to
n+1
r ,
n+1
s . Another are
three problems for independent linear equations with respect to p, q, z.
Before solving the nonlinear system we’ll get a priori bounds.
By definition, put
0
ω(x, y) = ω0(y), ω = r, s, p, q, z. (4.2)
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By (3.32), it follows that the vector-function ωx is defined by ω, ωy ,
ω = r, s, p, q, z . Suppose the existence of continuous functions ω, ωy, then
there exists a C1-solution of (3.32), (3.320) . Proof of the existence of
continuous vector-functions ω, ωy is a proof of uniform convergence of
{
n
ω}, {
n
ωy}, ω = r, s, p, q, z. The main part of this proof is uniform bounded-
ness of {
n
ω}, {
n
ωy}.
4.2 Uniform boundedness
Suppose vector-functions ρ, σ, pi, κ and functions r0, s0, p0, q0 are C1-smooth
and bounded, z0 ∈ C1(R) .
Consider functions fr, fs as right parts of (3.32). There are two kinds
of monomials. Some monomials contain generators p, q , another mono-
mials don’t contain generators p, q . So we distinguish coefficients ρ, σ
for the two cases by introducing the next two sets of indexes. By def-
inition, put Jrs = {0, 1, 2, 7, 8, 13} for the first case (no p, q ), and put
Jpq = {3, 4, 5, 6, 9, 10, 11, 12} for the second case ( p, q are).
By definition, put
U0 = max
ω=r,s
sup
y∈R
|ω0(y)| = const,
α1(x) = sup
(y,z,p,q)∈R4
j ∈ Jrs
a∈{ρ,σ}
|aj(x, y, z, p, q)|,
α2(x) = sup
(y,z,p,q)∈R4
j ∈ Jpq
a∈{ρ,σ}
|aj(x, y, z, p, q)|,
α3 = sup
(x,y,z,p,q)∈R5
j=0,1
a∈{pi,κ}
|aj(x, y, z, p, q)| = const.
(4.3)
Lemma 4.1. Suppose
|p0| ≤ 1 , |q0| ≤ 1 ,
U0 + 6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx ≤ 1 .
(4.4)
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Suppose there exists n ≥ 0 such that
|
n
ω (x, y)| ≤ 1 , ω = r, s ,
|
n
ω (x, y)| ≤ 1 + 2α3|x| , ω = p, q ,
|
n
z (x, y)| ≤ max
t∈[y−|x|, y+|x|]
|z0(t)|+ 2|x|+ 2α3x
2,
(4.5)
for ∀ (x, y) ∈ [0,+∞)× R . Suppose the existence of functions
n+1
ω , ω =
r, s, p, q, z . Then we have the same bounds (4.5) for the number n+ 1 .
Proof. By (4.2), (4.4), we obtain (4.5) for n = 0 . Suppose (4.5) holds
for some number n ; then we shall prove (4.5) for the number n+ 1 .
Consider right parts fω of the system (3.32). By (2.10), we obtain the
next estimations. For ω = r, s we have
|
n+1
ω (x, y)| ≤ |ω0|+
∫ x
0
|fω| dτ ≤
≤ U0 + 6
∫ +∞
0
α1(τ) dτ + 4
∫ +∞
0
α2(τ) |
n
p| dτ + 4
∫ +∞
0
α2(τ) |
n
q| dτ ≤
≤ U0 + 6
∫ +∞
0
α1(τ) dτ + 8
∫ +∞
0
α2(τ)(1 + 2α3τ) dτ ≤ 1 .
For ω = p, q, a = pi, κ we have
|
n+1
ω (x, y)| ≤ |ω0|+
∫ x
0
|fω| dτ ≤ 〈see (4.3) for α3〉
≤ 1 +
∫ x
0
(|a0|+ |a1|) dτ ≤ 1 + 2α3
∫ x
0
dτ ≤ 1 + 2α3 |x| .
For ω = z, taking into account |
n
r| ≤ 1, that is
n+1
gz (τ, x, y) ∈ [y − x+ τ, y + x− τ ] , we have
|
n+1
z (x, y)| ≤ |z0|+
∫ x
0
|
n
p +
n
q
n
r | dτ ≤ max
t∈[y−|x|, y+|x|]
|z0(t)|+
+
∫ x
0
2(1 + 2α3τ) dτ = max
t∈[y−|x|, y+|x|]
|z0(t)|+ 2|x|+ 2α3x
2 . ✷
Corollary. Suppose conditions (4.4) are satisfied; then
{
n
ω} , ω = r, s, p, q, z are uniformly bounded on the compactum
G(x¯, y¯) = {(x, y)| x ∈ [0, x¯], y ∈ [y¯ − x¯+ x, y¯ + x¯− x]} (4.6)
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for ∀ (x¯, y¯) ∈ [0,+∞)× R .
Proof. Consider any point (x, y) ∈ G(x¯, y¯) . By |
n
r| ≤ 1, |
n
s| ≤ 1 , so
that outgoing (from (x, y) ) characteristics are being inside the compactum
G(x¯, y¯) . Therefore, functions
n
ω, ω = r, s, p, q, z , are defined on the com-
pactum G(x¯, y¯) . By (4.5), we obtain uniform boundedness. ✷
4.3 Hyperbolicity in the restricted sence
Let the initial data r0, s0 be separated by some constant. More exactly,
∃ δ > 0 such that
inf
y∈R
r0(y)− sup
y∈R
s0(y) ≥ δ > 0 . (4.7)
Lemma 4.2. Suppose ∃ ε ∈ (0, δ] such that
6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx ≤
δ − ε
2
. (4.8)
Then for n = 0, 1, 2, . . .
inf
(x,y)∈R2
n
r (x, y)− sup
(x,y)∈R2
n
s (x, y) ≥ ε > 0. (4.9)
Proof. By (2.10), taking into account (4.3), (4.5), (4.8), we have
n+1
r (x, y) ≥ inf
y∈R
r0(y)−
(
6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx
)
≥
≥ inf
y∈R
r0(y)− δ − ε2 ,
n+1
s (x, y) ≤ sup
y∈R
s0(y) +
(
6
∫ +∞
−∞
α1(x)dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx
)
≤
≤ sup
y∈R
s0(y) + δ − ε2 .
Then, by (4.7),
inf
(x,y)∈R2
n+1
r (x, y)− sup
(x,y)∈R2
n+1
s (x, y) ≥ inf
y∈R
r0(y)− sup
y∈R
s0(y)− (δ − ε) ≥ ε . 
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4.4 Solvability of the iterative system
Lemma 4.3. There exists a C1-solution of (4.1) on the whole plain.
Proof. Consider the subsystem of two equations with respect to
n+1
r ,
n+1
s .
It is weakly nonlinear ([RYa], Chapter 1, § 10, Subsection 3). (For (2.8)
weak nonlinearity is ∂ξi/∂ui = 0 for all i .) By (4.5), the solution of this
system is bounded on the whole half-plane. By (4.9), the system is hyper-
bolic in the restricted sense. By the Rozhdestvensky—Sydorenko theorem
([RYa], Chapter 1, § 10, Subsection 3), first derivatives of functions
n+1
r ,
n+1
s aren’t infinite at finite x . Therefore, by the corollary of this theorem
([RYa], Chapter 1, § 10, Subsection 3), the subsystem of the first and the
second equations of (4.1) is solvable on the whole (half-)plane, that is, it has
a global C1-smooth solution.
Indeed, the problem (4.1) is solvable locally, i.e. in some neighborhood
of the axis x = 0 . We get this well-known fact, for example, from the ex-
istence theorem ([RYa], Chapter 1, § 8, Subsection 2), taking into account
Corollary of Lemma 4.1. Consider prolongation of the local solution. By
the Rozhdestvensky—Sydorenko theorem, a strong break is impossible. (A
strong break is an infinite first derivative at finite x .) In the proof of this the-
orem some majorant of the (modulus of the) classical solution is constructed.
So, before going to infinity, the solution (it is classical yet) must go outside
the majorant, but it is impossible.
Further, from studying weak breaks (finite jumps of first derivatives),
let a solution and its first derivatives be bounded, and let a weak break of a
hyperbolic quasilinear system be propagating along a characteristic; then the
weak break can’t arise or disappear ([RYa], Chapter 1, § 10, Subsection 1).
We have smooth initial functions, so weak breaks aren’t. Thus, there exists
a C1-smooth solution on the whole half-plane.
Another three equations of the system (4.1) are linear. Therefore, their
Cauchy problems (4.1) are C1-solvable on the whole half-plane. ✷
Lemma 4.4. Let
n+1
ω (x, y) be a solution of (4.1). Then for ∀ τ ∈ [0, x]
there exist characteristics of the problem (4.1).
Proof. By definition, characteristics are solutions of (2.9). For systems
d
dτ
ui = fi(τ, u1, . . . , un), i = 1, . . . , n
we have the next classical Cauchy theorem of the existence and uniqueness.
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Consider a closed domain
G¯ = {(τ, u1, . . . , un)| |τ − τ
0| ≤ a, |ui − u
0
i | ≤ b, i = 1, . . . , n.}
Suppose the next conditions hold in this domain:
1) functions fi are continuous;
2) |fi| ≤ A ;
3) functions fi are Lipschitz with respect to u1, . . . , un .
Then for ∀ τ such that |τ − τ o| ≤ min(a, b/A) there exists a unique solution
of the system with initial functions ui(τ
0) = u0 .
In our case, by uniform estimation (4.5), we have A = 1 . Further, a = x ,
and any big value of b could be chosen. Partial derivatives with respect to
u1, . . . , un are bounded in G¯ , because, by Lemma 4.3, right parts are a
classical solution of (4.1), so they belong to C1([0,+∞)× R) . Therefore,
there exist both characteristics for ∀ τ ∈ [0, x] . Thus we can integrate along
characteristics. ✷
5 Derivatives of successful approximations
The Rozhdestvensky—Sydorenko theorem ([RYa], Chapter 1, § 10, Subsec-
tion 3) was proved for an exact solution of a system of two equations. We
expand it to successful approximations for a system of five equations with
two different characteristics.
When we write (
n
u)y , we mean that the first operation is getting the n-th
successful approximation for u , and the second operation is differentiation
with respect to y . Not conversely.
Let G(x¯, y¯) be a compactum (4.6), ∀(x¯, y¯) ∈ [0,+∞)× R .
Lemma 5.1. There exists a function Φ(x) ∈ C0(R) such that
|(
n
ω)y(x, y)| ≤ Φ(x) (5.1)
for ω = r, s, p, q, z , ∀(x¯, y¯) ∈ G(x¯, y¯) , n = 0, 1, 2, . . .
Proof. By definition, put
n
gω(x, y0) =
n
gω(x, 0, y0) . Then
n
gω(x, y0) is a
solution of the Cauchy problem{
∂x
n
gω = ξ(
n
ω)(x,
n
gω),
n
gω(0, y0) = y0, ω = r, s, p, q, z.
(5.2)
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It means that the curve (x,
n
gω(x, y0)) is a characteristic that goes through
the point (0, y0) . The formula (2.10) is
n+1
ω (x,
n+1
gω (x, y0)) = ω
0(y0) +
∫ x
0
fω(τ,
n+1
gω (τ, y0),
n
Ω(τ,
n+1
gω (τ, y0))) dτ ,
where Ω = (ω) = (r, s, p, q, z) . By definition, put
n+1
ω¯ (x, y0) =
n+1
ω (x,
n+1
gω (x, y0)) . (5.3)
Then for ω = r, s, p, q, z we obtain
n+1
ω¯ (x,
n+1
gω (x, y0)) = ω
0(y0) +
∫ x
0
fω(τ,
n+1
gω (τ, y0),
n
Ω(τ,
n+1
gω (τ, y0))) dτ . (5.4)
Therefore,
n+1
ω¯ (x, y0) is a solution of the Cauchy problem
 ∂x
n+1
ω¯ = fω(x,
n+1
gω (x, y0),
n
Ω(x,
n+1
gω (x, y0))) ,
n+1
ω¯ (0, y0) = ω
0(y0), ω = r, s, p, q, z.
(5.5)
Differentiating (5.3) with respect to y0 , we get
∂y0
n+1
ω¯ (x, y0) = ∂y
n+1
ω¯ (x, y)
∣∣∣∣
y=
n+1
gω (x,y0)
∂y0
n+1
gω (x, y0) ,
therefore,
∂y
n+1
ω (x, y) = ∂y0
n+1
ω¯ (x, y0)∂y0
n+1
gω (x, y0) . (5.6)
Differentiating (5.2) with respect to y0 , we get
∂x
(
∂y0
n
gω(x, y0)
)
= ∂yξ(
n
ω)(x, y)
∣∣∣
y=
n
gω(x,y0)
∂y0
n
gω(x, y0) ,
that is
∂x ln
(
∂y0
n
gω(x, y0)
)
= ∂yξ(
n
ω)(x, y)
∣∣∣
y=
n
gω(x,y0)
, (5.7)
and the initial condition
(∂y0
n
gω)(0, y0) = 1 . (5.7
0)
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Let v(x, y) ∈ C1 be an arbitrary function. By definition, put(
d
dx
v
)
ω
= (∂x +
n+1
ξ (ω)∂y) v .
Subtracting from
(∂x +
n+1
r ∂y)
n+1
s = fs(x, y,
n
Ω)
the equality
(∂x +
n+1
s ∂y)
n+1
s =
(
d
dx
n+1
s
)
r
,
we get
∂y
n+1
s =
fs(x, y,
n
Ω)− ( ddx
n+1
s )r
n+1
r −
n+1
s
.
Transforming, we get
∂y
n+1
s =
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
fr(x, y,
n
Ω)−( ddx
n+1
s )
r
n+1
r −
n+1
s
=
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
( d
dx
n+1
r )
r
− ( d
dx
n+1
s )
r
n+1
r −
n+1
s
=
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
 
d
dx
 
n+1
r −
n+1
s
!!
r
n+1
r −
n+1
s
=
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
(
d
dx
ln
(
n+1
r −
n+1
s
))
r
.
(5.8)
By (5.7), we have((
∂x +
n+1
s ∂y
)
ln
∂y0
n+1
gr (x, y0)
n+1
r −
n+1
s
)∣∣∣∣∣
y=
n+1
gr (x,y0)
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
∣∣∣∣∣
y=
n+1
gr (x,y0)
.
By (2.10), integrating along a characteristic, and taking into account (5.70) ,
we get
∂y0
n+1
gr (x, y0) =
n+1
r −
n+1
s
r0 − s0
exp


∫ x
0
n
fs −
n
fr
n+1
r −
n+1
s
dτ

 . (5.9)
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Functions fω, ω = r, s, p, q, z , are continuously differentiable with respect
to r, s, p, q, z, x, y , and {
n
Ω} is uniformly bounded. Therefore, there exist a
constant a such that for ω = r, s, p, q, z, µ = r, s, p, q, z, x, y we have
|fω| ≤ a,
∣∣∣∣∂fω∂µ
∣∣∣∣ ≤ a. (5.10)
By (4.5), (4.9), (5.10), we get from (5.9) the following estimate:
1
ψ(x)
≤ ∂y0
n+1
gr (x, y) ≤ ψ(x) , (5.11)
where
ψ(x) = (2/ε) exp {2ax/ε} .
Estimates for ∂y0
n+1
gs (x, y0) we get analogously. Recall that there are two
characteristics only, therefore, for ω = r, s, p, q, z
n+1
gω (x, y0) is
n+1
gr (x, y0) or
n+1
gs (x, y0) . Thus, for ω = r, s, p, q, z , n = 1, 2, 3, . . . we obtain estimates
1
ψ(x)
≤ ∂y0
n+1
gω (x, y0) ≤ ψ(x) . (5.12)
We don’t need an estimation for n = 0 .
Differentiating (5.5) with respect to y0 , we get

∂x(∂y0
n+1
ω¯ ) =
∑
µ=r,s,p,q,z
∂fω
∂
n
µ
∂
n
µ
∂
n+1
gω
∂
n+1
gω
∂y0
+
∂fω
∂
n+1
gω
∂
n+1
gω
∂y0
,
∂y0
n+1
ω¯ (0, y0) = ω
0
y(y0) , ω = r, s, p, q, z .
(5.13)
By definition, put
V0 = max
ω=r,s,p,q,z
sup
y0∈G(x¯,y¯)|x=0
|ω0y(y0)| .
Taking into account (5.13), consider the majorant problem
d
dx
V = 5aψ2(x) V + aψ(x) , V (0) = V0 . (5.14)
By linearity, the Cauchy problem (5.14) is solvable on the whole compactum
G(x¯, y¯) .
28
Recall that ψ ≥ 1 and right parts of (5.14) are nonnegative. Therefore,
the initial approximation
0
ω satisfy to
|∂y
0
ω| ≤ ψ(x) V (x) , ω = r, s, p, q, z.
Suppose
|∂y
n
ω| ≤ ψ(x) V (x) , ω = r, s, p, q, z. (5.15)
By (5.10), (5.12), (5.15), we get∣∣∣∣∂y0n+1ω¯
∣∣∣∣ (5.13), (2.10)≤ |ω0y|+
+
∫ x
0
( ∑
µ=r,s,p,q,z
∣∣∣∣∂fω
∂
n
µ
∣∣∣∣
∣∣∣∣∣ ∂
n
µ
∂
n+1
gω
∣∣∣∣∣
∣∣∣∣∣∂
n+1
gω
∂y0
∣∣∣∣∣+
∣∣∣∣∣ ∂fω∂n+1gω
∣∣∣∣∣
∣∣∣∣∣∂
n+1
gω
∂y0
∣∣∣∣∣
)
dτ ≤
≤ V0 +
∫ x
0
(5aψ(τ)ψ(τ) V (τ) + aψ(τ)) dτ
(5.14)
= V (x) .
(5.16)
From (5.6), by estimates (5.12), (5.16), we get∣∣∣∂yn+1ω (x, y)∣∣∣ ≤ ψ(x) V (x) , ω = r, s, p, q, z.
Thus,
Φ(x) = ψ(x) V (x) . 
6 Existence and uniqueness of a solution
The uniqueness of a solution of the Cauchy problem (3.32), (3.320) follows
the uniqueness theorem ([RYa], Chapter 1, § 8, Subsection 2).
In this section, as far as in the Section 2, we consider the Cauchy problem
for the general system (2.8), (2.80) with respect to the unknown vector-
function u = (u1, . . . , um) . Suppose successive approximations {
n
u(x, y)}
and their derivatives {(
n
u)y(x, y)} are uniformly bounded on the compactum
(4.6) for an arbitrary point (x¯, y¯) ∈ [0,+∞)× R . All considerations are
being made over this compactum. We follow here the standard scheme of
the proof from [RYa], Chapter 1, § 8, Subsection 2. Also [Tun-dis] was used.
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Suppose ϕ(u) ∈ C1 . By definition, put ϕ˜(λ) = ϕ(u¯+ λ(u− u¯)), λ ∈ R .
By the Newton—Leibniz formula, we have [Tun-dis]
ϕ˜(1)− ϕ˜(0)=ϕ(u)−ϕ(u¯)=
∫ 1
0
ϕ˜λdλ =
∫ 1
0
(
m∑
j=1
∂ϕ
∂uj
(u¯+ λ(u− u¯))(uj − u¯j)
)
dλ.
Finally, we obtain
ϕ(u)− ϕ(u¯) =
m∑
j=1
(uj − u¯j)
∫ 1
0
∂ϕ
∂uj
(u¯+ λ(u− u¯)) dλ. (6.1)
6.1 Continuity of the solution
Lemma 6.1. The vector-function lim
n→∞
n
u(x, y) is continuous.
Proof. A sufficient condition on convergence of a functional sequence to a
continuous function is given by the classical theorem: elements of a sequence
must be continuous functions, and the sequence must be uniformly convergent.
Uniform convergence of the sequence {
n
u} follows uniform convergence of
the series
∞∑
n=0
(
n+1
u −
n
u)(x, y) .
Let
n+1
u ,
n
u be successful approximations. By (4.1), we have
(∂x + ξi(x, y,
n+1
u )∂y)
n+1
ui = fi(x, y,
n
u) ,
(∂x + ξi(x, y,
n+1
u )∂y)
n
ui + ξi(x, y,
n
u)
n
uiy = fi(x, y,
n−1
u ) + ξi(x, y,
n+1
u )
n
uiy ,
n+1
u (0, y) =
n
u(0, y) = u0(y) .
By subtracting, with respect to
n+1
u −
n
u we get the Cauchy problem

(∂x + ξi(x, y,
n+1
u )∂y)(
n+1
ui −
n
ui) = fi(x, y,
n
u)− fi(x, y,
n−1
u )−
−
n
uiy(ξi(x, y,
n+1
u )− ξi(x, y,
n
u)) ,
(
n+1
u −
n
u)(0, y) = 0 .
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By (6.1), with respect to
n+1
r =
n+1
u −
n
u we get

(∂x + ξi(x, y,
n+1
u )∂y)
n+1
ri =
=
m∑
j=1
n
rj
∫ 1
0
(
∂fi
∂uj
(x, y,
n−1
u +λ
n
r)−
n
uiy
∂ξi
∂uj
(x, y,
n
u+ λ
n+1
r )
)
dλ ,
n+1
r (0, y) = 0 .
By (2.10), we get
|
n+1
ri | ≤
∫ x
0
max
k
|
n
rk|
m∑
j=1
∫ 1
0
(∣∣∣∣ ∂fi∂uj
∣∣∣∣ + |nuiy|
∣∣∣∣ ∂ξi∂uj
∣∣∣∣
)
dλ dτ. (6.2)
From (3.32), taking into account C1-boundedness of vector-functions
ρ, σ, pi, κ and uniform boundedness of {
n
u} , we obtain uniform boundedness
of
∣∣∣∣ ∂fi∂uj
∣∣∣∣ .
∣∣∣∣ ∂ξi∂uj
∣∣∣∣ is 0 or 1 , and {nuyi} is uniformly bounded, therefore, we
have
m∑
j=1
∫ 1
0
(∣∣∣∣ ∂fi∂uj
∣∣∣∣+ |nuiy|
∣∣∣∣ ∂ξi∂uj
∣∣∣∣
)
dλ ≤ C ,
where C is some constant. So the left part is uniformly bounded. By
definition, put
Rn(x) = max
i
sup
(τ, y)∈[0,x]×R
|
n
ri(τ, y)|.
Then (6.2) is
Rn+1(x) ≤ C
∫ x
0
Rn(τ) dτ. (6.3)
By recursive applying (6.3), we have
Rn+1(x) ≤ max
τ∈[0,x]
R1(τ)
(Cx)n
n!
≤ max
τ∈[0,x¯]
R1(τ)
(Cx¯)n
n!
,
therefore, by the Weierstrass criterion, we obtain uniform convergence
of
∞∑
n=0
(
n+1
u −
n
u)(x, y) in [0, x¯]× R . Thus lim
n→∞
n
u(x, y) is continuous in
[0, x¯]× R. ✷
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6.2 Continuous differentiability of the solution
Lemma 6.2. The vector-function lim
n→∞
n
u(x, y) is continuously differentiable.
Proof. To prove continuity of lim
n→∞
(
n
u)y , we get the Arzela theorem. Uniform
boundedness of {
n
uy} is proved already. Now we shall prove equicontinuity
of {
n
uy} .
First, we shall prove equicontinuity of {
n
u}, {
n
g} . By (6.1), we have
n
u(x1, y1)−
n
u(x2, y2) = (x1 − x2)
∫ 1
0
n
ux(x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ+
+(y1 − y2)
∫ 1
0
n
uy(x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ.
From (4.1) and from uniform boundedness of {
n
u}, {
n
uy} , we get uniform
boundedness of {
n
ux} . Finally, we obtain equicontinuity of {
n
u} .
By (6.1), with respect to the vector-function
n
g(τ, x, y) , we have
n
g(τ, x1, y1)−
n
g(τ, x2, y2) =
= (x1 − x2)
∫ 1
0
n
gx(τ, x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ+
+ (y1 − y2)
∫ 1
0
n
gy(τ, x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ.
Uniform boundedness of {
n
gx}, {
n
gy} follows (2.11) and uniform boundedness
of {
n
u}, {
n
uy} (here ξyi = 0, ∂ξi/∂
n
uj is 0 or 1). Therefore,
|
n
gi(τ, x1, y1)−
n
gi(τ, x2, y2)| ≤ const (|x1 − x2|+ |y1 − y2|),
i.e. {
n
g} is equicontinuous.
Consider the function
n+1
uiy on the compactum G(x¯, y¯) :
n+1
uiy (x, y) = u
0
iy(
n+1
gi (0, x, y))+
+
∫ x
0
{
−
n+1
uiy
(
ξiy +
∑
j
∂ξi
∂
n+1
uj
·
n+1
ujy
)
+
(
fiy +
∑
j
∂fi
∂
n
uj
·
n
ujy
)}
(
τ,
n+1
gi (τ, x, y),
n
u(τ,
n+1
gi (τ, x, y))
)
dτ .
(6.4)
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Here ξiy = 0 , ∂ξi/∂
n+1
uj is 0 or 1 . {
n
u}, {
n
g} are equicontinuous, therefore
we have equicontinuity of
{u0iy(
n+1
gi (0, x, y))} ,{
fiy
(
τ,
n+1
gi (τ, x, y),
n
u(τ,
n+1
gi (τ, x, y))
)}
,{
∂fi
∂
n
uj
(
τ,
n+1
gi (τ, x, y),
n
u(τ,
n+1
gi (τ, x, y))
)}
.
We shall use the Cantor theorem: if a function is continuous on a compactum
from Rs , then the function is equicontinuous on this compactum. Taking
into account uniform boundedness of {
n
uy} and the Cantor theorem, we
obtain equicontinuity of right parts of (6.4), i.e. of {
n
uy} , on the compactum
G(x¯, y¯) .
We shall use the Arzela theorem: if a functional sequense is uniformly
bounded and equicontinuous on a compactum, then there exists a uniformly
convergent subsequence on the compactum. Therefore, there exists a uni-
formly convergent subsequence {
nk
uy} . By the theorem on termwise differen-
tiating of a functional sequence, the vector-function lim
k→∞
nk
u (x, y) is continu-
ously differentiable with respect to y , and
∂y lim
k→∞
nk
u = lim
k→∞
nk
uy. (6.5)
Taking into account the previously proved uniform convergence of {
n
u} , we
have
lim
k→∞
nk
u = lim
n→∞
n
u. (6.6)
By (6.6), we get from (6.5) the next rule for differentiating the vector-function
lim
n→∞
n
u with respect to y :
∂y lim
n→∞
n
u = lim
k→∞
nk
uy. (6.7)
Vector-functions
nk
uy are continuous, therefore the vector-function ∂y lim
n→∞
n
u
is continuous.
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By passage to the limit, we get from (4.1) the next rule for differentiating
the vector-function lim
n→∞
n
u(x, y) with respect to x :
∂x lim
n→∞
n
ui(x, y) = fi(x, y, lim
n→∞
n
u)− ξi(x, y, lim
n→∞
n
u)(∂y lim
n→∞
n
ui). (6.8)
By continuity of vector-functions f, ξ, lim
n→∞
n
u, ∂y lim
n→∞
n
u , we get continuity
of the derivative with respect to x .
Now we proved that lim
n→∞
n
u(x, y) ∈ C1(G(x¯, y¯)) .
Put the limit function into the Cauchy problem (2.8), (2.80) . Taking
into account (6.8), we see that the limit function is a solution of the Cauchy
problem.
It remains to note that for ∀ (x, y) ∈ [0,+∞)× R we can get some com-
pactum G(x¯, y¯) ∋ (x, y) . Consider an intersection of two such compact sets.
Initial approximations are coincide in the intersection, and they are equal to
the initial approximation for the half-plane [0,+∞)× R . Therefore, limit
functions are coincide too, so they are restrictions of the limit function for
the half-plane [0,+∞)× R .
The Arzela theorem is a pure existence theorem. Note that we use the
Arzela theorem in the proof, but we don’t use this theorem for constructing
the solution. ✷
7 The main result
7.1 Theorem of the existence and the uniqueness
If (4.4), (4.7), (4.8) are satisfied, then there exists a unique C1-solution of
(3.32), (3.320) in the half-plane x ≥ 0 . It was proved above. Now we formu-
late conditions on coefficients of the equation (3.1) and on initial functions.
Under these conditions the inequalities (4.4), (4.7), (4.8) are satisfied.
Let M1,M2 be arbitrary positive constants, and let ε, δ be constants
under conditions
0 < ε ≤ δ, (δ − ε)/2 < 1 ; (7.1)
here η(x) ∈ C0(R) is an arbitrary nonnegative function.
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By definition, put
N1 = max{M1,
1
2
M2(4M1 + 9M
2
1 )},
N2 =M1M2 ,
η˜(x) = 1
1 + 2M1|x|
η(x) .
(7.2)
Suppose
1) A,B,C,D ∈ C2(R5) ;
2) z0 ∈ C3(R), p0 ∈ C2(R);
3) |a| ≤M1, 1/∆ ≤M2 ,∣∣∣ ∂a∂ω
∣∣∣ ≤M1η(x) , ∣∣∣∂a∂z
∣∣∣ ≤M1η˜(x) ,
a = B,C,D,∆, ω = x, y, p, q;
4) (6N1 + 8N2)
∫ +∞
−∞
η(x) dx ≤ (δ − ε)/2 ;
5) |r0|, |s0| ≤ 1− (δ − ε)/2 , |z0y |, |p
0| ≤ 1 ;
6) inf
y∈R
r0(y)− sup
y∈R
s0(y) ≥ δ > 0 .
(7.3)
Theorem 7.1. Under conditions (7.3) there exists a unique C3-smooth
solution of the Cauchy problem (3.1), (3.3).
Proof. First, we shall prove that conditions (4.4), (4.7), (4.8) (and con-
ditions before them in the beginning of Subsection 4.2) follow conditions
(7.3).
In conditions (4.4) we suppose C1-smoothness and boundedness of r0, s0 .
Now we shall prove that the condition r0, s0 ∈ C1 follows (7.3). From the
first and the second equations of (3.320) , we have
r0(y)− s0(y) =
∆(0, y, z0(y), p0(y), z0y(y))
z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y))
,
hence,
z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)) =
∆(0, y, z0(y), p0(y), z0y(y))
r0(y)− s0(y)
.
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Therefore, by (7.3), point 6), and by the condition 1/∆ ≤M2 from (7.3),
point 3), we get
z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)) 6= 0.
Then, by (3.320) and by (7.3), points 1), 2), we get r0, s0 ∈ C1 . By
(7.3), point 5), we have boundedness of r0, s0 .
The conditions (4.4) are formulated under assumptions of C1-smoothness
and boundedness of p0, q0 . By (3.320) , we have q0 = z0y . By (7.3), point 2),
we get C1-smoothness of p0, q0 . By (7.3), point 5), we have boundedness of
p0, q0 .
Further, the conditions (4.4) are formulated under assumptions of
C1-smoothness and boundedness of vector-functions ρ, σ, pi, κ . By (3.32),
these vector-functions depend on 1/∆ and on first derivatives of B,C,D,∆.
By (7.3), point 3), 1/∆ is bounded away from zero by some positive con-
stant. Then, by (7.3), point 1), from C2-smoothness of A,B,C,D , we have
C1-smoothness of vector-functions ρ, σ, pi, κ . By (7.3), point 3), we have
boundedness of vector-functions ρ, σ, pi, κ .
By (7.3), point 3), we obtain
|ρi|, |σi| ≤M1η , i = 0, 13;
|ρi|, |σi| ≤
1
2
M2(4M1 + 9M
2
1 )η , i = 1, 2, 7, 8;
|ρi|, |σi| ≤M1M2η˜ , i = 3, 4, 5, 6, 9, 10, 11, 12;
|pii|, |κi| ≤ M1 , i = 0, 1;
Hence, by (4.3), (7.2), we have
α1(x) ≤ max{M1,
1
2
M2(4M1 + 9M
2
1 )}η(x) = N1η(x) ,
α2(x) ≤ M1M2η˜(x) = N2η˜(x) ,
α3 ≤M1 .
(7.4)
Then, by points 4), 5) of (7.3), we satisfy the second inequality (4.4):
U0 + 6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|) α2(x) dx ≤
≤ U0 + (6N1 + 8N2)
∫ +∞
−∞
η(x) dx ≤ (1− (δ − ε)/2) + (δ − ε)/2 = 1 .
36
The first inequality (4.4) follows (7.3), point 5). (4.7) is (7.3), point 6).
Taking into account (7.2) and (7.4), we see that (4.8) is (7.3), point 4).
Thus, (4.4), (4.7), (4.8) follows (7.3). By (4.4), (4.7), (4.8), there exists
a unique C1-solution of (3.32), (3.320) in the half-plane x ≥ 0 .
In the half-plane x ≤ 0 a solution is constructed analogously. By the
same initial functions, we obtain C1-smoothness of a solution on the whole
plain.
By 1/∆ ≤M2 (it is (7.3), point 3)), we have ∆ > 0. By Theorem 3.2, it is
sufficient for corresponding a C1-solution of (3.32), (3.320) to a C3-solution
of (3.1), (3.3). 
Example 7.1. Conditions (7.3) define nonempty
set of coefficients and initial data. Indeed, we take
A = 1/16, B = 1/2, C = 0, D = 0, z0 = 1, p0 = 1. Then, by (3.2),
we have ∆2 = 4A, so ∆ = 1/2. (3.320) is r0, s0 = (C ±∆)/2B, therefore,
r0, s0 = ±1/8. Thus, constants M1 = 1/2, M2 = 2 , δ = 1/4, ε = 1/4
and functions η(x) = 0, η˜(x) = 0 satisfy (7.3). Constants N1, N2 are
defined by (7.2). ✷
Example 7.2. Equations with constant coefficients. (3.32) is reduced to
its independent subsystem (3.33):
(∂x + s ∂y) r = 0 ,
(∂x + r ∂y) s = 0 .
For this system conditions (7.3) are conditions on initial functions r0, s0 . We
get r, s by solving this Cauchy problem, and then we solve linear equations
(3.32) with respect to p, q, z . By (3.3200) , initial functions p0, q0, z0 are
functions of r0, s0 . ✷
7.2 Initial conditions
We set some sufficient conditions such that conditions on initial functions in
(7.3) are satisfied.
Let
m1 ≥ 0, m2 ≥ 0, L1 > 0, L2 > 0, L3 > 0
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be arbitrary constants. By definition, put constants
m3 =
m1
L1 −m1
(1 + L3 +
m2
2L1
) + m22L1
,
m4 =
m1(2 + L3)
L1 −m1
+ m2
2(L1 −m1)
,
L4 =
1
2M2L2
,
(7.5)
where M2 is the constant from (7.3), point 3).
Suppose
1) z0 ∈ C3(R), p0 ∈ C2(R) ; 6) |C| ≤ m2 ;
2) |z0y | ≤ 1, |p
0| ≤ 1 ; 7)
|∆|
2L1
≤ L3 ;
3) |z0yy| ≤ m1, |p
0
y| ≤ m1 ; 8) L3 +m3 ≤ 1−
δ − ε
2 ;
4) 0 < L1 ≤ B ≤ L2 ; 9) L4 −m4 ≥ δ/2 > 0 .
5) L1 −m1 > 0 ;
(7.6)
Theorem 7.2. Suppose coefficients A,B,C,D of the equation (3.1)
satisfy (7.3), and, moreover, conditions (7.6) are satisfied. Then z0, p0 , and
functions r0, s0 as functions of z0, p0 (see (3.320) ) satisfy (7.3).
Proof. (7.3), point 2) follows (7.6), point 1). (7.3), point 5) for functions
z0y , p
0 is (7.6), point 2).
Now we shall prove that for r0, s0 the condition (7.3), point 5) is satisfied.
We have
C ±∆− 2p0y
2(z0yy +B)
−
C ±∆
2B
=
(C ±∆)B − 2p0yB − (C ±∆)(z
0
yy +B)
2(z0yy +B)B
=
=
−2p0yB − (C ±∆)z
0
yy
2(z0yy +B)B
= −
p0y
z0yy +B
−
(C ±∆)z0yy
2(z0yy +B)B
,
therefore,
C ±∆− 2p0y
2(z0yy +B)
=
C ±∆
2B
−
p0y
z0yy +B
−
(C ±∆)z0yy
2(z0yy +B)B
. (7.7)
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By definition, put the index ω = r, s. By (3.320) , (7.7), we get
|ω0| =
∣∣∣∣C ±∆− 2p0y2(z0yy +B)
∣∣∣∣ ≤ |C|+ |∆|2|B| + |p
0
y|
|z0yy +B|
+
(|C|+ |∆|)|z0yy|
2|z0yy +B| · |B|
≤
(7.6), p. 3)−6)
≤
|∆|+m2
2L1
+
1
L1 −m1
(
m1 +
m1(|∆|+m2)
2L1
)
=
=
|∆|
2L1
+
m2
2L1
+
m1
L1 −m1
(
1 +
|∆|
2L1
+
m2
2L1
)
(7.6), p. 7)
≤
≤ L3 +
m2
2L1
+
m1
L1 −m1
(
1 + L3 +
m2
2L1
)
(7.5)
= L3 +m3
(7.6), p. 8)
≤ 1−
δ − ε
2
.
Now we shall prove that (7.3), point 6) is satisfied. We have
C ±∆− 2p0y
2(z0yy +B)
−
±∆
2B
=
(C ±∆)B − 2p0yB − (±∆)(z
0
yy +B)
2(z0yy +B)B
=
=
CB − 2p0yB − (±∆)z
0
yy
2(z0yy + B)B
=
C − 2p0y
2(z0yy +B)
−
(±∆)
2B
·
z0yy
z0yy +B
,
therefore,
C ±∆− 2p0y
2(z0yy +B)
=
±∆
2B
−
(±∆)
2B
·
z0yy
z0yy +B
+
C − 2p0y
2(z0yy +B)
. (7.8)
By definition, put the index ω = r, s . By (3.320) , (7.8), we get
|ω0| =
∣∣∣∣C ±∆− 2p0y2(z0yy +B)
∣∣∣∣ ≥
≥ inf
∣∣∣∣±∆2B
∣∣∣∣− sup
∣∣∣∣±∆2B · z
0
yy
z0yy +B
∣∣∣∣− sup
∣∣∣∣ C − 2p0y2(z0yy +B)
∣∣∣∣ (7.6), p. 4)≥
(7.3), p. 3)
≥
1
M2
·
1
2L2
− sup
∣∣∣∣±∆2B · z
0
yy
z0yy +B
∣∣∣∣− sup
∣∣∣∣ C − 2p0y2(z0yy +B)
∣∣∣∣ ≥
(7.6), p. 3),5),7)
≥
1
M2
·
1
2L2
− L3 ·
m1
L1 −m1
−
m2 + 2m1
2(L1 −m1)
(7.5)
≥
≥ L4 −m4
(7.6), p. 9)
≥ δ/2 > 0 .
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The sign of ω0 is defined by its principal part ±∆/2B, hence, r0 and s0
have different signs. Moreover, from B > 0 ((7.6), point 4)) and from ∆ > 0
((7.3), point 3)), we get r0 > 0, s0 < 0 . Then, from the proved estimate
|ω0| ≥ δ/2 , we obtain inf
y∈R
r0(y)− sup
y∈R
s0(y) ≥ δ > 0 . ✷
Example 7.3. Conditions (7.6) are satisfied by coefficients and initial
functions of Example 7.1. In this case, we have M2 = 2 , mi = 0 , Li = 1/2 ,
i = 1, 2, 3, 4 . Setting small perturbations of coefficients and of initial func-
tions from Example 7.1, we obtain an example of an equation with noncon-
stant coefficients, dependent on x, y, z, zx, zy , and with nonconstant initial
functions. ✷
8 Supplement. Contact approach
8.1 A contact transformation can transform a classical
solution into a solution which is singular at each
point
Consider the next example. The author is grateful to V. V. Lychagin [Ly75],
[Ly79] and to L. V. Zilbergleit for acquainting foundations on this theme.
Example 8.1. Consider the J1(R2) space with coordinates x, y, z, p, q .
Here x, y mean independent variables, z means an unknown function
z(x, y) , and p, q mean first derivatives zx, zy respectively. There exists the
Λ2J1(R2) space over J1(R2) .
Assuming p = fx , q = fy , where f(x, y) is some function over R
2 , we
have
dx ∧ dq + dy ∧ dp = dx ∧ d(fy) + dy ∧ d(fx) = dx ∧ (fxy dx+ fyy dy)+
+dy ∧ (fxx dx+ fxy dy) = fxy dx ∧ dx+ fyy dx ∧ dy + fxx dy ∧ dx+
+fxy dy ∧ dy = fyy dx ∧ dy − fxx dx ∧ dy = (fyy − fxx) dx ∧ dy
and
dp ∧ dq + dx ∧ dy = d(fx) ∧ d(fy) + dx ∧ dy = (fxx dx+ fxy dy) ∧ (fxy dx+
+fyy dy) + dx ∧ dy = fxxfxy dx ∧ dx+ fxxfyy dx ∧ dy + fxyfxy dy ∧ dx+
+fxyfyy dy ∧ dy + dx ∧ dy =
(
fxxfyy − (fxy)
2) dx ∧ dy + dx ∧ dy =
= (hess f + 1) dx ∧ dy .
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The next formulae for exterior forms [Bour] were used:
ω1 ∧ (ω2 + ω3) = ω1 ∧ ω2 + ω1 ∧ ω3 ,
aω1 ∧ ω2 = ω1 ∧ aω2 = a(ω1 ∧ ω2) ,
ω ∧ ω = 0 ,
where ω, ω1, ω2, ω3 are exterior forms, a is a constant.
Therefore, to each form
dx ∧ dq + dy ∧ dp
from Λ2J1(R2) we assign the form
(fyy − fxx) dx ∧ dy
from Λ2(R2) , or a linear wave equation, and to each form
dp ∧ dq + dx ∧ dy
from Λ2J1(R2) we assign the form
(hess f + 1) dx ∧ dy
from Λ2(R2) , or a simple Monge–Ampere equation.
Consider the Ampere transformation
x¯ = −p, y¯ = y, z¯ = z − p x, p¯ = x, q¯ = q.
It is a contact transformation, i.e. it conserves the form dz − p dx− q dy .
Namely,
dz¯ − p¯ dx¯− q¯ dy¯ = d(z − p x)− x d(−p)− q dy =
= dz − dp x− p dx+ x dp− q dy = dz − p dx− q dy .
The Ampere transformation takes the Monge–Ampere equation hess z = −1
to the linear wave equation zxx − zyy = 0 , because
dp¯∧dq¯+dx¯∧dy¯ = dx∧dq+d(−p)∧dy = dx∧dq−dp∧dy = dx∧dq+dy∧dp .
The Ampere transformation takes the classical solution z = xy of the equa-
tion hess z = −1 , which is a 2-dimensional integral variety (u, v, uv, v, u) ,
to the integral variety (−v, v, 0, u, u) , which is a multivalued solution of the
wave equation zxx − zyy = 0 . The projecting map from R
5 to R2 = (x, y)
takes the 2-dimensional integral variety (−v, v, 0, u, u) to the 1-dimensional
line (−v, v) , which isn’t a 2-dimensional domain. So the 2-dimensional in-
tegral variety (−v, v, 0, u, u) at any its point couldn’t be used as a classical
solution of the wave equation. 
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èïåðáîëè÷åñêîå óðàâíåíèå Ìîíæà-Àìïåðà: êëàññè÷åñêèå
ðåøåíèÿ íà âñåé ïëîñêîñòè
Àííîòàöèÿ
Íà ïëîñêîñòè R
2 = (x, y) ðàññìàòðèâàåòñÿ çàäà÷à Êîøè äëÿ ãè-
ïåðáîëè÷åñêîãî óðàâíåíèÿ Ìîíæà-Àìïåðà{
A+Bzxx + Czxy +Dzyy + hess z = 0 ,
z(0, y) = z0(y), zx(0, y) = p
0(y), y ∈ R .
Çäåñü hess z = zxxzyy − z
2
xy , êîýèöèåíòû A,B,C,D çàâèñÿò îò
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1 Ââåäåíèå
Ýòà èçâåñòíàÿ çàäà÷à áûëà ïîñòàâëåíà àâòîðó Å. Â. Øèêèíûì. Ïåðâàÿ
ïóáëèêàöèÿ ñäåëàíà â [Áð℄ (ïîëó÷åíî ðåäàêöèåé â åâðàëå 1998). Àâòîð
áëàãîäàðåí Ä. Â. Òóíèöêîìó, îáíàðóæèâøåìó âåñüìà òîíêóþ (íåïðèí-
öèïèàëüíóþ) îøèáêó. Íèæå ïóáëèêóåòñÿ ïîëíûé òåêñò èñïðàâëåííîãî
äîêàçàòåëüñòâà: çàìåíåí ìåòîä ïîñëåäîâàòåëüíûõ ïðèáëèæåíèé. Ýòà çà-
ìåíà íà ðåçóëüòàò íå âëèÿåò. Ïîëüçóÿñü ñëó÷àåì, àâòîð ðàñøèðèë è äî-
ïîëíèë ðåçóëüòàò.
Èñïîëüçóåòñÿ ñâåäåíèå ê ñèñòåìå ïÿòè óðàâíåíèé â ðèìàíîâûõ èí-
âàðèàíòàõ [Òóí℄. Òåîðèÿ ãèïåðáîëè÷åñêèõ ñèñòåì âåñüìà ïîïóëÿðíà äëÿ
ñëó÷àÿ, êîãäà ñîáñòâåííûå çíà÷åíèÿ ñèñòåìû îòäåëèìû (íàïðèìåð, ðàç-
äåëåíû êîíñòàíòàìè). Â ñëó÷àå óðàâíåíèÿ Ìîíæà-Àìïåðà ñîáñòâåííûå
çíà÷åíèÿ ñîâïàäàþò ñ ðåøåíèåì ñèñòåìû, ò.å. îíè íåèçâåñòíû è èõ òðå-
áóåòñÿ íàéòè.
Ñóòü ïðîáëåìû ñîðìóëèðîâàë â ïðèíñòîíñêèõ ëåêöèÿõ (1953)
Æ. Ëåðå ([Ëåðå℄, ãë. IX): "Óäàåòñÿ äîêàçàòü òîëüêî ëîêàëüíóþ òåîðåìó
ñóùåñòâîâàíèÿ. . . Îíà ïîêàçûâàåò, ÷òî äëÿ ãèïåðáîëè÷åñêèõ óðàâíåíèé
ñóùåñòâîâàíèå ðåøåíèé â öåëîì çàâèñèò îò ïîëó÷åíèÿ àïðèîðíûõ îöåíîê
äëÿ èõ ïðîèçâîäíûõ".
Ïîñòðîåíèå êëàññè÷åñêèõ ðåøåíèé íà âñåé ïëîñêîñòè  îñîáûé âèä
ñïîðòà. Åñëè â çàäàííîé îáëàñòè ðåøåíèå èìååò îñîáåííîñòè, òî èõ çàìå-
íîé ïåðåìåííûõ ìîæíî âûâåñòè çà ïðåäåëû îáëàñòè. Ê ýòîìó ñâîäÿòñÿ
2
ìíîãèå ðàáîòû. Íî åñëè çàäàííàÿ îáëàñòü  âñÿ ïëîñêîñòü, òî âûâîäèòü
ñèíãóëÿðíîñòè íåêóäà. Ìû ïîëó÷àåì êà÷åñòâåííî èíóþ çàäà÷ó.
Åùå Á. èìàí ïîêàçàë, ÷òî íåêàÿ êîíêðåòíàÿ ãèïåðáîëè÷åñêàÿ ñè-
ñòåìà [ßí℄ ðåãóëÿðíûõ ðåøåíèé íà âñåé ïëîñêîñòè íå èìååò. Êëàññ ñëàáî
íåëèíåéíûõ ñèñòåì
(∂x + ξ1(u2)∂y) u1 = 0,
(∂x + ξ2(u1)∂y) u2 = 0
(èìååòñÿ â âèäó ∂ξi/∂ui = 0, i = 1, 2 ) êàê ñèñòåì, èìåþùèõ ðåãóëÿðíûå
ðåøåíèÿ íà âñåé ïëîñêîñòè, ââåë â 1955 ã. Í. Í. ßíåíêî [ßí℄. àññìîò-
ðåíèå ñèñòåì äâóõ óðàâíåíèé â èíâàðèàíòàõ ñ íåíóëåâîé ïðàâîé ÷àñòüþ
áûëî ïðîâåäåíî â 1967 ã. Á. Ë. îæäåñòâåíñêèì è À. Ä. Ñèäîðåíêî ([ß℄,
ãë. 1, § 10, ï. 3). Ïîäõîäÿùèì îêàçàëñÿ êëàññ (ñëàáî íåëèíåéíûõ) ñèñòåì,
ãèïåðáîëè÷åñêèõ â óçêîì ñìûñëå, ò.å. ñèñòåì ñ îòäåëèìûìè ñîáñòâåííû-
ìè çíà÷åíèÿìè. Òàêèì îáðàçîì, òåîðåìà îæäåñòâåíñêîãî-Ñèäîðåíêî ïå-
ðåâîäèò ïðîáëåìó àïðèîðíîé îöåíêè ïðîèçâîäíûõ â ïðîáëåìó àïðèîðíîé
îöåíêè îòäåëèìîñòè ñîáñòâåííûõ çíà÷åíèé ( ξ1 6= ξ2 íà âñåé ïëîñêîñòè).
Ïðèâåäåì ïðèìåð. èïåðáîëè÷åñêîå óðàâíåíèå Ìîíæà-Àìïåðà ñ êî-
ýèöèåíòàìè, çàâèñÿùèìè òîëüêî îò x, y , ñâîäèòñÿ ê ñèñòåìå
(∂x + u2∂y)u1 = (u1 − u2) a1(x, y, u1),
(∂x + u1∂y)u2 = (u1 − u2) a2(x, y, u2).
Âû÷òåì èç ïåðâîãî óðàâíåíèÿ âòîðîå, ðàçäåëèì íà u1−u2 è, èíòåãðèðóÿ
âäîëü õàðàêòåðèñòèêè, ïîëó÷èì ðàâåíñòâî
(u1 − u2)(x, y) = (u
0
1(y)− u
0
2(y)) exp
{∫ x
0
(a1 − a2 − u2y) dτ
}
.
Èç íåãî ñëåäóåò, ÷òî åñëè u01(y) 6= u
0
2(y) äëÿ ∀ y ∈ R, à u1, u2, u2y íå
óõîäÿò â áåñêîíå÷íîñòü íè â êàêîé êîíå÷íîé òî÷êå, òî u1 − u2 6= 0 â ëþ-
áîé êîíå÷íîé òî÷êå. Ïîïðîñòó ãîâîðÿ, çäåñü ìû èìååì ýêâèâàëåíòíîñòü
àïðèîðíûõ îöåíîê äëÿ ïðîèçâîäíûõ è äëÿ u1, u2, u1 − u2 , ãäå óñëîâèå
u1 − u2 6= 0  ýòî óñëîâèå ξ1 6= ξ2 .
Ïîäõîä àâòîðà: àâòîð âîëåâûì îáðàçîì çàäàåò àïðèîðíóþ îöåíêó äëÿ
u1, u2, u1 − u2 . Ìûøëåíèå â ýòîì íàïðàâëåíèè áûëî áëîêèðîâàíî.
Óïîìÿíåì ðàáîòû ×àí-Øåí Õîíà (Jia-Xing Hong) [Õîí-93℄, [Õîí-95℄,
î êîòîðûõ àâòîð óçíàë â 2002 ã. â Ïåêèíå. Ñòàòüþ [Õîí-95℄ î ãëîáàëüíûõ
êëàññè÷åñêèõ ðåøåíèÿõ óðàâíåíèÿ
hess z = −k2(x, y)
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àâòîð íå ñìîã ïîíÿòü, à ñòàòüþ [Õîí-93℄, êîòîðóþ ìîæíî ðàññìàòðèâàòü,
â ÷àñòíîñòè, êàê ðåøåíèå óðàâíåíèÿ
hess z = −k2(x, y)(1 + z2x + z
2
y)
2,
íå ñìîã äîñòàòü.
2 Ñèñòåìû â ðèìàíîâûõ èíâàðèàíòàõ
2.1 Îäíî ìîäåëüíîå óðàâíåíèå
Ïóñòü èìååòñÿ ïëîñêîñòü R
2 = (x, y) , è ïóñòü u(x, y)  íåèçâåñòíàÿ
óíêöèÿ. àññìîòðèì íà ïðèìåðå óðàâíåíèÿ
(∂x + ξ(x, y)∂y)u(x, y) = f(x, y) (2.1)
îñíîâíûå ïîíÿòèÿ õàðàêòåðèñòèêè è èíòåãðèðîâàíèÿ âäîëü õàðàêòåðè-
ñòèêè ([ß℄, ãë. 1). Ïóñòü ξ, f ∈ C1(R2).
Îïðåäåëåíèå. Êðèâàÿ íà ïëîñêîñòè (x, y), çàäàâàåìàÿ óðàâíåíèÿìè
x = τ, y = g(τ, x, y),
ãäå óíêöèÿ g(τ, x, y)  ðåøåíèå çàäà÷è Êîøè{
∂τg = ξ(τ, g(τ, x, y)),
g(x, x, y) = y,
(2.2)
íàçûâàåòñÿ õàðàêòåðèñòèêîé óðàâíåíèÿ (2.1).
Ëåììà 2.1.
(∂x + ξ∂y) g = 0. (2.3)
Äîêàçàòåëüñòâî. Ïðåäïîëîæèì, ÷òî óíêöèè gx, gy ñóùåñòâóþò, è
íàéäåì èõ ÿâíûé âèä, ñëåäóÿ [Ïîç℄. Ïðîäèåðåíöèðóåì ñîîòíîøåíèå
(2.2) ïî x :
∂τ∂xg = (∂ξ/∂g)(τ, g) ∂xg. (2.4)
Ïîëó÷àåì ëèíåéíîå îáûêíîâåííîå äèåðåíöèàëüíîå óðàâíåíèå îòíîñè-
òåëüíî ∂xg. Íà÷àëüíîå óñëîâèå äëÿ íåãî ïîëó÷àåì äèåðåíöèðîâàíèåì
íà÷àëüíîãî óñëîâèÿ (2.2) :
∂xg(x, x, y) = 0,
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ò.å.
∂τg(τ, x, y)|τ=x + ∂xg(τ, x, y)|τ=x = 0,
îòêóäà, ñ ó÷åòîì (2.2),
∂xg(τ, x, y)|τ=x = −ξ(x, y). (2.4
0)
åøàÿ çàäà÷ó Êîøè (2.4), (2.40) , ïîëó÷àåì:
∂xg(τ, x, y) = −ξ(x, y) exp
{∫ τ
x
∂ξ
∂g
(t, g(t, x, y)) dt
}
. (2.5)
Àíàëîãè÷íî, ðåøàÿ çàäà÷ó Êîøè äëÿ óíêöèè ∂yg{
∂τ∂yg =
∂ξ
∂g
(τ, g)∂yg,
∂yg(τ, x, y)|τ=x = 1,
èìååì
∂yg(τ, x, y) = exp
{∫ τ
x
∂ξ
∂g
(t, g(t, x, y)) dt
}
. (2.6)
Èç îðìóë (2.5), (2.6) ñëåäóåò (2.3). 
Ïîñòàâèì äëÿ óðàâíåíèÿ (2.1) çàäà÷ó Êîøè, çàäàâ íà÷àëüíîå óñëîâèå
íà îñè Oy :
u(0, y) = u0(y), (2.10)
ãäå u0 ∈ C1(R1).
Çàäà÷à (2.1), (2.10) êîððåêòíà [ß℄. Áóäåì ðåøàòü åå â ïîëóïëîñ-
êîñòè x ≥ 0 (ïîñòðîåíèå ðåøåíèÿ â ïîëóïëîñêîñòè x ≤ 0 ïðîâîäèòñÿ
àíàëîãè÷íî).
Ëåììà 2.2. åøåíèå çàäà÷è (2.1), (2.10) çàäàåòñÿ îðìóëîé
u(x, y) = u0(g(0, x, y)) +
∫ x
0
f(τ, g(τ, x, y))dτ. (2.7)
Äîêàçàòåëüñòâî. Óñëîâèå (2.10) âûïîëíåíî:
u(0, y) = uo(g(0, 0, y)) = u0(y)
â ñèëó íà÷àëüíîãî óñëîâèÿ (2.2). Ïðè äèåðåíöèðîâàíèè ñîîòíîøåíèÿ
(2.7) âîñïîëüçóåìñÿ îðìóëîé äëÿ äèåðåíöèðîâàíèÿ èíòåãðàëà, çàâè-
ñÿùåãî îò ïàðàìåòðà:
∂x
∫ x
0
ϕ(τ, x)dτ =
∫ x
0
∂xϕ(τ, x)dτ + ϕ(x, x).
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Èìååì:
(∂x + ξ∂y) u = u
0
t (t)
∣∣
t=g(0,x,y)
(∂x + ξ∂y) g(0, x, y)+
+
∫ x
0
∂f
∂g
(τ, g(τ, x, y)) (∂x + ξ∂y) g(τ, x, y)dτ + f(x, g(x, x, y)).
Èç ëåììû 2.1 è íà÷àëüíîãî óñëîâèÿ (2.2) ñëåäóåò, ÷òî
(∂x + ξ∂y) u(x, y) = f(x, y). 
Ïðîöåäóðà ïîëó÷åíèÿ ðåøåíèÿ çàäà÷è (2.1), (2.10) ïðè ïîìîùè îð-
ìóëû (2.7) íàçûâàåòñÿ èíòåãðèðîâàíèåì óðàâíåíèÿ (2.1) âäîëü õàðàêòå-
ðèñòèêè.
2.2 Ñèñòåìà â ðèìàíîâûõ èíâàðèàíòàõ
àçâèòàÿ âûøå òåîðèÿ ðàáîòàåò è â áîëåå îáùåì ñëó÷àå. Ïóñòü èìåþòñÿ
âåêòîð-óíêöèè
u = (u1, . . . , um), ui = ui(x, y) ∈ C
1(R2),
ξ = (ξ1, . . . , ξm), ξi = ξi(x, y, u) ∈ C
1(R2),
f = (f1, . . . , fm), fi = fi(x, y, u) ∈ C
1(R2), i = 1, . . . , m.
Îïðåäåëåíèå. Ñèñòåìà âèäà
(∂x + ξi(x, y, u)∂y)ui(x, y) = fi(x, y, u), i = 1, . . . , m, (2.8)
íàçûâàåòñÿ ñèñòåìîé â ðèìàíîâûõ èíâàðèàíòàõ [ß℄.
Ïîñòàâèì äëÿ ñèñòåìû (2.8) çàäà÷ó Êîøè, çàäàâ íà îñè Oy íà÷àëüíûå
óñëîâèÿ
u(0, y) = uo(y), (2.80)
ãäå u0 = (u01, . . . , u
0
m), u
0
i = u
0
i (y) ∈ C
1(R), i = 1, . . . , m.
Îïðåäåëåíèå. Êðèâàÿ íà ïëîñêîñòè (x, y), çàäàâàåìàÿ óðàâíåíèÿìè
x = τ, y = gi(τ, x, y),
ãäå óíêöèÿ gi(τ, x, y)  ðåøåíèå çàäà÷è Êîøè{
∂τgi = ξi(τ, gi(τ, x, y), u(τ, x, y)),
gi(x, x, y) = y,
(2.9)
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íàçûâàåòñÿ i-é õàðàêòåðèñòèêîé ñèñòåìû (2.8).
Ëåììà 2.3. i-ÿ êîìïîíåíòà ðåøåíèÿ çàäà÷è (2.8), (2.80) ìîæåò áûòü
ïðåäñòàâëåíà êàê ðåçóëüòàò èíòåãðèðîâàíèÿ i-ãî óðàâíåíèÿ ñèñòåìû
âäîëü i-é õàðàêòåðèñòèêè, i = 1, . . . , m :
ui(x, y) = u
0
i (gi(0, x, y)) +
∫ x
0
fi(τ, gi(τ, x, y), u(τ, gi(τ, x, y))) dτ. (2.10)
Äîêàçàòåëüñòâî. Ïðåäïîëîæèì, ÷òî ðåøåíèå u(x, y) çàäà÷è (2.8),
(2.80) èçâåñòíî. Ïîäñòàâëÿÿ åãî â (2.8), óáåæäàåìñÿ â òîì, ÷òî êàæäîå
óðàâíåíèå ñèñòåìû èìååò âèä (2.1), òàê êàê ìîæíî ñ÷èòàòü, ÷òî
ξi(x, y, u(x, y)) = ξ˜(x, y), fi(x, y, u(x, y)) = f˜(x, y), i = 1, . . . , m.
Ïîýòîìó äëÿ óðàâíåíèé
(∂x + ξ˜i(x, y)∂y) ui(x, y) = f˜i(x, y), i = 1, . . . , m,
ñïðàâåäëèâû ëåììû 2.1 è 2.2, ïðè ýòîì ðàâåíñòâà, àíàëîãè÷íûå (2.5) è
(2.6), çàïèñûâàþòñÿ â âèäå
∂xgi(τ, x, y)=−ξi(x, y, u)exp
{∫ τ
x
[
ξiy+
∑m
j=1
∂ξi
∂uj
∂uj
∂y
]
(t, gi(t, x, y))dt
}
,
∂ygi(τ, x, y) = exp
{∫ τ
x
[
ξiy +
∑m
j=1
∂ξi
∂uj
∂uj
∂y
]
(t, gi(t, x, y))dt
}
,
(2.11)
à ðàâåíñòâî (2.7) èìååò âèä (2.10). 
Ôîðìóëà (2.10) èñïîëüçóåòñÿ ïðè èçó÷åíèè ñâîéñòâ ðåøåíèÿ. Îíà ðå-
êóðñèâíà è ïîýòîìó íå äàåò ðåøåíèå çàäà÷è (2.8), (2.80) â ÿâíîì âèäå.
Ïîñòðîåíèå ðåøåíèÿ ìîæíî ïðîâîäèòü ìåòîäîì ïîñëåäîâàòåëüíûõ ïðè-
áëèæåíèé.
3 Ñèñòåìû â ðèìàíîâûõ èíâàðèàíòàõ è
óðàâíåíèÿ ÌîíæàÀìïåðà ãèïåðáîëè÷å-
ñêîãî òèïà
Çäåñü ìû ñëåäóåì ñòàòüå Òóíèöêîãî [Òóí℄, âîøåäøåé â [Òóí-äèñ℄. Áåç-
óñëîâíî, î òîì, ÷òî ãèïåðáîëè÷åñêîå óðàâíåíèå ÌîíæàÀìïåðà ìîæíî
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ñâåñòè ê ñèñòåìå ïÿòè óðàâíåíèé ïåðâîãî ïîðÿäêà, èçâåñòíî äàâíî ([Êóð℄,
ïðèëîæ. 1 ê ãë. V,  2), è ÷òî ýòà ñèñòåìà ñâîäèìà ê ñèñòåìå â ðèìàíîâûõ
èíâàðèàíòàõ, òàêæå áûëî èçâåñòíî (â [Êóð℄ ñèñòåìà íå â èíâàðèàíòàõ).
Ó Òóíèöêîãî ñèñòåìà â èíâàðèàíòàõ âûïèñàíà â ÿâíîì âèäå, è åé ìîæíî
ïîëüçîâàòüñÿ.
3.1 Çàäà÷à Êîøè äëÿ óðàâíåíèÿ ÌîíæàÀìïåðà
Íà ïëîñêîñòè R
2 = (x, y) áóäåì ðàññìàòðèâàòü óðàâíåíèå Ìîíæà
Àìïåðà îòíîñèòåëüíî íåèçâåñòíîé óíêöèè z = z(x, y)
A+Bzxx + Czxy +Dzyy + E hess z = 0,
ãäå hess z = zxxzyy−z
2
xy, A, B, C,D,E  óíêöèè, çàâèñÿùèå îò x, y, z ,
zx, zy ; E 6= 0 . Òàê êàê äåëåíèåì íà E âñåãäà ìîæíî äîáèòüñÿ òîãî, ÷òî
E ≡ 1 , òî áåç îãðàíè÷åíèÿ îáùíîñòè áóäåì ðàññìàòðèâàòü óðàâíåíèå
A +Bzxx + Czxy +Dzyy + hess z = 0. (3.1)
Â äàëüíåéøåì áóäåì ñ÷èòàòü, ÷òî A,B,C,D ∈ C2(R5) .
Ïðåäïîëîæèì, ÷òî z(x, y)  äâàæäû íåïðåðûâíî äèåðåíöèðóåìîå
ðåøåíèå óðàâíåíèÿ (3.1). Áóäåì ãîâîðèòü, ÷òî óðàâíåíèå (3.1) ãèïåðáî-
ëè÷íî íà ðåøåíèè z(x, y) ([Êóð℄, ïðèë. 1 ê ãë. 5, § 2 ), åñëè
∆2(x, y, z(x, y), zx(x, y), zy(x, y)) = C
2 − 4BD + 4AE > 0. (3.2)
Ó íàñ çäåñü âñåãäà áóäåò E ≡ 1 . Ïîñêîëüêó ∆2 > 0 , ïîëîæèì òàêæå
∆ > 0 . Äëÿ óðàâíåíèÿ (3.1) íà îñè Oy ïîñòàâèì çàäà÷ó Êîøè
z(0, y) = z0(y), zx(0, y) = p0(y); (3.3)
çäåñü z0 ∈ C
3(R1) , à p0 ∈ C
2(R1) . Ïðåäïîëîæèì, ÷òî äëÿ íà÷àëüíûõ çíà-
÷åíèé z0 è p0 âûïîëíåíû äâà óñëîâèÿ. Âî-ïåðâûõ, îñü Oy ñâîáîäíà, òî
åñòü
z
′′
0 (y) +B(0, y, z0(y), p0(y), z
′
0(y)) 6= 0. (3.4)
Âî-âòîðûõ, íà îñè îðäèíàò âûïîëíåíî óñëîâèå ãèïåðáîëè÷íîñòè (3.2)
∆2(0, y, z0(y), p0(y), z
′
0(y)) > 0. (3.5)
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Ïîëíàÿ îðìóëèðîâêà çàäà÷è Êîøè äëÿ óðàâíåíèÿ ÌîíæàÀìïåðà áó-
äåò ñëåäóþùåé. Òðåáóåòñÿ íàéòè òðèæäû íåïðåðûâíî äèåðåíöèðó-
åìóþ óíêöèþ z(x, y) , êîòîðàÿ ïðèíèìàåò íà÷àëüíûå çíà÷åíèÿ (3.3),
óäîâëåòâîðÿåò óðàâíåíèþ (3.1), è íà êîòîðîé ýòî óðàâíåíèå ãèïåðáîëè÷-
íî.
Ïîÿñíèì, îòêóäà áåðåòñÿ C3-äèåðåíöèðóåìîñòü , òîãäà êàê êëàññè-
÷åñêîå ðåøåíèå óðàâíåíèÿ (3.1) ïîäðàçóìåâàåòñÿ C2-ãëàäêèì . Äëÿ âû-
âîäà ñèñòåìû â ðèìàíîâûõ èíâàðèàíòàõ áóäóò èñïîëüçîâàíû óñëîâèÿ èí-
òåãðèðóåìîñòè pxy = pyx , qxy = qyx , ãäå p, q èìåþò ñìûñë zx, zy .
3.2 Ñèñòåìà â ïîëíûõ äèåðåíöèàëàõ
Ïóñòü z(x, y)  C3-ðåøåíèå óðàâíåíèÿ (3.1) â íåêîòîðîé îáëàñòè T .
Ïîòðåáóåì, ÷òîáû óðàâíåíèå (3.1) áûëî ãèïåðáîëè÷íî íà ðåøåíèè z è
zyy(x, y) +B(x, y, z(x, y), zx(x, y), zy(x, y)) 6= 0 (3.6)
äëÿ âñåõ òî÷åê (x, y) ìíîæåñòâà T . Íåðàâåíñòâî (3.6) îçíà÷àåò, ÷òî âåð-
òèêàëüíûå ïðÿìûå x = onst ñâîáîäíû.
Ïîëîæèì
u1 =
C +∆− 2zxy
2(zyy +B)
, u2 =
C −∆− 2zxy
2(zyy +B)
. (3.7)
Çíà÷åíèÿ óíêöèé u1 è u2 ñîâïàäàþò ñ òàíãåíñàìè óãëîâ íàêëîíà õà-
ðàêòåðèñòèê óðàâíåíèÿ (3.1) ([Êóð℄, ïðèë. 1 ê ãë. V,  2). Èç óñëîâèÿ
ãèïåðáîëè÷íîñòè (3.2) âûòåêàåò íåðàâåíñòâî u1 6= u2 , êîòîðîå ïîçâîëÿåò
îäíîçíà÷íî ðàçðåøèòü ñîîòíîøåíèÿ (3.7) îòíîñèòåëüíî zxy è zyy :
zyy =
∆
u1 − u2
− B, zxy =
∆
2
u1 + u2
u2 − u1
+
C
2
. (3.8)
Ïîäñòàâèì âûðàæåíèÿ (3.8) â óðàâíåíèå (3.1). Ïîëó÷èì ëèíåéíîå óðàâ-
íåíèå îòíîñèòåëüíî zxx . åøàÿ åãî, íàõîäèì
zxx = ∆
u1u2
u1 − u2
−D. (3.9)
Ñëåäóÿ Ìîíæó, ïîëîæèì
zx = p, zy = q. (3.10)
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Èç ðàâåíñòâ (3.8)(3.9) ÿñíî, ÷òî òðè óíêöèè z , p è q ïåðåìåííûõ x
è y óäîâëåòâîðÿþò â îáëàñòè T ñèñòåìå óðàâíåíèé â ïîëíûõ äèå-
ðåíöèàëàõ
px = ∆(x, y, z, p, q)
u1u2
u1 − u2
(x, y)−D(x, y, z, p, q),
py =
∆
2 (x, y, z, p, q)
u1 + u2
u2 − u1
(x, y) + C2 (x, y, z, p, q),
qx =
∆
2 (x, y, z, p, q)
u1 + u2
u2 − u1
(x, y) + C2 (x, y, z, p, q),
qy =
∆(x, y, z, p, q)
(u1 − u2)(x, y)
− B(x, y, z, p, q).
(3.11)
Ïðàâûå ÷àñòè óðàâíåíèé (3.11)  íåïðåðûâíî äèåðåíöèðóåìûå óíê-
öèè îò x, y, z, p è q .
Òàêèì îáðàçîì, íàìè óñòàíîâëåíî ñëåäóþùåå. Åñëè z(x, y)  òðèæäû
íåïðåðûâíî äèåðåíöèðóåìîå ðåøåíèå óðàâíåíèÿ (3.1) â îáëàñòè T ,
äëÿ êîòîðîãî âûïîëíåíû íåðàâåíñòâà (3.2) è (3.6), òî îïðåäåëåíû òðè
óíêöèè z, p è q , ÿâëÿþùèåñÿ ðåøåíèåì ñèñòåìû óðàâíåíèé (3.10)
(3.11).
Îáðàòíî, ïóñòü â îáëàñòè T ñóùåñòâóåò ïàðà (u1, u2) íåïðåðûâíî
äèåðåíöèðóåìûõ óíêöèé òàêèõ, ÷òî u1 6= u2 , è â ýòîé îáëàñòè ñó-
ùåñòâóåò C1-ðåøåíèå ñèñòåìû óðàâíåíèé (3.10)(3.11) òàêîå, ÷òî
∆(x, y, z(x, y), zx(x, y), zy(x, y)) > 0. (3.12)
Ïîíÿòíî, ÷òî â ýòîì ñëó÷àå zxx = px , zxy = py = qx , zyy = qy . Ñëåäîâà-
òåëüíî, z ∈ C3(T ) . Ïîäñòàâëÿÿ çíà÷åíèÿ âòîðûõ ïðîèçâîäíûõ óíêöèè
z â ëåâóþ ÷àñòü ñîîòíîøåíèÿ (3.1), óáåæäàåìñÿ, ÷òî z(x, y)  ðåøåíèå
óðàâíåíèÿ (3.1). Â ñèëó îöåíêè (3.12) ýòî óðàâíåíèå ãèïåðáîëè÷íî íà z ,
è ñïðàâåäëèâî íåðàâåíñòâî (3.6).
åçþìèðóåì ïîëó÷åííûå ðåçóëüòàòû â âèäå ëåììû.
Ëåììà 3.1. Â îáëàñòè T òîãäà è òîëüêî òîãäà îïðåäåëåíà óíêöèÿ
z(x, y) êëàññà C3(T ) , óäîâëåòâîðÿþùàÿ ñîîòíîøåíèÿì (3.1), (3.2) è (3.6),
êîãäà â ýòîé îáëàñòè ñóùåñòâóåò C1-ðåøåíèå (z, p, q) ñèñòåìû óðàâíåíèé
(3.10)(3.11), óäîâëåòâîðÿþùåå óñëîâèþ (3.12). 
3.3 Ñèñòåìà â ðèìàíîâûõ èíâàðèàíòàõ
Ñèñòåìà äèåðåíöèàëüíûõ óðàâíåíèé â ïîëíûõ äèåðåíöèàëàõ ÿâ-
ëÿåòñÿ ïåðåîïðåäåëåííîé è, âîîáùå ãîâîðÿ, ðåøåíèÿ íå èìååò. Äëÿ ñó-
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ùåñòâîâàíèÿ ðåøåíèÿ íåîáõîäèìî è äîñòàòî÷íî, ÷òîáû âûïîëíÿëèñü
óñëîâèÿ èíòåãðèðóåìîñòè. Óñëîâèÿ èíòåãðèðóåìîñòè óðàâíåíèé (3.10)
(3.11) ñâîäÿòñÿ ê äèåðåíöèàëüíûì ñîîòíîøåíèÿì ìåæäó óíêöèÿìè
u1, u2, z, p è q .
Äåéñòâèòåëüíî, òàê êàê ïðàâûå ÷àñòè ñèñòåìû (3.10)(3.11) íåïðå-
ðûâíî äèåðåíöèðóåìû, òî óíêöèè z, p è q äâàæäû íåïðåðûâíî
äèåðåíöèðóåìû. Ñëåäîâàòåëüíî, íà ìíîæåñòâå T èìåþò ìåñòî ðà-
âåíñòâà
zxy = zyx, pxy = pyx, qxy = qyx. (3.13)
Ïåðâîå èç ðàâåíñòâ (3.13) âûïîëíÿåòñÿ òîæäåñòâåííî â ñèëó ñèñòåìû
(3.10)(3.11). Âòîðîå ïðèâîäèòñÿ ê âèäó
∆y
u1u2
u1 − u2
+∆
u21u2y − u
2
2u1y
(u1 − u2)
2 −Dy +
(
u1u2
u1 − u2
∆z −Dz
)
q+
+
(
u1u2
u1 − u2
∆p −Dp
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
+
+
(
u1u2
u1 − u2
∆q −Dq
)(
∆
u1 − u2
−B
)
=
= ∆x2
u1 + u2
u2 − u1
+∆u2u1x − u1u2x
(u2 − u1)
2 +
Cx
2 +
(
u1 + u2
u2 − u1
∆z
2 +
Cz
2
)
p+
+
(
u1 + u2
u2 − u1
∆p
2 +
Cp
2
)(
∆ u1u2u1 − u2
−D
)
+
+
(
u1 + u2
u2 − u1
∆q
2 +
Cq
2
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
.
(3.14)
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Àíàëîãè÷íûì îáðàçîì òðåòüå èç ðàâåíñòâ (3.13) ñâîäèòñÿ ê ñîîòíîøåíèþ
∆y
2
u1 + u2
u2 − u1
+∆
u2u1y − u1u2y
(u2 − u1)
2 +
Cy
2 +
(
u1 + u2
u2 − u1
∆z
2 +
Cz
2
)
q+
+
(
u1 + u2
u2 − u1
∆p
2 +
Cp
2
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
+
+
(
u1 + u2
u2 − u1
∆q
2 +
Cq
2
)(
∆
u1 − u2
− B
)
=
= ∆xu1 − u2
+∆ u2x − u1x
(u1 − u2)
2 −Bx +
(
∆z
u1 − u2
−Bz
)
p+
+
(
∆p
u1 − u2
− Bp
)(
∆ u1u2u1 − u2
−D
)
+
+
(
∆q
u1 − u2
− Bq
)(
∆
2
u1 + u2
u2 − u1
+ C2
)
.
(3.15)
Ñîîòâåòñòâèÿ (3.14)(3.15) ïðåäñòàâëÿþò ñîáîé ëèíåéíóþ ñèñòåìó
äâóõ àëãåáðàè÷åñêèõ óðàâíåíèé ñ äâóìÿ íåèçâåñòíûìè u1x + u2u1y è
u2x + u1u2y . Åå îïðåäåëèòåëü ðàâåí ∆
2/(u1 − u2)
3
, à òàê êàê u1 6= u2 ,
òî ýòà ñèñòåìà îäíîçíà÷íî ðàçðåøèìà:{
u1x + u2u1y = Eo + E1u1 + E2u2 + E3u
2
1 + E4u1u2 + E5u
2
1u2,
u2x + u1u2y = Io + I1u1 + I2u2 + I3u
2
2 + I4u1u2 + I5u1u
2
2.
(3.16)
Êîýèöèåíòû Ej, Ij, 0 ≤ j ≤ 5 , îïðåäåëÿþòñÿ ÷åðåç óíêöèè
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B,C,D,∆ è èõ ïåðâûå ïðîèçâîäíûå ñëåäóþùèì îáðàçîì:
E0 = I0 = Dq, E5 = I5 = −Bp,
E1 = α1 + α2 +
1
4∆( CCq − 3∆Cq + C∆q +∆∆q − 2∆Dp),
E2 = −α1 − α2 +
1
4∆(−CCq − ∆Cq − C∆q −∆∆q − 2∆Dp),
E3 = −β1 + β2 +
1
4∆(−CCp + ∆Cp + C∆p −∆∆p + 2∆Bq),
E4 = β1 − β2 +
1
4∆( CCp + 3∆Cp − C∆p +∆∆p + 2∆Bq),
I1 = α1 − α2 +
1
4∆( CCq − ∆Cq − C∆q +∆∆q − 2∆Dp),
I2 = −α1 + α2 +
1
4∆(−CCq − 3∆Cq + C∆q −∆∆q − 2∆Dp),
I3 = β1 + β2 +
1
4∆
( CCp + ∆Cp + C∆p +∆∆p + 2∆Bq),
I4 = −β1 − β2 +
1
4∆(−CCp + 3∆Cp − C∆p −∆∆p + 2∆Bq),
(3.17)
ãäå
α1 =
1
2∆(2Dy + Cx + 2Dzq + Czp+ CDp −DCp − 2BDq),
α2 =
1
2∆(∆x +∆zp−D∆p),
β1 =
1
2∆(2Bx + Cy + 2Bzp+ Czq + CBq −BCq − 2DBp),
β2 =
1
2∆(∆y +∆zq −B∆q).
Ïóñòü óíêöèÿ z(x, y)  C3-ðåøåíèå óðàâíåíèÿ (3.1) â îáëàñòè T ,
äëÿ êîòîðîãî èìåþò ìåñòî íåðàâåíñòâà (3.2) è (3.6). Ñîãëàñíî ëåììå 3.1
óíêöèè z, p = zx è q = zy óäîâëåòâîðÿþò ñèñòåìå óðàâíåíèé (3.10)
(3.11), ãäå u1 è u2 îïðåäåëåíû ðàâåíñòâàìè (3.7).
Óìíîæèì âòîðîå èç ðàâåíñòâ (3.10) íà u1 è ñëîæèì ñ ïåðâûì. Â
ðåçóëüòàòå ïîëó÷èì
zx + u1zy = p+ u1q. (3.18)
Àíàëîãè÷íûì îáðàçîì ïîñòóïèì ñ ðàâåíñòâàìè (3.11). Ïåðâîå èç íèõ ïðè-
áàâèì êî âòîðîìó, óìíîæåííîìó íà u2 , à òðåòüå ñëîæèì ñ ÷åòâåðòûì,
óìíîæåííûì íà u1 . Ïîëó÷àåì
px + u2py =
C +∆
2
u2 −D (3.19)
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èqx + u1qy =
C +∆
2
− Bu1 (3.20)
ñîîòâåòñòâåííî.
Òàêèì îáðàçîì, äîêàçàí ñëåäóþùèé àêò.
Òåîðåìà 3.1. Ïóñòü z(x, y)  C3-ðåøåíèå óðàâíåíèÿ (3.1) â îáëàñòè
T òàêîå, ÷òî ñïðàâåäëèâû óñëîâèÿ (3.2) è (3.6). Òîãäà íàáîð óíê-
öèé (u1, u2, z, p, q) , ãäå u1, u2 íàéäåíû èç âûðàæåíèé (3.7), p = zx
è q = zy , ÿâëÿåòñÿ C
1
-ðåøåíèåì ñèñòåìû ïÿòè óðàâíåíèé (3.16)(3.20)
â ýòîé îáëàñòè. 
3.4 Ñâåäåíèå óðàâíåíèÿ ÌîíæàÀìïåðà ê ñèñòåìå â
èíâàðèàíòàõ
Äîïóñòèì, ÷òî îáëàñòü T èìååò íåïóñòîå ïåðåñå÷åíèå ñ îñüþ Oy . Ñëå-
äóþùåå óòâåðæäåíèå ÿâëÿåòñÿ â îïðåäåëåííîì ñìûñëå îáðàòíûì ïî îò-
íîøåíèþ ê òåîðåìå 3.1.
Òåîðåìà 3.2. Ïóñòü (u1, u2, z, p, q)  C
1
-ðåøåíèå ñèñòåìû (3.16)
(3.20) â îáëàñòè T , ïðèíèìàþùåå íà÷àëüíûå çíà÷åíèÿ
z(0, y) = z0(y),
p(0, y) = p0(y),
q(0, y) = z
′
0(y),
u1(0, y) =
(C +∆)((0, y, z0(y), p0(y), z
′
0(y)))− 2p
′
0(y)
2(z
′′
0 +B(0, y, z0(y), p0(y), z
′
0(y)))
,
u2(0, y) =
(C −∆)((0, y, z0(y), p0(y), z
′
0(y)))− 2p
′
0(y)
2(z
′′
0 +B(0, y, z0(y), p0(y), z
′
0(y)))
,
(3.21)
è ïóñòü T ÿâëÿåòñÿ îáëàñòüþ îïðåäåëåííîñòè ýòîãî ðåøåíèÿ. Òîãäà, åñëè
âûïîëíåíà îöåíêà (3.12), òî z ÿâëÿåòñÿ C3-ðåøåíèåì çàäà÷è (3.1)(3.3)
íà ìíîæåñòâå T , ïðè÷åì zx = p, zy = q, è èìååò ìåñòî íåðàâåíñòâî (3.6).
Äîêàçàòåëüñòâî. Â ïåðâóþ î÷åðåäü ïîêàæåì, ÷òî u1 6= u2 â îáëàñòè T .
Ñîãëàñíî íà÷àëüíûì çíà÷åíèÿì (3.21) è îöåíêå (3.5) èìååì
u1(0, y)− u2(0, y) =
∆(0, y, z0(y), p0(y), z
′
0(y))
z
′′
0 (y) +B(0, y, z0(y), p0(y), z
′
0(y))
6= 0. (3.22)
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àññìîòðèì óðàâíåíèÿ (3.16). Âû÷òåì èç ïåðâîãî óðàâíåíèÿ âòîðîå. Îïè-
ðàÿñü íà ïðåäñòàâëåíèå (3.17), ïîëó÷èì ðàâåíñòâî
(u1 − u2)x + u2(u1 − u2)y =
= (u1 − u2)
(
2α2 +
C∆q −∆Cq
2∆
+
+ (u1 + u2)
(
β2 +
Bq
2 +
C∆p +∆Cp
4∆
)
+
+ (u2 − u1)
(
β1 +
CCp +∆∆p
4∆
)
− Bpu1u2 + u2y
)
.
(3.23)
Òàê êàê T  îáëàñòü îïðåäåëåííîñòè ðåøåíèÿ ñèñòåìû (3.16)(3.20), òî
íà îòðåçêå [0, x] ñóùåñòâóåò ðåøåíèå çàäà÷è Êîøè

dg
dτ
= u2(τ, g),
g(x, x, y) = y,
è òî÷êà (τ, g(τ, x, y)) ñîäåðæèòñÿ â T ïðè 0 ≤ τ ≤ x , åñëè òî÷êà (x, y)
ñîäåðæèòñÿ â T . Ïðîèíòåãðèðóåì óðàâíåíèå (3.23) âäîëü õàðàêòåðèñòè-
êè η = g(τ, x, y) îò 0 äî x . Ïîëó÷èì
(u1 − u2)(x, y) =
= (u1 − u2)(0, g(0, x, y))×
× exp{
∫ x
0
(
2α2 +
C∆q −∆Cq
2∆
+
+ (u1 + u2)
(
β2 +
Bq
2 +
C∆p +∆Cp
4∆
)
+
+ (u2 − u1)
(
β1 +
CCp +∆∆p
4∆
)
−Bpu1u2 + u2y
)
(τ, g(τ, x, y)) dτ}.
(3.24)
Ó÷èòûâàÿ íåðàâåíñòâî (3.22), èç âûðàæåíèÿ (3.24) çàêëþ÷àåì, ÷òî
u1 6= u2 â îáëàñòè T .
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Äàëåå, ïîëîæèì
r(x, y, z, p, q) = ∆
u1u2
u1 − u2
−D,
s(x, y, z, p, q) =
∆
2
u1 + u2
u2 − u1
+
C
2
,
t(x, y, z, p, q) =
∆
u1 − u2
− B.
(3.25)
Ââåäåííûå îáîçíà÷åíèÿ ïîçâîëÿþò çàïèñàòü óðàâíåíèÿ (3.19)(3.20) â
âèäå
px + u2py = r + u2s, (3.19
′)
qx + u1qy = s+ u1t. (3.20
′)
Òàê êàê u1 6= u2 â îáëàñòè T , òî óðàâíåíèÿ (3.16) ýêâèâàëåíòíû óðàâ-
íåíèÿì (3.14)(3.15). Ïîñëåäíèå ìîæíî çàïèñàòü ñëåäóþùèì îáðàçîì:
ry + rzq + rps+ rqt = sx + szp + spr + sqs, (3.14
′)
sy + szq + sps+ sqt = tx + tzp + tpr + tqs. (3.15
′)
Õàðàêòåðèñòèêè ñèñòåìû óðàâíåíèé (3.18), (3.19′) , (3.20′) íàõîäèì, ðå-
øàÿ çàäà÷ó Êîøè äëÿ îáûêíîâåííîãî äèåðåíöèàëüíîãî óðàâíåíèÿ

dgi
dτ
= u3−i(τ, gi),
gi(x, x, y) = y (i = 1, 2).
(3.26)
Ïðîèíòåãðèðóåì óðàâíåíèÿ (3.18), (3.19′) , (3.20′) âäîëü ñîîòâåòñòâóþ-
ùèõ õàðàêòåðèñòèê îò 0 äî x . Â ðåçóëüòàòå ïîëó÷èì
z(x, y) = z0(g2(0, x, y)) +
∫ x
0
{p+ u1q}(τ, g2(τ, x, y)) dτ,
p(x, y) = p0(g1(0; x, y)) +
∫ x
0
{r + u2s}(τ, g1(τ, x, y)) dτ,
q(x, y) = z
′
0(g2(0, x, y)) +
∫ x
0
{s+ u1t}(τ, g2(τ, x, y)) dτ.
(3.27)
Ïðàâûå ÷àñòè óðàâíåíèé (3.26) íåïðåðûâíî äèåðåíöèðóåìû. Ïîýòî-
ìó óíêöèè gi(τ, x, y) (i = 1, 2) íåïðåðûâíî äèåðåíöèðóåìû è èìåþò
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íåïðåðûâíûå ñìåøàííûå ïðîèçâîäíûå âòîðîãî ïîðÿäêà ïî τ, x è ïî
τ, y , à ìåæäó ïðîèçâîäíûìè óíêöèé gi ïî x è ïî y èìååòñÿ çàâèñè-
ìîñòü
gix(τ, x, y) + u3−i(x, y)giy(τ, x, y) = 0. (3.28)
Âû÷èñëèì ïåðâûå ïðîèçâîäíûå óíêöèé z, p è q . Äëÿ ýòîãî ïðî-
äèåðåíöèðóåì ðàâåíñòâà (3.27). Ïðèíèìàÿ âî âíèìàíèå ñîîòíîøåíèÿ
(3.14′)−(3.15′) , (3.28), èíòåãðèðóÿ ïî ÷àñòÿì è ó÷èòûâàÿ íà÷àëüíûå çíà-
÷åíèÿ (3.21), ïîëó÷àåì
zy(x, y) = q(x, y) +
∫ x
0
{(py − s) + (s− qx)}(τ, g2(τ, x, y))g2y(τ, x, y) dτ,
zx(x, y) = p(x, y) +
∫ x
0
{(py − s) + (s− qx)}(τ, g2(τ, x, y))g2x(τ, x, y) dτ,
py(x, y) = s(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{sz(p− zx) + rz(zy − q) + sp(r − px) + rp(py − s)+
+ sq(s− qx) + rq(qy − t)}(τ, g1(τ, x, y))g1y(τ, x, y) dτ,
px(x, y) = r(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{sz(p− zx) + rz(zy − q) + sp(r − px) + rp(py − s)+
+ sq(s− qx) + rq(qy − t)}(τ, g1(τ, x, y))g1x(τ, x, y) dτ,
qy(x, y) = t(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{tz(p− zx) + sz(zy − q) + tp(r − px) + sp(py − s)+
+ tq(s− qx) + sq(qy − t)}(τ, g2(τ, x, y))g2y(τ, x, y) dτ,
qx(x, y) = s(x, y, z(x, y), p(x, y), q(x, y))+
+
∫ x
0
{tz(p− zx) + sz(zy − q) + tp(r − px) + sp(py − s)+
+ tq(s− qx) + sq(qy − t)}(τ, g2(τ, x, y))g2x(τ, x, y) dτ.
(3.29)
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Âûðàæåíèÿ (3.29) ïîçâîëÿþò ñäåëàòü âûâîä î òîì, ÷òî
zy(x, y) = q(x, y),
zx(x, y) = p(x, y),
py(x, y) = qx(x, y) = s(x, y, z(x, y), p(x, y), q(x, y)),
px(x, y) = r(x, y, z(x, y), p(x, y), q(x, y)),
qy(x, y) = t(x, y, z(x, y), p(x, y), q(x, y)).
Ñ ó÷åòîì ñîîòâåòñòâèé (3.25) ýòî îçíà÷àåò, ÷òî òðè óíêöèè z, p è q 
C1-ðåøåíèå ñèñòåìû (3.10)(3.11). Îòñþäà ñîãëàñíî ëåììå 3.1 âûòåêàåò,
÷òî z  C3-ðåøåíèå çàäà÷è (3.1)(3.3) â îáëàñòè T . 
Çàìå÷àíèå. Ñèñòåìà (3.16)(3.20) ñîñòîèò èç ïÿòè óðàâíåíèé è ñî-
äåðæèò ïÿòü íåèçâåñòíûõ óíêöèé u1, u2, z, p è q . Â ñëó÷àå, åñëè
êîýèöèåíòû A, B, C è D óðàâíåíèÿ (3.1) íå çàâèñÿò îò çíà÷åíèÿ
z , óðàâíåíèÿ (3.16), (3.19) è (3.20) îáðàçóþò çàìêíóòóþ ñèñòåìó ÷åòû-
ðåõ óðàâíåíèé ñ ÷åòûðüìÿ íåèçâåñòíûìè óíêöèÿìè u1, u2, p è q . Çíàÿ
u1, u2, p è q , ìû ìîæåì íàéòè z èç óðàâíåíèÿ (3.18) èëè ïåðâîãî ðàâåí-
ñòâà (3.27). Îïðåäåëåííûé èíòåðåñ ïðåäñòàâëÿåò ñèòóàöèÿ, ïðè êîòîðîé
óðàâíåíèÿ (3.16) îáðàçóþò çàìêíóòóþ ñèñòåìó ñ äâóìÿ íåèçâåñòíûìè u1
è u2 . Î÷åâèäíî, ÷òî óêàçàííàÿ ñèòóàöèÿ èìååò ìåñòî òîãäà è òîëüêî
òîãäà, êîãäà
∂Ej
∂z
=
∂Ej
∂p
=
∂Ej
∂q
=
∂Ij
∂z
=
∂Ij
∂p
=
∂Ij
∂q
= 0 (3.30)
(j = 0, . . . , 5) , ãäå Ej è Ij âû÷èñëåíû ñîãëàñíî âûðàæåíèÿì (3.17). Â
ýòîì ñëó÷àå ïîñëå íàõîæäåíèÿ ðåøåíèÿ u1, u2 çíà÷åíèÿ z, p è q ìîãóò
áûòü íàéäåíû èç óðàâíåíèé (3.18)(3.20) èëè (3.11).
3.5 Îêîí÷àòåëüíûé âèä ñèñòåìû â èíâàðèàíòàõ
Ñèñòåìà (3.16), ïîëó÷åííàÿ Ä. Â. Òóíèöêèì [Òóí℄, èìååò â ïðàâîé ÷à-
ñòè ìíîãî÷ëåíû ñ îáðàçóþùèìè u1, u2, à óíêöèè p, q, òîæå èñêîìûå,
ñîäåðæàòñÿ â êîýèöèåíòàõ. Ýòî ìîæåò âûçâàòü òðóäíîñòè ïðè ïîïûò-
êå íàëîæèòü óñëîâèÿ íà êîýèöèåíòû. Â ðàáîòàõ àâòîðà ïðåäëîæåíà
äðóãàÿ çàïèñü ñèñòåìû (3.16): èñêîìûå óíêöèè u1, u2, p, q ÿâëÿþòñÿ îá-
ðàçóþùèìè, à êîýèöèåíòû ñîñòîÿò èç èçâåñòíûõ óíêöèé.
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Ââåäåì ïåðåîáîçíà÷åíèå
r = u1, s = u2. (3.31)
Ïîä÷åðêíåì, ÷òî çäåñü r, s ÿâëÿþòñÿ õàðàêòåðèñòè÷åñêèìè ïåðåìåííû-
ìè ([Êóð℄, ïðèë. 1 ê ãë. V,  2) (îíè æå ðèìàíîâû èíâàðèàíòû è ñîá-
ñòâåííûå çíà÷åíèÿ ñèñòåìû ([ß℄, ãë. 1)), à íå îáîçíà÷åíèÿìè Ìîíæà
äëÿ âòîðûõ ïðîèçâîäíûõ èç (3.25). È òå, è äðóãèå îáîçíà÷åíèÿ ÿâëÿþòñÿ
òðàäèöèîííûìè.
Ñèñòåìà èìååò âèä
(∂x + ξ(ω)∂y)ω = fω(x, y, r, s, p, q, z), (3.32)
ãäå èíäåêñ ω ïðèíèìàåò çíà÷åíèÿ r, s, p, q, z , óíêöèÿ ξ(ω) èìååò âèä
ξ(r) = s, ξ(s) = r, ξ(p) = s, ξ(q) = r, ξ(z) = r ,
fr = ρ0 + ρ1r + ρ2s+ ρ3pr + ρ4qr + ρ5ps+ ρ6qs+ ρ7r
2 + ρ8rs+ ρ9pr
2+
+ ρ10qr
2 + ρ11prs+ ρ12qrs+ ρ13r
2s = fr(ρ, r, s, p, q),
fs(σ, r, s, p, q) = fr(σ, s, r, p, q),
fp = pi0 + pi1s, fq = κ0 + κ1r, fz = p+ qr,
âåêòîð-óíêöèè ρ, σ, pi, κ çàâèñÿò îò x, y, z, p, q ,
ρ0 = Dq , σ0 = Dq ,
ρ3 =
1
2∆
(C +∆)z , σ3 = −
1
2∆
(C −∆)z ,
ρ4 =
1
∆
Dz , σ4 = −
1
∆
Dz ,
ρ5 = −
1
2∆
(C +∆)z , σ5 =
1
2∆
(C −∆)z ,
ρ6 = −
1
∆
Dz , σ6 =
1
∆
Dz ,
ρ9 = −
1
∆
Bz , σ9 =
1
∆
Bz ,
ρ10 = −
1
2∆
(C −∆)z , σ10 =
1
2∆
(C +∆)z ,
ρ11 =
1
∆
Bz , σ11 = −
1
∆
Bz ,
ρ12 =
1
2∆
(C −∆)z , σ12 = −
1
2∆
(C +∆)z ,
ρ13 = −Bp , σ13 = −Bp ,
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ρ1 =
1
2∆
( ∆x + Cx + 2Dy + CDp −D∆p −DCp − 2BDq +
1
2
CCq −
3
2
∆Cq+
+ 1
2
C∆q +
1
2
∆∆q −∆Dp) ,
ρ2 = −
1
2∆
( ∆x + Cx + 2Dy + CDp −D∆p −DCp − 2BDq +
1
2
CCq +
1
2
∆Cq+
+ 1
2
C∆q +
1
2
∆∆q +∆Dp) ,
ρ7 = −
1
2∆
(−∆y + Cy + 2Bx + CBq +B∆q − BCq − 2DBp +
1
2
CCp −
1
2
∆Cp−
− 1
2
C∆p +
1
2
∆∆p −∆Bq) ,
ρ8 =
1
2∆
(−∆y + Cy + 2Bx + CBq +B∆q − BCq − 2DBp +
1
2
CCp +
3
2
∆Cp−
− 1
2
C∆p +
1
2
∆∆p +∆Bq) ,
σ1 = −
1
2∆
(−∆x + Cx + 2Dy + CDp +D∆p −DCp − 2BDq +
1
2
CCq +
3
2
∆Cq−
− 1
2
C∆q +
1
2
∆∆q +∆Dp) ,
σ2 =
1
2∆
(−∆x + Cx + 2Dy + CDp +D∆p −DCp − 2BDq +
1
2
CCq −
1
2
∆Cq−
− 1
2
C∆q +
1
2
∆∆q −∆Dp) ,
σ7 =
1
2∆
( ∆y + Cy + 2Bx + CBq −B∆q − BCq − 2DBp +
1
2
CCp +
1
2
∆Cp+
+ 1
2
C∆p +
1
2
∆∆p +∆Bq) ,
σ8 = −
1
2∆
( ∆y + Cy + 2Bx + CBq −B∆q − BCq − 2DBp +
1
2
CCp −
3
2
∆Cp+
+ 1
2
C∆p +
1
2
∆∆p −∆Bq) ,
pi0 = −D , κ0 =
1
2
(C +∆) ,
pi1 =
1
2
(C +∆) , κ1 = −B .
Íà÷àëüíûå óñëîâèÿ (3.21) äëÿ ñèñòåìû (3.32) ñ ó÷åòîì ïåðåîáîçíà÷å-
íèé (3.31) èìåþò âèä
r(0, y) = r0(y) =
(C +∆)(0, y, z0(y), p0(y), z0y(y))− 2p
0
y(y)
2(z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)))
,
s(0, y) = s0(y) =
(C −∆)(0, y, z0(y), p0(y), z0y(y))− 2p
0
y(y)
2(z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)))
,
p(0, y) = p0(y) , q(0, y) = q0(y) = z0y(y) , z(0, y) = z
0(y) .
(3.320)
Çàïèøåì ñèñòåìó (3.320) â âèäå

p0y = −
∆
2
r0 + s0
r0 − s0
+ C2 ,
q0y =
∆
r0 − s0
−B ,
z0y = q
0 .
(3.3200)
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Óäîáíî çàäàâàòü â êà÷åñòâå íà÷àëüíûõ äàííûõ óíêöèè r0, s0 , à óíê-
öèè z0, p0 íàõîäèòü èç ñèñòåìû (3.3200) . Åñëè êîýèöèåíòû A,B,C,D
çàâèñÿò òîëüêî îò ïåðåìåííûõ x, y , ñèñòåìà ÿâëÿåòñÿ ëèíåéíîé. Â îá-
ùåì ñëó÷àå îíà íåëèíåéíà.
Óðàâíåíèå ñ êîýèöèåíòàìè, çàâèñÿùèìè òîëüêî îò x, y , ñâîäèòñÿ
ê ñèñòåìå
(∂x + s ∂y)r = (r − s)(ar1 + ar2 r) ,
(∂x + r ∂y)s = (r − s)(as1 + as2 s) ,
(3.33)
ãäå
ar1 =
1
2∆
(2Dy + Cx +∆x) , ar2 =
1
2∆
(−2Bx − Cy +∆y) ,
as1 =
1
2∆(2Dy + Cx −∆x) , as2 =
1
2∆(−2Bx − Cy −∆y) .
Ïîñëå íàõîæäåíèÿ óíêöèé r, s ðåøàþòñÿ ëèíåéíûå óðàâíåíèÿ (3.32)
äëÿ óíêöèé p, q, z . Íà÷àëüíûå äàííûå p0, q0, z0 â ýòîì ñëó÷àå âû-
ðàæàþòñÿ ÷åðåç r0, s0 ïðè ïîìîùè (3.3200) .
4 Ïîñëåäîâàòåëüíîñòü ïðèáëèæåííûõ ðåøå-
íèé
4.1 Èòåðàöèîííàÿ ïîñëåäîâàòåëüíîñòü
Ïóñòü èçâåñòíû óíêöèè
n
ω(x, y), ω = r, s, p, q, z. Ôóíêöèè
n+1
ω (x, y),
ω = r, s, p, q, z, îïðåäåëèì êàê ðåøåíèå íåëèíåéíîé çàäà÷è Êîøè
 (∂x +
n+1
ξ (ω)∂y)
n+1
ω = fω(x, y,
n
r,
n
s,
n
p,
n
q,
n
z),
n+1
ω (0, y) = ω0(y), ω = r, s, p, q, z.
(4.1)
Çàäà÷à Êîøè (4.1) ðàñïàäàåòñÿ íà ÷åòûðå íåçàâèñèìûå çàäà÷è: íåëè-
íåéíàÿ ñèñòåìà äëÿ
n+1
r
,
n+1
s
è òðè íåçàâèñèìûõ ëèíåéíûõ óðàâíåíèÿ
äëÿ îñòàâøèõñÿ óíêöèé. Äîêàçàòåëüñòâó ðàçðåøèìîñòè íåëèíåéíîé ñè-
ñòåìû ìû ïðåäïîøëåì óñòàíîâëåíèå àïðèîðíûõ îöåíîê.
Íà÷àëüíîå ïðèáëèæåíèå îïðåäåëèì òàê:
0
ω(x, y) = ω0(y), ω = r, s, p, q, z. (4.2)
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C1-ðåøåíèå çàäà÷è (3.32), (3.320) ñóùåñòâóåò, åñëè ñóùåñòâóþò
íåïðåðûâíûå óíêöèè ω, ωy, ω = r, s, p, q, z , òàê êàê ñîãëàñíî óðàâíåíè-
ÿì (3.32) âåêòîð-óíêöèÿ ωx âûðàæàåòñÿ ÷åðåç ω, ωy . Äîêàçàòåëüñòâî
ñóùåñòâîâàíèÿ íåïðåðûâíûõ âåêòîð-óíêöèé ω, ωy åñòü äîêàçàòåëüñòâî
ðàâíîìåðíîé ñõîäèìîñòè ïîñëåäîâàòåëüíîñòåé {
n
ω}, {
n
ωy}, ω = r, s, p, q, z,
è â ýòîì äîêàçàòåëüñòâå ðåøàþùóþ ðîëü èãðàåò ðàâíîìåðíàÿ îãðàíè÷åí-
íîñòü óêàçàííûõ ïîñëåäîâàòåëüíîñòåé.
4.2 àâíîìåðíàÿ îãðàíè÷åííîñòü
Ïóñòü âåêòîð-óíêöèè ρ, σ, pi, κ è óíêöèè r0, s0, p0, q0 C1-ãëàäêè è
îãðàíè÷åíû, z0 ∈ C1(R) .
Â âûðàæåíèÿõ äëÿ óíêöèé fr, fs èç ïðàâûõ ÷àñòåé (3.32) ìîíîìû
ðàçáèâàþòñÿ íà äâå êàòåãîðèè: ñîäåðæàùèå p, q è íå ñîäåðæàùèå. Ñîîò-
âåòñòâåííî òðåáóåòñÿ ðàçëè÷àòü êîýèöèåíòû ρ, σ èç ðàçíûõ êàòåãî-
ðèé. Äëÿ ðàçëè÷åíèÿ ââåäåì ìíîæåñòâà èíäåêñîâ: Jrs = {0, 1, 2, 7, 8, 13}
äëÿ ìîíîìîâ, íå ñîäåðæàùèõ p, q, è Jpq = {3, 4, 5, 6, 9, 10, 11, 12}  äëÿ
ñîäåðæàùèõ.
Ââåäåì îáîçíà÷åíèÿ
U0 = max
ω=r,s
sup
y∈R
|ω0(y)| = onst,
α1(x) = sup
(y,z,p,q)∈R4
j ∈ Jrs
a∈{ρ,σ}
|aj(x, y, z, p, q)|,
α2(x) = sup
(y,z,p,q)∈R4
j ∈ Jpq
a∈{ρ,σ}
|aj(x, y, z, p, q)|,
α3 = sup
(x,y,z,p,q)∈R5
j=0,1
a∈{pi,κ}
|aj(x, y, z, p, q)| = onst.
(4.3)
Ëåììà 4.1. Ïóñòü
|p0| ≤ 1 , |q0| ≤ 1 ,
U0 + 6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx ≤ 1 .
(4.4)
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Ïðåäïîëîæèì, ÷òî äëÿ íåêîòîðîãî íîìåðà n ≥ 0 èìåþò ìåñòî îöåíêè
|
n
ω (x, y)| ≤ 1 , ω = r, s ,
|
n
ω (x, y)| ≤ 1 + 2α3|x| , ω = p, q ,
|
n
z (x, y)| ≤ max
t∈[y−|x|, y+|x|]
|z0(t)|+ 2|x|+ 2α3x
2
(4.5)
äëÿ ∀ (x, y) ∈ [0,+∞)× R . Òîãäà äëÿ íîìåðà n+ 1 ïðè óñëîâèè ñóùå-
ñòâîâàíèÿ óíêöèé
n+1
ω , ω = r, s, p, q, z , ñïðàâåäëèâû òå æå îöåíêè (4.5).
Äîêàçàòåëüñòâî. Èç ñîîòíîøåíèé (4.2), (4.4) ñëåäóåò, ÷òî äëÿ n = 0
íåðàâåíñòâà (4.5) âåðíû. Ïðåäïîëîæèì, ÷òî íåðàâåíñòâà (4.5) âûïîëíåíû
äëÿ íåêîòîðîãî íîìåðà n , è äîêàæåì èõ äëÿ íîìåðà n+ 1 .
Âîñïîëüçóåìñÿ ïðåäñòàâëåíèåì ïðàâûõ ÷àñòåé fω â ñèñòåìå (3.32).
Èç îðìóëû (2.10) ïîëó÷àåì: äëÿ ω = r, s
|
n+1
ω (x, y)| ≤ |ω0|+
∫ x
0
|fω| dτ ≤
≤ U0 + 6
∫ +∞
0
α1(τ) dτ + 4
∫ +∞
0
α2(τ) |
n
p| dτ + 4
∫ +∞
0
α2(τ) |
n
q| dτ ≤
≤ U0 + 6
∫ +∞
0
α1(τ) dτ + 8
∫ +∞
0
α2(τ)(1 + 2α3τ) dτ ≤ 1 .
Äëÿ ω = p, q, a = pi, κ
|
n+1
ω (x, y)| ≤ |ω0|+
∫ x
0
|fω| dτ ≤ 〈ñì. (4.3) äëÿ α3〉
≤ 1 +
∫ x
0
(|a0|+ |a1|) dτ ≤ 1 + 2α3
∫ x
0
dτ ≤ 1 + 2α3 |x| .
Äëÿ ω = z, òàê êàê |
n
r| ≤ 1, ò.å.
n+1
gz (τ, x, y) ∈ [y − x+ τ, y + x− τ ] :
|
n+1
z (x, y)| ≤ |z0|+
∫ x
0
|
n
p +
n
q
n
r | dτ ≤ max
t∈[y−|x|, y+|x|]
|z0(t)|+
+
∫ x
0
2(1 + 2α3τ) dτ = max
t∈[y−|x|, y+|x|]
|z0(t)|+ 2|x|+ 2α3x
2 . 
Ñëåäñòâèå. Ïðè âûïîëíåíèè óñëîâèé (4.4) ñåìåéñòâà
{
n
ω} , ω = r, s, p, q, z , ðàâíîìåðíî îãðàíè÷åíû íà êîìïàêòå
G(x¯, y¯) = {(x, y)| x ∈ [0, x¯], y ∈ [y¯ − x¯+ x, y¯ + x¯− x]} (4.6)
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äëÿ ∀ (x¯, y¯) ∈ [0,+∞)× R .
Äîêàçàòåëüñòâî. Ôóíêöèè
n
ω, ω = r, s, p, q, z , îïðåäåëåíû íà êîì-
ïàêòå G(x¯, y¯) , òàê êàê õàðàêòåðèñòèêè, âûõîäÿùèå èç ëþáîé òî÷êè
(x, y) ∈ G(x¯, y¯) , ëåæàò â êîìïàêòå G(x¯, y¯) â ñèëó |
n
r| ≤ 1, |
n
s| ≤ 1 . àâ-
íîìåðíàÿ îãðàíè÷åííîñòü ñëåäóåò èç íåðàâåíñòâ (4.5). 
4.3 èïåðáîëè÷íîñòü â óçêîì ñìûñëå
Ïîòðåáóåì, ÷òîáû íà÷àëüíûå äàííûå r0, s0 áûëè ðàçäåëåíû íåêîòîðîé
ïîñòîÿííîé. Áîëåå òî÷íî: ∃ δ > 0 :
inf
y∈R
r0(y)− sup
y∈R
s0(y) ≥ δ > 0 . (4.7)
Ëåììà 4.2. Ïóñòü ∃ ε ∈ (0, δ] :
6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx ≤
δ − ε
2
. (4.8)
Òîãäà äëÿ n = 0, 1, 2, . . .
inf
(x,y)∈R2
n
r (x, y)− sup
(x,y)∈R2
n
s (x, y) ≥ ε > 0. (4.9)
Äîêàçàòåëüñòâî. Ñîãëàñíî îðìóëå (2.10), ó÷èòûâàÿ îöåíêè (4.3),
(4.5), (4.8), èìååì
n+1
r (x, y) ≥ inf
y∈R
r0(y)−
(
6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx
)
≥
≥ inf
y∈R
r0(y)− δ − ε2 ,
n+1
s (x, y) ≤ sup
y∈R
s0(y) +
(
6
∫ +∞
−∞
α1(x)dx+ 8
∫ +∞
−∞
(1 + 2α3|x|)α2(x) dx
)
≤
≤ sup
y∈R
s0(y) + δ − ε2 .
Òîãäà ñîãëàñíî óñëîâèþ (4.7)
inf
(x,y)∈R2
n+1
r (x, y)− sup
(x,y)∈R2
n+1
s (x, y) ≥ inf
y∈R
r0(y)− sup
y∈R
s0(y)− (δ − ε) ≥ ε . 
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4.4 àçðåøèìîñòü èòåðàöèîííîé ñèñòåìû
Ëåììà 4.3. C1-ðåøåíèå çàäà÷è (4.1) ñóùåñòâóåò íà âñåé ïîëóïëîñêî-
ñòè.
Äîêàçàòåëüñòâî. àññìîòðèì ïîäñèñòåìó äâóõ óðàâíåíèé îòíîñèòåëü-
íî
n+1
r
,
n+1
s
. Îíà ÿâëÿåòñÿ ñëàáî-íåëèíåéíîé ([ß℄, ãë. 1, § 10, ï. 3).
(Äëÿ ñèñòåìû (2.8) ñëàáàÿ íåëèíåéíîñòü  ýòî ∂ξi/∂ui = 0 äëÿ âñåõ i .)
åøåíèå ýòîé ñèñòåìû îãðàíè÷åíî íà âñåé ïîëóïëîñêîñòè ñîãëàñíî îöåí-
êàì (4.5). Ñèñòåìà ÿâëÿåòñÿ ãèïåðáîëè÷åñêîé â óçêîì ñìûñëå ñîãëàñíî
îöåíêàì (4.9). Ñîãëàñíî òåîðåìå îæäåñòâåíñêîãî  Ñèäîðåíêî ([ß℄,
ãë. 1, § 10, ï. 3) ïåðâûå ïðîèçâîäíûå óíêöèé
n+1
r
,
n+1
s
íå îáðàùàþò-
ñÿ â áåñêîíå÷íîñòü ïðè êîíå÷íîì çíà÷åíèè x . Ñëåäîâàòåëüíî, ñîãëàñíî
ñëåäñòâèþ èç ýòîé òåîðåìû ([ß℄, ãë. 1, § 10, ï. 3), ïîäñèñòåìà ïåðâûõ
äâóõ óðàâíåíèé çàäà÷è (4.1) ðàçðåøèìà íà âñåé (ïîëó)ïëîñêîñòè, ò.å.
èìååò ãëîáàëüíîå C1-ãëàäêîå ðåøåíèå.
Äåéñòâèòåëüíî, çàäà÷à (4.1) ðàçðåøèìà ëîêàëüíî, ò.å. â íåêîåé
îêðåñòíîñòè ïðÿìîé x = 0 . Ýòîò õîðîøî èçâåñòíûé àêò ñëåäóåò, íàïðè-
ìåð, èç òåîðåìû ñóùåñòâîâàíèÿ ([ß℄, ãë. 1, § 8, ï. 2) ñ ó÷åòîì ñëåäñòâèÿ
èç ëåììû 4.1. Ïðè ïðîäîëæåíèè ëîêàëüíîãî ðåøåíèÿ ñèëüíûé ðàçðûâ,
ò.å. óõîä ïåðâîé ïðîèçâîäíîé â áåñêîíå÷íîñòü ïðè êîíå÷íîì x, íåâîçìî-
æåí ñîãëàñíî òåîðåìå îæäåñòâåíñêîãî  Ñèäîðåíêî. Â äîêàçàòåëüñòâå
ýòîé òåîðåìû ñòðîèòñÿ ìàæîðàíòà, îãðàíè÷èâàþùàÿ êëàññè÷åñêîå ðåøå-
íèå (ïî ìîäóëþ), è, òàêèì îáðàçîì, ïåðåä óõîäîì â áåñêîíå÷íîñòü ðåøå-
íèå, îñòàâàÿñü êëàññè÷åñêèì, äîëæíî âûéòè çà ìàæîðàíòó, ÷åãî áûòü íå
ìîæåò.
Äàëåå, êàê ñëåäóåò èç èçó÷åíèÿ ñëàáûõ ðàçðûâîâ (ðàçðûâîâ ïåðâîãî
ðîäà, ò.å. êîíå÷íûõ ñêà÷êîâ ïåðâîé ïðîèçâîäíîé), ñëàáûé ðàçðûâ ñèñòå-
ìû êâàçèëèíåéíûõ óðàâíåíèé ãèïåðáîëè÷åñêîãî òèïà, ðàñïðîñòðàíÿÿñü
âäîëü õàðàêòåðèñòèêè, íå ìîæåò íè âîçíèêíóòü, íè èñ÷åçíóòü, åñ-
ëè òîëüêî ðåøåíèå è åãî ïåðâûå ïðîèçâîäíûå îñòàþòñÿ îãðàíè÷åííûìè
([ß℄, ãë. 1, § 10, ï. 1). Ïîñêîëüêó ó íàñ íà÷àëüíûå äàííûå C1-ãëàäêèå,
ñëàáûõ ðàçðûâîâ íåò. Òàêèì îáðàçîì, C1-ãëàäêîå ðåøåíèå ñóùåñòâóåò
íà âñåé ïîëóïëîñêîñòè.
Îñòàâøèåñÿ òðè óðàâíåíèÿ ñèñòåìû (4.1) ÿâëÿþòñÿ ëèíåéíûìè è,
ñíàáæåííûå íà÷àëüíûìè äàííûìè (4.1), èìåþò ðåøåíèÿ íà âñåé ïîëó-
ïëîñêîñòè. 
Ëåììà 4.4. Ïóñòü
n+1
ω (x, y)  ðåøåíèå çàäà÷è (4.1). Òîãäà õàðàê-
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òåðèñòèêè çàäà÷è (4.1) ñóùåñòâóþò äëÿ ëþáîãî çíà÷åíèÿ ïàðàìåòðà
τ ∈ [0, x] .
Äîêàçàòåëüñòâî. Õàðàêòåðèñòèêè îïðåäåëÿþòñÿ êàê ðåøåíèÿ çàäà-
÷è (2.9). Êëàññè÷åñêàÿ òåîðåìà Êîøè ñóùåñòâîâàíèÿ è åäèíñòâåííîñòè
äëÿ ñèñòåì âèäà
d
dτ
ui = fi(τ, u1, . . . , un), i = 1, . . . , n
èìååò ñëåäóþùèé âèä:
Ïóñòü â çàìêíóòîé îáëàñòè
G¯ = {(τ, u1, . . . , un)| |τ − τ
0| ≤ a, |ui − u
0
i | ≤ b, i = 1, . . . , n}
âûïîëíåíû óñëîâèÿ:
1) óíêöèè fi íåïðåðûâíû,
2) |fi| ≤ A ;
3) óíêöèè fi ëèïøèöåâû ïî ïåðåìåííûì u1, . . . , un .
Òîãäà ñèñòåìà  íà÷àëüíûìè óñëîâèÿìè ui(τ
0) = u0 èìååò åäèíñòâåí-
íîå ðåøåíèå äëÿ |τ − τ o| ≤ min(a, b/A) .
Â íàøåì ñëó÷àå A = 1 ñîãëàñíî ðàâíîìåðíîé îöåíêå (4.5). Äàëåå,
a = x , è ìû ìîæåì âûáðàòü ñêîëü óãîäíî áîëüøîå çíà÷åíèå b . Ëèïøè-
öåâîñòü îáåñïå÷èâàåòñÿ îãðàíè÷åííîñòüþ â îáëàñòè G¯ ÷àñòíûõ ïðîèç-
âîäíûõ ïî u1, . . . , un : ñîãëàñíî ëåììå 4.3 ïðàâûå ÷àñòè ïðèíàäëåæàò ê
êëàññó C1([0,+∞)× R) êàê êëàññè÷åñêîå ðåøåíèå çàäà÷è (4.1). Ñëåäîâà-
òåëüíî, îáå õàðàêòåðèñòèêè ñóùåñòâóþò äëÿ ∀ τ ∈ [0, x] . Òàêèì îáðàçîì,
ìû ìîæåì èíòåãðèðîâàòü âäîëü õàðàêòåðèñòèê. 
5 Ïðîèçâîäíûå ïðèáëèæåííûõ ðåøåíèé
àñïðîñòðàíèì òåîðåìó îæäåñòâåíñêîãî  Ñèäîðåíêî ([ß℄, ãë. 1, § 10,
ï. 3), äîêàçàííóþ äëÿ òî÷íîãî ðåøåíèÿ â ñëó÷àå ñèñòåìû äâóõ óðàâíåíèé,
íà ìåòîä ïîñëåäîâàòåëüíûõ ïðèáëèæåíèé äëÿ ñèñòåìû ïÿòè óðàâíåíèé
ñ äâóìÿ ðàçëè÷íûìè õàðàêòåðèñòèêàìè.
Çàïèñü (
n
u)y îçíà÷àåò, ÷òî ê u ñíà÷àëà ïðèìåíÿåòñÿ îïåðàòîð âçÿòèÿ
n-ãî ïðèáëèæåíèÿ, è ëèøü çàòåì îïåðàòîð äèåðåíöèðîâàíèÿ ïî y, à
íå íàîáîðîò.
Ïóñòü G(x¯, y¯)  êîìïàêò, îïðåäåëåííûé óñëîâèåì (4.6),
∀(x¯, y¯) ∈ [0,+∞)× R .
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Ëåììà 5.1. Ñóùåñòâóåò óíêöèÿ Φ(x) ∈ C0(R) òàêàÿ, ÷òî
|(
n
ω)y(x, y)| ≤ Φ(x) (5.1)
äëÿ ω = r, s, p, q, z , ∀(x¯, y¯) ∈ G(x¯, y¯) , n = 0, 1, 2, . . .
Äîêàçàòåëüñòâî. Ââåäåì îáîçíà÷åíèå
n
gω(x, y0) =
n
gω(x, 0, y0) . Òîãäà
n
gω(x, y0) åñòü ðåøåíèå çàäà÷è Êîøè{
∂x
n
gω = ξ(
n
ω)(x,
n
gω),
n
gω(0, y0) = y0, ω = r, s, p, q, z,
(5.2)
ò.å. êðèâàÿ (x,
n
gω(x, y0))  õàðàêòåðèñòèêà, ïðîõîäÿùàÿ ÷åðåç òî÷êó
(0, y0) . Ôîðìóëà (2.10) ïðèíèìàåò âèä
n+1
ω (x,
n+1
gω (x, y0)) = ω
0(y0) +
∫ x
0
fω(τ,
n+1
gω (τ, y0),
n
Ω(τ,
n+1
gω (τ, y0))) dτ ,
ãäå Ω = (ω) = (r, s, p, q, z) . Ââåäÿ îáîçíà÷åíèå
n+1
ω¯ (x, y0) =
n+1
ω (x,
n+1
gω (x, y0)) , (5.3)
ïîëó÷èì äëÿ ω = r, s, p, q, z :
n+1
ω¯ (x,
n+1
gω (x, y0)) = ω
0(y0) +
∫ x
0
fω(τ,
n+1
gω (τ, y0),
n
Ω(τ,
n+1
gω (τ, y0))) dτ . (5.4)
Îòñþäà ñëåäóåò, ÷òî
n+1
ω¯ (x, y0) åñòü ðåøåíèå çàäà÷è Êîøè
 ∂x
n+1
ω¯ = fω(x,
n+1
gω (x, y0),
n
Ω(x,
n+1
gω (x, y0))) ,
n+1
ω¯ (0, y0) = ω
0(y0), ω = r, s, p, q, z.
(5.5)
Äèåðåíöèðîâàíèåì ïî y0 ðàâåíñòâà (5.3) ïîëó÷èì
∂y0
n+1
ω¯ (x, y0) = ∂y
n+1
ω¯ (x, y)
∣∣∣∣
y=
n+1
gω (x,y0)
∂y0
n+1
gω (x, y0) ,
îòêóäà
∂y
n+1
ω (x, y) = ∂y0
n+1
ω¯ (x, y0)∂y0
n+1
gω (x, y0) . (5.6)
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Äèåðåíöèðóÿ ïî y0 îðìóëû (5.2), ïîëó÷èì óðàâíåíèå
∂x
(
∂y0
n
gω(x, y0)
)
= ∂yξ(
n
ω)(x, y)
∣∣∣
y=
n
gω(x,y0)
∂y0
n
gω(x, y0) ,
èëè
∂x ln
(
∂y0
n
gω(x, y0)
)
= ∂yξ(
n
ω)(x, y)
∣∣∣
y=
n
gω(x,y0)
, (5.7)
è íà÷àëüíîå óñëîâèå
(∂y0
n
gω)(0, y0) = 1 . (5.7
0)
Ïóñòü v(x, y) ∈ C1  ïðîèçâîëüíàÿ óíêöèÿ. Ââåäåì îáîçíà÷åíèå(
d
dx
v
)
ω
= (∂x +
n+1
ξ (ω)∂y) v .
Âû÷èòàÿ èç ðàâåíñòâà
(∂x +
n+1
r ∂y)
n+1
s = fs(x, y,
n
Ω)
ðàâåíñòâî
(∂x +
n+1
s ∂y)
n+1
s =
(
d
dx
n+1
s
)
r
,
ïîëó÷èì
∂y
n+1
s =
fs(x, y,
n
Ω)− ( ddx
n+1
s )r
n+1
r −
n+1
s
.
Ïðåîáðàçóåì ýòî ðàâåíñòâî:
∂y
n+1
s =
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
fr(x, y,
n
Ω)−( ddx
n+1
s )
r
n+1
r −
n+1
s
=
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
( d
dx
n+1
r )
r
− ( d
dx
n+1
s )
r
n+1
r −
n+1
s
=
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
 
d
dx
 
n+1
r −
n+1
s
!!
r
n+1
r −
n+1
s
=
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
+
(
d
dx
ln
(
n+1
r −
n+1
s
))
r
.
(5.8)
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Èñïîëüçóåì ðàâåíñòâî (5.7):((
∂x +
n+1
s ∂y
)
ln
∂y0
n+1
gr (x, y0)
n+1
r −
n+1
s
)∣∣∣∣∣
y=
n+1
gr (x,y0)
=
fs(x, y,
n
Ω)− fr(x, y,
n
Ω)
n+1
r −
n+1
s
∣∣∣∣∣
y=
n+1
gr (x,y0)
.
Èíòåãðèðóåì âäîëü õàðàêòåðèñòèêè ñîãëàñíî îðìóëå (2.10), ó÷èòûâàÿ
íà÷àëüíîå óñëîâèå (5.70) :
∂y0
n+1
gr (x, y0) =
n+1
r −
n+1
s
r0 − s0
exp


∫ x
0
n
fs −
n
fr
n+1
r −
n+1
s
dτ

 . (5.9)
Òàê êàê óíêöèè fω, ω = r, s, p, q, z , íåïðåðûâíî äèåðåíöèðóåìû ïî
r, s, p, q, z, x, y , à ñåìåéñòâî {
n
Ω} ðàâíîìåðíî îãðàíè÷åíî, òî ñóùåñòâóåò
êîíñòàíòà a òàêàÿ, ÷òî äëÿ ω = r, s, p, q, z, µ = r, s, p, q, z, x, y
|fω| ≤ a,
∣∣∣∣∂fω∂µ
∣∣∣∣ ≤ a. (5.10)
Èñïîëüçóÿ îöåíêè (4.5), (4.9), (5.10), ïîëó÷àåì èç (5.9) îöåíêó
1
ψ(x)
≤ ∂y0
n+1
gr (x, y) ≤ ψ(x) , (5.11)
ãäå
ψ(x) = (2/ε) exp {2ax/ε} .
Îöåíêè äëÿ ∂y0
n+1
gs (x, y0) ïîëó÷àþòñÿ àíàëîãè÷íî. Íàïîìíèì, ÷òî âñå-
ãî õàðàêòåðèñòèê äâå, ò.å. äëÿ ω = r, s, p, q, z
n+1
gω (x, y0) ñîâïàäàåò ëèáî ñ
n+1
gr (x, y0) , ëèáî ñ
n+1
gs (x, y0) . Òåì ñàìûì äëÿ ω = r, s, p, q, z , n = 1, 2, 3, . . .
ñïðàâåäëèâû îöåíêè
1
ψ(x)
≤ ∂y0
n+1
gω (x, y0) ≤ ψ(x) . (5.12)
Îöåíêà äëÿ n = 0 íàì íå ïîòðåáóåòñÿ.
Äèåðåíöèðóÿ îðìóëû (5.5) ïî ïàðàìåòðó y0 , ïîëó÷èì

∂x(∂y0
n+1
ω¯ ) =
∑
µ=r,s,p,q,z
∂fω
∂
n
µ
∂
n
µ
∂
n+1
gω
∂
n+1
gω
∂y0
+
∂fω
∂
n+1
gω
∂
n+1
gω
∂y0
,
∂y0
n+1
ω¯ (0, y0) = ω
0
y(y0) , ω = r, s, p, q, z .
(5.13)
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Ââîäÿ îáîçíà÷åíèå
V0 = max
ω=r,s,p,q,z
sup
y0∈G(x¯,y¯)|x=0
|ω0y(y0)| ,
ðàññìîòðèì àññîöèèðîâàííóþ ñ çàäà÷åé (5.13) ìàæîðàíòíóþ çàäà÷ó
d
dx
V = 5aψ2(x) V + aψ(x) , V (0) = V0 . (5.14)
Çàäà÷à Êîøè (5.14) â ñèëó ëèíåéíîñòè èìååò ðåøåíèå íà âñåì êîìïàêòå
G(x¯, y¯) .
Íà÷àëüíîå ïðèáëèæåíèå
0
ω
óäîâëåòâîðÿåò íåðàâåíñòâó
|∂y
0
ω| ≤ ψ(x) V (x) , ω = r, s, p, q, z,
òàê êàê ψ ≥ 1 è ïðàâûå ÷àñòè çàäà÷è (5.14) íåîòðèöàòåëüíû. Ïðåäïîëî-
æèì, ÷òî
|∂y
n
ω| ≤ ψ(x) V (x) , ω = r, s, p, q, z. (5.15)
Ó÷èòûâàÿ îöåíêè (5.10), (5.12), (5.15), ïîëó÷èì∣∣∣∣∂y0n+1ω¯
∣∣∣∣ (5.13), (2.10)≤ |ω0y|+
+
∫ x
0
( ∑
µ=r,s,p,q,z
∣∣∣∣∂fω
∂
n
µ
∣∣∣∣
∣∣∣∣∣ ∂
n
µ
∂
n+1
gω
∣∣∣∣∣
∣∣∣∣∣∂
n+1
gω
∂y0
∣∣∣∣∣+
∣∣∣∣∣ ∂fω∂n+1gω
∣∣∣∣∣
∣∣∣∣∣∂
n+1
gω
∂y0
∣∣∣∣∣
)
dτ ≤
≤ V0 +
∫ x
0
(5aψ(τ)ψ(τ) V (τ) + aψ(τ)) dτ
(5.14)
= V (x) .
(5.16)
Èç îðìóëû (5.6), ïîëüçóÿñü îöåíêàìè (5.12), (5.16), ïîëó÷àåì∣∣∣∂yn+1ω (x, y)∣∣∣ ≤ ψ(x) V (x) , ω = r, s, p, q, z.
Èòàê,
Φ(x) = ψ(x) V (x) . 
30
6 Ñóùåñòâîâàíèå è åäèíñòâåííîñòü ðåøåíèÿ
Åäèíñòâåííîñòü ðåøåíèÿ çàäà÷è Êîøè (3.32), (3.320) ñëåäóåò èç òåîðåìû
åäèíñòâåííîñòè ([ß℄, ãë. 1,  8, ï. 2).
Â ýòîì ðàçäåëå, êàê è â ðàçäåëå 2, áóäåì ðàññìàòðèâàòü çàäà÷ó Êîøè
äëÿ ñèñòåìû îáùåãî âèäà (2.8), (2.80) îòíîñèòåëüíî íåèçâåñòíîé âåêòîð-
óíêöèè u = (u1, . . . , um) . Áóäåì ïðåäïîëàãàòü, ÷òî ïîñëåäîâàòåëüíîñòü
ïðèáëèæåííûõ ðåøåíèé {
n
u(x, y)} è ïîñëåäîâàòåëüíîñòü èõ ïðîèçâîäíûõ
{(
n
u)y(x, y)} ðàâíîìåðíî îãðàíè÷åíû íà êîìïàêòå (4.6) äëÿ ïðîèçâîëüíîé
òî÷êè (x¯, y¯) ∈ [0,+∞)× R . Âñå ðàññìîòðåíèÿ áóäåì ïðîâîäèòü íà ýòîì
êîìïàêòå. Â äîêàçàòåëüñòâàõ áóäåì ñëåäîâàòü ñòàíäàðòíîé ñõåìå, ïðè-
âåäåííîé â [ß℄. Òàêæå èñïîëüçîâàíà [Òóí-äèñ℄.
Ïóñòü ϕ(u) ∈ C1 . àññìîòðèì óíêöèþ ϕ˜(λ) = ϕ(u¯+λ(u−u¯)), λ ∈ R .
Ïî îðìóëå Íüþòîíà-Ëåéáíèöà èìååì [Òóí-äèñ℄
ϕ˜(1)− ϕ˜(0)=ϕ(u)−ϕ(u¯)=
∫ 1
0
ϕ˜λdλ =
∫ 1
0
(
m∑
j=1
∂ϕ
∂uj
(u¯+ λ(u− u¯))(uj − u¯j)
)
dλ.
Äîêàçàííàÿ îðìóëà
ϕ(u)− ϕ(u¯) =
m∑
j=1
(uj − u¯j)
∫ 1
0
∂ϕ
∂uj
(u¯+ λ(u− u¯)) dλ (6.1)
íàçûâàåòñÿ îðìóëîé êîíå÷íûõ ïðèðàùåíèé.
6.1 Íåïðåðûâíîñòü ðåøåíèÿ
Ëåììà 6.1. Âåêòîð-óíêöèÿ lim
n→∞
n
u(x, y) íåïðåðûâíà.
Äîêàçàòåëüñòâî. Êëàññè÷åñêàÿ òåîðåìà àíàëèçà äàåò äîñòàòî÷íîå
óñëîâèå ñõîäèìîñòè óíêöèîíàëüíîé ïîñëåäîâàòåëüíîñòè ê íåïðåðûâ-
íîé óíêöèè: ýëåìåíòû ïîñëåäîâàòåëüíîñòè äîëæíû áûòü íåïðåðûâíû-
ìè óíêöèÿìè, è ïîñëåäîâàòåëüíîñòü äîëæíà ðàâíîìåðíî ñõîäèòüñÿ.
àâíîìåðíàÿ ñõîäèìîñòü ïîñëåäîâàòåëüíîñòè {
n
u} áóäåò ñëåäîâàòü èç
ðàâíîìåðíîé ñõîäèìîñòè ðÿäà
∞∑
n=0
(
n+1
u −
n
u)(x, y) .
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Ïóñòü èìåþòñÿ äâà ïîñëåäîâàòåëüíûõ ïðèáëèæåíèÿ
n+1
u
,
n
u
, ò.å., ñî-
ãëàñíî (4.1),
(∂x + ξi(x, y,
n+1
u )∂y)
n+1
ui = fi(x, y,
n
u) ,
(∂x + ξi(x, y,
n+1
u )∂y)
n
ui + ξi(x, y,
n
u)
n
uiy = fi(x, y,
n−1
u ) + ξi(x, y,
n+1
u )
n
uiy ,
n+1
u (0, y) =
n
u(0, y) = u0(y) .
Âû÷èòàíèåì ïîëó÷àåì çàäà÷ó Êîøè äëÿ
n+1
u −
n
u
:

(∂x + ξi(x, y,
n+1
u )∂y)(
n+1
ui −
n
ui) = fi(x, y,
n
u)− fi(x, y,
n−1
u )−
−
n
uiy(ξi(x, y,
n+1
u )− ξi(x, y,
n
u)) ,
(
n+1
u −
n
u)(0, y) = 0 .
Äëÿ
n+1
r =
n+1
u −
n
u
ñ ïîìîùüþ îðìóëû êîíå÷íûõ ïðèðàùåíèé (6.1)
ïîëó÷èì ñèñòåìó

(∂x + ξi(x, y,
n+1
u )∂y)
n+1
ri =
=
m∑
j=1
n
rj
∫ 1
0
(
∂fi
∂uj
(x, y,
n−1
u +λ
n
r)−
n
uiy
∂ξi
∂uj
(x, y,
n
u+ λ
n+1
r )
)
dλ ,
n+1
r (0, y) = 0 .
Âîñïîëüçîâàâøèñü îðìóëîé (2.10), ïîëó÷èì
|
n+1
ri | ≤
∫ x
0
max
k
|
n
rk|
m∑
j=1
∫ 1
0
(∣∣∣∣ ∂fi∂uj
∣∣∣∣ + |nuiy|
∣∣∣∣ ∂ξi∂uj
∣∣∣∣
)
dλ dτ. (6.2)
Èç îðìóë (3.32) âèäíî, ÷òî èç C1-îãðàíè÷åííîñòè âåêòîð-óíêöèé
ρ, σ, pi, κ è ðàâíîìåðíîé îãðàíè÷åííîñòè ïîñëåäîâàòåëüíîñòè {
n
u} ñëå-
äóåò ðàâíîìåðíàÿ îãðàíè÷åííîñòü óíêöèé
∣∣∣∣ ∂fi∂uj
∣∣∣∣ . Âåëè÷èíà
∣∣∣∣ ∂ξi∂uj
∣∣∣∣ åñòü
ëèáî 0, ëèáî 1, ïîñëåäîâàòåëüíîñòü {
n
uyi} ðàâíîìåðíî îãðàíè÷åíà, è, çíà-
÷èò,
m∑
j=1
∫ 1
0
(∣∣∣∣ ∂fi∂uj
∣∣∣∣+ |nuiy|
∣∣∣∣ ∂ξi∂uj
∣∣∣∣
)
dλ ≤ C ,
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ãäå C  íåêîòîðàÿ êîíñòàíòà, ò.å. ëåâàÿ ÷àñòü íåðàâåíñòâà ðàâíîìåðíî
îãðàíè÷åíà. Ââåäåì îáîçíà÷åíèå
Rn(x) = max
i
sup
(τ,y)∈[0,x]×R
|
n
ri(τ, y)|.
Òîãäà îðìóëà (6.2) ïðèìåò âèä
Rn+1(x) ≤ C
∫ x
0
Rn(τ) dτ. (6.3)
Ïîñëåäîâàòåëüíî ïðèìåíÿÿ îðìóëó (6.3), ïîëó÷àåì:
Rn+1(x) ≤ max
τ∈[0,x]
R1(τ)
(Cx)n
n!
≤ max
τ∈[0,x¯]
R1(τ)
(Cx¯)n
n!
,
îòêóäà ñîãëàñíî ïðèçíàêó Âåéåðøòðàññà ñëåäóåò ðàâíîìåðíàÿ ñõîäè-
ìîñòü ðÿäà
∞∑
n=0
(
n+1
u −
n
u)(x, y) â ïîëîñå [0, x¯]× R . Ïîýòîìó ïðåäåëüíàÿ
âåêòîð-óíêöèÿ lim
n→∞
n
u(x, y) íåïðåðûâíà â ïîëîñå [0, x¯]× R. 
6.2 Íåïðåðûâíàÿ äèåðåíöèðóåìîñòü ðåøåíèÿ
Ëåììà 6.2. Âåêòîð-óíêöèÿ lim
n→∞
n
u(x, y) íåïðåðûâíî äèåðåíöèðóå-
ìà.
Äîêàçàòåëüñòâî. Äëÿ äîêàçàòåëüñòâà íåïðåðûâíîñòè âåêòîð-óíêöèè
lim
n→∞
(
n
u)y âîñïîëüçóåìñÿ òåîðåìîé Àðöåëà. àâíîìåðíàÿ îãðàíè÷åííîñòü
ñåìåéñòâà {
n
uy} óæå äîêàçàíà. Äîêàæåì ðàâíîñòåïåííóþ íåïðåðûâíîñòü
ñåìåéñòâà {
n
uy} .
Ñíà÷àëà äîêàæåì ðàâíîñòåïåííóþ íåïðåðûâíîñòü ñåìåéñòâ {
n
u}, {
n
g} .
Ïî îðìóëå êîíå÷íûõ ïðèðàùåíèé (6.1) èìååì:
n
u(x1, y1)−
n
u(x2, y2) = (x1 − x2)
∫ 1
0
n
ux(x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ+
+(y1 − y2)
∫ 1
0
n
uy(x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ.
àâíîìåðíàÿ îãðàíè÷åííîñòü ñåìåéñòâà {
n
ux} ñëåäóåò èç îðìóë (4.1) è
ðàâíîìåðíîé îãðàíè÷åííîñòè ñåìåéñòâ {
n
u}, {
n
uy} . Îòñþäà ñëåäóåò ðàâ-
íîñòåïåííàÿ íåïðåðûâíîñòü ïîñëåäîâàòåëüíîñòè {
n
u} .
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Äëÿ âåêòîð-óíêöèè
n
g(τ, x, y) ïî îðìóëå êîíå÷íûõ ïðèðàùåíèé
(6.1) èìååì:
n
g(τ, x1, y1)−
n
g(τ, x2, y2) =
= (x1 − x2)
∫ 1
0
n
gx(τ, x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ+
+ (y1 − y2)
∫ 1
0
n
gy(τ, x2 + λ(x1 − x2), y2 + λ(y1 − y2)) dλ.
àâíîìåðíàÿ îãðàíè÷åííîñòü ñåìåéñòâ {
n
gx}, {
n
gy} ñëåäóåò èç îðìóë
(2.11) è èç ðàâíîìåðíîé îãðàíè÷åííîñòè ñåìåéñòâ {
n
u}, {
n
uy} (â íàøåì
ñëó÷àå ξyi = 0, ∂ξi/∂
n
uj ëèáî 0, ëèáî 1). Ïîýòîìó
|
n
gi(τ, x1, y1)−
n
gi(τ, x2, y2)| ≤ onst (|x1 − x2|+ |y1 − y2|),
ò.å. ñåìåéñòâî {
n
g} ðàâíîñòåïåííî íåïðåðûâíî.
àññìîòðèì òåïåðü íà êîìïàêòå G(x¯, y¯) óíêöèþ
n+1
uiy :
n+1
uiy (x, y) = u
0
iy(
n+1
gi (0, x, y))+
+
∫ x
0
{
−
n+1
uiy
(
ξiy +
∑
j
∂ξi
∂
n+1
uj
·
n+1
ujy
)
+
(
fiy +
∑
j
∂fi
∂
n
uj
·
n
ujy
)}
(
τ,
n+1
gi (τ, x, y),
n
u(τ,
n+1
gi (τ, x, y))
)
dτ .
(6.4)
Â íàøåì ñëó÷àå ξiy = 0 , ∂ξi/∂
n+1
uj ëèáî 0 , ëèáî 1 . Ïîñêîëüêó ðàâíîñòå-
ïåííî íåïðåðûâíû ñåìåéñòâà {
n
u}, {
n
g} , òî ðàâíîñòåïåííî íåïðåðûâíû è
ñåìåéñòâà
{u0iy(
n+1
gi (0, x, y))} ,{
fiy
(
τ,
n+1
gi (τ, x, y),
n
u(τ,
n+1
gi (τ, x, y))
)}
,{
∂fi
∂
n
uj
(
τ,
n+1
gi (τ, x, y),
n
u(τ,
n+1
gi (τ, x, y))
)}
.
Âîñïîëüçóåìñÿ òåîðåìîé Êàíòîðà: íåïðåðûâíàÿ íà êîìïàêòå â R
s
óíê-
öèÿ ðàâíîìåðíî íåïðåðûâíà íà ýòîì êîìïàêòå. Ó÷èòûâàÿ ðàâíîìåðíóþ
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îãðàíè÷åííîñòü ñåìåéñòâà {
n
uy} è òåîðåìó Êàíòîðà, ïîëó÷àåì ðàâíî-
ñòåïåííóþ íåïðåðûâíîñòü ïðàâûõ ÷àñòåé ðàâåíñòâà (6.4), ò.å. ñåìåéñòâà
{
n
uy} , íà êîìïàêòå G(x¯, y¯) .
Âîñïîëüçóåìñÿ òåîðåìîé Àðöåëà: åñëè óíêöèîíàëüíàÿ ïîñëåäîâà-
òåëüíîñòü ðàâíîìåðíî îãðàíè÷åíà è ðàâíîñòåïåííî íåïðåðûâíà íà êîì-
ïàêòå, òî èç íåå ìîæíî âûäåëèòü ïîäïîñëåäîâàòåëüíîñòü, ðàâíîìåðíî
ñõîäÿùóþñÿ íà ýòîì êîìïàêòå. Ïîýòîìó ñóùåñòâóåò ðàâíîìåðíî ñõî-
äÿùàÿñÿ ïîäïîñëåäîâàòåëüíîñòü {
nk
uy} . Ïî òåîðåìå î ïî÷ëåííîì äè-
åðåíöèðîâàíèè óíêöèîíàëüíîé ïîñëåäîâàòåëüíîñòè âåêòîð-óíêöèÿ
lim
k→∞
nk
u (x, y) íåïðåðûâíî äèåðåíöèðóåìà ïî y , è
∂y lim
k→∞
nk
u = lim
k→∞
nk
uy. (6.5)
Èç äîêàçàííîé ðàíåå ðàâíîìåðíîé ñõîäèìîñòè ïîñëåäîâàòåëüíîñòè {
n
u}
ñëåäóåò, ÷òî
lim
k→∞
nk
u = lim
n→∞
n
u. (6.6)
Âîñïîëüçîâàâøèñü ðàâåíñòâîì (6.6), ïîëó÷àåì èç ðàâåíñòâà (6.5) ïðàâèëî
äèåðåíöèðîâàíèÿ ïî y äëÿ âåêòîð-óíêöèè lim
n→∞
n
u
:
∂y lim
n→∞
n
u = lim
k→∞
nk
uy. (6.7)
Âåêòîð-óíêöèÿ ∂y lim
n→∞
n
u
íåïðåðûâíà, òàê êàê íåïðåðûâíû âåêòîð-
óíêöèè
nk
uy .
Ïðàâèëî äèåðåíöèðîâàíèÿ ïî x äëÿ âåêòîð-óíêöèè lim
n→∞
n
u(x, y)
ïîëó÷àåì, ïåðåõîäÿ â ðàâåíñòâå (4.1) ê ïðåäåëó:
∂x lim
n→∞
n
ui(x, y) = fi(x, y, lim
n→∞
n
u)− ξi(x, y, lim
n→∞
n
u)(∂y lim
n→∞
n
ui). (6.8)
Íåïðåðûâíîñòü ïðîèçâîäíîé ïî x îáåñïå÷èâàåòñÿ íåïðåðûâíîñòüþ
âåêòîð-óíêöèé f, ξ, lim
n→∞
n
u, ∂y lim
n→∞
n
u
.
Èòàê, äîêàçàíî, ÷òî lim
n→∞
n
u(x, y) ∈ C1(G(x¯, y¯)) . Ïîäñòàâèâ ïîñòðîåí-
íóþ óíêöèþ â çàäà÷ó Êîøè (2.8), (2.80) è âîñïîëüçîâàâøèñü ðàâåí-
ñòâîì (6.8), âèäèì, ÷òî îíà ÿâëÿåòñÿ ðåøåíèåì çàäà÷è Êîøè.
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Îñòàåòñÿ ñêàçàòü, ÷òî äëÿ ëþáîé òî÷êè (x, y) ∈ [0,+∞)× R ìîæ-
íî ïîñòðîèòü êîìïàêò âèäà G(x¯, y¯) , ñîäåðæàùèé ýòó òî÷êó. Ïîñêîëü-
êó â ïåðåñå÷åíèè äâóõ òàêèõ êîìïàêòîâ íà÷àëüíûå ïðèáëèæåíèÿ ñîâïà-
äàþò è ðàâíû íà÷àëüíîìó ïðèáëèæåíèþ, çàäàííîìó â ïîëóïëîñêîñòè
[0,+∞)× R , òî ñîâïàäàþò è ïðåäåëüíûå óíêöèè, ÿâëÿþùèåñÿ, ñëå-
äîâàòåëüíî, îãðàíè÷åíèÿìè ïðåäåëüíîé óíêöèè, îïðåäåëåííîé â ïîëó-
ïëîñêîñòè [0,+∞)× R , íà ñîîòâåòñòâóþùóþ îáëàñòü.
Îòìåòèì, ÷òî òåîðåìà Àðöåëà, ÿâëÿþùàÿñÿ ÷èñòîé òåîðåìîé ñóùå-
ñòâîâàíèÿ, èñïîëüçóòñÿ â äîêàçàòåëüñòâå, íî â ïîñòðîåíèè ðåøåíèÿ íå
èñïîëüçóåòñÿ. 
7 Îñíîâíîé ðåçóëüòàò
7.1 Òåîðåìà ñóùåñòâîâàíèÿ è åäèíñòâåííîñòè
Âûøå áûëî óñòàíîâëåíî, ÷òî ïðè âûïîëíåíèè íåðàâåíñòâ (4.4), (4.7),
(4.8) â ïîëóïëîñêîñòè x ≥ 0 ñóùåñòâóåò åäèíñòâåííîå C1-ðåøåíèå çàäà-
÷è (3.32), (3.320) . Ñîðìóëèðóåì óñëîâèÿ íà êîýèöèåíòû óðàâíåíèÿ
(3.1) è íà÷àëüíûå äàííûå, îáåñïå÷èâàþùèå âûïîëíåíèå íåðàâåíñòâ (4.4),
(4.7), (4.8).
Ïóñòü M1,M2  ïðîèçâîëüíûå ïîëîæèòåëüíûå ïîñòîÿííûå, ε, δ 
ïîñòîÿííûå, ñâÿçàííûå óñëîâèÿìè
0 < ε ≤ δ, (δ − ε)/2 < 1 , (7.1)
η(x) ∈ C0(R)  ïðîèçâîëüíàÿ íåîòðèöàòåëüíàÿ óíêöèÿ.
Ââåäåì îáîçíà÷åíèÿ
N1 = max{M1,
1
2
M2(4M1 + 9M
2
1 )},
N2 =M1M2 ,
η˜(x) = 1
1 + 2M1|x|
η(x) .
(7.2)
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Áóäåì ïðåäïîëàãàòü âûïîëíåííûìè ñëåäóþùèå óñëîâèÿ:
1) êîýèöèåíòû A,B,C,D ∈ C2(R5) ;
2) íà÷àëüíûå óíêöèè z0 ∈ C3(R), p0 ∈ C2(R);
3) |a| ≤M1, 1/∆ ≤M2 ,∣∣∣ ∂a∂ω
∣∣∣ ≤M1η(x) , ∣∣∣∂a∂z
∣∣∣ ≤M1η˜(x) ,
ãäå a = B,C,D,∆, ω = x, y, p, q;
4) (6N1 + 8N2)
∫ +∞
−∞
η(x) dx ≤ (δ − ε)/2 ;
5) |r0|, |s0| ≤ 1− (δ − ε)/2 , |z0y |, |p
0| ≤ 1 ;
6) inf
y∈R
r0(y)− sup
y∈R
s0(y) ≥ δ > 0 .
(7.3)
Òåîðåìà 7.1. Ïðè âûïîëíåíèè óñëîâèé (7.3) C3-ãëàäêîå ðåøåíèå
çàäà÷è Êîøè (3.1), (3.3) ñóùåñòâóåò è åäèíñòâåííî.
Äîêàçàòåëüñòâî. Äîêàæåì, ÷òî óñëîâèÿ (7.3) îáåñïå÷èâàþò âûïîë-
íåíèå óñëîâèé (4.4), (4.7), (4.8) è òðåáîâàíèé, êîòîðûå ïðåäøåñòâóþò èì
â íà÷àëå ðàçäåëà 4.2.
Óñëîâèÿ (4.4) ñîðìóëèðîâàíû â ïðåäïîëîæåíèè C1-ãëàäêîñòè è
îãðàíè÷åííîñòè íà÷àëüíûõ äàííûõ r0, s0 . Ñíà÷àëà ïîêàæåì, ÷òî óñëî-
âèÿ (7.3) îáåñïå÷èâàþò óñëîâèå r0, s0 ∈ C1 . Èç ïåðâûõ äâóõ óðàâíåíèé
ñèñòåìû (3.320) ïîëó÷àåì
r0(y)− s0(y) =
∆(0, y, z0(y), p0(y), z0y(y))
z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y))
,
îòêóäà
z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)) =
∆(0, y, z0(y), p0(y), z0y(y))
r0(y)− s0(y)
.
Òàêèì îáðàçîì, íåðàâåíñòâî
z0yy(y) +B(0, y, z
0(y), p0(y), z0y(y)) 6= 0
îáåñïå÷èâàåòñÿ óñëîâèåì (7.3), ïóíêò 6), è óñëîâèåì 1/∆ ≤M2 èç óñëî-
âèÿ (7.3), ïóíêò 3).
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Òîãäà óñëîâèå r0, s0 ∈ C1 îáåñïå÷èâàþò îðìóëû (3.320) è óñëîâèÿ
(7.3), ïóíêòû 1), 2). Îãðàíè÷åííîñòü óíêöèé r0, s0 îáåñïå÷èâàåòñÿ óñëî-
âèåì (7.3), ïóíêò 5).
Óñëîâèÿ (4.4) ñîðìóëèðîâàíû òàêæå â ïðåäïîëîæåíèè C1-ãëàäêîñòè
è îãðàíè÷åííîñòè íà÷àëüíûõ äàííûõ p0, q0 . Ñîãëàñíî (3.320) q0 = z0y .
C1-ãëàäêîñòü óíêöèé p0, q0 îáåñïå÷èâàåòñÿ óñëîâèåì (7.3), ïóíêò 2).
Îãðàíè÷åííîñòü óíêöèé p0, q0 îáåñïå÷èâàåòñÿ óñëîâèåì (7.3), ïóíêò 5).
Äàëåå, óñëîâèÿ (4.4) ñîðìóëèðîâàíû â ïðåäïîëîæåíèè
C1-ãëàäêîñòè è îãðàíè÷åííîñòè âåêòîð-óíêöèé ρ, σ, pi, κ . Ñîãëàñ-
íî (3.32) â âûðàæåíèÿ äëÿ ýòèõ âåêòîð-óíêöèé âõîäÿò ïåðâûå
ïðîèçâîäíûå óíêöèé B,C,D,∆ è âûðàæåíèå 1/∆ . Ñîãëàñíî óñëî-
âèÿì (7.3), ïóíêò 3) óíêöèÿ 1/∆ îòäåëåíà îò íóëÿ ïîëîæèòåëüíîé
êîíñòàíòîé. Òîãäà C1-ãëàäêîñòü âåêòîð-óíêöèé ρ, σ, pi, κ îáåñïå÷èâà-
åòñÿ C2-ãëàäêîñòüþ óíêöèé A,B,C,D ñîãëàñíî óñëîâèÿì (7.3), ïóíêò
1). Îãðàíè÷åííîñòü âåêòîð-óíêöèé ρ, σ, pi, κ îáåñïå÷èâàåòñÿ óñëîâèÿìè
(7.3), ïóíêò 3).
Èñïîëüçóÿ óñëîâèå (7.3), ïóíêò 3), ïîëó÷àåì îöåíêè
|ρi|, |σi| ≤M1η , i = 0, 13;
|ρi|, |σi| ≤
1
2
M2(4M1 + 9M
2
1 )η , i = 1, 2, 7, 8;
|ρi|, |σi| ≤M1M2η˜ , i = 3, 4, 5, 6, 9, 10, 11, 12;
|pii|, |κi| ≤ M1 , i = 0, 1;
Îòñþäà ñîãëàñíî îðìóëàì (4.3), (7.2) èìååì îöåíêè
α1(x) ≤ max{M1,
1
2
M2(4M1 + 9M
2
1 )}η(x) = N1η(x) ,
α2(x) ≤ M1M2η˜(x) = N2η˜(x) ,
α3 ≤M1 .
(7.4)
Òîãäà ïóíêòû 4), 5) óñëîâèÿ (7.3) îáåñïå÷èâàþò âûïîëíåíèå âòîðîãî
íåðàâåíñòâà (4.4):
U0 + 6
∫ +∞
−∞
α1(x) dx+ 8
∫ +∞
−∞
(1 + 2α3|x|) α2(x) dx ≤
≤ U0 + (6N1 + 8N2)
∫ +∞
−∞
η(x) dx ≤ (1− (δ − ε)/2) + (δ − ε)/2 = 1 .
Ïåðâîå íåðàâåíñòâî (4.4) ñëåäóåò èç óñëîâèÿ (7.3), ïóíêò 5). Íåðà-
âåíñòâî (4.7) åñòü óñëîâèå (7.3), ïóíêò 6). Íåðàâåíñòâî (4.8) ñ ó÷åòîì
îáîçíà÷åíèé (7.2) è îöåíîê (7.4) åñòü óñëîâèå (7.3), ïóíêò 4).
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Òàêèì îáðàçîì, óñëîâèÿ (7.3) îáåñïå÷èâàþò âûïîëíåíèå íåðàâåíñòâ
(4.4), (4.7), (4.8), êîòîðûå â ñâîþ î÷åðåäü îáåñïå÷èâàþò ñóùåñòâîâà-
íèå åäèíñòâåííîãî C1-ðåøåíèÿ çàäà÷è (3.32), (3.320) â ïîëóïëîñêîñòè
x ≥ 0 .
åøåíèå â ïîëóïëîñêîñòè x ≤ 0 ñòðîèòñÿ àíàëîãè÷íî. C1-ãëàäêîñòü
ðåøåíèÿ íà âñåé ïëîñêîñòè îáåñïå÷èâàåòñÿ îäèíàêîâûìè íà÷àëüíûìè
äàííûìè.
C1-ðåøåíèþ çàäà÷è (3.32), (3.320) ñîîòâåòñòâóåò C3-ðåøåíèå çàäà-
÷è (3.1), (3.3), ïîñêîëüêó ñîãëàñíî òåîðåìå 3.2 äëÿ ýòîãî äîñòàòî÷íî âû-
ïîëíåíèÿ íåðàâåíñòâà ∆ > 0, ñïðàâåäëèâîãî â ñèëó óñëîâèÿ 1/∆ ≤M2
(óñëîâèå (7.3), ïóíêò 3)). 
Ïðèìåð 7.1. Ïîêàæåì, ÷òî óñëîâèÿ (7.3) çà-
äàþò íåïóñòîå ìíîæåñòâî âõîäíûõ äàííûõ. Ïóñòü
A = 1/16, B = 1/2, C = 0, D = 0, z0 = 1, p0 = 1. Òîãäà ñî-
ãëàñíî (3.2) ∆2 = 4A, îòêóäà ∆ = 1/2. Âûðàæåíèÿ (3.320)
äëÿ íà÷àëüíûõ äàííûõ ïðèíèìàþò âèä r0, s0 = (C ±∆)/2B,
îòêóäà r0, s0 = ±1/8. Òàêèì îáðàçîì, ñóùåñòâóþò ïîñòî-
ÿííûå M1 = 1/2, M2 = 2 , δ = 1/4, ε = 1/4 è óíêöèè
η(x) = 0, η˜(x) = 0 , äëÿ êîòîðûõ âûïîëíåíû ñîîòíîøåíèÿ (7.3).
Ïîñòîÿííûå N1, N2 îïðåäåëÿþòñÿ âûðàæåíèÿìè (7.2). 
Ïðèìåð 7.2. Óðàâíåíèå ñ ïîñòîÿííûìè êîýèöèåíòàìè. Ñèñòåìà
(3.32) ñâîäèòñÿ ê íåçàâèñèìîé ïîäñèñòåìå (3.33), êîòîðàÿ ïðèíèìàåò âèä
(∂x + s ∂y) r = 0 ,
(∂x + r ∂y) s = 0 .
Äëÿ ýòîé ñèñòåìû îò óñëîâèé (7.3) îñòàþòñÿ òîëüêî óñëîâèÿ íà íà÷àëü-
íûå óíêöèè r0, s0 . Ïîñëå íàõîæäåíèÿ óíêöèé r, s ðåøàþòñÿ ëèíåé-
íûå óðàâíåíèÿ (3.32) äëÿ óíêöèé p, q, z . Íà÷àëüíûå äàííûå p0, q0, z0
â ýòîì ñëó÷àå âûðàæàþòñÿ ÷åðåç r0, s0 ïðè ïîìîùè (3.3200) . 
7.2 Íà÷àëüíûå äàííûå
Êîíêðåòèçèðóåì äîñòàòî÷íûå óñëîâèÿ, îáåñïå÷èâàþùèå âûïîëíåíèå
óñëîâèé (7.3) â ïóíêòàõ, êàñàþùèõñÿ íà÷àëüíûõ äàííûõ.
Ïóñòü
m1 ≥ 0, m2 ≥ 0, L1 > 0, L2 > 0, L3 > 0
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 ïðîèçâîëüíûå ïîñòîÿííûå. Ââåäåì ïîñòîÿííûå
m3 =
m1
L1 −m1
(1 + L3 +
m2
2L1
) + m22L1
,
m4 =
m1(2 + L3)
L1 −m1
+ m2
2(L1 −m1)
,
L4 =
1
2M2L2
,
(7.5)
ãäå M2  ïîñòîÿííàÿ èç óñëîâèé (7.3), ïóíêò 3).
Áóäåì ïðåäïîëàãàòü âûïîëíåííûìè ñëåäóþùèå óñëîâèÿ:
1) z0 ∈ C3(R), p0 ∈ C2(R) ; 6) |C| ≤ m2 ;
2) |z0y | ≤ 1, |p
0| ≤ 1 ; 7)
|∆|
2L1
≤ L3 ;
3) |z0yy| ≤ m1, |p
0
y| ≤ m1 ; 8) L3 +m3 ≤ 1−
δ − ε
2 ;
4) 0 < L1 ≤ B ≤ L2 ; 9) L4 −m4 ≥ δ/2 > 0 .
5) L1 −m1 > 0 ;
(7.6)
Òåîðåìà 7.2. Ïóñòü êîýèöèåíòû A,B,C,D óðàâíåíèÿ (3.1) óäî-
âëåòâîðÿþò óñëîâèÿì (7.3), è ïóñòü ñâåðõ òîãî âûïîëíåíû óñëîâèÿ (7.6).
Òîãäà íà÷àëüíûå óíêöèè z0, p0 è îïðåäåëÿåìûå èìè ñ ïîìîùüþ îð-
ìóë (3.320) óíêöèè r0, s0 óäîâëåòâîðÿþò óñëîâèÿì (7.3).
Äîêàçàòåëüñòâî. Ïóíêò 2) óñëîâèé (7.3) ñëåäóåò èç ïóíêòà 1) óñëî-
âèé (7.6). Ïóíêò 5) óñëîâèé (7.3) äëÿ óíêöèé z0y , p
0
åñòü ïóíêò 2)
óñëîâèé (7.6).
Ïîêàæåì, ÷òî äëÿ óíêöèé r0, s0 ïóíêò 5) óñëîâèé (7.3) âûïîëíåí.
Òàê êàê
C ±∆− 2p0y
2(z0yy +B)
−
C ±∆
2B
=
(C ±∆)B − 2p0yB − (C ±∆)(z
0
yy +B)
2(z0yy +B)B
=
=
−2p0yB − (C ±∆)z
0
yy
2(z0yy +B)B
= −
p0y
z0yy +B
−
(C ±∆)z0yy
2(z0yy +B)B
,
òî
C ±∆− 2p0y
2(z0yy +B)
=
C ±∆
2B
−
p0y
z0yy +B
−
(C ±∆)z0yy
2(z0yy +B)B
. (7.7)
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Ââîäÿ èíäåêñ ω = r, s, èç ðàâåíñòâ (3.320) , (7.7) ïîëó÷àåì îöåíêè
|ω0| =
∣∣∣∣C ±∆− 2p0y2(z0yy +B)
∣∣∣∣ ≤ |C|+ |∆|2|B| + |p
0
y|
|z0yy +B|
+
(|C|+ |∆|)|z0yy|
2|z0yy +B| · |B|
≤
(7.6), ï. 3)−6)
≤
|∆|+m2
2L1
+
1
L1 −m1
(
m1 +
m1(|∆|+m2)
2L1
)
=
=
|∆|
2L1
+
m2
2L1
+
m1
L1 −m1
(
1 +
|∆|
2L1
+
m2
2L1
)
(7.6), ï. 7)
≤
≤ L3 +
m2
2L1
+
m1
L1 −m1
(
1 + L3 +
m2
2L1
)
(7.5)
= L3 +m3
(7.6), ï. 8)
≤ 1−
δ − ε
2
.
Ïîêàæåì, ÷òî âûïîëíåí ïóíêò 6) óñëîâèé (7.3). Òàê êàê
C ±∆− 2p0y
2(z0yy +B)
−
±∆
2B
=
(C ±∆)B − 2p0yB − (±∆)(z
0
yy +B)
2(z0yy +B)B
=
=
CB − 2p0yB − (±∆)z
0
yy
2(z0yy + B)B
=
C − 2p0y
2(z0yy +B)
−
(±∆)
2B
·
z0yy
z0yy +B
,
òî
C ±∆− 2p0y
2(z0yy +B)
=
±∆
2B
−
(±∆)
2B
·
z0yy
z0yy +B
+
C − 2p0y
2(z0yy +B)
. (7.8)
Ââîäÿ èíäåêñ ω = r, s , èç ðàâåíñòâ (3.320) , (7.8) ïîëó÷àåì îöåíêè
|ω0| =
∣∣∣∣C ±∆− 2p0y2(z0yy +B)
∣∣∣∣ ≥
≥ inf
∣∣∣∣±∆2B
∣∣∣∣− sup
∣∣∣∣±∆2B · z
0
yy
z0yy +B
∣∣∣∣− sup
∣∣∣∣ C − 2p0y2(z0yy +B)
∣∣∣∣ (7.6), ï. 4)≥
(7.3), ï. 3)
≥
1
M2
·
1
2L2
− sup
∣∣∣∣±∆2B · z
0
yy
z0yy +B
∣∣∣∣− sup
∣∣∣∣ C − 2p0y2(z0yy +B)
∣∣∣∣ ≥
(7.6), ï. 3),5),7)
≥
1
M2
·
1
2L2
− L3 ·
m1
L1 −m1
−
m2 + 2m1
2(L1 −m1)
(7.5)
≥
≥ L4 −m4
(7.6), ï. 9)
≥ δ/2 > 0 .
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Ïîñêîëüêó çíàê óíêöèè ω0 îïðåäåëÿåòñÿ åå ãëàâíîé ÷àñòüþ ±∆/2B,
òî óíêöèè r0 è s0 èìåþò ðàçíûå çíàêè, ïðè÷åì èç óñëîâèÿ B > 0
((7.6), ïóíêò 4)) è óñëîâèÿ ∆ > 0 ((7.3), ïóíêò 3)) ñëåäóåò, ÷òî
r0 > 0, s0 < 0 . Òîãäà èç äîêàçàííûõ ñîîòíîøåíèé |ω0| ≥ δ/2 ïîëó÷à-
åì inf
y∈R
r0(y)− sup
y∈R
s0(y) ≥ δ > 0 . 
Ïðèìåð 7.3. Óñëîâèÿì (7.6) óäîâëåòâîðÿþò êîýèöèåíòû è íà-
÷àëüíûå óíêöèè ïðèìåðà 7.1. Â ýòîì ñëó÷àå M2 = 2 , mi = 0 , Li = 1/2 ,
i = 1, 2, 3, 4 . Çàäàâàÿ ìàëûå âîçìóùåíèÿ âõîäíûõ äàííûõ èç ïðèìåðà 7.1,
ïîëó÷àåì ïðèìåð óðàâíåíèÿ ñ ïåðåìåííûìè êîýèöèåíòàìè, çàâèñÿùè-
ìè îò x, y, z, zx, zy , è ñ íåïîñòîÿííûìè íà÷àëüíûìè óíêöèÿìè. 
8 Ïðèëîæåíèå. Êîíòàêòíûé ïîäõîä
8.1 Êîíòàêòíîå ïðåîáðàçîâàíèå ìîæåò ïåðåâîäèòü
êëàññè÷åñêîå ðåøåíèå â ðåøåíèå, îñîáîå â êàæ-
äîé òî÷êå.
àññìîòðèì íèæåñëåäóþùèé ïðèìåð. Àâòîð áëàãîäàðåí Â. Â. Ëû÷àãèíó
[Ëû÷-75℄, [Ëû÷-79℄ è Ë. Â. Çèëüáåðãëåéòó, ââåäøèì åãî â êóðñ äåëà.
Ïðèìåð 8.1. àññìîòðèì ïðîñòðàíñòâî äæåòîâ ïåðâîãî ïîðÿäêà
J1(R2) ñ êîîðäèíàòàìè x, y, z, p, q , ãäå x, y èìåþò ñìûñë íåçàâèñèìûõ
ïåðåìåííûõ, z  ñìûñë èñêîìîé óíêöèè z(x, y) , è p, q  ñìûñë ïåð-
âûõ ïðîèçâîäíûõ zx, zy ñîîòâåòñòâåííî. Íà J
1(R2) èìååòñÿ ïðîñòðàí-
ñòâî âíåøíèõ îðì 2-ãî ïîðÿäêà Λ2J1(R2) .
Èìåÿ â âèäó, ÷òî p = fx , q = fy , ãäå f(x, y)  íåêîòîðàÿ óíêöèÿ
íà R
2
, ïîëó÷àåì ðàâåíñòâî
dx ∧ dq + dy ∧ dp = dx ∧ d(fy) + dy ∧ d(fx) = dx ∧ (fxy dx+ fyy dy)+
+dy ∧ (fxx dx+ fxy dy) = fxy dx ∧ dx+ fyy dx ∧ dy + fxx dy ∧ dx+
+fxy dy ∧ dy = fyy dx ∧ dy − fxx dx ∧ dy = (fyy − fxx) dx ∧ dy
è ðàâåíñòâî
dp ∧ dq + dx ∧ dy = d(fx) ∧ d(fy) + dx ∧ dy = (fxx dx+ fxy dy) ∧ (fxy dx+
+fyy dy) + dx ∧ dy = fxxfxy dx ∧ dx+ fxxfyy dx ∧ dy + fxyfxy dy ∧ dx+
+fxyfyy dy ∧ dy + dx ∧ dy =
(
fxxfyy − (fxy)
2) dx ∧ dy + dx ∧ dy =
= (hess f + 1) dx ∧ dy .
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Çäåñü èñïîëüçîâàíû ñëåäóþùèå òîæäåñòâà àëãåáðû âíåøíèõ îðì
[Áóðá℄:
ω1 ∧ (ω2 + ω3) = ω1 ∧ ω2 + ω1 ∧ ω3 ,
aω1 ∧ ω2 = ω1 ∧ aω2 = a(ω1 ∧ ω2) ,
ω ∧ ω = 0 ,
ãäå ω, ω1, ω2, ω3  âíåøíèå îðìû, a  êîíñòàíòà.
Èòàê, îðìå
dx ∧ dq + dy ∧ dp
èç Λ2J1(R2) ìû ïîñòàâèëè â ñîîòâåòñòâèå îðìó
(fyy − fxx) dx ∧ dy
èç Λ2(R2) , ò. å. ëèíåéíîå âîëíîâîå óðàâíåíèå, à îðìå
dp ∧ dq + dx ∧ dy
èç Λ2J1(R2)  îðìó
(hess f + 1) dx ∧ dy
èç Λ2(R2) , ò. å. ïðîñòåéøåå óðàâíåíèå Ìîíæà-Àìïåðà.
àññìîòðèì ïðåîáðàçîâàíèå Àìïåðà
x¯ = −p, y¯ = y, z¯ = z − p x, p¯ = x, q¯ = q.
Îíî ÿâëÿåòñÿ êîíòàêòíûì, ò. å. ñîõðàíÿåò îðìó dz − p dx− q dy :
dz¯ − p¯ dx¯− q¯ dy¯ = d(z − p x)− x d(−p)− q dy =
= dz − dp x− p dx+ x dp− q dy = dz − p dx− q dy .
Ïðåîáðàçîâàíèå Àìïåðà ïåðåâîäèò óðàâíåíèå Ìîíæà-Àìïåðà
hess z = −1 â ëèíåéíîå âîëíîâîå óðàâíåíèå zxx − zyy = 0 , òàê êàê
dp¯∧dq¯+dx¯∧dy¯ = dx∧dq+d(−p)∧dy = dx∧dq−dp∧dy = dx∧dq+dy∧dp .
Ïðåîáðàçîâàíèå Àìïåðà ïåðåâîäèò êëàññè÷åñêîå ðåøåíèå z = xy
óðàâíåíèÿ hess z = −1 , ò. å. äâóìåðíîå èíòåãðàëüíîå ìíîãîîáðàçèå
(u, v, uv, v, u) , â èíòåãðàëüíîå ìíîãîîáðàçèå (−v, v, 0, u, u) , ò. å. ìíîãî-
çíà÷íîå ðåøåíèå âîëíîâîãî óðàâíåíèÿ zxx − zyy = 0 . Ýòî ïîñëåäíåå èí-
òåãðàëüíîå ìíîãîîáðàçèå ïðè ïðîåêòèðîâàíèè íà ïëîñêîñòü R
2 = (x, y)
äàåò ïðÿìóþ (−v, v) , à íå äâóìåðíóþ îáëàñòü, ò. å. îíî íè â îäíîé ñâîåé
òî÷êå íå ìîæåò èñïîëüçîâàòüñÿ â êà÷åñòâå êëàññè÷åñêîãî ðåøåíèÿ âîë-
íîâîãî óðàâíåíèÿ. 
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