ABSTRACT The power of Beidou satellite signals is very low, so it is vulnerable to interfering sources and in the presence of jamming. Therefore, a robust constrained inverse beamforming algorithm based on spacetime adaptive processing is proposed, which can not only reduce the sidelobe level to suppress interference better, but also achieve the lower complexity, and then introducing the steering vector uncertainty set model into the algorithm to improve its stability. In the simulation, the proposed algorithm can be verified to have good beamforming capability and higher signal-to-interference noise ratio (SINR) improvement even in the case of low signal to noise ratio (SNR) and high interference to noise ratio (INR).
I. INTRODUCTION
Recently years, Beidou satellite navigation is widely used in civil and military fields, it can provide accurate position for land, sea, air and other fields [1] , [2] . By the end of 2018, the third basic system of Beidou satellite has been completed, services will be provided to countries along the ''Belt and Road'' route. However, when the satellite signals are transmitted to the ground through atmosphere and ionosphere, the SNR can only be maintained in the range of −20dB to −30dB, so signals are susceptible to strong jamming [3] , the linearly constrained minimum variance (LCMV) algorithm based on space time adaptive processing (STAP) has better anti-jamming performance [4] . Because the structure of STAP filter is that an adaptive finite impulse response (FIR) filter is added behind each antenna element, it can suppress more interference and is more effective in suppressing jamming than pure spatial filter [5] , [6] . However, sometimes the beam pattern will have high sidelobe level, and when the steering vector mismatches, the beam pattern will have main lobe shift. There are many literatures related on reducing sidelobe level and conserving main beam at home and abroad. Artificial bee colony algorithm is proposed in [7] , only the suitable element spacing determined by the algorithm can be used to reduce the sidelobe level of the beam. An algorithm for constructing sidelobe suppression equation based
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Liu. on wavelet transform is proposed in [8] , but it takes a long time. Reconstructing covariance matrix algorithm proposed in [9] has good robustness, but the signal steering vector is obtained by polynomial fitting, when the number of snapshots is small, there is a certain fitting error, so it don't have any practical application. The algorithm proposed in [10] can reduce sidelobe level and solve the problem of main lobe deformation when SNR is high, but the power of Beidou satellite signals is very low. A convex optimization method is proposed in [11] . This kind of algorithm is easy to fall into the problem of local optimization and is not conducive to engineering implementation. The forth-order cumulant algorithm based on LCMV(FOC-LCMV) is proposed in [12] . It can reduce the level of sidelobe and the width of main beam, but it can't get good beam under the case of low snapshots. The improved algorithm (Improved-FOC-LCMV) [13] can solve this problem, but it has a long running time, so its practical application value is limited.
Inverse beamforming algorithm based on linear array was proposed in [14] . It has better azimuth resolution and lower sidelobe level than conventional beamforming. Therefore, we put forward robust constrained inverse beamforming(Robust-CIBF) algorithm based on STAP in this paper. Meanwhile, the relationship between the crosscorrelation function and the power spectral density is derived, so we can obtain the power spectrum of signal by using the known cross-correlation function. However, there is high power jamming in Beidou system [15] , we improve the algorithm by constraining the cross-correlation function, there is also a good beam pattern even in the case of low SNR and high INR, and then introduce the steering vector uncertainty set model [16] into the algorithm to improve its stability.
The paper is organized as follows, the second section of the paper mainly introduces the structure of STAP filter, and the third section mainly introduces the constrained inverse beamforming algorithm based on STAP. In section IV, the uncertainty set model of steering vector is described. In section V, the complexities of algorithms are analyzed. In section VI, the algorithm proposed in this paper is simulated by MATLAB software, examples are given to demonstrate the usefulness and efficiency of the proposed method. A conclusion is made in section VII.
II. STRUCTURE OF SATP FILTER
Supposing that the structure of array is a square, the number of antennas is M × N , the number of delay units is P and the time interval is T s = 1 f s , f s is the sampling frequency, every time interval is same. Figure 1 shows the specific structure of STAP filter.
The signal received by the pth tap of the array element in mth row and nth column can be written as
Then the output signal of the STAP filter can be written as
represents weight coefficient. It can be denoted by vector as
While X represents input signal vector, W represents weight vector, which can suppress interference and reserve desired signals.
The covariance matrix of received signal is
S represents snapshots, which means sampling points. Output SINR improvement is
R s and R j+n represents covariance matrix of desired signals and covariance matrix of interference and noise respectively. The weight vector is derived from LCMV algorithm, which is described as follows.
Using Lagrange operator to calculate W .
Supposing that the number of interference is K and the dimension of the space time anti-jamming array is L = MNP, so the constraint matrix B and the constraint vector g can be written as
represents space steering vector and time domain steering vector respectively [17] . The LCMV algorithm based on STAP has good performance in Beidou system. However, Sometimes the beam pattern will have high sidelobe level and main lobe shift. Therefore, we propose the following algorithm.
III. INVERSE BEAMFORMING PRINCIPLE BASED ON STAP
As shown in Figure 2 , the three-dimensional model receives the far field signals. While the antennas are placed in xoy plane, delay taps are placed in xoz plane. The relationship between the power spectral density and the cross-correlation function of any two data in figure 2 is as follows. While C(x, y, τ ) is the cross-correlation function, N f (θ, ϕ, ω) is the power spectral density, ω B is angular frequency of the signal's bandwidth, λ is wavelength of far field signal.
Let's define an equation firstly, if there is ultimately multiple relationship between the defined equation and the power spectrum density, the power spectrum density represented by the cross-correlation function can be found according to this defined equation.
While u = sin θ cos ϕ , v = sin θ sin ϕ , according to equation (16) and (17), we can obtain
Then the simplified formula can be written as
Therefore,
According to equation (17) and (20), the power spectrum density represented by the cross-correlation function can be written as
It can be seen from the formula (22) that the power spectral density can be obtained from the correlation function, where the correlation function can be obtained from the covariance matrix of the received data. The correlation received by the ith row and jth column of the covariance matrix can be written as,
According to the formula (24), we can get (2L − 1) data, the new data is expressed as formula (24).
IV. ROBUST CONSTRAINED INVERSE BEAMFORMING ALGORITHM
In practical application, the estimated signal steering vector a(θ 0 , ϕ 0 , ω 0 ) has a certain error compared with the accurate value. When there is an error, the output signal-to-noise ratio will be lost. Therefore, the signal steering vector a(θ 0 , ϕ 0 , ω 0 ) can be corrected by limiting the error to the elliptical uncertain set.
where S is the given parameter matrix. Therefore, the optimization model of the steering vector uncertainty set can be written as
Suppose a(θ 0 , ϕ 0 , ω 0 ) represents the actual signal steering vector, the square of the generalized Euclidean norm of the vector x in space H R −1 is defined as
Then, according to the formula (29), the formula (28) can be written as follows
The upper equation representing the steering vector is constrained in the spherical uncertain set, and the optimal solution obviously falls on the boundary of the spherical uncertain set, which ε represents the constraint parameters. Therefore, the optimization model can be written as
The Lagrange operator is used to solve the above problems.
The partial derivative of the function f (ξ ) is equal to zero, and the optimal solution a opt (θ 0 , ϕ 0 , ω 0 ) is obtained.
The value ξ of Lagrange operator is very important, according to the inverse theorem (I − R)
, the formula (33) is rewritten into the following formula and the optimal Lagrange operator is obtained by solving the constraint function g (ξ ).
In order to solve the above formulas, the eigenvector and eigenvalue of covariance matrix should be introduced,
n is the eigenvalue of the covariance matrix R x , e i is the eigen vector of the covariance matrix R x ,the interference subspace and noise subspace are:
Therefore, the constraint function g (ξ ) can be written as.
Because the expected signal power in the Beidou navigation terminal is very weak and the component projected on the interference subspace is very small, therefore,
The principle of inverse beamforming based on space time adaptive processing is introduced in part III. As we can know from the related literature of inverse beamforming, although inverse beamforming can increase the number of received data and thus increase the resolution of output beam, the sidelobe level of beamforming is higher than that of conventional beamforming. In order to reduce the sidelobe level and increase the robustness of inverse beamforming algorithm, constraining the cross-correlation function and introducing the steering vector uncertainty set model into the algorithm. Therefore, robust constrained inverse beamforming algorithm based on space time adaptive processing is proposed in this paper, which still has good performance under the case of low SNR. The algorithm is as follows.
The new data can be constrained as
While K is the number of interference, D represents the constraint matrix, a(θ k ,ϕ k , w k ) represents space time steering vector of inverse beamforming, g represents the constraint vector, which makes the gain in the direction of the desired signal high and the gain in the direction of interference low. ξ is obtained by formula (41). According to Lagrange operator, the optimal weight vector is derived.
Thus, the final output beam can be expressed as formula (46) B(θ, ϕ, ω) (46) where w mnp is the element of the optimal weight vector W opt .
V. COMPLEXITY ANALYSIS
In this part, we compare the computational complexity of our proposed Robust-CIBF algorithm with those of the FOC-LCMV and Improved-FOC-LCMV algorithms.
The computational complexity of the proposed algorithm has two parts. One is eigenvalue decomposition, one is sampling matrix inversion. Because the order of the matrix is 2L−1, the computational complexity of the proposed Robust-CIBF algorithm is o (2L − 1) 3 . If the matrix is larger, although it can have lower sidelobe level on same conditions, the complexity increases exponentially. The FOC-LCMV algorithm needs construct fourth-order cumulant matrix, assuming that the output data of the array has S sampling points, the order of the constructed fourth-order cumulant matrix is L 2 , so the computational complexity of this algorithm is o SL 4 [18] , the Improved-FOC-LCMV algorithm's complexity is o SL 4 + L 6 .Therefore, our proposed Robust-CIBF algorithm achieves the lower complexity.
VI. SIMULATION
In the simulation, four antennas are used, while the structure is 2 × 2 plane array, which is decided from the real Beidou satellite system, the number of delay taps is four and every time interval is the same, the snapshots are 500, the elevation and azimuth of the navigation receiver front-end array range from 0 Figure 3 shows the two-dimensional pattern in elevation of 40 • , it clearly demonstrates that the algorithm proposed in this paper has lower sidelobe level and higher gain at the direction of 150 • compared with LCMV algorithm. Therefore, we give the three-dimensional pattern of Robust-CIBF algorithm in figure 5 , and it is verified to have deep nulling in interference direction. Figure 4 shows the two-dimensional beam pattern under different conditions, as can be seen from this figure, when the desired signal's azimuth has an error of 6 • , the main beam will have an offset, as shown in the blue dot chain line, and the Robust-CIBF algorithm eliminates the mismatch problem of steering vector, the beam pattern of which is approximately the same as the CIBF algorithm of the nonmismatch problem, as shown in the black dot line and the red dotted line in the figure 4. Figure 6 shows the output SINR improvement varies with snapshots in different input SNR. It clearly demonstrates that the output SINR improvement of Robust-CIBF algorithm can VOLUME 7, 2019 converge quickly under the case of small snapshots. When the snapshots number of the algorithms in literature [12] , [13] is less than 30, the sampling covariance matrix is not accurate enough, so with the increase of the snapshots number, the sampling covariance matrix gradually approximates the ideal covariance matrix, and the output SINR improvements of the algorithms increase. However, when the number of snapshots continues to increase, the sampling covariance matrix has approached the ideal covariance matrix, and the output SINR improvements of the algorithms tend to be smooth and gradually reach a stable state. Figure 7 shows the output SINR improvement varies with INR in the case of different input SNR. When the input SNR is equal to −30dB, output SINR improvement of our proposed Robust-CIBF algorithm has the higher value compared with other algorithms in different level of interference. When input SNR increases gradually, output SINR improvement of our proposed Robust-CIBF algorithm will decrease, because the formula (42) is obtained in the case of low SNR, there will be some errors in the case of higher SNR. As seen in figure 7(b) , when the input SNR is equal to −20dB, output SINR improvement of our proposed Robust-CIBF algorithm is decrease compared with the case of lower input SNR, but still higher than other algorithms in same condition.
In this experiment, the complexities of algorithms are analyzed. As seen in Table 1 , because the dimension of covariance matrix in inverse beamforming algorithm is changed from R x ∈ C L×L to R x ∈ C (2L−1)×(2L−1) , the dimension of covariance matrix in fourth-order cumulant algorithm is changed from R x ∈ C L×L to R x ∈ C L 2 ×L 2 , therefore, the computational complexity of Robust-CIBF algorithm is o (2L − 1) 3 , which is less than the fourth-order cumulant algorithm. When the number of antennas increases, the computational complexities of algorithms increase exponentially, especially the FOC-LCMV algorithm and the Improved-FOC-LCMV algorithm. The average time of 10 experiments under the same conditions is also given in Table 1 . It illustrates that the simulation time of different algorithms, while the time of CIBF algorithm and Robust-CIBF algorithm are similar, which are all about 3 seconds, and much less than the simulation time of fourth-order cumulant algorithm.
VII. CONCLUSIONS
In this paper, based on the characteristics of Beidou signals received by the antenna array, we propose an improved anti-jamming algorithm combining STAP filter. Meanwhile, the relationship between the cross-correlation function and the power spectral density is derived based on STAP filter firstly, so we can obtain the power spectrum of space time signal by using the known cross-correlation function. Secondly, constraining the cross-correlation function and introducing the steering vector uncertainty set model into the algorithm to improve its stability, the output result also has good beam pattern even in the case of low SNR and high INR. Then the computational complexity of our proposed Robust-CIBF algorithm is analyzed. Lastly, simulations are presented, which the algorithm proposed in this paper is tested and validated. 
