Abstract. In vivo cortical neurons exhibit highly irregular spike sequences.
However, the computational implications of this irregular firing with respect to neural codings are not yet fully understood. Recently, we formulated neuronal firing as a stochastic process to translate the firing rate determined by synaptic input into an irregular sequence of inter-spike intervals (ISIs). We previously determined that steady-state distributions of ISIs obey a power-law in the majority of neurons recorded from the sensorimotor cortex of a rat performing a forelimb-movement task. This observation led us to a hypothesis for a neural code with irregular spiking, which we termed as 'constrained maximization of firing-rate entropy' (CMFE). This hypothesis asserts that noisy neuronal activity maximizes steady-state firing-rate entropy under the joint constraints of energy consumption and uncertainty over output spike trains. CMFE previously assumed that the values of the rate parameters in two successive ISIs are random and uncorrelated with each other. However, this is an oversimplification and is unrealistic. In addition, the CMFE hypothesis seems to contradict our perception that the firing-rate distribution is dependent on external stimuli. Therefore, it is necessary to explore a rate-coding scheme that can resolve these issues. In this study, we review the concept of CMFE and extend it to incorporate the correlated nature of a firing rate sequence in a biological nervous system. We introduced
Introduction
Neurons in the brain generate highly irregular electric-pulse sequences during the execution of a task [1] - [3] . These irregular spike sequences have been modeled by point processes such as a time-dependent Poisson process or a process in which the inter-spike intervals (ISIs) are stochastically determined by a probabilistic distribution [4] - [8] . ISI distributions have been represented by various families of distributions defined for nonnegative values, for instance, gamma distribution [5, 9] , inverse Gaussian distribution [10] , log-normal distribution [11] and power-law distribution [12] . In these point process models, it is crucial to understand the firing rate, which is the determination factor of an ISI, and, thus, the irregular spike sequence. From this viewpoint, the firing rate parameter of a neuron represents an internal state governed by input rather than neuronal output. Instead, the observable quantity is the ISI, not the firing rate. Although it has been reported that the firing rate plays an important role in information processing by the cortical system [13] - [16] , the principle governing information processing using the firing rate remains unknown. Thus, in this study, we examine how the firing rate is used in cortical information processing by analyzing ISI distribution as an observable value.
In our previous study, we analyzed the spike sequences juxtacellularly recorded from the neurons in the rat sensorimotor cortex during a self-paced forelimb-movement task [17] . We observed that more than half of the recorded excitatory and inhibitory neurons generated the spike sequences with power-law ISIs in the long-interval range (typically longer than 100 ms) [18] . Conversely, when we injected a fluctuating signal current with a constant average and variance into pharmacologically isolated neurons in the rat cortical slice (in vitro experiments), the ISIs of the spike sequences obeyed a gamma distribution [19] . Combining these two observations and an analogy to 'super-statistics' in a non-equilibrium state [20] - [22] , the power-law ISIs in in vivo experiments indicated that the firing rate of in vivo cortical neurons varied greatly from moment to moment, and that the distribution of time-varying firing rate obeyed a gamma distribution. We also showed that the gamma distribution can achieve maximum entropy of stationary firingrate distribution under the condition that the average firing rate and the uncertainty of a stochastic spike-generating system (conditional entropy in the transformation from firing rate to ISI) are constrained by upper bounds. The constrained maximization of firing-rate entropy (CMFE) hypothesis means that the firing rate is utilized so as to maximize the information (entropy) of the firing rate with constraints on the noise (conditional entropy) and energy consumption (proportional to the average firing rate) of the spike-generating system.
The original CMFE hypothesis is, however, apparently implausible because the firing rates representing various types of information should have arbitrary values, and, thus, the distribution family of the stationary firing-rate distribution should depend on sensory input or a representative signal. For example, if the frequency spectrum of the received sounds is translated into a neuronal firing rate, the stationary distribution of the firing rate is variable according to the variation in the sound spectrum. In such an analog-rate transformation, the neuronal systems may resolve the apparent paradox by plastically changing the neuronal properties and/or synaptic strength. Indeed, it has been reported that theoretically voltage-dependent membrane conductances can adjust to match a neuronal firing-rate behavior to its stimulus environment [14] . Conversely, we can consider another coding scheme based on the results of the self-paced forelimb-movement task experiment conducted in the previous study [17] . In this experiment, the activities of recorded neurons correlated closely with the passage time from or the waiting time prior to an event (pull or push) onset. This passage-time-related or waiting-time-related activity of neuronal firing has been reported in various cortical areas [23] - [26] . In passage-time coding such as these examples, a small change in the input-signal trace does not affect the firing rate directly, as compared with analog coding. Indeed, the ISI histogram created by the data recorded in the posterior half of the entire experimental period (typically several tens of minutes) was almost identical to the histogram of the ISIs in the anterior half (figure 1) [18] . This result indicated that the irregular spike sequences recorded here did not reflect the details of input-signal change, and sequences were stationary in the order of several tens of minutes. Thus, we can resolve the apparent paradox by considering the timing-rate transformation coding. However, if we consider the timing-rate transformation coding, another problem arises: the two successive firing rates represented by two ISIs are definitely correlated to each other when these firing rates represent the passage time from the same event onset. The original CMFE hypothesis insists that the entropy of a stationary firing-rate distribution, which cannot reflect the correlation between two successive firing rates, should be maximized. Thus, we need to generalize the CMFE hypothesis to take into account a case in which the two successive firing rates are correlated with each other.
In this study, we introduce the entropy rate of a firing-rate sequence as a generalized evaluation functional of a maximization problem in timing-rate transformation coding. The entropy rate, defined as the joint entropy of the firing-rate sequence per spike, is asymptotically equal to the posterior-firing-rate entropy conditional on the prior firing rate in a Markov process [27] . Here we deal with a case in which the firing-rate sequence is a Markov chain. To understand the maximization problem, we explore how the shape of the 'timing kernel' affects the evaluation functional by calculating the firing-rate entropy with specific timing kernels, which represent the relationship between the firing rate and the passage time from event onset.
This study is organized as follows. In section 2, we review the hypothesis on the constrained maximization of the firing-rate entropy shown in a previous report. In section 3, we introduce the entropy rate of the firing rate as a generalized evaluation functional of the stationary firing-rate entropy in the previous study, and we show that the entropy rate of the firing rate is described by the posterior-firing-rate entropy conditional on the prior firing rate when two successive firing rates are correlated. In section 4, the timing kernel is defined as the relationship between the passage time from event onset and the firing rate of the neuron. We clarify how the entropy rate of the firing rate, as an evaluation functional, is represented by using the timing kernel by calculating the stochastic mapping between two passage times from each event onset at two successive spikes. In section 5, assuming the periodicity of event occurrence timing, in the gamma-distributed ISI model, the stochastic map and evaluation functional are reduced by using a phase description. In section 6, we formulate an evaluation functional of CMFE in a stationary Markov process and obtain an Euler-Lagrange equation under an approximation that the invariant phase distribution is uniform. In section 7, by providing specific examples of timing kernels and calculating the joint entropy of the firing rate in each timing kernel case, we discuss how the shape of the timing kernel affects the value of the evaluation functional. In section 8, we summarize the results obtained in this study.
2. The power-law in the spike sequence and constrained maximization of the firing-rate entropy
In this section, we review how the statistics of a spike sequence observed from in vivo cortical neurons can be well described by means of a double stochastic gamma (DSG) model, which is a solution to the CMFE hypothesis [18] .
In our previous study, we analyzed the spike sequence juxtacellularly recorded for several tens of minutes from the sensorimotor cortexes of head-restrained rats performing a behavioral task [17] . In this task, the rats voluntarily repeated a push-hold-pull sequence of a lever. The rats were rewarded if they pulled a lever after they held it in a push position for more than 1 s. We showed that the long-interval tail of the ISI distribution showed a power-law slope (figure 1) [28] . However, when a fluctuating current with constant statistical parameters was injected into pharmacologically isolated neurons in the cortical slices, the output spike sequences of the in vitro neurons generated spike sequences with gamma-distributed ISIs. To resolve these apparently paradoxical observations, we introduced the DSG model described below.
First, we assume that the ISI T n between the nth and the n + 1th spike time (t n and t n+1 ) is determined by a stochastic distribution q(T n |r n ) conditional on the firingrate parameter r n . If the firing-rate parameter r n obeys the distribution P r (r n ), the ISI distribution P T (T ) observed by the process is given as
In in vitro experiment where a neuron receives a fluctuating current with a timescale faster than the neuronal intrinsic timescale or typical ISIs, the firing rate r n is assumed to be constant with the value ρ (average firing rate). In this situation, the ISI obeys
where δ(r) is the Dirac delta function. The ISI distribution conditional on the firing rate q(T |r) is represented by a gamma distribution because the ISI recorded in the in vitro experiments obeyed a gamma doi:10.1088/1742-5468/2013/03/P03004distribution,
where κ is a regularity parameter of the gamma distribution of the spike-generating system q(T |r) and Γ(κ) = ∞ 0 x κ−1 e −x dx is the gamma function. The process with κ = 1 corresponds to a Poisson process. In the case of κ → ∞, q(T |r) = δ(T − 1/r), which indicates that ISI T is always generated at intervals in accordance with the inverse of the firing rate r.
Conversely, the ISIs observed in the in vivo experiment were well described by
where
is the beta function (figure 1). This distribution is known as the second kind of generalized beta distribution (beta-2), or Pearson type VI distribution [29, 30] . In the shorter range of the value T , the beta-2 distribution behaves in a similar manner to the gamma distribution of the in vitro experiment P vitro (T ) as ∼T κ−1 , whereas in the longer range of the value T , the beta-2 distribution shows a power-law decay ∼T −(α+1) instead of an exponential decay ∼e −κrT as for the gamma distribution. By substituting equations (2) and (3) into (1), we obtained the firing-rate distribution to be observed in in vivo experiments as
This equation indicates that if the time-varying firing rate r obeys a gamma distribution, we can observe an ISI sequence with a power-law distribution (3) . Here, the model in which the ISI distribution P T (T ) is represented by the composition of the gamma distribution of the firing rate P r (r) and the gamma distribution of the spike-generating system q(T |r) is referred to as the DSG model. Next, we explain that the gamma distribution of the stationary firing-rate distribution indicated by the DSG model is a solution for the maximizing problem of the entropy of the stationary firing-rate distribution H[R] with two constraints. The entropy of the stationary firing-rate distribution is given by
In the rest of this section, we derive the stationary distribution of the firing rate P r (r) that achieves maximum entropy with two constraints concerning the average firing rate ρ = ∞ 0 rP r (r) dr and the conditional entropy of the spike-generating system H[T |R] [31, 32] . That is,
The conditional entropy of the spike-generating system H[T |R] is given as the entropy of the spike-generating system S Q T |R (r) = − the stationary firing-rate distribution P r (r),
In other words, the conditional entropy H[T |R] is the averaged noise in the channel between the firing rate and the inter-spike interval and is also called the equivocation of the ISI sequence with respect to the firing rate [33] . To obtain the firing-rate distribution P r (r) maximizing the entropy of the stationary distribution of the firing rate (5) conditional on the two constraints (6), we calculate the variational problems using the following evaluation functional:
where λ r and λ e are non-negative Lagrange multipliers. The second term is the normalized condition of P r (r), and λ 0 is a Lagrange multiplier. This evaluation functional J iid of the original constrained maximization of firing-rate entropy (CMFE) is similar to that of the mutual information (MI) maximization [27] , in which the following functional should be minimized:
The solution that minimizes the evaluation functional I MI is generally known to be a discontinuous distribution [34] . Conversely, the extremum of the variational functional gives the maximum-entropy-achieving distribution P r (r) [35] as
In addition, when the spike-generating system q(T |r) is given by means of a 'scaleinvariant' probability distribution [36] , such as the gamma distribution obtained from the in vitro experiment, that is, q(T |r) dT = f (rT )r dT , we can simplify the entropy of the spike-generating system S Q T |R (r) = − log r + C Q T |R , where C Q T |R is a constant value independent of r. Thus, we find that the gamma distribution of the firing rate P r (r) ∝ r λe e −λrr can achieve the maximum entropy of the stationary distribution of the firing rate H[R]. This gamma-distributed firing-rate distribution P r (r) obtained as the solution of CMFE coincides with the phenomenological distribution P r[vivo] (r) given in equation (4) (if λ e = α − 1), which is introduced for the curve fitting of in vivo ISI data.
The stationary Markov chain and the entropy rate of the firing rate
The original constrained maximization of the firing-rate entropy hypothesis introduced in section 2 maximizes the stationary firing-rate entropy H[R]. In the maximization of entropy H[R], we assume that each firing rate is generated independently from the identical distribution P r (r); thus we do not take into account the correlation between successive firing rates. This assumption may be an oversimplification, although the entropy H[R] is the upper bound of the joint entropy of the entire firing-rate sequence per spike H[{R N }]/N , where {R N } = R 1 , R 2 , . . . , R N . Here, we extend the firing rate entropy H[R] as the evaluation functional in the maximization problem (8) to the entropy rate: the joint entropy of the firing-rate set per spike H[{R N }]/N . We also show that the entropy rate is given by the posterior-firing-rate entropy conditional on the prior firing rate H[R n+1 |R n ] in a Markov process [27] .
When the sequence of the firing rate {r n } = r 1 , r 2 , . . . , r n is a renewal process, that is, the probability function of the posterior firing rate r n is independent of any prior firing rate {r n−1 }, P rn|{r n−1 } (r n |{r n−1 }) dr n = P r (r n ) dr n , the entropy rate H[{R N }]/N is identical to the stationary firing-rate entropy H[R],
This corresponds to the case discussed in section 2. Conversely, as shown in section 4, if the two successive firing rates r n and r n+1 are related to each other by a stochastic map Q r (r n+1 |r n ), that is, the sequence {R N } is a stationary Markov process, the entropy rate H[{R N }]/N approaches asymptotically the posterior-firing-rate entropy conditional on the prior firing rate
where the posterior-firing-rate entropy conditional on the prior firing rate H[R n+1 |R n ] is given as the entropy of the conditional distribution of two successive firing rates S Q R (r n ) = − ∞ 0 Q r (r n+1 |r n ) log Q r (r n+1 |r n ) dr n+1 taken as the average over the stationary firing-rate distribution P r (r n ),
Thus, in a stationary Markov process, the constrained maximization of the entropy rate H[{R N }]/N can be replaced with the one of the posterior-firing-rate entropy conditional on the prior firing rate H[R n+1 |R n ], instead of the entropy of the stationary distribution of the firing rate H[R] in a renewal process.
The firing-rate sequence in passage-time coding
In this section, we focus on passage-time coding, where the firing rate of a neuron is determined by a 'timing kernel' r = f (u), defined as a relationship between the passage time from the event onset u and the firing rate of the neuron r. Then, we clarify how the posterior-firing-rate entropy conditional on the prior firing rate H[R n+1 |R n ] as an evaluation functional of the maximization problem and the stationary distribution of firing rate P r (r) are represented by using the timing kernel f (u) by calculating the stochastic mapping between the two passage times u n and u n+1 from each event onset at two successive spikes Q un (u n+1 |u n ). The firing rate r n has been assumed to represent external stimulus information or the internal state of the brain. For example, the firing rate expresses analog signals, such as visual information, or timing signals, such as a passage time from the time of starting the pull movement in the previous study. Here, we deal with the latter case: the firing rate r n represents the passage time from the last event onset.
The passage time at the nth spike time t n is defined as u n = t n − s jn , where s jn is the last event onset time before t n , and {s j } is the sequence (or set) of the event onset times. Using a non-negative monotonically decreasing function f (u) defined in u > 0, we give the relationship between the passage time u n and firing rate r n as
The timing kernel f (u) is required to be a monotonic function because the inverse function of f (u) may not be a multiple-value function and the passage time u should be determined uniquely from the firing rate r. In general, the spike in the vicinity of an event onset is much more important than one far from the event onset; thus here we adopt a monotonically decreasing function as a timing kernel, instead of an increasing function. The posterior-firing-rate entropy conditional on the prior firing rate H[R n+1 |R n ] consists of the stochastic mapping Q rn (r n+1 |r n ) between the two successive firing rates r n and r n+1 at the successive spike times t n and t n+1 , respectively, equation (12) . To acquire the stochastic mapping Q rn (r n+1 |r n ) as a functional of the timing kernel f (u), we derive the stochastic mapping Q un (u n+1 |u n ) between two successive passage times u n and u n+1 . We can obtain the mapping Q un (u n+1 |u n ) from the stochastic spike-generating system q(T n |r n ) by transforming the ISI T n into passage times u n and u n+1 . The posterior passage time is represented as u n+1 = u n + T n by using the prior passage time u n , if no event onset appears during the two spike intervals [t n , t n+1 ]. If an event onset appears during the period, the posterior passage time u n+1 is reset to zero at each event onset.
Thus, we can construct the distribution of u n+1 by superimposing the q(T |r)s cut at every event onset and aligning them to the left ( figure 2(a) ). We define an event interval time σ n,m = s jn+m −s jn between the last event onset s jn before a spike time t n and the mth event time s jn+m posterior to s jn . Then, the stochastic mapping Q un (u n+1 |u n ) between two successive passage times u n and u n+1 is given by
where W (x; a) ≡ Θ(x)Θ(a − x) is a rectangular window function defined by using Heaviside's step function Θ(x): W (x; a) has the value one only at 0 ≤ x ≤ a, and vanishes in the other region ( figure 2(b) ).
When the sequence of the event onset timing {s j } is stationary, the nth stochastic mapping between the passage times u n , u n+1 is independent of n: Q un (u n+1 |u n ) = Q u (u n+1 |u n ). Thus, the distribution of passage time at the n + 1th spike time is represented as P u n+1 (u n+1 ) = ∞ 0 Q u (u n+1 |u n ; {σ})P un (u n ) du n by using the distribution of passage time at the nth spike time P un (u n ). Supposing the invariant distribution P u (u) = P u n+1 (u) = P un (u) exists, P u (u) satisfies the following equation:
where Q u (u n+1 |u n ; {σ}) is abbreviated to Q u (u n+1 |u n ). By using a stationary distribution of the passage time P u (u n ) and a stochastic mapping between the two successive passage times Q u (u n+1 |u n ), the stationary firing-rate distribution P r (r n ) and the stochastic mapping between the two successive firing rates Q r (r n+1 |r n ) are represented as
Thus, the stationary firing-rate distribution P r (r) is obtained as the solution of the following functional equation:
Conversely, according to equations (12) and (16), the posterior-firing-rate entropy conditional on the prior firing rate H[R n+1 |R n ] is given by
The entropy H[R n+1 |R n ] is the average value of the negative relative entropy S Q R (f (u)) (or negative Kullback-Leibler divergence) of the distribution Q u (v|u) with respect to a 'distribution' defined by the absolute value of df /dv [27] . S Q R (f (u)) is maximized if |df /dv| is equal to Q u (v|u), the timing kernel function r = f (v) achieving histogram equalization of Q u (·|u) [37] . Thus the optimization of the evaluation functional H[R n+1 |R n ] can be interpreted as meaning a kind of 'average' histogram equalization. Furthermore, S Q R (f (u)) is also represented as
is the entropy of the conditional probability function between two successive passage times. The absolute value symbol of df (u)/du is replaced by the subtraction sign because the function f (u) is a monotonically decreasing function (df (u)/du < 0). Therefore, we obtain the form of the posterior-firing-rate entropy conditional on the prior firing rate as The entropy rate in a stationary Markov process is H[R n+1 |R n ] and it consists of the following two parts. One is the entropy of the conditional probability function between two successive passage times, which represents the uncertainty of the posterior passage time after knowing the value of the prior passage time. The other is the Jacobian |dr/du| = |df (u)/du| of the function f (u), which represents the range of the firing rate allocated for the expression of a unit range of passage time u. Thus, the CMFE in a stationary Markov process solves the trade-off between the independence of two successive spikes and the variance in the firing rate.
Periodical event occurrence
As was the case in our previous study, here we introduce a gamma spike-interval generating model, in which the ISI distribution conditional on the firing rate q(T |r) is given by a gamma distribution like equation (2). Then, the conditional distribution between two successive passage times Q u (u n+1 |u n ) is obtained as
In this section, for the sake of simplicity, we assume that the event onset timing occurs periodically, that is, the m-inter-event interval σ m is assumed to be mτ e , where τ e is the period of event onset occurrence. In this case, Q u (u n+1 |u n ) can be simplified as
Moreover, in a Poisson-like spike-generating system (κ = 1 in equation (2)), we can reduce the above conditional distribution Q u (u n+1 |u n ) to a very simple form as
For the periodicity of the event onset timing, we can define the phase by dividing the passage time u n by the period of the event onset τ e , that is, φ n = u n /τ e . The phase φ = 0 corresponds to the event onset timing, and φ = 1 corresponds to the next event onset timing. We replace the relationship between the firing rate and passage time (timing kernel) f (u) with a normalized firing rate of the event period τ e and phase (normalized timing kernel) x(φ) = τ e f (τ e [φ] mod1 ). Then, the conditional distribution between two successive phases Q φ (φ n+1 |φ n ) dφ n+1 = Q u (u n+1 |u n ) du n+1 is given by where
We derive the relationship between the entropy of the conditional probability function between two successive passage times S Q U (u) and the one between two successive phases
According to equations (18) and (22) and
e dx/dφ, we finally obtain the entropy rate of the firing rate in a stationary Markov process as
Equation (23) gives the evaluation functional using the normalized timing kernel x(φ) (NTK) in a case where we take into account the correlation between the two successive firing rates as the Markov process in a situation where the events periodically occur. Equation (23) is independent of the concrete shape of the stochastic spike-generating system q(T |r). If q(T |r) is a Poisson-like spike-generation system (κ = 1 in equation (2)), we can, furthermore, obtain a specific form of S Q Φ (φ) by using equations (20) and (21) as
and
where τ e is set to unity for simplicity. The stationary distribution of the phase P φ (φ) becomes
by using equations (15), (20) and (21), y(φ + 1, ψ − 1) = y(φ, ψ) and P φ (ψ) = P φ (ψ − 1). 6. Constrained maximization of the firing-rate entropy in the stationary Markov process
To solve the constrained maximization problem of the firing-rate entropy in the stationary Markov process dealt with in section 5, we need to solve a variational problem, in which the following evaluation functional J Markov of NTK x(φ) should be maximized. The evaluation functional in a stationary Markov process is given by
where λ r , λ e are non-negative Lagrange multipliers and the other terms are the same as in equation (8). The evaluation functional J Markov contains the stationary phase distribution P φ (φ), which is an implicit functional of x(φ). Thus, it is not so easy to solve this optimizing problem by calculating the functional derivative δJ Markov /δx. If the stationary phase distribution is approximated by the uniform distribution P φ (φ) 1, the above evaluation functional is
Under this approximation, according to the Euler-Lagrange equation, we can derive the following differential equation, whose solution x(φ) satisfies δJ Markov = 0 by the increment δx(φ) and δx (φ) = dx(φ)/dφ:
Although the variational problem has been replaced with an explicit differential equation, it is still difficult to solve the differential equation. In addition, it is unclear whether this differential equation has a significant solution. Thus, in the rest of this study, we explore how the shape of NTK x(φ) affects the value of the evaluation functional H[R n+1 |R n ] by calculating the firing-rate entropy using specific examples of the normalized timing kernel.
Examples of the timing kernel
In this section, we explore the parameter dependence of the evaluation functional H[R n+1 |R n ], the average firing rate ρ and the entropy of the ISIs conditional on the firing rate H[T |R] on the shape of the normalized timing kernel x(φ). To this end, we introduce two examples of the NTK: exponential and logarithmic. Before we provide each specific example of the NTK, we discuss the parameter dependence of the evaluation functional on the scale of the NTK.
The scaling effect of the normalized timing kernel
We introduce a scale parameter ν, which determines the average firing rate
doi:10.1088/1742-5468/2013/03/P03004where x 0 (φ) is the unitary NTK whose average firing rate is equal to unity when the stationary phase distribution is uniform, 1 0 x 0 (φ) dφ = 1. As with the original CMFE hypothesis, we introduce two constraints (6) on the average firing rate and the conditional entropy of the spike-generating system,
Using the average firing rate ρ, H[T |R] is rewritten as
The inequality (31) holds by Jensen's inequality. The two sides are equal if, and only if, x 0 (φ) = 1, which indicates that the firing rate is constant and independent of the phase. Thus, if the average firing rate ρ is given, the phase independent NTK x 0 (φ) = 1 minimizes the conditional entropy
The evaluation functional in a stationary Markov process is
, the asymptotic value of the above evaluation functional is estimated as
and if ν 1 (ρ 1),
In the case of a uniform stationary phase distribution, the evaluation functional increases monotonically with an increase in the timing kernel,
which indicates that the evaluation functional increases monotonically with an increase in the average firing rate. Using these results, the optimum NTK is determined as the average firing rate ρ, and Y [X 0 ] achieves a maximum value under the constraints and U [X 0 ] achieves a maximum figure 1(a) . The spike sequences were aligned with the onset of the pull movement.
value. If the evaluation functional is much greater than unity (ρ 1), then it is almost independent of the average firing rate. Thus, we find that the information stays pretty much the same when the average firing rate shifts from ρ ∼ 1, a firing rate nearly equal to the event onset frequency, to ρ 1. In the following subsections, we show how specific examples of the NTK affect the evaluation functional, average firing rate and entropy of ISIs conditional on the firing rate in a Poisson-like process. These quantities are calculated by two methods: a semi-analytical method and a Monte Carlo method. These results are exceedingly consistent with each other, as shown below.
Example 1: exponential kernel
As the first example, we consider a case in which a normalized timing kernel is described as an exponential function, The stationary phase distribution P φ (φ) is obtained by using equation (26) . In fact, we recursively calculated the phase distribution by using the mapping between the prior and posterior phase distributions (20) starting with the initial distribution P φ (φ) = 1, and terminated it when the difference between the two distributions was sufficiently small (figures 3(e) and (f)). We also simulated the stationary phase distribution P φ (φ) by using the Monte Carlo method, and compared it with the semi-analytical and numerical phase distributions. The numerical result gives close agreement with the semi-analytical one (data not shown). This stationary phase distribution P φ (φ) corresponds to the peristimulus timing histogram (PSTH) of the experimental data. Comparing the P φ (φ) and PSTH of the data used in the previous study, we find that the property of the PSTH of the data can be captured by P φ (φ) in the small ν range in the exponential NTK ( figure 3(g) ).
Using the stationary phase distribution P φ (φ), we can obtain the stationary ISI distribution P T (T ) ( figure 4(a) ) and the stationary firing-rate distribution P r (r) ( figure 4(b) ),
Although the ISI distribution shows a power-law decay and the firing-rate distribution is well described by a gamma distribution in the exponential NTK model with µ = 1, the firing-rate distribution is far from the gamma distribution in the exponential NTK model with µ = 0.2, where the evaluation functional takes a large value (see figure 5(d) ). We show the parameter dependence on ν, µ of the average firing rate ρ and the conditional entropy of the ISI H[T |R] in figures 5(a) and (b). We found that the average firing rate ρ is approximated to be the firing rate ν averaged over the uniform phase distribution P φ (φ) = 1 in equation (30) . Thus, the evaluation functional H[R n+1 |R n ] is given as a function of the scale parameter ν.
The evaluation functional, the posterior-firing-rate entropy conditional on the prior firing rate H[R n+1 |R n ] in this case, consists of a combination of the conditional entropy of two successive phases S Q Φ (φ) and the logarithmic Jacobian of a normalized timing kernel log(−dx(φ)/dφ) averaged over the stationary phase distribution P φ (φ), as explained in equation (23) . The terms are represented as
respectively ( figure 5(c) ). The logarithm of the Jacobian log(−dx(φ)/dφ) is a monotonically and linearly decreasing function −φ/µ + (const.) and increases with the increase in ν by log ν. Conversely, the conditional entropy S Q Φ (φ) has a more complex dependence on the phase φ. In the range ν 1, S Q Φ (φ) approaches asymptotically to ∼1 − log νx 0 (φ) = 1 − log ν + 2 log µ + log 1 − e −1/µ + φ/µ. In contrast, in the range ν 1, S Q Φ (φ) approaches asymptotically to 0. It is noteworthy that these asymptotic properties as ν → ∞ are independent of the concrete shape of the NTK.
We calculated the parameter dependence on ν, µ of the evaluation functional H[R n+1 |R n ] and its two components averaged over the phase distribution in figures 5(d)-(f). The average log-Jacobian log(−dx(φ)/dφ) increases with an increase in the average firing rate ρ as log ρ. The average entropy S Q Φ (φ) is almost zero for a very small value of ρ, and S Q Φ (φ) behaves as 1 − log ρ for large values of ρ. In the range of small average firing rate ρ, log(−dx(φ)/dφ) makes the dominant contribution to the firing-rate entropy and, thus, the firing-rate entropy increases to log ρ, whereas S Q Φ (φ) and log(−dx(φ)/dφ) neutralize each other, and, thus, the firing-rate entropy converges at unity approximately in the range of large ρ.
Example 2: logarithmic kernel
As a second example, we deal with a logarithmic kernel,
x Log (φ) = νx 0;Log (φ) = ν log µ + 1 log φ µ ,
where the parameter µ ≥ 1 is a decay phase constant of a normalized timing kernel. Figure 6 (a) shows the shapes of x Log (φ) with ν = 1 and various µ (1 ≤ µ ≤ 64). We demonstrate that the parameter dependences on ν, µ of the average firing rate ρ and the conditional entropy of the ISIs show a similar tendency to the case of the exponential kernel in figures 4(a) and (b). The parameter dependences on the ν, µ of the evaluation functional H[R n+1 |R n ] and its two components averaged over the phase distribution S Q Φ (φ) and log(−dx(φ)/dφ) are shown in figures 6(d)-(f). The average log-Jacobian log(−dx(φ)/dφ) takes large values in µ 1, as compared with the exponential NTK, and, hence, the evaluation functional H[R n+1 |R n ] takes large values in a wide range of the parameter space. Moreover, the ISI distribution shows a power-law decay and the distribution of the firing rate is well described by a gamma distribution in the logarithmic NTK model (figure 7).
Summary and discussion
In this study, we generalized the constrained maximization of the firing-rate entropy hypothesis introduced previously to more realistic cases where the values of the rate parameter in two successive spike intervals are correlated with each other. To this end, we introduced the entropy rate of the firing rate as a generalized evaluation functional of the stationary firing-rate entropy, and demonstrated that the entropy rate of the firing rate H[{R}] is described by the posterior-firing-rate entropy conditioned on the prior firing rate H[R n+1 |R n ] in such cases. In addition, by defining a timing kernel that describes the relationship between the firing rate and the passage time of an event, we have shown a method to determine the entropy rate of the firing rate from the shape of the normalized timing kernel x(φ). We showed examples of the entropy rate of the firing rate for different shapes of the timing kernel: an exponential kernel and a logarithmic kernel.
Regardless of the shape of the timing kernel, we demonstrated that the average logJacobian log(−dx(φ)/dφ) makes a dominant contribution to the firing-rate entropy, and, hence, it increases as log ρ in the range of relatively small average firing rates ρ. In contrast, the contributions of S Q Φ (φ) and log(−dx(φ)/dφ) cancel each other out and the firing-rate entropy converges approximately to unity in the range of large ρ. These results are consistent with those of our previous study on the constrained maximization of firing-rate entropy in a steady renewal process of the firing rate.
A future challenge is to clarify whether the variational equation for the generalized constrained maximization of the firing-rate entropy in a Markov process has a solution and, if one exists, to derive the analytic expression of the solution explicitly.
