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SIM カード等のスマートカード，電子商取引などに用いられる SSL (Secure Socket Layer)
や，PCシステムの正真性を保証する TPM (Trusted Platform Module) などが挙げられる．






































































































































































ズムであり，暗号化や復号，認証，署名に用いられる．ここで，暗号化 E とは，平文 P を，
暗号化鍵 KE を用いて暗文 C へ変換することである．一方，復号 D は，暗文 C を，復号鍵
KD を用いて元の平文 P へ変換することを指す．以上の関係は，式 (2.1) ， (2.2) でそれぞれ
記述される．
C = E(P,KE) (2.1)
P = D(C,KD) (2.2)
暗号アルゴリズムは，暗文から平文を復元することが，復号鍵KD を持たない者にとって非常
に困難か不可能となるように設計される．これにより，上記の 3つの性質を満たすことが可能
となる．ここで，暗号化鍵 KE と復号鍵 KD が一致するものを共通鍵暗号方式，異なるもの
を公開鍵暗号方式とよぶ．
(ii) ハッシュ関数とは，任意の長さのメッセージから，一定の長さの値（ハッシュ値）を算
出するアルゴリズムである．ハッシュ関数は認証・署名に用いられ，特に (a) 一方向性， (b)
2.2 暗号技術に関する基礎的考察 9









(iii) 擬似乱数生成器 (PRNG: Pseudo Random Number Generator) は，統計的に偏りの
ない系列（乱数）を出力するアルゴリズムである．暗号技術においては，鍵の生成などに用い












































図 2.1 に，AES の暗号化アルゴリズムを示す．AES では，128 ビットの入力データを，1
つの要素が 1バイトで大きさが 4× 4の行列として解釈する．暗号化・復号の処理は，ラウン
ド処理と呼ばれる処理を 10回適用することにより暗号化を行う．ラウンド処理は 4種類の基
本演算である SubBytes, ShiftRows, MixColumns, および AddRoundKey からなる．ここで，
SubBytes は 8ビット入出力の非線形変換テーブル S-boxによる変換，ShiftRows はバイト単
位の循環シフト，MixColumns は 32ビット入出力の線形変換，AddRoundKey は XORによ
るラウンド鍵の加算である．一方，各ラウンドで用いられるラウンド鍵を生成する処理である
鍵スケジュールは，XOR，循環シフト，定数 Rconi，および S-boxを用いて行う．
AES の復号は，暗号化と反対の手順を踏むことにより行われる．AddRoundKey は XOR
であるため暗号化と共通であり，SubBytes, ShiftRows, MixColumns それぞれの逆変換であ
る invSubBytes, invShiftRows, invMixColumns が用いられる．
RSA暗号
RSA暗号 [9]は Rivest，Shamir，Adleman により考案された公開鍵暗号であり，AESと
同様に ISO/IEC 18033に規定されている．基本的なアルゴリズムは，以下に示すべき乗剰余
演算である．M を元のデータ（平文），C を暗号文，E とN を公開鍵，Dを秘密鍵とすると，
暗号化および復号はそれぞれ式 (2.3) ，(2.4) で表される．
C = ME mod N (2.3)
M = CD mod N (2.4)
鍵である法 N や秘密鍵 Dには，安全性の観点から通常は 1,024ビット以上の多倍長整数が利
用されることが多く，平文M や暗号文 C も法 N と同一の語長が用いられる．
RSA暗号のべき乗剰余演算は，指数 E，あるいは Dのビットパターンに応じて自剰余算と
乗剰余算を繰り返すことによって実現される．べき乗剰余演算のアルゴリズムについては第
4章で述べる．また，法 N の素数 p，q の値が既知である場合には，中国人剰余定理 (CRT:
Chinese Remainder Theorem) を用いた高速演算手法を適用することができる．以下にその
計算手順を示す．
まず，べき乗剰余演算 C = ME mod N (N = pq) の各パラメータから事前に以下の値を計




−1 mod q (2.5)
Ep = E mod (p− 1) (2.6)
Eq = E mod (q − 1) (2.7)
次に，M を pと q で割った余りMp とMq を求め，
Mp = M mod p (2.8)
Mq = M mod q (2.9)




p mod p (2.10)
Cq = M
Eq
q mod q (2.11)
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最後にそれらを合わせたものが最終結果 C となる．
C = ((Cp − Cq)p−1q mod q)p+ Cp (2.12)
p と q のビット数は N のおよそ半分なので，べき乗剰余演算の計算量は (1/2)3 = 1/8 とな
り，それを，Cp と Cq のために 2 回行うので，CRT演算では演算量を前処理や後処理を除い



























ハードウェア実装は，専用 LSI (Application Speciﬁc Integrated Circuit: ASIC) や，Field




























図 2.2 に，文献 [12] に示された物理攻撃の分類を示す．図 2.2 は，暗号モジュールへの
入力および出力の面から物理攻撃を分類したものである．最も大きな分類として，対象の暗
号モジュールの変形 (破壊) を伴うか否かについて侵入型攻撃 (Invasive attack) と非侵入型
16 第 2 章 暗号とその実装に関する基礎的考察










非侵入型攻撃には，サイドチャネル攻撃 (Side-channel attack)，故障注入攻撃 (Fault attack





















号モジュールの試験および認証を行う制度である CMVP(Cryptographic Module Validation














故障解析 (Fault analysis) と，故障を注入する手法について検討されてきた．実際の攻撃で
は，まず攻撃者は何らかの方法で故障注入を行い，状況に応じて故障解析の手法を用いること
により秘密情報の取得（攻撃）を実行する．
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2.4.1 故障解析の分類




[13]．この論文では，中国人剰余定理 (Chinese Remainder Theorem) を用いた RSA暗号に
おいて，ある変数に故障を注入することにより因数分解を容易にする攻撃が示された．これは
Bellcore attackと呼ばれている．その後共通鍵暗号に対する手法が提案された [15]．これは





いて法 (Modulus) に不正な値を与えて秘密情報を抽出する攻撃 [16]が挙げられる．(b)アル
ゴリズムレベルの攻撃としては，共通鍵暗号における差分故障解析 [15]や，公開鍵暗号に対す
















(DFA: Diﬀerential Fault Analysis)は，正しい暗号文と誤りを含む暗号文の差分を用いて鍵
候補を絞り込む解析手法である．
攻撃者は攻撃対象のデバイスを用いて正しい暗号文C と誤りを含む暗号文C∗ を計算し，こ
れらを用いて鍵候補を絞り込む．C∗ の計算の際，AESの 9ラウンド目の入力 I9 のうち 1バ
イトに誤りが発生すると仮定する．以降，C と C∗ の組を暗号文ペアと呼ぶ．図 2.3に，AES
の 9ラウンド目以降のデータの流れを示す．ここでは，10ラウンド目の入力を上流と下流の
両方から計算し，両者の取りうる範囲が異なることを利用して鍵候補を絞り込む．
ここでは，図 2.3において，最も左側のMixColumnsに入力される 4 バイトの値のうちい
ずれかに故障が注入されたと仮定し，その 4 バイトに注目する．ここで，ラウンド入力の i




Δ9 = I9 ⊕ I∗9 (2.13)
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式 (2.13)において，Δ9 は故障のあるバイトのみが 0以外の値を持つことから，4バイトのう
ちある 1バイトのみが 0以外の値を持ち，残り 3バイトが 0であるという制約を持つことが




Δ10 = MixColumns(I9)⊕MixColumns(I∗9 )
= MixColumns(I9 ⊕ I∗9 )
= MixColumns(Δ9) (2.14)
ここで，Δ9 は 210 通りの値に制限されることから，式 (2.14)を用いて取りうるΔ10 の値を計
算できる．
続く SubBytes の演算は非線形演算であることから計算を続けることができない．そこで，
暗号文から 10ラウンド目の入力を逆算する．ここでは，暗号文 C と推定鍵 k′ を用いて逆算
した 10 ラウンド目の入力を J10(C, k′) と表記する．J10(C, k′) は式 (2.15) のように求めら
れる．
J10(C, k
′) = InvSubBytes(InvShiftRows(C ⊕ k′)) (2.15)
これを用いると，10ラウンド目の入力における差分は式 (2.16)で表される．
ΔJ10(k
′) = J10(C, k′)⊕ J10(C∗, k′) (2.16)
差分故障解析では，全ての鍵候補 (0 ≤ k′ ≤ 232) に対し，式 (2.16)の計算を行い，ΔJ10(k′)
が Δ10 の取りうる値に含まれるかどうかを判定する．含まれる場合，k′ を鍵候補に追加する．












(i) 電源電圧の変化 ○ × ◎
(ii) クロック周波数の変化 ◎ × ◎
(iii) 温度変化 × × ○
(iv) 電磁波照射 × × ○
電荷の注入
(v) 白色光照射 ○ ◎ ○












代表的な故障注入手法を表 2.1に示す．過渡故障を発生させる故障注入方法には， (i) 電源
電圧の変化 [21]， (ii) クロック周波数の変化 [22] ， (iii) 温度変化 [23] ， (iv) 電磁波照射
[24]， (v) 光照射 [25]，(vi) レーザ照射 [23]が挙げられる．
この中で，電磁波照射，電源電圧，クロック周波数および温度変化では，フリップフロップ
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がセットアップ時間違反を起こすことにより誤りが注入される．一方，光やレーザ光を照射す
る場合，記憶素子 (メモリやフリップフロップ)の値が反転することにより誤りが注入される．
(v) および (vi) は LSI のパッケージを開封する必要がある侵入型の攻撃である．(vi) の
レーザやイオンビームの照射では，半導体チップ上の特定の回路に誤りを注入することが可能
なため，故障注入への対策回路を避けて故障を注入できる場合があるが，照射装置が高価であ
る．(v) は蛍光灯や LEDなどの比較的安価な装置で実行可能であるが，空間的分解能は (vi)
ほど高くない．
一方， (i) – (iv) は，LSI のパッケージを開封せずに行うことができる．(iii) 温度変化や













































されている．故障注入攻撃への対策法も，攻撃法と同じく (a) プロトコルレベル，(b) アルゴ





































データが伝搬する時間よりクロック信号の周期 T が大きくなければならない．図 2.4(b) に，
式 (2.17)に示すタイミング制約を満たす場合の各時間の関係を示す．
T ≥ tcq + tc + tsetup (2.17)
一方，タイミング制約を満たさない場合には，以下の 2つの場合が考えられる．まず，図 2.4(c)
のように，十分なセットアップ時間が確保されない場合である．次に，図 2.4(d) のように，
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(a) 同期式論理回路 (b) タイミング制約を満たす場合


















28 第 3 章 故障注入攻撃実験システムの構築



































Standard Evaluation Board: SASEBO) と呼ばれる実験ボードが広く用いられている [4]．




を備えており，制御用 LSIは主に PCとの通信に用いられ，暗号処理用 LSI は暗号処理のみ
を行う．これにより，暗号処理と無関係な雑音成分を排除し，暗号処理に起因する電流のみを
測定することが可能である．制御用 LSIには，全ての SASEBOにおいて FPGAが用いられ
ており，この FPGAに回路を追加することにより，機能を追加できる．
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表 3.1 SASEBOボードの仕様
名称 暗号 LSIの種類
SASEBO–G FPGA (Xilinx XC2VP7)
SASEBO–R, RII 実験者が用意する ASIC (着脱可能)
SASEBO–B FPGA (Altera EP2S30)
SASEBO–GII FPGA (Xilinx XC5VLX30)
SASEBO–W 実験者が用意する ICカード (着脱可能)
(a) タイミング図 (b) ブロック図
図 3.2 文献 [22] におけるグリッチ生成手法
3.2.3 従来のクロックグリッチ生成手法
文献 [22] で用いられている従来のクロックグリッチ生成手法を図 3.2に示す．図 3.2(a) に
示すように，位相の異なる 2つのクロック信号 CLK および CLK’ を，グリッチを発生させる
タイミング S を用いて切り替えることにより，グリッチを含んだクロック信号を生成する．こ
れを実現する回路として，図 3.2(b) が用いられている．信号生成器およびオシロスコープの 2
つの外部機器を用いて，信号 CLK, CLK’および Sを生成する．まず，暗号モジュールはオシ
ロスコープへ暗号化開始の信号を出力する．この信号をトリガとして，オシロスコープのタイ
ムアウトトリガ機能により，トリガ入力から一定時間経過した後に立ち上がる信号である信号














提案システムのブロック図を図 3.3に示す．ハードウェアとしては SASEBOと PC から構
成され，SASEBO 上の制御 FPGA にクロックグリッチ発生回路が搭載される．クロック信




生成するクロックグリッチの模式図を図 3.4に示す．図 3.4 において，Ts は最初の立ち上
がりエッジと立ち下がりエッジの間の幅，Tw は最初と 2番目の立ち上がりエッジの幅であり，





めの条件を考える．故障感度解析の実験では，グリッチ幅の分解能 Δが 0.035 ns 以下 [18]，
グリッチ幅の標準偏差 σ が 0.07 ns 以下である必要がある [32]．
3.3.2 グリッチ生成回路の実装
単一の FPGAでクロックグリッチを生成する基本的な回路を図 3.2(b) に示す．3.2.3節で
述べた従来の実験環境においては，信号発生器とオシロスコープを用いてクロック信号のタイ
ミングを制御していたが，この機能を FPGA上の DLL (Delay Locked Loop) により実現し
た回路である．DLLに相当する機能は現在の FPGAでは広く搭載されており (Xilinx社では
DCM，Altera社では PLLが利用できる) ，どのベンダーの FPGAにおいても本回路の実装
は容易である．図 3.5 において，DLL–Aは信号発生器，DLL–Bおよびカウンタはオシロス
コープに対応する．DLLはクロック信号に遅延（位相シフト）を与えることができるモジュー























に搭載されている FPGA (Virtex-II Pro) では，DLLにおける位相シフトの分解能が出力周






図 3.6(a) に提案回路のブロック図を示す．本回路では DLL の分解能を確保するため，
入力クロック信号を逓倍したものを DLL の入力とする．DLL の出力は タイミング生成器
(Timing generator: TG) へ入力され，TGの出力が信号 RE および 切り替え信号 S となる．
図 3.6(b) に提案手法のタイミング図を示す．入力クロック信号 CLK を逓倍したクロック信
号を CLK’ とする．まず，DLLを用いて CLK’ の位相をシフトする．このクロックの立ち上
がりエッジのタイミングを用いて，出力信号における 2 番目の立ち上がりエッジに相当する
信号 RE を生成する．出力信号は，通常のクロック信号と RE を切り替えることにより生成
する．
図 3.7 にタイミング生成器内部のタイミング図を示す．TG はクロック信号，グリッチ生成
のトリガ信号，DLLの出力，カウンタの最大値を入力として取り，DLLの出力信号と同じタ
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Max. value of count = 5
図 3.7 タイミング生成器内部のタイミングチャート










路の構成では，逓倍されたクロックが位相の基準となるため， Tw のジッタは DLL 1個分で
ある．
逓倍比の決定方法を以下に示す．まず，DLL の入力周波数 fin を決定する．SASEBO-G
に搭載されている FPGA (Virtex-II Pro) では，DLLの位相シフトの分解能は出力クロック
周期の 1/256 または 遅延線の 1段の遅延 (約 30 ps)のうち大きい方となる．従って，分解能
を最大化するには，入力周期の 1/256 が 30 ps 以下となるよう， fin > 130 MHz とすれば























オシロスコープ Tektronix DPO7254 (4GHz, 40GSa/s)
クロック周波数 24 MHz
SASEBO-G SASEBO-W
FPGA Xilinx XC2VP30 Xilinx XC6SLX150
FPGAの I/O電源電圧 3.3V 2.5V
FPGAのコア電源電圧 1.6V 1.2V
発生させることができる回数は FPGA に搭載された DLL の個数により決まる．DLL の個
数は，SASEBO-G に搭載されている FPGA(Xilinx XC2VP30)では 8 個，SASEBO-W の























































図 3.9 は SASEBO–G に実装されたオンチップ故障注入回路のブロック図である．提案す
るオンチップ故障注入回路は SASEBO上の制御用 FPGA (XC2VP30) へ実装される．故障
注入回路の出力はターゲットとなる暗号用 FPGA (XC2VP7) に供給される．位相シフトの
パラメータ θs, θw および グリッチの生成タイミングを決定するカウンタの値は通信インター
フェイス (USBインターフェイス，FIFO) を通して PCから制御される．なお，SASEBO-W
では暗号モジュール（スマートカード)は搭載せずに実験を行った．
3.4.1 グリッチ幅の分解能
図 3.10 に，Ts を 4.12 ns に固定し，Tw を変化させたときの提案回路の出力波形を示す．
提案回路により生成された信号にはランダムな時間的誤差 (ジッタ) が含まれるため，波形を
10回取得し，その電圧の平均値を図 3.10 に表示している．オシロスコープを用いて，Tw を
4.9–17.9 ns まで変化させたときのグリッチの波形を観測した．図 3.10 は異なるグリッチ整
定時間の波形を重畳させて表示している．図 3.10 中の拡大図より，Tw は平均して 0.026 ns
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の分解能で変化させることができることが分かる．この値は Δ < 0.035 ns の要件を満たして
おり，提案回路により要件を満たす回路が実装できることを示した．なお，この値は FPGA
に搭載されている遅延素子の遅延により決まる値である. SASEBO–Wについても同様に実験
を行い，Δは平均して 0.0232 ns となり，要件を満たしていることを確認した．
3.4.2 グリッチ幅の再現性の評価
提案回路により生成されるクロック信号の再現性を評価する．ここでは，再現性の指標とし
て，グリッチ幅設定値 θw を固定した上でグリッチ幅 Tw を複数回測定したときの標準偏差 σ
を用いる．ここではグリッチ整定時間を θs = 4.12 ns に固定し，各グリッチ幅の設定値にお
いて Tw を 10000回測定した．図 3.11に，θw を変化させたときの Tw の標準偏差 σ の変化
を示す．SASEBO-Gおよび SASEBO-Wの両方の実装において，σ は概ね 0.050 ns 以下に
収まっている．この値は 3.4.2節で示した要件である 0.070 ns 以下を満たしており，安全性
評価実験に十分な再現性を有していると言える．
3.4.3 提案回路による故障注入実験
提案回路を用いて，FPGA に実装された 32 ビット加算回路への故障注入実験を行い，提
案回路により実際にセットアップ時間違反による故障注入が可能であることを示す．図 3.12
に加算回路のブロック図を示す．ここで，加算器の入力はそれぞれ a = (a31a30...a1a0)2，
b = (b31b30...b1b0)2 とし，加算器間のキャリーは c = (c30c29...c1c0)2，Dフリップフロップの




実験方法を以下に示す．まず，加算器へ a = (FFFFFFFF )16，b = (00000000)16を入力す
る．この操作により，前ビットのキャリーが 0となる．次に，加算器へ a = (FFFFFFFF )16，

































図 3.13 グリッチ幅 Tw と誤り開始
点の関係
ビットへと移動すると予想される．
実験方法を以下に示す．提案回路および加算回路をそれぞれ SASEBO–G の制御用 FPGA
および暗号用 FPGAに実装し，Dフリップフロップのクロック信号として提案回路の出力信




























































ここでは，128ビット AESを例に攻撃の原理を説明する．iをバイト番号 (0 ≤ i ≤ 15)，10
ラウンド目におけるラウンド鍵の iバイト目をK10i ，暗号文の iバイト目を Ci とすると，iバ
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イト目の入力 Ii は
Ii = InvSbox(CSR(i) ⊕K10SR(i)) (4.1)
と表せる．ここで，ShiftRowsによりシフトされたバイト番号 SR(i) は式 (4.2)で表せる．
SR(i) = {i− 4(i mod 4)} mod 16. (4.2)
S-boxの故障感度は入力により決まるため，iバイト目の S-boxの入力を Ii とすると，iバ
イト目の故障感度は F (Ii)と表せる．従って，1バイト目と 2バイト目の故障感度 F1, F2 は
以下のように表せる．
F1 = F (InvSbox(CSR(1) ⊕K10SR(1))) (4.3)
F2 = F (InvSbox(CSR(2) ⊕K10SR(2))) (4.4)
Collision FSAでは，平文をランダムに生成して暗号化を行い，全ての暗号文 (0 ≤ CSR(1) ≤
255, 0 ≤ CSR(2) ≤ 255)が得られるまで暗号化を繰り返し，上記の暗号文に対する F1, F2 の
表を作成する．そこで，任意の暗号文 0 ≤ C ≤ 255に対する F1, F2 の値を考えると，それぞ
れ式 (4.5)，(4.6)となる．
F1 = F (InvSbox(C ⊕K10SR(1))) (4.5)
F2 = F (InvSbox(C ⊕K10SR(2))) (4.6)
ここで，2 つの部分鍵の差分を Δ10K = K
10
SR(1) ⊕K10SR(2) とすると，F2 は以下のように表
せる．
F2 = F (InvSbox(C ⊕K10SR(2)))
= F (InvSbox(C ⊕K10SR(1) ⊕Δ10K )). (4.7)
F (InvSbox(C⊕K10SR(1)⊕Δ10K )) は，F1を秘密鍵Δ10K の下で並び替えた値である．そこで，






Simultaneous error detection [36] がある．この手法は，AES の 1 ラウンドを 2 サイクル
に分けて実行する．ShiftRows および SubBytes は最初のサイクル，MixColumns および
AddRoundKey は 2 番目のラウンドでそれぞれ実行される．しかし，この対策は原理的に故




FSA が適用可能であり，実際に Masked AND Operation (MAO) により対策が施された
AES ハードウェアが FSA により破られている [6]．サイドチャネル攻撃と DFAの両方に有











の有無を判断する．図 4.1(b)にタイミング図を示す．T, T ′, tcp, td はそれぞれクロック周期，
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(a) ブロック図 (b) タイミング図
図 4.1 文献 [30]に基づくセットアップ時間違反対策
(a) 対策なし (b) 対策あり












上記の故障感度を持つ回路を実現した例が文献 [34]に示されている．図 4.3(a) にブロック
図を示す．組み合わせ回路とレジスタの間にマルチプレクサを挿入した回路構成を持つ．ここ
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(a) ブロック図 (b) タイミング図
図 4.3 文献 [34]の対策回路
で EN はイネーブル信号である．マルチプレクサはイネーブル信号により制御され，イネーブ
ル信号が 1のときのみ出力結果をレジスタへ格納する．イネーブル信号が 0 の場合には乱数
が格納されるため，出力は誤りとなり，攻撃者はこの時の故障強度を故障感度として得る．組
み合わせ回路の状態が整定するタイミングはイネーブル信号が立ち上がるタイミングより早い
ため，組み合わせ回路の整定時間 (故障感度)は攻撃者から観測できない．図 4.3(b) に理想的
な各信号のタイミングを示す．組み合わせ回路が整定するまでは，EN 信号は 0 であり，整定













Random Switching Logic [38] がある．この対策では，直列に接続された遅延素子によりイ
ネーブル信号を生成する．Random Switching Logic では，遅延素子の個数は製造前のシミュ











構成を示す．暗号コア，可変遅延回路 (Conﬁgurable Delay Block: CDB)を含むイネーブル















図 4.5 に，イネーブル信号の生成方法を示す． 信号 P の幅を tp ，クロック信号 CLK と
EN信号のそれぞれの立ち上がりエッジ間の時間を ten とする．最初に，CDB1により CLK
の位相をわずかに遅らせた信号 CLK’ を生成し，CLK および CLK’ から信号 P を生成する．
次に，信号 P を CDB2に通して信号 EN START を生成する． 信号 EN START は，暗号
処理が実行中であることを示す信号 RUN が 1 である間だけ生成される．最後に，EN 信号は
EN START と信号 P のそれぞれの立ち上がりエッジの間だけ 1 となる信号として生成され
る．CLK が立ち上がったときに EN 信号が 0 であった場合，攻撃検知信号 F が 1 になり，
暗号コアは動作を停止する．EN 信号は信号 F が 0 のときのみ生成されるため，2 サイクル連
続して故障が注入された場合でも対策は機能する．EN 信号はクリア付き D フリップフロッ
プにより生成されることから，EN START の立ち上がり時に信号 P が 1 であった場合，EN





（オーバークロック）と，電源電圧の低下を考える．また，前節で述べた条件 tcp < ten が動作






Configurable delay blocks EN START
S
Delay













(a) ブロック図 (b) タイミング図
図 4.5 イネーブル信号生成器
図 4.6 クロック周波数の変化の検出
電圧において満たされていると仮定する． 図 4.6 に，クロック周期が一時的に短くなった場




の低下により tcp および ten の両者が増加する．このとき，tcp > ten となる場合，図 4.7(b)
に示すように，整定していない組み合わせ回路の出力が漏洩してしまう．このため，暗号コア
が動作する（攻撃に有用な情報が得られる）電源電圧において，常に tcp ≤ ten が満たされる
よう CDB を設定しなければならない．
図 4.6 および図 4.7 は暗号処理の実行中に故障が注入されている場合を示しているが，本対
策では信号 RUN が 1 になる前から故障が継続して注入されている場合でも検知できる．ま
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ここでは，電源電圧の変化にかかわらず ten > tcp となるように遅延回路を設定する方法
を述べる．図 4.8 に，温度変化がない場合に理想的な設定を行った場合の V–T 曲線を示す．
横軸が電源電圧，縦軸が時間（クロック周期および遅延時間）であり，Vmin および Vmax は
それぞれ暗号コアが動作する最低電圧，最高電圧である．標準的な CMOS (Complementary
Metal Oxide Semiconductor) 回路では，遅延時間は電源電圧にほぼ反比例し，動作する最低
電圧付近で急激に増加する．暗号ハードウェアは ten より上の領域では正常動作し，tcp より
下の領域では正常に動作しない．ten と tcp の間の領域は動作マージンとして確保されている
領域であり，暗号コアは正常に動作するが，提案対策では乱数を出力する．ここで，故障感度
解析を防ぐためには，Vmin から Vmax までの電圧範囲を考えなければならない．
提案対策では，最大動作周波数が tcp ではなく ten により制限されることから，回路を最大
動作周波数で動作させることを想定すると，ten − tcp が提案対策のオーバーヘッドとなる．
従って，最適な ten は， ten > tcp を満たす最小の ten である．温度変化についても考慮し，
より安全な ten を見つけるには，図 4.9に示すように，電源電圧，クロック周期，温度変化を
考慮した関係を用いて，ten を表す平面が tcp を常に上回るように設定する．











































行わなくとも，1個の故障感度により解析が成功する場合 (Na = 1) が設計者にとっての最悪
値であることは明らかである．Nl を実際の測定で取得した故障感度の数とすると，Nl < Na
のとき故障感度解析による鍵復元は失敗する．No を，攻撃者が故障感度解析へ用いることが
できる測定回数とする．これは攻撃者が許容できる，攻撃に要する時間によって決まる．
図 4.10に，ten を設定するための見積もり手法を示す．Vtyp は暗号回路の標準動作電圧で
あり，Vmin および Vmax はそれぞれ暗号コアが動作する最低電圧，最高電圧である．最初に，
図 4.10(a)のように，電源電圧と ten を変化させながら ten を測定する．この時 ten は設定値
を変更可能となっており，ここで測定した遅延時間を元に最終的な設定値を決定する．次に，





時間 hを上回る確率は g(h) = f(t ≥ h)と表せる．攻撃者は平文と故障感度の関係を知らない
ことから，ランダムに平文を変えて故障感度を複数回測定し，故障感度を漏洩させることを試
みる．ここでは，1つの平文に対して故障強度を変えながら出力の正誤を判定（故障感度を測
定）することを 1回の試行と呼ぶ．対策の遅延時間を hに設定し，攻撃者が故障感度を No 回
取得することを試行した場合，得られる故障感度値の個数の期待値 E は E = Nog(h) と表せ
る．E < Na のとき，対策は有効に機能すると期待できる．ここで，対策が有効に機能する
最小の遅延時間を hv とすると，Nog(hv) = Na となる．
従って，式 g(hv) = Na/No を hv について解くことにより，設定値が求められる．電源電
圧は Vmin, Vtyp, Vmax とする．すると，図 4.10(c)のように，hv を通る線 cth を求めることが
できる．最後に，図 4.10(d)のように，最適な ten は，図 4.10(a)の中で cth を常に上回る線
として求められる．結果として，漏洩する故障感度の個数は Na を下回ることが期待できる．


















Measured delay time of 
combinational logic 
(b) Vmin，Vtyp，Vmax の確率密度関数の見積もり
(c) cth の計算 (d) ten の計算
図 4.10 統計的手法による ten の決定
上記のアプローチでは，与えられたパラメータ Na, No の下で統計的な安全性を実現する．
より安全なアプローチとしては，静的タイミング解析 (Static Timing Analysis: STA)により
算出された回路の遅延時間に基づき ten の設定値を設定する方法である．最初に，図 4.10(a)
– 4.10(c) の手順を実行する．その後，図 4.11 に示すように，静的タイミング解析によって算
出された回路の遅延時間 tSTA を常に上回る ten を選択する．
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図 4.11 tSTA に基づく ten の設定
上記の議論は温度が一定であると仮定しているが，温度変化を考慮するには，最高，最低，
標準の 3つの温度で最適な ten を算出し，最大のものを選択する．
4.4 提案対策の評価実験
4.4.1 提案対策のASIC実装
提案手法の評価実験を行うため，提案対策を施した AES ハードウェアを ASIC 上に
実装した．AES ハードウェアは典型的なループアーキテクチャに基づくもので，合成体
GF (((22)2)2)を用いた S-box [39] を搭載したものとする．図 4.12に，実装した n段の可変
遅延回路を示す．i 段目はマルチプレクサと，直列接続された 2i−1 個の遅延素子から成る．
tm と te をそれぞれ 1個のマルチプレクサと遅延素子の遅延時間とすると，n段の遅延素子の
遅延時間は，
td = ntm + dte (4.8)
となる．ただし，dは遅延時間の設定値で，0から 2n− 1の範囲で表される．dが最大値の時，
信号は全ての遅延素子を通る．従って，遅延時間は間隔 te で ntm ≤ td ≤ (2n − 1)te の範囲
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標準評価ボード SASEBO-G上に接続した．本実験では，可変遅延回路は 4段，温度は 25◦C
で，試作した 2つのチップ A, Bを対象として実験を行った．ここでは，可変遅延回路の遅延




た ten，白い円は Vmin(0.87V)，Vtyp(1.08V)，Vmax(1.21V)で測定された AES回路の遅延時







































り規定されている．電源電圧 v は 0.05 V の間隔で 0.87V (チップが動作した最低電圧) から
1.21V(チップが動作した最高電圧)の間で変化させた．電圧下降に従い，AES 回路の遅延時
間と ten の両者が増加した．4.3.4節と 4.3.5節の手法に基づき，図 4.14において ten の値を
決定した．
ここで，hv の具体的な計算方法を示す．ここでは，許容できる故障感度の漏洩回数を
Na = 1，攻撃者による故障感度の測定回数を No = 108 回とする．故障感度解析においては，
攻撃対象のデバイスによらず，1回の故障感度測定で秘密鍵を推定できることが評価者にとっ
ての最悪値であることに注意されたい．なお，108 回の測定には，1秒に 1回の測定と仮定す
ると 3.17年 (1147日)かかる．まず，暗号回路の遅延時間の分布を求める．図 4.15に，電源
電圧 Vmin(= 0.87V )で 10000の平文を用いて測定した AESの遅延時間の分布を示す．遅延
時間は正規分布に従い，平均は μ = 2.904，標準偏差は σ = 0.2407であることが分かる．
ある故障感度 tが遅延時間 hを超える確率 g(h)は，誤差関数を erfとすると
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図 4.14 チップ Aにおける遅延時間の測定結果













図 4.15 電源電圧 0.87 V における AES回路の遅延時間の分布
で表される．上記の μ, σ の値および f(h0.87) を式 (4.9) に代入すると，h0.87 = 4.254ns が
得られる．電源電圧 Vtyp = 1.08 V および Vmax = 1.21 V における hv の値は，それぞれ
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h1.08 = 2.041 ns および h1.21 = 1.605nsとなった．従って，図 4.14のように hv，cth，最適
な ten を描くことができる．
図 4.16に，チップ Bにおける遅延時間の測定結果および最適な ten の値を示す．チップ B
の AES回路は電源電圧が 0.87 V から 1.27 V の範囲で正常に動作した．チップ Bでの結果
を図 4.14 の結果と比較すると，AES 回路の遅延時間および動作範囲は製造ばらつきにより
チップ Aの分布とは異なることが分かる．このように，提案対策では，チップの製造ばらつ
きの影響を受けずに最適な設定値を選択できる．
図 4.16 チップ Bにおけるプロファイリング結果
4.4.3 提案対策の実装コスト
図 4.17に，製造したチップのレイアウト図と各構成要素の実装コストを示す．図 4.17中の
表は，Synopsys社の設計ツール Design Compiler D-2010.03 で見積もったゲート換算の回路
面積であり，AES core は対策なしの AES回路を表す．提案対策を施した AESモジュールは
組み合わせ回路とレジスタの間に設けられるマルチプレクサを含む．
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図 4.17 実装した AES回路のレイアウト図と実装コスト
遅延回路，マルチプレクサ，擬似乱数生成器のオーバーヘッドはそれぞれ AES コアの











































































図 5.2に提案攻撃の概念図を示す．故障 Aおよび故障 Bを，それぞれプログラム (命令列)
中の暗号処理および対策へ注入される故障とする．まず，攻撃の開始前に故障注入なしで暗号
化を行い，正しい暗号文を取得しておく．提案攻撃は 3ステップから成り，ステップ Iでは対











Algorithm 1 暗号化の後に復号を行う検算型対策 (EncWithRecal)
Input: Plaintext P
Output: Ciphertext C or error signal
1: C ← Encryption(P )
2: P2 ← Decryption(C)
3: if P = P2 then
4: return C
5: end if







ステップ I, II, IIIに対応するアルゴリズムはそれぞれアルゴリズム 2，3，4である．まず，
アルゴリズム 2を用いて予備故障の位置を求める．ここで，5.3.1節で述べたように，cp は暗
号処理に要するクロックサイクル数である．予備故障の位置 pp および予備故障のグリッチ幅
wp はそれぞれ 0 ≤ pp ≤ cp および wmin ≤ wp ≤ wmax の範囲で変化させる．wmax および
wmin はそれぞれ最大と最小のグリッチ幅である．なお，wp は 1ステップごとにクロックグ
リッチ発生器の時間分解能 rw だけ減少させる．
次に，故障 Bの位置 pB とグリッチ幅 wB を探索するため，アルゴリズム 3を実行する．予
備故障を位置 pp に注入しつつ，pB はプログラムの最後から探索する．また，wB は予備故障
と同様に wmin ≤ wB ≤ wmax の範囲で変化させる．アルゴリズム 3は誤った暗号文が得られ
た時終了となる．
最後にアルゴリズム 4を実行し，差分故障解析 (DFA)に利用できる暗号文を取得する．本
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Algorithm 2 対策を動作させるための故障注入
Input: Random plaintext P , cycle count of cryptographic operation cp, maximum and
minimum glitch with wmax, wmin
Output: Correct ciphertext C, position and glitch width of preliminary fault pp, wp
1: C ← EncWithRecal(P ) # Correct ciphertext
2: for pp = 0 to cp do
3: SetPreliminaryFaultPosition(pp)
4: for wp = wmax downto wmin do
5: SetPreliminaryFaultGlitchWidth(wp)
6: Cf ← EncWithRecal(P )
7: if Error signal is observed then





索する．故障 Bをステップ IIで得たタイミングで注入しつつ，故障 Aの位置 pA を pp ≤ pA，
グリッチ幅 wA を wmin ≤ wp ≤ wmax の範囲で変化させて探索する．アルゴリズム 4は，一
部に誤りを含む暗号文が得られた時終了となる．8ビットマイコンでは，4バイトの誤りを含
む暗号文を探索する．
図 5.3に，128ビット AES において，9ラウンド目の入力に 1バイトの故障が注入された




な pA を探索する．AESに対する DFAでは，16バイト全てに誤りを含む暗号文を用いたと
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Algorithm 3 対策を回避するための故障注入
Input: Random plaintext P , correct ciphertext C, cycle count of cryptographic operation
cp, position and glitch width of preliminary fault pp, wp, maximum and minimum
glitch width wmax, wmin
Output: Position and glitch width of Fault B pB , wB
1: SetPreliminaryFaultPosition(pp)
2: SetPreliminaryFaultGlitchWidth(wp)
3: for pB = cp to pp do
4: SetFaultBPosition(pB)
5: for wB = wmax downto wmin do
6: SetFaultBGlitchWidth(wB)
7: Cf ← EncWithRecal(P )
8: if Cf = C and Error signal is not observed then









試行回数に依存する．c1，c2，c3 をそれぞれステップ I, II, IIIにおける故障注入の試行回数
とする．また，pp，pA，pB をそれぞれ予備故障，故障 A，故障 Bの位置とし，pp，pA，pB
をそれぞれ予備故障，故障 A，故障 Bのグリッチ幅とする．wmax, wmin, wi をそれぞれ最大
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Algorithm 4 一部に誤りを含む暗号文の取得
Input: Random plaintext P , correct ciphertext C, cycle count of cryptographic operation
cp, position and glitch width of preliminary fault pp, Position and glitch width of Fault
B pB , wB
Output: Position and glitch width of Fault A pA, wA, faulty ciphertext Cf
1: SetFaultBPosition(pB)
2: SetFaultBGlitchWidth(wB)
3: for pA = pp to cp do # Loop for glitch position
4: SetFaultAPosition(pA)
5: for wA = wmax downto wmin do # Loop for glitch width
6: SetFaultAGlitchWdith(wA)
7: Cf ← EncWithRecal(P )
8: d ← Cf ⊕ C
9: n =CountNonZeroByte(d)
10: if n ≤ 12 then




のグリッチ幅と最小のグリッチ幅，最大と最小の差 (wi = wmax − wmin)とする．w のルー
プの試行回数は w/rw (rw はグリッチ生成回路の分解能)で表される．総試行回数 cは以下の
式で表される．
c1 = pp(wi/rw + 1) + (wmax − wp)/rw + 1, (5.1)
c2 = (cp − pB)(wi/rw + 1) + (wmax − wB)/rw + 1, (5.2)
c3 = (pA − pp)(wi/rw + 1) + (wmax − wA)/rw + 1, (5.3)
c = c1 + c2 + c3. (5.4)
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図 5.3 128ビット AESにおける故障の伝搬
この場合，最も探索回数が大きくなる条件である最悪の条件は，式 (5.5)および (5.6)によ
り表される．また，最悪の条件における試行回数は式 (5.7)–(5.10)で与えられる．
wp = wA = wB = wmin = 0, (5.5)
pB = pA + 1. (5.6)
c1 = pp(wmax/rw + 1) + wmax/rw + 1, (5.7)
c2 = (cp − pA − 1)(wmax/rw + 1)
+ wmax/rw + 1
= (cp − pA)(wmax/rw + 1) (5.8)
c3 = (pA − pp)(wmax/rw + 1) + wmax/rw + 1, (5.9)
c = c1 + c2 + c3
= (cp + 2)(wmax/rw + 1). (5.10)
8 ビットマイコンでは，5.6.2 節に示すように，グリッチ幅 w の探索をせずに故障注入の
ターゲットとなる命令をスキップできることから，グリッチ幅 w を探索するためのループを
70 第 5 章 多重故障注入攻撃の検討とその対策技術の開発
省略できる．この条件は，式 (5.7)–(5.10)で wmax/rw = 0となっている場合と等価であり，
式 (5.10)は c = cp + 2 となる．現在用いられている多くの共通鍵暗号アルゴリズムは，高々
数十万サイクルの実行サイクル数 (=cp) のソフトウェアで実装できることから，上記の数は
128ビットの鍵を総当りで求める場合と比較して十分小さいといえる．
32ビットのマイコンでは，ステップ IIIは 2つの段階に分けられ，それぞれステップ III(a)
および III(b)と呼ぶ．c′3 と c′′3 はそれぞれステップ III(a)および III(b)における試行回数と
する．また，Is はグリッチ幅 w の設定値における刻み数であり，w = rw · Is とする．ステッ
プ III(a)では，一部が誤った暗号文が得られる時の故障 Aの位置 pA を知るため，グリッチ
幅の刻み幅を粗くした探索を行う．グリッチ幅は wA は刻み幅 rw · Is で探索される．次に，
ステップ III(b)では，位置を上記で求めた pA に固定し，幅 wA を細かく探索する．
c′3 = (pA − pp){wi/(rw · Is) + 1}
+ (wi − wA)/(rw · Is) + 1, (5.11)
c′′3 = (wi − wA)/rw + 1, (5.12)





式 (5.13)を，探索回数が最も多くなる条件である式 (5.5)および (5.6)の下で計算した場合，
式 (5.14)となる．
c = (cp + pp − pA + 1)(wmax/rw + 1)
+ (pA − pp){wmax/(rw · Is)}+ 1 (5.14)
ここで，pA および pp の最悪値 (探索回数が最も多くなる場合) は，それぞれ pA = cp − 1，
pp = cp − 1 となる．従って，試行回数の最大値は式 (5.15)で表される．





Cryptographic algorithm 128-bit AES with recalculation-based
countermeasure (Written from scratch)
8-bit microcontroller Atmel ATmega163
32-bit microcontroller Atmel AT91SAM7S256 (with ARM7TDMI core)
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(a) ブロック図






として w = 54 ns を選択した．32ビットのマイコンでは，10.2 ns から 5.64 ns までの範囲
で w を走査した．
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Algorithm 5 検算型対策を施した AES (AESEncWithRecal)
Input: Plaintext P
Output: Ciphertext C
1: C ← AESEncryption(P )
2: P2 ← AESDecryption(C)
3: r1 ← 1
4: if P = P2 then
5: r1 ← 0
6: end if
7: return C, r1
5.4.3 8ビットマイコンにおける実験結果
アルゴリズム 5に，本実験で用いた関数 AESEncWithRecal を示す．これは，暗号化およ
び検算としての復号を行い，その結果を比較する．この関数はアルゴリズム 5.3.2 の 1 行目
から 3行目に対応するが，P と P2 の比較結果を返す点が異なる．AESEncWithRecal では，
暗号化結果と検算結果が等しい時 0 をレジスタ r1に保存し，そうでない場合 1 を保存する．
コード 1 は本実験で用いたプログラムのメイン関数である．ここで，関数 SendData および
SendErrorは，それぞれ暗号化結果およびエラー信号を出力する関数である．コード 1におい
て，暗号化が終了すると，3行目のテスト (TST)命令により，レジスタ r1の値を元に分岐の
成否を確定する．テスト命令はレジスタ r1の値が 1 の場合，分岐条件を表すゼロフラグ (Z)
を 0にクリアし，r1 = 0の場合 Z = 1 とする．その後，4行目の分岐命令 (BRNE)が実行さ
れ，Z = 0（故障が検知された場合）のときにはラベル LBL FAIL へのジャンプが行われた
後に “call SendError” が実行され，エラー信号が出力される．Z = 1の場合にはジャンプは
行われず，“call SendData”が実行され，暗号文が出力される．しかしながら，4行目の分岐
命令の実行中に故障が注入されると，分岐命令がスキップされ，レジスタ r1の値にかかわら
ず 5行目の “call SendData”が実行される．
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表 5.2 8ビットマイコンにおける実験結果
Step Starting position Final position Number of trials
I pp = 0 pp = 3 4
II pB = 30530 pB = 30527 4





3: TST r1 ;Z← 1 when r1=0







示す．最初に，暗号処理に要するサイクル数 cp を測定し，cp = 30530との数値を得た．本実
験では，合計で 10002回の故障注入により，差分故障解析に適した 4バイトの誤りを含む暗号
文を得た．
本実験において，実際に故障が注入された処理を以下に示す．故障 A は 8 ラウンド目の
AddRoundKey に注入された．コード 2(a) に本実験で用いた AddRoundKey のコードを示
す．変数 k および s はそれぞれラウンド鍵と中間変数を表す．コード 2(b) は，コード 2(a)
をコンパイルして得られたアセンブリコードである．このコードの中で，故障 Aは 5行目の














1: LDS r26, 0x0000
2: LDS r27, 0x0000
3: LDI r30, 0x00
4: LDI r31, 0x00
5: LD r24, X
6: LD r25, Z+
7: EOR r24, r25
8: ST X+, r24
9: LDI r24, 0x00
10: CPI r30, 0x00







ここでは，コード 2(b)の 7行目にある排他的論理和命令 (EOR) に故障を注入した．グリッ





表 5.3に，32ビットの ARM マイコンにおける実験結果を示す．本実験では，暗号処理に
要するサイクル数 cp は 32667であった．表 5.3では，カッコ内の数値は，グリッチ発生回路
の刻み数を表す．合計で 446191回の故障注入により差分故障解析に利用できる暗号文を取得
できた．探索の前に数回故障注入を行った結果，グリッチ幅 w > 10.2ns および w < 5.64ns
のとき故障は注入されないことを観測した．そこで，以降の探索では，グリッチ幅の最小値
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図 5.5 注入された故障のバイト数
を 5.64nsとした．ここで，各ステップにおける探索回数の詳細を示す．まず，予備故障の位
置 pp を探索した．この探索では pp だけでなく，予備故障のグリッチ幅 wp も同時に変化さ
せた．wp の探索の範囲は，10.2ns(刻み数 400) から 5.64ns(刻み数 159) とし，pp は 0 から
1 ずつ増加させた．ステップ I の探索は，pp = 106 および wp = 8.11ns で完了し，探索完
了までに要したサイクル数は，(400-159)+(400-290)+1=25657回であった．ステップ II の
探索も同様に行った．合計で 2378 (= (32667 − 32658) × (400 − 159) + (400 − 192) + 1)
回の故障注入で完了した．5.3.3 節で述べたように，ステップ III ではステップ I および II
に比べ非常に多くの試行を要することから，粗密戦略により試行回数を削減する．ステップ
III(a) では，グリッチ幅 wA を 10.18ns(刻み数 400) から 5.66ns(刻み数 160) まで，分解能
0.188ns(刻み数 10)で変化させ，一部が誤りである暗号文を探索した．このステップは 417940
回 (=(17448− 107)× (400− 160)/10+ (400− 190)/10)の試行で完了した．ステップ III(a)
が完了した時の故障 Aの位置 pA = 17448において故障を注入すると，AESの 9ラウンド目





Step Parameters Starting position Final position Number of trials
I pp 0 106 25657
wp 10.18ns (400) 8.11ns (290)
II pB 32667 32658 2378
wB 16.20ns (400) 9.49ns (192)
III(a) pA 107 17448 417940
wA 10.18ns (400) 6.23ns (190)
III(b) pA 17448 17448 216





ゴリズム 2から 4 を変更せずに適用できるだけでなく，ステップ II(アルゴリズム 3) を変更
し，2回の演算に同じ故障を生じさせて故障検知を回避することもできる．アルゴリズム 2に
より予備故障の位置 pp を発見した後に，アルゴリズム 3 において，故障 Bの位置 pB を pp を
起点として 1ずつ増加させて探索する．ここでは予備故障と故障 Bが同じ演算を誤らせた場
合に暗号文を取得できる．さらに，ステップ IIIで差分故障解析に利用できる暗号文を得るに
は，予備故障の位置 pp と故障 Bの位置 pB の時刻の間隔を一定に保ちつつ，故障注入の位置
を探索する．
提案攻撃は命令を複製する対策も無効化できる可能性がある．コード 3に命令を複製する対
策の例を示す．コード 3 は，コード 2 のプログラムに対策を施した例である．コード 3 の対
策は，4 行目の分岐命令 (BRNE)をスキップしても，5 行目の分岐命令が実行されることか
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11: CLZ ;Z← 0








防ぐには，ゼロフラグ初期化するルーチンを加えれば良い．コード 5 に，コード 4に対策を
施したコードを示す．暗号化の後，11行目でゼロフラグを初期化する．初期化の値は，ゼロ
フラグが更新されない場合に出力ルーチンへ進まないような値とする．コード 5 では，ゼロ
フラグが 1の時にジャンプする命令である BRNEが用いられているため，ゼロフラグを 0に
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初期化する．初期化の後，ゼロフラグが正しく初期化されている場合にのみテストルーチン
へ移動する．コード 5 では，正しく初期化されている時 (ここでは Z=0 の時) テストルーチ
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