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In this paper we consider possible extensions of the classical multilayer artificial neural
networkmodel to the situationwhen the signals processed by the network are by definition
compound and possibly structured. We discuss existing approaches to this problem in
various contexts and provide our own model – the Normalizing Neural Network – for
networks that process vectors as signals.Wediscuss possible uses of the proposed approach
in a series of case studies.
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1. Introduction
Neurocomputing in general and feedforward artificial neural networks (ANNs) in particular are among the most
recognizable paradigms in widely understood area of nature-inspired computing. From the early days of computer science,
the idea of constructing a computing machine that mimics the behavior of a nervous system was ferociously investigated.
In 1970s and 1980s with the introduction of error backpropagation algorithm, which made it possible to construct useful
neural systems, the neurocomputing has reached the maturity and becamewidely recognized as an effective way of solving
various computational tasks.
In this paper we are focusing on the artificial neural network’s ability to learn the relationship between input and output
from a set of examples (a sample). This feature places ANN among machine learning techniques and makes it a useful tool
in constructing classification and/or decision support systems. The existence of computationally efficient and convergent
algorithms for adjusting weights in neural networks, such as error backpropagation (cf. [1,2]), makes them a weapon of
choice for many researchers and practitioners who look for an effective way of finding a sample-based approximation of
input-to-output mapping.
The ‘‘classical’’ artificial neural networks are useful especially if a given learning problem can be represented as having
real-valued inputs and outputs. However, it gets complicated, inefficient, and often quite counterintuitive to use such
real-valued representation for more compound inputs/outputs, generally, more complicated or structured signals. It has
been proven by various attempts in various fields of research that it makes sense to investigate neural-network-like
architectures capable of processing more compound signals, such as complex numbers [3], fuzzy numbers [4], intervals
[5], or approximation tuples [6].
In this paper, we provide a wider look at the issue of constructing an artificial neural network capable of processing
compound signals. We attempt to showcase the mechanisms that are common for network architectures and learning
procedures regardless of the kind of signals they process. We characterize basic features that make a neural-network-
like architecture that processes compound signals (intervals, vectors, etc.) useful as a learning mechanism, especially in
the applications associated with classification and/or decision support. As a more specific illustration, we introduce our
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own example of such a neural network architecture – called the Normalizing Neural Network (NNN) – that is able to non-
trivially processmulti-dimensional signals (vectors) drawn from a unit simplex [7,8]. In this approach, although both signals
and activation functions inside neurons are more compound than in the classical case, the weights of connections between
layers remain simple. It is important because the weights are ultimately the component that decides about the performance
of the entire network and, therefore, their corresponding learning space should be kept as simple as possible. Moreover, as
we will try to advocate, it is possible to learn them in a manner similar to the case of classical neural networks.
Thus, the contribution of this paper is three-fold. It consists of a layout for general approach to dealing with compound
signals in a feedforward neural network model, the presentation of our own idea for the network (the NNN), and a more
detailed theoretical study of one of possible types of compound signals and the related specifics of signal combinations and
neuron activation functions. On the other hand, further research is still needed to compare the capabilities of the proposed
construction with other hierarchical modeling and learning approaches (cf. [9,10]).
The types of signals to be processed by a network need to be carefully adjusted to the type of a learning problem, or, more
precisely, to the concepts that one attempts to approximate, classify, or synthesize in a given learning task. One may say
that the syntax of a signal needs to be adjusted to the semantics of a concept it describes. In case of truly compound concepts,
the signals such as the above-mentioned fuzzy numbers, intervals, etc., should be regarded just as approximations. Still, a
powerful way of processing compound signals can yield a powerful method of learning compound concepts. For example,
the above-mentioned vectors processed by NNN networks turn out to approximate well enough the semantics of many
types of real-life concepts. Although in this paper we concentrate rather on theoretical aspects of processing compound
concepts, hence, we pay more attention to the, so called, syntax of signals, we also provide some case studies showing how
the semantically compound concepts to learn can be successfully described using the compound signals.
The paper starts with the introduction of basic notions (Section 2) closely followed by motivation behind the proposed
approach (Section 3). In Section 4, we provide several examples of the existing approaches to training of neural networks
which process various kinds of compound signals. These examples are discussed briefly in order to underline their common
features. In Section 5, we introduce the idea and formalization of the above-mentioned NNN model. Examples of its
applications and extensions are presented in Section 6, using a series of case studies of various level of detail. Section 7
concludes the paper.
2. Basic notions
Throughout the paper we make references to the ‘‘classical’’ feedforward network model. While we do not want to
introduce the entire terminology and notation for the field of artificial neural networks (cf. [1]), we provide here some
basics. We assume that the our starting point is a multilayer network architecture consisting of basic computing units called
neurons. Each neuron is capable of receiving input signals x1, . . . , xn from other neurons or from environment. The input
signals are then multiplied by corresponding weights w1, . . . , wn and summed up. The total of weighted inputs is then
taken as an argument for the neuron’s activation function f . In the classical model, the activation function is typically a non-
decreasing, differentiable real function with values in the interval [0, 1] (alternatively [−1, 1]). The output of the neuron is
then, in the simplest case, calculated as y = f ∑ni=1wixi.
The feedforward neural network architectures that we target are those that utilize a weight training/update procedure
that is an extension of error backpropagation (cf. [2]). Since the network architectures that we consider are ‘‘programmed’’
by adjusting weights of connections, such procedure is of paramount importance. Throughout the paper we consider the
weight training (network learning) process to be an optimization procedure aimed at bringing down the overall error of the
network by reducing errors made by single neurons with application of gradient-descent algorithm.
Applications of feedforward neural networks include classification and approximation, usually in a supervised learning
fashion. In the typical task of classification (cf. [11]), we are given a set of objects (training sample) T drawn from some
universe U . We assume that every object u ∈ U is represented by a vector of attribute values a1(u), . . . , an(u), where
ai : X → Vi, i = 1, . . . , n. The sets Vi is referred to as the attribute-value spaces. The objects in T are also labeled with the
value of decision d, treated as an additional attribute. We denote the kth decision class, i.e., the subset of examples labeled
with decision k belonging to the set of decision values DEC = {1, . . . , r}, by Ck ⊆ U . In case of feedforward neural networks,
typically, vectors a1(u), . . . , an(u) are treated as input signals x1, . . . , xn and the outputs encode decisions, possibly with
some intermediate layers of neurons. In this paper, we also study other ways of understanding the input and output layers
of neural networks in the task of classification.
Our goal in classification problem is to find, with some algorithm, a hypothesis h : U → DEC , i.e. a mapping from U into
the set of decision values. We may say that decision classes C1, . . . , Cr are the concepts we attempt to describe by h. h is
often assumed to be highly consistent with the training sample T . In other words, one expects that d(u) should be identical
or at least similar to h(u) for u ∈ T . h should be also – what is far more important – inductively correct, which means that
it should be properly applicable to new, not labeled objects. Consistency with the training data hardly provides inductive
correctness. It is often better to base on less accurate, but less complicated models. In case of a feedforward neural network
that is trained to serve as h, it may mean avoiding unnecessarily many intermediate layers and neurons in each of layers.
Among other methodologies of learning the hypothesis mappings from the training samples, let us consider decision
rules (α, k), where α is a description of pattern that implies decision k ∈ DEC . Usually, descriptions α take the form of
conjunctions of attribute-value conditions that are supposed to be easily interpreted by the domain experts. Decision rules
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can be structured in various kinds of collections (cf. [12]) that we will refer as rule-based classifiers. The syntax of decision
rules can be extended in various forms, e.g., by replacing kwith more compound information about decisions. For example,
in the theory of rough sets one often considers rules of the form (α, ∂), where ∂ ⊆ DEC gathers all decision classes that
occur in the training data, for the objects that satisfy conditions of α (cf. [13]).
The rule-based classifiers can be combined with feedforward neural networks. Namely, the signals in neurons in the
input layer may correspond to decision information provided by various classifiers and the task of the neural network is to
combine it into the final classification mapping. For example, each classifier can be based on a different subset of attributes
B ⊆ {a1, . . . , an} and the signal to be transmitted from the B’s input neuron to the subsequent network’s layers for a given
u ∈ U may encode decision information in form of ∂B(u) = {d(u′) : u′ ∈ [u]B ∩ T }, where [u]B = {x ∈ U : ∀a∈B a(x) = a(u)}
is so called indiscernibility class of an object u ∈ U , given the set of attributes B. This rough-set-based notation will be
further used in examples in Sections 4.2 and 6.1.
3. Motivation and problem formulation
Our interests in compound signals to be processed throughout a feedforward neural network have originally arisen from
the research projects related to compound decision making. Some of these projects required decisions to be of compound
nature, not representable by, e.g., real numbers or, in case of classification problems, decision class labels. To better visualize
this issue let us present two specific examples.
The first example relates to the problem of image segmentation for MRI (Magnetic Resonance Imaging). In terms of
classification task theMRI segmentation involves assigning voxels (volume pixels onMR images) to particular tissue classes,
such as background, bone, white matter, gray matter, and cerebral spinal fluid [14]. Such segmentation may be done by
an expert who visually inspects a series of MR scans. In a clinical setting, however, the automated MRI analysis tools are
preferred. The data acquisition in case of MRI can be performed at various levels of accuracy, involving noise and thickness
of horizontal slices. The scans can be generated per every 1 mm, 3 mm, etc. across the brain’s volume. This is why we
should rather talk about voxels than pixels inMR images. For thicker slices, voxels may actually overlap withmultiple tissue
types, which is called as Partial Volume Effect (PVE) [15]. The PVE may be viewed as the situation where definitive decision
(classification) cannot be obtained. In [16], we proposed that in case of voxels suffering from PVE, the standard segmentation
approach should be replaced by handling compound decision values in the form of distributions d = ⟨d[1], . . . , d[r]⟩, where
r equals to the number of tissue types, with error measured by E = 12
∑r
k=1(h[k] − d[k])2, given the classifier’s output h,
which is now multi-dimensional, i.e., DEC becomes far more compound than {1, . . . , r}. That may be interpreted in terms
of neural-network-like scheme, as discussed in Section 6.3.
The second example relates to the post-surgery survival analysis problem for the head and neck cancer patients.
In this case our goal was to find patterns expressing dissimilarity between different survival tendencies by means of
clinical information [17]. The objects (patients) and the attributes (information about patients) were quite standard.
However, the decision values we needed to deal with were given to us as plots representing the Kaplan–Meier product
estimates for the groups of patients [18], or, in a simplified format, the data-driven probabilistic distributions d =
⟨d[success], d[unknown], d[defeat]⟩ among different cases of post-surgery status of patients fitting specific attribute-based
patterns. The original solution to this task, based on rules with compound decisions, was introduced in [17]. The rule-based
approachmay be in someways regarded as a symbolic counterpart of neural network-based approach studied in this paper.
Both approaches can be actually combined by feeding the proposed network’s input layer with the rules’ results interpreted
as compound signals.
In our research reported in further sectionsweprovidemore case studies requiring operatingwith vectors of distributions
instead of single values. However, one may think also about other compound types of signals, together with corresponding
constraints and semantics (interpretation). As yet another example, imagine that in a given problemwewish to operatewith
intervals instead of real numbers. Let us represent input intervals as [xi, yi] and the output as [x, y]. For instance, let us change
the above-discussed way of representing the post-surgery status of patients and consider intervals [successes, no_defeats].
Surely, one may attempt to learn how the interval signals should be combined to yield appropriate output intervals using
separate neurons for their lower and upper ends. This, however, means doubling the number of neurons at all the network’s
layers and – if we want to keep the whole computation model realistic and intuitive – coping with the problem of assuring
that the neurons representing the lower ends of intervals in the intermediate and output layers have outcomes not higher
than neurons representing the corresponding upper ends.
If we could process intervals as single, but compound signals, it would mean two times less neurons and even higher
saving in the number of weights to be tuned. The challenge to be faced would be then to prepare neurons to process their
inputs in terms of the weighted sums of intervals in such a way that their interval outputs satisfy the constraints. Further,
if we want to adapt the mechanisms of backpropagation, we would need to come up with an easily differentiable interval-
related error function, aswell as differentiable activation functions inside neurons. Assuming that interval-related activation
functions may be defined as multi-dimensional real functions, and given the fact that the gradient method hidden behind
classical feedforward network backpropagation works also in multi-dimensional spaces, there should be no problem to
do it. Surely, there is always a question whether reducing the number of weights does not prevent us from extra learning
capabilities. Here, however, we should remember about a risk of overfitting given a limited training data, an additional
complication mentioned above in relation to keeping the constraints that lower ends of intervals should be not higher than
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their upper ends (which can be nicely hidden inside the specification of activation function in multi-dimensional case), and
– most of all – an intuition that a single signal should be accompanied with a single weight, regardless of how compound it
is. In fact, for the specific task of processing intervals as signals in neural network there exist efficient solutions, as shortly
described in Section 4.1.
In our research, we mainly focus on compound signals that are the elements of a finitely dimensional simplex. From the
above perspective, it means that the constraint to be taken into account when processing the signals is to keep them as
vectors of coefficients summing up to 1. One can see that, just like in case of the above-mentioned example of intervals,
it would be difficult to such constraints by means of standard neurons. Namely, given an (r − 1)-dimensional simplex,1
we would need r standard neurons taking care of each of its coefficients and then we would need to guarantee that their
outputs sum up to 1 again. Clearly, it is easier to have such vectors processed as single entities. Thus, we propose to process
such signals through the network with real-valued weights, wherein the input to each of neurons is a weighted (and not
necessarily normalized) sum of vector signals and the neuron’s output takes a form of the element of (r − 1)-simplex,
immediately ready to be transmitted to the neurons in subsequent layers of the network. For details refer to Section 5.
Let us now think about a general approach, inwhich themultilayer feedforward neural network operates by transmitting
compound signals using compound neurons linked by the weights that are subject to learning (training) procedure. Each
such neuron is able to accept the weighted combination of compound signals and use its multi-dimensional, compound
activation function to produce a compound signal as its output. In general, we cannot expect the traditional definition of a
linear combination to be applied when summing up weighted signals. Still, the intuition says that the labels of connections
should somehow express the level of concepts’ (complex signals’) importance in formation of the new ones. We refer to
this intuition in terms of so called generalized linear combination, given by lin : 2C×W → C , where C denotes the space
of compound signals and W denotes the space of combination parameters. If W is a partial or total ordering, then we can
directly interpret its elements as weights reflecting the relative importance of particular concepts (signals) in construction
of the resulting concept (output).
All constraints that are required for compound signals of a given type should then be taken care of by the specification
of activation function and, therefore, isolated from the learning process focused primarily on the weights. It is important to
have a single weight assigned to a single connection transmitting a compound signal, so that we have a single instance of
learning instead ofmany of them related to the same entity. Now,we need to find (and use) a properly differentiable distance
measure between compound signals in order to express the output error. We have to remember that in order to adapt the
idea of backpropagation, the derivative of the error measure has to possess certain properties. It has to be possible to assign
the error value to every hidden neuron, regardless of the number of hidden layers, by taking a weighted combination of
partial errors obtained from neurons in next layer. Moreover, in case of neurons that process compound signals the formula
for error measure has to be such that after differentiation the derivative of activation function still reflects the structure of
(and constraints for) processed compound signal. Such conditions can be met, as shown by examples in Sections 4 and 5.
4. Examples of approaches to compound signal handling
In this section we present a brief summary of existing approaches to handling more compound signals by means of
neural network architectures. The solutions presented in this section are described very briefly. The main focus of this
presentation is on their common features such asmultilayer architecture and error-backpropagation-like training algorithm.
The interested reader is kindly referred to source material – as referenced – for more detailed technical descriptions of
presented approaches.
4.1. Interval computing in neural networks
In the example called in Section 3 we have already mentioned the situation when instead of real numbers we would
like to deal with intervals. This idea, of course, is not new and have been investigated before. The Interval Mathematic as a
theory was introduced by R.E. Moore and T. Sunaga in the late 1950s in order to provide control over errors in numerical
computations concerning real (floating point) numbers. Later, in 1980s and 1990s, the properties of Interval Arithmetics
have been used to handle imprecise and vague values occurring in data. The Interval Computing (or IC) has become an area
of research in the field of soft computing. More recently, IC has been quite naturally incorporated into the field of granular
computing (cf. [19]). Here we will only provide very basic overview of processing interval-based signals in dedicated neural
networks architectures. The ideas presented below follow from [5,20].
In IC instead of operating on real numbers we take as a basic element an interval. Every variable (attribute value) is now
a pair of interval boundaries. Every signal S corresponds to a pair [sL, sU ] of real numbers representing the range between
an upper and lower value. We are able to multiply, sum, and extend intervals thanks to the rules of interval arithmetic.
We can also derive the value of a function as an interval for the argument being an interval, provided the function
is a strictly increasing interval function. Fortunately, the typical neuron activation functions, including logistic sigmoid and
1 The standard (r − 1)-dimensional simplex (or unit (r − 1)-simplex) is the subset of Rr given by △(r−1) = {(t0, . . . , tr−1) ∈ Rr | Σ r−1i=0
ti = 1 and ti ≥ 0 for all i}.
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hyperbolic tangent can be easily interpreted as strictly increasing interval functions. If we take, for example, the classical,
sigmoidal activation function f (x) = 11+e−x then for an interval S we get:
f (S) =
[
1
1+ e−sL ,
1
1+ e−sU
]
. (1)
Thanks to basic operators from interval arithmetic it is relatively straightforward to define interval-based neurons that take
intervals as inputs and output interval(s). It is, however, harder and less obvious to define the error measure and weight
update procedure. This is especially true if we want not only to have the weight update formula for a single neuron, but the
entire backpropagation-like procedure formultilayer architectures consisting of IC neurons. Fortunately, significant progress
has been made in this area, and various such algorithms have been devised.
It isworthmentioning that the principles of ICmake it possible to construct neural network architectures that are capable
of processingmixed signals, i.e., signals containing both intervals and real numbers. Moreover, some of the researchers have
proposed models that permit not only the transmitted signals, but also the network weights to be expressed as intervals
(cf. [20]). Also, it is possible to make use of the fact that neural network based on IC output a pair of boundaries. In [5] it was
possible, thanks to additional constraints on network architecture and learning procedure, to interpret the upper and lower
boundary of the network’s decision interval as possibility and necessity measures, respectively.
4.2. Networks for processing rough approximations
The origins of transmitting compound, rough-set-related information throughout neural networks are going back to [6],
where rough neurons correspond to the lower and upper rough set approximations, transformed and transmitted as a kind
of two-dimensional signals. This approach has been further extended and complimented by otherworks, in particular recent
paper [21].
The key notion in rough-set-based classification systems is the (lower and upper) approximation. It can be defined using
indiscernibility classes introduced in Section 2. Namely, for a subset (concept) X ⊆ U , we put:
Low(X) = {u ∈ U : [u]A ⊆ X} Upp(X) = {u ∈ U : [u]A ∩ X ≠ ∅} (2)
as well as the following positive, negative, and boundary regions for X:
Pos(X) = Low(X),Neg(X) = U \ Upp(X), Bnd(X) = Upp(X) \ Low(X). (3)
Pos(X) gathers all cases that certainly satisfy the concept represented by X , Neg(X) – the cases certainly not satisfying the
concept, and Bnd(X) – the undecided ones. Upp(X) = Pos(X) ∪ Bnd(X) gathers the cases that possibly satisfy the concept.
All above regions may take different forms for different sets of attributes and universes. The usage of different regions
while, e.g., classifying new cases requires their tuning and combining based on the network architecture. As illustrated by
Fig. 1, rough neurons may transmit the signals of various forms. Signals can be interpreted, e.g., as pairs of memberships of
analyzed cases to particular regions. The neuron may receive such degrees basing on different information (sub-)systems.
Then it combines, compares, and processes them. This way, the networks of rough neurons are able to learn how to
synthesize information from different (rough) classifiers, which is the topic of permanent interest in the area of machine
learning (cf. [22]).
Ability to compare the signal components inside a rough neuron means that its activation function is two-dimensional.
Relative increase of membership into Pos in comparison to, e.g., Bnd should result in increase of the Pos-output component
on the cost of decrease of the Bnd-output component. One can imagine such situation when the underlying data starts to
providemore precise information about the positive examples of a given concept. A similar play could be expected between
Pos and Neg . It is, however, less intuitive in case of Low and Upp because increase of membership into Low implies that
membership into Upp potentially increases too. This is why it was proposed to replace (Low,Upp) by (Pos, Bnd) [21] or
(Pos,Neg) [16].
4.3. Complex-valued neural networks
The complex-valued neural networks are the networks that deal with complex-valued information by using complex-
valued variables and parameters. There exists a reach variety of approaches that employ complex number field C in
neurocomputing (cf. [3]). In this subsection we provide only a sketch of the approach to the complex-valued networks
that use feedforward architecture and an analogue of the backpropagation algorithm as the weight training procedure.
The idea of constructing a neural network capable of processing complex numbers emerged quite early in the
development of neurocomputing. Given that the ‘‘classical’’ feedforward networks were proven to be almost universal
approximators for non-linear real functions, it was quite natural to ask if the similar property can be obtained for complex-
valued systems. Another motivation behind the construction of complex-valued networks was the fact that complex
numbers are the standard tool for modeling objects and operations in several fields including electronics, optics and
geometrical pattern recognition. Complex number representation is the standard way of describing wave signals (optical,
electromagnetical) as well as geometrical transformations such as rotation or parallel displacement (cf. [23]). A typical
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Fig. 1. Three rough neurons, transmitting information about Low(X) and Upp(X) [6], Pos(X) and Bnd(X) [21], as well as Pos(X) and Neg(X) [16].
application of such approach is the construction (learning) of the optical (or signal) filter specified only by the set of
examples, i.e., pairs of input values with corresponding expected output (cf. [24]). Such filter is in fact a function that
accepts complex arguments (waves) and outputs complex (or real) values. Thanks to the learning procedure (a version
of backpropagation) it is possible to construct a filter that not only is consistent with training sample, but also has some
desired properties (as a function) for the remainder of previously unseen arguments.
It has to be stated that the picture of complex-valued neural networks is not all rosy. By taking as signals, variables and/or
parameters as complex numbers, i.e., objects with internal structure, we impose additional, mathematical limitations on
the model. In particular, when we consider a complex number z = x + iy (x, y ∈ R, i = √−1) as an input and/or weight,
we have to define the neuron activation function in complex domain. What we want from neuron activation functions in
order for backpropagation to work is the straightforward way of differentiating them. Unfortunately, the popular activation
functions are not holomorphic, the Cauchy–Riemann equality does not hold for them. Hence, the researchers had to find
the way around this problem in order to make the complex-valued network really feasible. That was successfully done (cf.
[3,23]) by either reshaping the activation functions or removing some of the problems related to calculation of derivatives
to real domain, using projections. It is worth mentioning that some of the results obtained using complex-valued networks
significantly improve on what is achievable with ‘‘classical’’ feedforward models. Moreover, it is sometimes profitable to
move to complex field even if the underlying task is not complex-valued by nature. In some cases, as reported in [3,23–25]
it is possible to construct a complex-valued network for real-valued task which is significantly simpler (less neurons and
less weights) and easier to train that its classical, real-valued counterpart.
4.4. Networks for processing fuzzy sets and fuzzy numbers
The idea of joining the potentials of artificial neural networks and fuzzy set theory emerged quite early in the history of
development of these fields. It was, however, only in the late 1980s when the real benefits of joining the potentials of both
approaches became clearly visible. Nowadays fuzzy-neural, neuro-fuzzy and related approaches constitute a significant
area of research and applications. Several, sometimes quite sophisticated models of fuzzy-neural networks are in use, as
exemplified by the contents of the book [4].
For the purposes of this paper we want to mention only one specific kind of fuzzy-neural network, namely the neural
network for processing signals and weights that are represented as fuzzy numbers. We do not want to provide here all the
basic notions of fuzzy set theory. However, let us recall that the fuzzy number is a convex, normalized fuzzy set A˜ ⊆ R
whose membership function is at least segmentally continuous and has the functional value µA(x) = 1 at precisely one
element. For fuzzy numbers defined in this way we can define arithmetic operators such as sum and product. Thanks to
that it is possible to determine the operations for ‘‘fuzzy’’ neuron, in particular the summation of signals with corresponding
weights.
If we think about artificial neural networks that make use of fuzzy numbers, we can in fact arrive at several different
architectures depending of which of the inputs, outputs, andweights are fuzzy (numbers) andwhich are crisp (real-valued).
We have to remember that if wemakemore use of fuzzy numbers thenwe risk that the neurons, activation functions, aswell
as weight update mechanismsmay become computationally unfeasible of ineffective. These issues are raised in, e.g., papers
[26,27]. The possible problems are due to the fact that some numerical calculations on fuzzy numbers in the network, such
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as calculation of the value of activation function, may require working on representation of a fuzzy number as a collection
of its α-cuts.
The existing practical backpropagation-like algorithms for training weights in fuzzy-number-based neural networks
are have been proposed by numerous authors. Initially, the proposed solutions were suffering from being (too narrowly)
oriented toward processing so called triangular fuzzy numbers. Triangular fuzzy numbers are simply these that have the
characteristic function defined as ‘‘triangle’’, i.e., a piecewise linear function of the form:
µA(x) =

0 for x < a
x−a
b−a for a ≤ x < b
c−x
c−b for b ≤ x < c
0 for x ≥ c
(4)
for some arbitrary real numbers a ≤ b ≤ c. The backpropagation-like procedure for neural networks that use only triangular
fuzzy numbers was presented in, e.g., paper [27]. This approach has been contested by some as having less potential than
it possibly could (see [28]). Fortunately, some new ideas have been put forward (cf. [26]) making it possible to construct
a general type of feedforward networks having signals/weights represented as fuzzy numbers (any type) or general fuzzy
sets.
5. Normalizing neural networks
Our shot at the problemof neural networks architecture for compound signals is included in the construction and learning
procedure for the Normalized Neural Network (NNN). The NNN is a multilayered architecture consisting of neurons that
process vectors (multi-dimensional signals) from Rn and output vectors.
In the classification tasks we search for a method that labels each given example with one out of potentially long list
of possible decision classes/values. Then, within the existing framework, we should not restrict to the sets of positive and
negative examples of a given concept X ⊆ U , but rather consider the sets of positive examples of many mutually disjoint
decision classes. From the perspective of neurons, it means replacing one-dimensional output signals with r-dimensional
output vectors, i.e., one coordinate for each decision class.
This can be viewed as an extension of the (Pos,Neg)-model presented in Section 4.2. The concept X ⊆ U can be
interpreted in terms of two decision classes: C1 = X and C2 = U \X . Further, Pos(X) = Low(C1) andNeg(X) = Pos(U \X) =
Low(C2). Hence, (Pos,Neg) is a special case of multi-dimensional model (Low1, . . . , Lowr), where Lowk reflects positive
examples of decision class Ck, for k = 1, . . . , r , r ≥ 2.
In [8], we considered multi-dimensional neural network models in terms of the vectors of memberships of the classified
objects into particular decision classes. We call them Normalizing Neural Networks (NNN) given that r-dimensional signals
are normalized to the elements of△r−1, i.e. vectors of non-negative reals summing up to 1, while their processing through
non-linear multi-dimensional activation functions φ : Rr →△r−1. The origin and meaning of vectors may obviously differ.
Given more examples in the next section, here we outline basic foundations. Fig. 2 presents NNN with one hidden layer.
Vectors xi ∈ Rr correspond to the outcomes of some (sub-)classifiers. Each jth neuron in the hidden layer takes as an input
the vector sj ∈ Rr and provides as output yj = φ(sj). The input to the output neuron is denoted by t ∈ Rr and its output by
h = φ(t). Vectors s1, . . . , sm, t are theweighted sums of outcomes of previous layers, i.e.: t =∑mj=1wjyj and sj =∑ni=0 vijxi,
for the real-valued weights vij, wj ∈ R, i = 0, . . . , n, j = 1, . . . ,m.
Activation functions should be defined in a way that assures both the proper calculation procedures and direct
interpretation in extended neural network model. They should comply with some conditions, which generalize those
formulated for classical activation functions (cf. [1,2]). In classical NN we use (mostly sigmoidal) monotone functions. In
case of NNN, one can say that activation function φ : Rr →△r−1 is monotone, if it satisfies the following:
1. Inequality s[k] > s[l] between the input vector coordinates results in φ(s)[k] > φ(s)[l] between the output vector
coordinates, for k, l = 1, . . . , r .
2. The increase in the input vector coordinate s[k] results in increase of the corresponding output vector coordinate φ(s)[k],
as well as decrease of the other coordinates φ(s)[l], for l ≠ k.
We will use the following monotone function φα : Rr → △r−1, where parameter α > 0 determines the steepness of
activation:
φα(s) =

eαs[1]
r−
l=1
eαs[l]
, . . . ,
eαs[k]
r−
l=1
eαs[l]
, . . . ,
eαs[r]
r−
l=1
eαs[l]

. (5)
Behavior of φα is illustrated in Fig. 3 for two decision classes, i.e. r = 2.
Function φα can be compared to the Gibbs’ softmaxmethod [29]. Whenever s[k] > s[l], there is also φα(s)[k] > φα(s)[l].
Further, increase of s[k] results in increase of φα(s)[k] on the cost of all other φα(s)[l], l ≠ k. It is also easily differentiable,
which enables to adopt backpropagation procedure [2].
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Fig. 2. Normalizing neural network: three-layered structure.
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Fig. 3. Coordinate y[1] of function y = φα(s) for α = 1 and s ∈ R2 .
The key issue is to equip theNNNswith an analogue of backpropagationprocedure (cf. [1,2]). For classical neural networks
there exists effective method for calculating the error (gradient) ratios used in the weight updates. The error values for the
output layer can be easily derived from the differences between the network outcomes and true answers for the training
cases. For the hidden layers, the errors are calculated on the basis of linear combination of the error components propagated
from the next layer.
Here is how the analogue of backpropagation can be applied in case of NNNs. Let us denote the decision distribution
(vector), which we would like to obtain for a given training example, by d = ⟨d[1], . . . , d[r]⟩. As already mentioned in
Section 3, let us consider the error function E = 12
∑r
k=1(h[k] − d[k])2, where h = ⟨h[1], . . . , h[r]⟩ is the output of NNN, as
shown in Fig. 2. E is the normalized Euclidean distance between probabilistic distributions. Its upper bound equals 1 and it
is reached only if the two distributions have ones at different positions (e.g., ⟨0, 0, 1, 0, 0⟩, ⟨0, 1, 0, 0, 0⟩), i.e. if the output
hypothesis vector h is totally incorrect in comparison to actual decision vector d for a given training example.
Typically, when we discuss the gradient-descent backpropagation procedure, we use the version that aggregates
error over the entire epoch. In most of practical realizations, the epoch is equivalent to a single run over all available
training examples, usually presented to the network in a random order. Such an approach provides better, more smooth
(stable) convergence to the desired solution, i.e., the optimum weight configuration. However, the gradient-descent
backpropagation procedure is convergent even if we apply the weight update on the example-by-example basis. Below,
we present the gradient-descent computations for single examples, but they can be easily reformulated for the epochs.
Just like in the classical approach, we use negative gradient of E to tune the network weights. We treat it as the function
of the weight vectors:
∂E
∂wj
=
∂

1
2
r−
k=1
(h[k] − d[k])2

∂wj
=
r−
k=1
(h[k] − d[k]) ∂h[k]
∂wj
. (6)
Observe that now the formula above can be rewritten into simpler, more compact form by employing the scalar product
like so:
∂E
∂wj
=

h− d
 ∂h∂wj

where
∂h
∂wj
=

∂h[1]
∂wj
, . . . ,
∂h[r]
∂wj

. (7)
Let us recall that h = φ(t) for φ : Rr →△r−1 and t =∑mj=1wjyj. We obtain[
∂h
∂wj
]T
= Dφ(t) yjT (8)
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where Dφ denotes the derivative matrix of φ.2 Further, let us consider
∂E
∂vij
=

h− d
 ∂h∂vij

. (9)
Recall that yj = φ(sj) for sj =∑ni=0 vijxi, j = 1, . . . ,m. We obtain[
∂h
∂vij
]T
= Dφ(t)wjDφ(sj) [xi]T . (10)
For the consecutive layers, the error vectors are calculated on the basis of the error components propagated from the next
layer. In all the above, theway of calculatingDφ(t) andDφ(sj) depends on the choice ofφ. In our research, we usually applied
function φα introduced by formula (5). In such a case, we obtain the following3:
Dφα = α

φα[1](1− φα[1]) . . . −φα[1]φα[k] . . . −φα[1]φα[r]
...
. . .
...
. . .
...
−φα[k]φα[1] . . . φα[k](1− φα[k]) . . . −φα[k]φα[r]
...
. . .
...
. . .
...
−φα[r]φα[1] . . . −φα[r]φα[k] . . . φα[r](1− φα[r])
 . (11)
An important property of φα is that it non-linearly reshapes the input vector into the output simplex element is that, on the
one hand, it is a multi-dimensional real function with convenient derivation properties and, on the other hand, it enables
to model inside it the way the coefficients of the input vector influence each other when producing the output. Such direct
influence is practically impossible to express in standard feedforward networks. In our case, it means that a relative increase
of importance of some coefficient of the input signal comparing to other coefficients is immediately taken into account inside
a neuron. The dynamics of such relative increase/decrease can be clearly observed in (11).
6. Handling compound signals with NNN: case studies
In this section we discuss case studies that explain where and how the proposed NNN model and its extensions can be
applied. The case studies are of varied level of complication. Some of them have been already tested (Sections 6.1 and 6.2).
The others are ready for implementation and verification (Section 6.3). Possible extensions of the proposed approach are
discussed as well (Section 6.4).
We may say that NNNs enable to approximate the way one should work with compound signals in general, when
those compound signals can be represented as vectors of real-valued coefficients expressing importance of their particular
components. Surely, it is not possible to look in this way at arbitrary compound concepts but, on the other hand, it is a good
and practically useful special case which also introduces us to some more general mechanisms.
6.1. Merging local classifiers
Consider a network where the neurons in the input layer correspond to the results of some classifiers and the task is to
combine themwithin a general system, which synthesizes the input classifications in an optimal way. In [8], we noticed that
it is relatively easy to modify standard classification models, so they output the vectors of weights for particular decision
classes instead of single decision labels. It is important because theremaybe situationswhere the local classifier combination
process should result with the choice of a ‘‘second-best’’ decision class that is common for several classifiers. Thus, assume
that each input classifier induces possibly incomplete vector of beliefs in the object’s membership to particular decision
classes. In [7], we formalized it as a weighted decision µ = (k, µk) : k ∈ Xµ, µk ∈ R, where Xµ ⊆ DEC is a subset of
decision classes for which the weightsµk ∈ R are known. We denote the space of all possible weighted decisions byWDEC .
As a simple example, consider rough-set-based classifiers, each of them labeled by some subset of attributes B. For an
object u ∈ U to be classified, the B-based classifier provides a generalized decision ∂B(u) ⊆ DEC (see Section 2). In this
case,µk is always equal to 1 and X = ∂B(u). The signal can be represented as a characteristic vector of ∂B(u). For instance, if
DEC = {1, 2, 3, 4} and ∂B(u) = {1, 2, 4}, then the corresponding signal may take a form of [1, 1, 0, 1]. It is quite natural that
generalized decisions yielded by different classifiers are intersected in order to produce the global classification outcome
for each classified object (cf. [30]). So, imagine, there is another neuron corresponding to the subset of attributes C and its
generalized decision ∂C (u) for u ∈ U corresponds to the signal [1, 0, 1, 0]. The combined signal corresponding to intersection
2 Starting from the Eq. (7), we use vectors andmatrices to achievemore compact representation of derivatives of E with respect to the network’s weights.
However, it does not change the fact that the weights are in R and E is the function with values in R as well.
3 In the Eq. (11), φα should be meant as φα(t), φα(sj), etc., depending on the context.
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∂B(u) ∩ ∂C (u) should be then close to [1, 0, 0, 0]. As one can expect, it would be quite unhandy to attempt to model such a
mechanism using a standard neural network. However, in our case it is relatively straightforward.
Recall function φα : Rr →△r−1 defined by (5), where parameter α > 0 determines the steepness of activation. Consider
a simple neural network structure with two input neurons corresponding to B and C and a single output with φα . Let both
weights between inputs and output equal to 1. For simplicity, denote the output signal for u ∈ U by φα(u). We obtain
φα = ⟨1 − 3ε, ε, ε, ε⟩, wherein ε = 1/(3 + eα) tends to 0 for a growing α. Comparable to the idea of application of
activation functions in classical neural networks, the above is therefore a continuous (and differentiable) approximation of
intersecting the sets of possible values. Certainly, the network modeling such operation on top of local classifiers is able to
learn from the data, as classifiers’ weights do not need to be the same and the role of α is non-trivial too.
6.2. Extending Naïve Bayes
One of the features of many classifiers is that they do not tend to particular decisions immediately, but rather operate
with complete vectors of decisionmemberships. An example of such classificationmodel that we can couple with an NNN is
the (extended) Naïve Bayes classifier. This classifier is approximately consistent with the training cases. Although it ignores
the attribute dependences derivable from the data, it is proven to behave in away very close to optimal inmany classification
problems [31]. It establishes the hypothesis h (the predicted decision value) on the basis of probabilities Pr(·) estimated from
the frequencies in the training sample T . The estimates are very simple, based on counting the occurrence of the attribute-
value patterns in data (cf. [11]). We use them as follows:
h(u) = arg max
k=1,...,r
Pr(d = k)
n∏
i=1
Pr(ai = ai(u)|d = k). (12)
For the purposes of this case study we are also going to refer to an extended version of naïve Bayes classifier, which is more
flexible and less dependent on the ‘‘naïve’’ assumptions about data (attribute) independence. Let us present it using (natural)
logarithms of probabilities, which makes it possible to replace the product in the above formula with the sum, as well as to
change the outcome range from [0, 1] to the entire real domain. The extended classifier uses theweighted sum of logarithms
of the attribute probabilities:
h(u) = argmax
k
v0 log Pr(d = k)+
n−
i=1
vi log(Pr(ai = ai(u)|d = k)). (13)
Weights vi determine the importance of attributes ai in classification process. One ofmain strengths of NNNs is the existence
of amethod for learning theseweights using the backpropagation-like technique for this generalized neural networkmodel.
Nowwe show how to implement the concept of NNN in connection with this Naïve Bayes scheme.We consider the NNN
architecture described in Fig. 2. Given an example u ∈ X to be classified, for each i = 1, . . . , n, we put
xi = ⟨log Pr(ai = ai(u)|d = 1), . . . , log Pr(ai = ai(u)|d = r)⟩. (14)
We also add a special input that corresponds to the bias connection in a classical multilayer, feedforward neural network:
x0 = ⟨log Pr(d = 1), . . . , log Pr(d = k), . . . , log Pr(d = r)⟩. (15)
For each j = 1, . . . ,m, we get the following formula for the coordinates of the input sj ∈ Rr to the jth neuron in the hidden
layer:
sj[k] = v0j log Pr(d = k)+
n−
i=1
vij log Pr(ai = ai(u)|d = k). (16)
It corresponds to the extended Naïve Bayes classifier (13). Since the NNN activation function φ is assumed to be monotone
also in the sense of the properties presented in Section 5, we obtain that argmaxk sj[k] = argmaxk yj[k]. Hence, if we
classify cases using a single neuron with output yj calculated from inputs (14) and (15), then the most probable decision
class coincides with that given by (13).
Construction of the hidden layerwithmneurons enables us to learn automatically, using the generalized backpropagation
introduced in Section 5, the coefficients of the ensemble of theweighted Naïve Bayes classifiers (13) and then—to synthesize
them at the level of the output neuron h = φ(t). Such an approach closely follows the idea of classifier ensemble as
introduced in [22].
We have implemented the discussed NNN scheme for Naïve Bayes classifier and performed several the experiments with
the application of function φα . Used in the structure from Fig. 2, φα results in the vector coordinates
yj[k] =
Pr(d = k)αv0j
n∏
i=1
Pr(ai = ai(u)|d = k)αvij
r−
l=1
Pr(d = l)αv0j
n∏
i=1
Pr(ai = ai(u)|d = l)αvij
(17)
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at the level of the hidden layer, and with the final output coordinates
h[k] =
m∏
j=1
eαwjyj[k]
r−
l=1
m∏
j=1
eαwjyj[l]
. (18)
Vectors yj can take the form of arbitrary elements of△r−1 except its vertices. h can approach a vertex of△r−1 only as close as
⟨ 1eα+r−1 , . . . , e
α
eα+r−1 , . . . ,
1
eα+r−1 ⟩. This iswhywedecided to learn theNNNs using the reference vectors taking the following
form for the training case u ∈ T :
d[k] =

eα
eα+r−1 iff d(u) = k
1
eα+r−1 iff d(u) ≠ k.
(19)
Using (19) decreases the risk of overfitting, what was confirmed by experiments.
Such a change is quite natural if we take into account the fact that decision distributions estimated from the training
sample T may only partially reflect the actual placement of decision classes in the universe of examples. By attaching non-
zero probabilities to the values of decision other than the one actually observed in dataweallow further variations in decision
distributions that may happen when new, unseen objects arrive. The specific assignment of d[k] is devised in a way that
assures compatibility with network output and error E.
The detailed results of experiments with the approach presented above are described in [32]. They have led to several
observations regarding the structure and abilities of the NNN model. Overall, they were encouraging in terms of achieved
classification accuracy and flexibility. Also, in those cases where the number of decision classes, and hence the number
of coordinates in the vectors passed throughout the network was relatively high, the NNN displayed notable resilience to
overfitting. The experiments have also shown that the possible dependence between the number of units in hidden layer and
the size and number of input (training) vectors is of paramount importance. Unfortunately, these dependences are in general
unknown even for the classical neural network models. However, even some partial, heuristic method for establishing the
optimal size of network may help in making the usage of NNN more effective. Hence, it is a good starting point for further
investigation.
6.3. MRI segmentation revisited
Let us now go back to the case of MRI analysis considered in Section 3. Let us recall that in [15] we built the training
sample T where objects u ∈ U corresponded to voxels and attributes a ∈ A—to the voxels’ features extracted from a given
image, usually available in three modalities [14]. Although the attributes’ values label particular voxels, they are calculated
based on information about the entire images. They can be obtained from, e.g., magnitude frequency histograms and self-
organizing networks applied to cluster the images’ regions. In [15],U actually consisted of voxels taken from various images,
with the training and testing samples based on disjoint sets of slices. Now, let us note that segmentation can be redefined for
a different universe of objects. In [16], we proposed that each single training/testing case – and, therefore, an element of U –
can correspond to the whole slice, and the decision value – to the overall classification of voxels belonging to the slice. Such
an approach enables the network to compare to each other the atomic concepts (voxels) while processing the compound
ones (whole images).
Fig. 4 displays the network’s architecture for processing thewhole images instead of single voxels. The number of neurons
in the input layer is the same as ifweprocessed single voxels. Voxels are labeled by the samevalues, thoughnow the attribute
values are multi-dimensional themselves, as the objects correspond to the whole voxels’ collections. It is interesting to
analyze the rôle of function φα : Rr → △r−1, now with r equal to the number of voxels per slice. We can see that voxels
(or rather their values on particular attributes) competewith each other while being processed through multi-dimensional
neurons, with ability to learn the competition’s laws within a backpropagation-like framework. This example shows an
important advantage of normalizing neural networks with respect to more standard models, when applied to compound
decision problems.
6.4. Further extensions
In Sections 6.1–6.3, we considered examples of signals related to compound decisions to bemade and compound objects
to be classified. In all those cases, the semantics of concepts described by the signals was homogeneous throughout the
whole network. However, it is relatively easy to extend the basics introduced in Section 5 to deal with variable semantics.
For simplicity, let us use the same notation for concepts and signals that describe them. In [7], we introduced hierarchical
concept schemes (C,MAP ), where C = {C1, . . . , Cn} is a collection of the concept spaces and the concept mappings
MAP = {mapi : Ci → Ci+1}i=1,...,n−1 are the functions linking subsequent concept spaces. We may think about the
elements of C as corresponding to the layers of a feedforward neural network, where the elements of Ci are described
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Fig. 4. NNN processing the vectors of voxels’ values for the whole MRI slices. The input layer corresponds to the attributes calculated from three MRI
modalities [14]. The output neurons represent the normalized vector of weights of voxels’ memberships into decision concepts (like ‘‘white matter’’ etc.).
The network can be learnt using backpropagation described in Section 5, where the target signal is taken from Phantom—an image segmented by the expert.
by compound signals processed by neurons in the ith layer. In case of total homogeneity, we have equalities C1 = · · · = Cn
and map1 = · · · = mapn−1 = identity. For partly homogeneous architecture, some of the mappings can remain identities
but we should also expect non-trivial mappings between the concepts of entirely different nature, where Ci ≠ Ci+1.
Let us denote the number of nodes in the ith network layer by mi ∈ N. For any i = 1, . . . , n, the nodes from the ith and
(i+ 1)th layers are connected by the links labeled with parameterswjk ∈ Wi, for j = 1, . . . ,mi and k = 1, . . . ,mi+1. Let us
recall generalized linear combination functions lin : 2C×W → C introduced in Section 3. In case of Ci ≠ Ci+1, such functions
are clearly insufficient to assembly the input signal cki+1 to the kth neuron in the (i+1)th layer from φi(c1i ), . . . , φi(cmii ) ∈ Ci,
where φi : Ci → Ci is an activation function applied in the ith layer. Then, one can consider composingmapi : Ci → Ci+1 and
lini : 2Ci×Wi → Ci, where both generalized linear combinations and weights may change their nature from layer to layer, so
they need to be indexed by i:
cki+1 = mapi

lini

φi(c
j
i ), w
j
k

j=1,...,mi

. (20)
Another interesting aspect is that generalized linear combinationsmay take into account the internal structure of compound
signals. As a simple example, consider the space of sub-concepts SC and the space of weights V . By a weighted compound
concept c = {(s, vs) : s ∈ Xc, vs ∈ V } we mean a collection of sub-concepts Xc ⊆ SC parameterized by weights vs ∈ V that
reflect relative importance of sub-concepts s ∈ Xc within c (cf. [7]). Let us denote the space of such weighted compound
concepts byWC . The previously considered activation functions can be reformulated as follows:
φα(c) =

s, eαvs−
(t,vt )∈c
eαvt
 : (s, vs) ∈ c
 . (21)
Assume for simplicity that both V and W are equal to R. The idea is to combine these two kinds of parameters while
calculating the generalized linear combinations and observe how the sub-concepts from various outputs of the ith layer
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Fig. 5. The network-based object classification: the previously learnt rule-based classifiers are activated by an object by means of applicability of the rules
they contain to its classification; then the rule set concepts are processed and mapped to the weighted decisions using function (23); finally the most
appropriate decision for the given object is produced.
fight for their importance in the (i+ 1)th layer. It can be done as follows:
lini

φi(c
j
i ), w
j
k

j=1,...,mi

=

s, −
j: s∈X ji
w
j
kv
j
s
 : s ∈ mi
j=1
X ji
 (22)
where X ji ⊆ SCi is a simplified notation for the set of sub-concepts occurring in φi(c ji ) and vjs denotes the importance of
s ∈ SCi in c ji .
One can see that the elements ofWDEC (see Section 6.1) are weighted compound concepts, where SC takes the form of
DEC . As another example, let us take a closer look at the rule-based classifiers (Section 2). Denote the space of all possible
descriptions α of objects bymeans of attributes and their values by DESC (cf. [13]). Instead of pairs (α, k), consider weighted
decision rules (α, µ) ∈ DESC × WDEC . Consider rule-based classifiers as the sets of such rules. For a new object to be
classified, we measure its degree of satisfaction of the rule’s description, combine it with the support of α in the training
sample (cf. [12]), and come out with the number app ∈ R expressing the degree of rule’s applicability to this object. Wemay
consider collections of triples ruls = {(α, µ, app) : α ∈ X, µ ∈ WDEC, app ∈ R}, where X ⊆ DESC , as the input compound
signals in a network, where each neuron in the first layer corresponds to a different rule-based classifier. Let us denote the
space of all such collections of triples as RULS. Let us also note that they are weighted compound concepts, where the space
of sub-concepts SC equals to DESC ×WDEC .
Fig. 5 illustrates the network architecture that learns how the degrees of applicability should be used to classify objects in
combination with decision information represented by particular rules. Intermediate layers are designed to help in voting
among the classification results obtained from particular rule sets. Traditional approaches, e.g. those based on rough set
methodology, assume specification of a fixed voting function, which, in our terminology, would correspond to a direct
concept mapping from the first RULS layer into DEC , with no hidden layers and without possibility of tuning the connection
weights. The proposed method provides us with a framework for tuning the weights and, in this way, learning adaptively
the voting formula (cf. [9]).
The network represented by Fig. 5may contain several layers transmitting signals corresponding to the elements of RULS,
responsible for how to use the degrees of applicability in voting, and several layers transmitting signals corresponding to
the elements of WDEC that play the rôle analogous to the models in previous subsections. In an appropriate moment, we
use the following mapping functionmap : RULS → WDEC:
map(ruls) =

k, −
(α,µ,app)∈ruls:k∈Xµ
µkapp
 : k ∈ 
(α,µ,app)∈ruls
Xµ
 . (23)
Thus, we summarize the beliefs (weighted by the rules’ applicability) in particular decision classes. Similarly, we finallymap
the weighted decision to the decision class in DEC , which is assigned with the highest resulting belief.
7. Conclusions
In the paper we discussed the idea, construction and learning methods for multilayer feedforward architectures of
neural networks capable of processing signals that are more compound and structured than simply real numbers. Our
main effort was concentrated on demonstrating the common features of various such paradigms. By providing examples
of well established and commonly used methods, such as neuro-fuzzy approaches or complex-valued neural networks, we
argue that networks processing compound signals are making their way to mainstream application. To this aim, we have
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introduced a more general approach exemplified by Normalizing Neural Network (NNN), which may be further extended
to include even more structured and compound information as signals and weights in the network.
The ideas presented in this paper, in particular the concept of the NNN and its possible generalizations, are by no account
final. In the series of case studies presented in Section 6 only one (Section 6.2) has been implemented and thoroughly
verified through experiments. The remaining cases are at various levels of development and their final conclusion remains
to be established. Some of them, like MRI segmentation (see Section 6.3) are already at the point where implementation is
possible, while the others (see Section 6.1) are rather general ideas. In particular, the ideas for incorporating the meaning
(or semantics) of data/information into the architecture, as outlined in Section 6.4, call for further investigation. Not only are
they in need of empirical verification, but they require further theoretical groundwork. It would be especially interesting
if we could establish a more general framework for such investigations, one that incorporates knowledge contained in
the data in the neural-like processing of information and, what is even more crucial, leads to practical, convergent, and
computationally efficient procedures (algorithms).
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