In this paper, we give a general definition for f(T) when T is a linear operator acting in a Banach space, whose spectrum lies within some sector, and which satisfies certain resolvent bounds, and when / is holomorphic on a larger sector.
Introduction and notation
Operators whose spectrum lies in some sector of the complex plane, and whose resolvents satisfy certain bounds, have been extensively studied, both in abstract settings and for their applications to differential equations. For example the maccretive and m-sectorial operators studied in [12] fall into this class. An extensive list of examples of such operators may be found in [17] , which also includes a good description of some of the applications: diffusion semigroups, Stokes' operators, etc. Many problems in analysis depend on finding bounds on certain functions of such an operator, such as square function estimates, or bounds on the imaginary powers (see, for example, [5, 8, 10, 16, 17, 18] ). Similar estimates and bounds have been proved by transplanting techniques from harmonic analysis, for special cases of such operators, particularly for generators of contraction semigroups (see [3, 4, 19] ), but it has not been clarified to what extent these results depend on the particular properties of the operators used.
If T is a closed operator in a Banach space, with non-empty resolvent set, then the Riesz functional calculus allows us to form the bounded operator f(T) for functions / which are bounded and holomorphic on some neighbourhood of the spectrum of T, including a neighbourhood of oo when T is unbounded. See, for example, {6, p. 600]. In many of the above applications however, the spectrum of T belongs to a sector of the complex plane with vertex at zero, while the function / is holomorphic on the interior of a larger sector, but not in a neighbourhood of zero or a neighbourhood of oo. The most common examples in applications occur when the functions f s are defined by f s (z) -z' s , where s is real, in which case f(T) = T' s . Our first aim in this paper is to r"efine f(T) for such holomorphic functions of T. The functions / do not need to be bounded at zero or oo. However it is of interest to know whether f(T) is a bounded operator whenever / is a bounded function. In the case when T is acting in a Hilbert space, necessary and sufficient conditions on T for this to be so have been given by Mclntosh [15] . See also [16] .
Our main aim is to examine the relationships between the various types of estimates that arise naturally in applications, and the boundedness of f(T) for bounded holomorphic /, when T is acting in a general Banach space, or, more specifically, in an L p space. It is hoped that by considering these matters in this more general framework, we may be able to cast light on the connections between many of the results in this area.
We remark that, for particular operators, it can be quite difficult to determine whether f(T) is bounded when / is bounded, or, more particularly, whether T' s is bounded when 5 is real.
Throughout, X denotes a complex Banach space. By an operator in X we shall mean a
linear mapping T : @(T) -> X whose domain $t(T) is a linear subspace of X. The range of T is denoted by &(T) and the nullspace by j¥(T).
The norm of T is the (possibly infinite) number || 71 = sup {|| rii || m e 0 ( 7 ) , ||«|| = 1}.
We say that T is bounded if || T || < 00 and defined on X if S>{T) = X. The algebra of all bounded operators on X is denoted by _£?(X). We call T densely-defined if 3>{T) is dense in X and closedif its graph {(«, Tu) : u € $(T)} is a closed subspace of X x X. The spectrum and resolvent set of T are denoted by o(TJ and p(T) respectively. The former set is the complement of the latter, which is the set of all complex k for which there exists a bounded operator, called the resolvent and denoted Rr (k) 
, such that (A/ -T)R T (k) is the identity operator /, and R T (k)(kI -T) is the identity operator on S>(T).
For 0 in [0, n), we define the open and closed sectors of angle 8, and the corresponding strips, in the complex plane C: S* = { z e C \ { O } : | a i g z | < 0 } , S e = {zeC\{O}:|argz|<0}U{O}, E° = {z e C : |Imz| < 9}, I» = { z e C : |Imz| <0}. DEFINITION 1.1. An operator T in X is said to be of type co, where co e [0, n), if T is closed, o(T) c 5a,, and for each 6 in (co, rt),
\\(T-zI)-l \\ < C\z\~l
VzeC\5 f l .
Our aim in this paper is to examine the holomorphic functional calculus possessed by an operator of type co. If 0 < /x < n, we denote by H(S^) the space of all holomorphic functions on 5°. For the moment, let x/r denote the rational function £ H> £/(l + f ) 2 . We shall employ the following subspaces of °w here ||/|| 00 = sup{|/(z)|:zeS2},
, ff~s e //°4 >(S°) = {/ e //°°(5°) : 3 f l , 6 e R , / -f l -6 ( l + and
In Section 2, following [15] , we describe a functional calculus for an operator T of type co, which is one-to-one and has dense domain and dense range. If /x > co, then f(T) is defined for any / in «^(S°). It is clear from the definitions that f(T) is bounded if / e *(5°). It is of interest to examine when the H°° functional calculus is bounded, that is, when f(T) is automatically bounded for every / in //°°(S°), and various results on this question make up the bulk of this paper. More precisely, in Section 3, we consider operators of type co whose domain or range is not dense, and we examine when there are restriction and quotient operators with dense domain and dense range. In Section 4, we consider the H°° functional calculus proper. We establish a condition on T, called (W(ir)), a type of weak square function estimate, which is equivalent to the functional calculus of T being bounded. We also show that more classical functional calculi, such as L p multiplier theory on R", fit into our general framework. Section 5 is devoted to consideration of the purely imaginary powers T". In the Hilbert space case, the boundedness of T' s for all real s is equivalent to T having a bounded H°° functional calculus, but in general, as we show here, this is not true. In Section 6, we consider square functions (also known as g-functions), and show (for L p spaces) that square function bounds are equivalent to a bounded H°° functional calculus.
We use here the "variable constant convention", according to which C, C u ... , denote constants (in R + ) which may vary from one occurrence to the next. In a given formula, the constant does not depend on variables expressly quantified after the formula, but it may depend on variables quantified (implicitly or explicitly) before. Thus, in Definition 1.1, C may depend on X, T, co, and 9, but not on z.
The Fourier transformation and its inverse are denoted " and v respectively. Thanks are due to Stefano Meda and Alastair Gillespie, for suggestions improving early versions of Theorem 4.10 and Section 6 respectively.
A functional calculus for operators of type a>
In this section, we review a number of known results on functional calculus for operators of type co. We start by recalling the definition of r(T), where T is a oneto-one operator of type co with dense domain and dense range, and r is a rational function with no poles in a{T) (from [6, VII.9] ). In [15] , Mclntosh showed that when X is a Hilbert space, then such an operator T has a natural functional calculus for the functions «^(S°) where 0 < a> < fi < n. Here we sketch this theory and observe that it extends to Banach spaces. Finally, we recall one of the key theorems of [15] , on equivalent conditions for an operator on a Hilbert space to have an H°° functional calculus. In sections 4 to 6, we will examine analogues of these conditions on Banach spaces and consider the implications between them which continue to hold in this more general context.
Let T be a one-to-one operator of type co with dense domain and dense rangein a Hilbert or Banach space. If p is a polynomial, then p(T) may be defined in a natural way, and, because the resolvent of T is nontrivial, p(T) is densely defined. If q denotes a polynomial with no zeros in o(T), and r = p/q, then r{T) is defined by r(T) = p{T)q(T)~l. This too is a densely defined operator, which is independent of the choice of p and q used to represent r. Its domain is 3>{T n ), where n -max {0, deg/? -deg^}. If T is of type co, then so is T~\ so r(T) is also well-defined when r is a rational function which is holomorphic at infinity and has no poles in a(T) \ {0}. Combining these facts, r(T) is well-defined, with dense domain, if r is rational with no poles in a(T) \ {0}.
This functional calculus may be extended to =^(S°) as follows. For \jr in *(5°), ir(T) is defined by a contour integral. More specifically, suppose that co < 6 < fi and that y is the contour defined thus:
This integral converges absolutely in the norm topology of i f (X). It may be shown that the definition is independent of 0 in (co, ix), and that, if \jr is a rational function, then this definition is consistent with the previous one. Further, (\jt\lt')(T) = \J/(T)\j/'(T), for \ff, \fr' in *(S°). As a consequence, if 0 6 $(5°), then we may define <p(T) by the rule
where <p -a -b(l + -)~l e ^(5°). This definition is consistent with the previous definitions, and always defines a bounded operator. In particular, if co < n/2, then by taking <p(z) = e~' z , where t e R + , we obtain the well known result that -T generates a bounded semigroup.
Suppose now that / e =^(5°), so that f^s is bounded for some positive s, where Vf(£) = £ / ( l + £ ) 2 . Choose an integer k larger than s. Then %lr k is a rational function with no zeros in a(T) \ {0}, and f\p-k e ty(S^), so we may define f(T) by
f(T) = \lr~k(T)(f\lr k )(T).
(The domain of f(T) is the set of all u for which (ff 
It is not difficult to show that this definition is consistent with those above. Moreover if /, /, € ^( 5°) and a e C, then
MT)f(T) = It should be noted that f(T) may be unbounded even if / is bounded and it is an interesting problem to show that for certain operators T, the operators f(T) are bounded for all / in //°°(5°).
It should also be noted that the above procedure is just one way of defining a functional calculus for these functions. It is possible to show however that any other functional calculus for ^"(5°), subject to the requirement that p k (T) = T k for all nonnegative integers k (where /?*(£) = z* for all complex numbers z), and a minimal continuity condition, agrees with the one just described. The proof requires the repeated use of the following result, whose proof copies that when X is a Hilbert space [15] . 
(T)u converges to f(T)u for all u in X and consequently f(T) is a bounded linear operator on X, and \\ f(T) \\ < sup a || f a (T) \\.
The Convergence Lemma is a useful technical tool. In many cases, it allows us to prove that a formula which holds for analytic functions also holds for functions of an operator. Many authors have worked hard to show just this in particular cases. In Theorem 5.1 an example of this use may be found. Another use is in proving the following result. COROLLARY [15] , which is based on earlier work of Yagi [21] and many others before him.
Even in a Hilbert space, there exist invertible closed operators of type co which do not have a bounded //°°(5°) functional calculus. Examples are given in [16] (for which co > 0) and [1] (for which co = 0).
Decompositions and dual pairs
The functional calculus described in the last section requires that T is a one-to-one operator with dense domain and dense range. In this section we shall discuss how one may deal with operators of type co for which these conditions do not hold.
An important concept in what follows will be duality. We say that the Banach spaces (X, Y) form a dual pair if there is a bilinear form ( In these cases we may take C o = C\ = C 2 = 1. More generally, in the case when X is a Hilbert space, then we may take Y -X and use the inner product for the duality. (The fact that the inner product is conjugate linear rather than linear in the second variable causes no problems.) When X = L P (Q), 1 < P < oo, for some measure space £2, then we may take the usual dual pairing with the conjugate space L p (Q).
It is clear that

It is clear from our definitions that if (X, Y) form a dual pair, then
Y is isomorphic to a closed linear subspace of X*, the Banach space dual of X (and of course X is isomorphic to a closed subspace of Y*). Indeed, the Hahn-Banach Theorem (which of course requires the Axiom of Choice in general) implies that (X, X*) always forms a dual pair of Banach spaces. Another consequence of the Hahn-Banach Theorem is that if (X, Y) form a dual pair and X is reflexive, then Y must actually be isomorphic toX*. DEFINITION 
Suppose that {X, Y)
form a dual pair and that T and S are operators in X and Y respectively. Then T and S are said to be dual operators, or S is said to be dual to T, if both T and 5 are closed and
, Wv e 9{S).
PROPOSITION 3.3. Suppose that {X, Y)form a dual pair, and that T and T are dual operators in X and Y respectively. IfTe Jz? (X), then \\T'\\ < C 2 C 0 \\T\\, where the constants Co and C 2 are those in the definition of dual pairs.
PROOF. This is routine. 
The same methods clearly enable us to prove the following.
PROPOSITION 3.5. Suppose that T, T are dual operators in the dual pair {X, Y) and that p is a polynomial. Then p(T), p(T') are dual operators.
PROPOSITION 3.6. Suppose that T, T' are dual operators in the dual pair (X, Y) and that X e p{T) n p(T'). Then R T (X), R T ,(k) are dual operators.
PROOF. Clearly (XI -T) and (XI -7") are dual operators. Further, R T (X) and /?r(A) exist and have domains X and Y respectively. Thus, for all u in X and v in Y, (R T (X)u, v) = (R T (X)u, (XI -T')Rr(X)) = ((XI -T)R T (X)u, R r (X))
It is a corollary of this result and the above remarks that T may have at most one dual operator T for which p(T) fl p(T') is nonvoid. In particular, an operator T of type a) may have at most one dual operator T of type co. (We are not assuming that T has dense domain.) COROLLARY 
Suppose that T, T are dual operators in the dual pair (X, Y),
and that both T and T are of type (o, where 0 < u> < n. If ix > a>, and <j> e $(5"), then (/>(T) and 0(7") are dual.
PROOF. Suppose first that f e *(5°). Then (2.1) (the definition of ty(T))
and Proposition 3.6 show that
where \ji G *(5°), and so
Our aim in the remainder of this section is to show that, at least in reflexive spaces, one may always factor off the nullspace of an operator of type co. Similar results in slightly different situations may be found in [11] and [13] . See the discussion after the proof of the following theorem. 
Since the norms of the terms in the first and last square parentheses on the right hand side may be made small, uniformly in n and «', by taking v close enough to u, and the middle term may then be made small by taking n and n' large enough, the sequence (/ + nT)~lu is Cauchy, and so converges, that is, u lies in X o . Let P : Xo -+ X be the linear map given by Pu = lim(7 + nT)~1u.
n->oo
Then ||P|| < C, from (3.1). We shall first show that #(/>) = jY{T) = JT{J -P)
(whence P 2 = P -(/ -P)P = P), and then that oY(P) = &(J).
The required set inclusions will follow from repeated use of the identity
(I +nT)~l = 1 -nT(I + nT)~\
If 
Thus Jf(T) = &(P). Suppose next that w e JV(J). This implies, as above, that Pw = w. In other words, JY{T) c jY{l-P).
Conversely,if w e «yK(/ -F ) , thennTCZ+nr)-^ -> 0 as n ->• oo, and another argument using the fact that T is closed shows that w € <yT(r).
It now follows that Pis a bounded projection on X o , andthatX 0 = &{P)@jY(P). 
We now proceed to show that JV(P) = BS{T). If w e JV(P), that is, (/ +
3>(T).
It is straightforward to verify that To, Too, and 7^ are of type co in the Banach spaces X o , X O o, and Xoo, by using the facts already established about domains and ranges. So we may define the subspace (X o )o thus:
and define similarly (X oo )oo and (Xoo)^. Clearly (X o ) o = X o , (X oo )oo = ^oo, and (•^00)00 = ^oo-The statements about domains and ranges follow. If X is reflexive, then X is locally weakly sequentially compact, by the EberleinSmulian theorem (see [22, p. 141] ). Then for any u inX, the sequence (7 +nT)~1u has a weakly convergent subsequence, that is, there exist v in X and an increasing sequence as k -> oo. Now, by using the resolvent identity, we see that
(T+xiy l (i + -T) -(T+xiy
1 = -\k(T + xiy 1 -1U1 + -T) -^ o V n k ) n k l \ n k J inj£f(X).Thus -l u
This implies that (T + XI)~]u = (T + A/)" V and so u = v. Thus u e @(T) and so
One particular case of the above theorem states that every operator T of type co in a Hilbert space satisfies ^(T) = X and ^K(7) ®BS{T) = X. This proves Theorem 2.3. Another special case is when (X, Y) is a pair (L P (C2), L P '(Q)) where 1 < /J < oo. Again we get that 3>(T) = X and Jf{T) ®0t(J) = X. The result that 3>(T) is dense when X is reflexive is essentially due to [11] . We have extended the technique to deal with the range of T as well.
Theorem 3.8 shows how one may deal with operators which are not one-to-one. Suppose that T and T are dual operators of type a> in (X, Y), and that X is reflexive. The following examples illustrate these theorems. 
Wfj and Y =
H°° functional calculus and the condition (W(ir))
We shall return now to the discussion of the relationships between some of the many properties of functional calculi for operators in a Banach space. We also relate our functional calculus to more traditional functional calculi.
We assume throughout this section that 0 < co < fi < n and that T is an operator of type co in X, which is one-to-one, with dense domain and dense range. We shall say that T has a bounded //°°(S°) functional calculus if it satisfies the following condition: 
(b(T)u,v)= lim (xlr s (T)u,v)
i-i-0+
= lim (u, Ir.vnv) = (u, b(T')v)
VM e X, Vv e Y.
Suppose now that {X, Y)
is a dual pair of Banach spaces, and that ^ € * ( 5 ) Consider the following condition which the operator T might satisfy: f Jo Our aim in this section is to show that the conditions (F M ) and (W(\js)) may be regarded as being almost equivalent. To show that (F M ) implies (W(t/0) is relatively straightforward, and we do this first. 
THEOREM 4.2. Suppose that T is a one-to-one operator of type co in a Banach space X, with dense domain and dense range. IfT satisfies (F M ) and x/r e ^(5°) then T satisfies (W(x/f)).
PROOF. Fix u in X, v in Y and positive real numbers £ (small) and N (large). It is easy to see that there exists a Borel function h of modulus 1 such that
f N dt f N dt / \W(tT)u,v)\ -= (ir(tT)u,v)h(t,u,v) -.
\MtT)u, v)\ -= (b(T)u, v) < \\b(T)\\ \\u\\ \\v\\
Taking limits as s -> 0 and N -> oo gives the result.
We need to impose some extra conditions on the function \j/ to ensure that (W(i{r)) is strong enough to imply (F M ).
An important tool in our work is the following variant of the Mellin transform, xfr e . Suppose that xfr e ^(5°). The function ifr e is defined to be the function i/r o exp on the strip £°. The Fourier transform of TJr e thus satisfies the condition that 
. Suppose that T is a one-to-one operator of type a> in a Banach space X, with dense domain and dense range, that co < /x < v < it, and that 2v -ix < rj < it. Suppose also that i]/ G ^( S " ) . IfT satisfies (W(\fr)), that is, if dt t t hen T satisfies (F,,).
VM eX,Wve Y, PROOF. Choose a such that 2v -fi < a < r], and b in //°°(5°). We must find a bound on ||fe(r)|| .
We define y : R + -> C as follows: y o exp = y e , and Clearly we have [18] YeW\ 
(y) y + j[" /J"(0^ (7) 7
As e and N tend to 0 and oo,b e<N tends to b uniformly on compact subsets of S°, and the functions b e , N are uniformly bounded. Moreover,
e ,AT)u, v)\ = I jf" p )<t()u, v)\ -+ f 0 Kt(sT)u t v)l S Jo S
c (fdffoo ff«ff ffwff v« e ^r, \r w e r,
because T satisfies (Wif)). Therefore, by the Convergence Lemma, b(T) e
The following corollary is immediate.
COROLLARY 4.5. Suppose that T is a one-to-one operator of type co in a Banach space X, with dense domain and dense range. If T satisfies (W(\fr)) for some x/s in 1* V (S°-), where 0 < v < n, then T satisfies (F,,) for any r) in (v, jr).
There is a problem in applying Theorem 4.4 and its corollary, namely that if we use a function r/r for which > Ce~v W for all real k, we cannot obtain (F,) for
any t] in (0, v), no matter how small co is. For instance, if f (z) = ze z for all z in 5°, then, as shown below, v = n/2. The next result presents a way to get around this limitation. (The idea of introducing the extra parameter 9 may be found in [2] .) THEOREM 4.6 . Suppose that T is a one-to-one operator of type co in a Banach space X, with dense domain and dense range, that co < [i < v < n, that 0 < 0 < fx -co, and that 2v -/z -9 < rj < n. Suppose also that \(r e ^,,(5°). If
/°° dt \(ir(te eW T)u, v)\ -< C \\u\\ \\v\\ Va e X, Vu e Y, Ve € {±1}, t then T satisfies (F^).
PROOF. Some straightforward modifications to the proof of Theorem 4.4 establish this more general result. We list these here, and leave the reader to fill in the details. 
(T)u, v) \ involves the integrals involved in this variant of condition (W(\j/)). Equality (4.3) is replaced by
Next we give a few examples of how this theorem may be used. We begin by looking at some functions in the class ^V(S^). In particular we obtain some of the results from [2] . Again suppose that T is an operator of type co, where co < n, and that 0 < 6 < n -co. As above, a simple change of variables shows that then by Theorem 4.6, T has a bounded H°°(S°) functional calculus whenever ) n -9. In particular, one may establish a bounded functional calculus for a small sector 5°, if one can establish these estimates for large values of 9. Examples 4.8 and 4.9 show that our methods give a different approach to the results of [2] , and put the results there in a more general light.
It is interesting to compare our H°° functional calculus with more classical theories. Hormander's multiplier theorem, applied to radial functions, tells us that if m : R + ->• C satisfies the conditions Suppose that m is in //°°(5°), and observe that the proof of the Paley-Wiener theorem implies that, if n ^ 0, then m e *k Now it follows that as required. REMARK 1. In 1979, Coifman remarked to one of the authors that there were similarities between analyticity in all sectors and Hormander-type conditions. This quantifies his comments. REMARK 2. Theorem 4.10 has been used by X. T. Duong to reduce the number of derivatives required for a Hormander type multiplier theorem for sub-Laplacians on nilpotent Lie groups [7] .
Operators with bounded imaginary powers
There are quite a few interesting examples of operators of type co for which the imaginary powers are bounded. When this happens, the growth of the norms of T' s as s goes to infinity is sometimes polynomial and sometimes exponential. We consider only the latter possibility in this paper. We say that T satisfies condition (£ M ) if T" e 3?(X) for all real s, and (£") || 7""* || <Ce | s | " V s e R .
A consequence of the Convergence Lemma is that (T' s ) is then a C°-group. (We remark that T is is defined to be f s (T), where f s (z) = z is for all z in S°, as in Section 2).
One important consequence of condition (£ M ) for an operator T in X is that the domains of the fractional powers T e may be characterised by the complex method of interpolation: precisely, one has
This is because the bounds (E^) allow the three lines theorem, the basic result underlying the complex method, to be applied. It is immediate that (F M ) implies (£ M ), and for operators in a Hilbert space these two conditions are equivalent. However, as we shall see, this equivalence does not hold in more general spaces.
In the last section, we saw that, under appropriate restrictions on x/r and /x, implies (F^). A fortiori, (W(iJ/)) implies (£ M ). We give here a brief alternative proof of this fact. A positive result in this direction is the following proposition, which states that if T has a bounded H°° functional calculus on a big sector S° and satisfies bounds on its imaginary powers on a smaller sector S°, then it must have a bounded H°° functional calculus for all sectors bigger than S°. We effect this decomposition by changing variables (z = e w ), thereby transforming from sectors to strips. We must now show that any n in //°°(S°) may be expressed in the form n(w) = Y^,e ikw n k (w) Vu; e S°, where n k e //°°(E?) and teZ We shall do this by using Fourier analysis. Let 0 be any C C°°( R) function such that
E t e z^ -*) = 1 V| e R. Define n t by the formula
Vu; e E^.
By the Paley-Wiener Theorem, 0 is an entire function, whose decay properties ensure that the integral defining n k (w) converges for all complex w. Fix w in X$ and k in Z. Contour shifting allows us to write
for any ein(-1, +1 
Clearly, J^k eZ u k {%) = «( §), so by taking the inverse transforms we get the required decomposition.
In Theorem 2.4 we saw that if T is a one-to-one operator of type co in a Hilbert space which satisfies (/v), where /x > <w, then 7 satisfies (F v ) for all v in (co, v). It would be interesting to know whether this is the case for one-to-one operators of type co with dense domain and dense range in a Banach space X.
We next present an example of a Banach space X and a one-to-one operator in .£?(X) which is of type co, and which has a bounded H°° functional calculus on one sector without having bounded imaginary powers on any smaller sector. We note however that the Banach space is not reflexive, and the operator does not have dense range. Thus T is of type co. It is straightforward to check also that T is one-to-one. However T does not have dense range (see Example 3.9). Moreover, H°°(S$) acts on A(D°J by definition. We shall see that T does not admit a bounded H°° functional calculus for any smaller sector. Indeed, if it did, then for some (j> in (co, 0), we would have the inequality IT" || < C sup \z" I = Ce* 
<C||«||
WueX.
In L
2
, this statement about T (for a suitable ifr), together with a dual statement, is equivalent to the statements (F M ), (£ M ) and (Wiifr)) (see Theorem 2.4). Our aim here is to examine the relationship between these statements for more general Banach spaces. Our first theorem will describe the sense in which (5(i/r)) is stronger than In what follows, £2 denotes a a -finite measure space. As usual, we shall use p' to denote the conjugate index to p; that is, \/p + l/p' = 1.
Recall from Section 3 that if T and T are dual operators in (Z/(ft), L"'(Q)) of type a), and 1 < p < oo, then we may pass to a dual subpair (X, Y) in which T and T' are one-to-one. Further, in this dual subpair, T and T have dense domain and range. We may now progress to the main result. This says that we always get a square function estimate for T if we use the norm || • \\ p v . THEOREM 6.6. Suppose that 0 < C W < V < / X < T T and 1 < p < 00. Let T be a one-to-one operator of type co in a closed subspace X ofL 
