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 The increased prevalence of digital imagery drives the development and use of 
automated image indexing. Current techniques rely upon a single image feature type 
and consider image classification and annotation separately. The approach presented in 
this research strives to improve automation of image cataloguing by developing a model 
that uses multimodal heterogeneous image features in identifying classifications and 
annotations of images. The model in this research uses the correlation between 
classifications and annotations to enhance the predictive power of image labeling 
techniques. The main contributions of this work include (i) development of a unified 
framework for joint classification and annotation; (ii) use of heterogeneous image fusion 
with multiple image feature types; (iii) creation of an efficient algorithm with a theoretical 
proof of convergence. Using the NUS-WIDE image database, we compare the method 
presented in this research to competing methods in both classifications and 
annotations. Results show that the proposed model is competitive to competing models 
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CHAPTER 1  
INTRODUCTION TO AUTOMATED IMAGE CLASSIFICATION 
 With a growing number of images stored online, the use of automated image 
indexing is an ever more prevalent necessity. Conversion of low-level image data to 
higher level concepts, like classifications and annotations, is one of the greatest 
challenges facing researchers. Current models exist to address this issue, however, 
their limited capabilities warrant further exploration. Integration of multiple image feature 
types and simultaneous performance of classifications and annotations should assist in 
creating more robust models. 
1.1 Introduction 
Machine learning techniques allow computers to recognize image content and 
are a challenge that many researchers strive to improve. The increased number of 
images on websites such as Flickr and Picasa compel programmers to develop 
improved image cataloging techniques. Currently, the most trusted form of image 
cataloging is via human involvement. This particular technique requires manual 
assignment of an image description. This manual approach for image classification may 
lead to erroneous results since this is not a streamlined process. Thus, there is a big 
push to create an automated service that examines a picture to identify the overall 
image theme and its individual components.  
Conceptually, this task is relatively simple, but in practice it is difficult to correlate 
low level image data into higher level visual concepts. This low-level information 
consists of a pixel matrix visible on an electronic screen. A pixel is a combination of light 
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from three colors—red, green, and blue (RGB). To create the colors in the visible light 
spectrum, computers vary the intensities of these three colors and emit them from the 
digital screen at a particular point. Computers store light intensity for a pixel as three 
integer values, corresponding to RGB, such that the higher the value, the greater the 
light intensity. This structure of a pixel matrix works very well for computers, since they 
store arrays of numbers. The challenge of image classification arises when converting 
pixel matrices to image themes. Computers are computation machines that perform 
mathematical operations. Consequently, they are not designed to understand 
generalities and abstract concepts. The challenge is to derive algorithms to translate 
these pixels, so that computers may then identify more abstract concepts from images. 
Mid-level image information allows computers to more easily convert from low 
level information to high level concepts. Mid-level information is a structured summary 
of the pixel matrix. This information may include prevalence of pixel colors, pixilation 
patterns, and directional variation of colors. While this information still does not explicitly 
depict image themes, machine learning models can use this information to describe 
shapes or common colors within an image. Finally, a transformation model performs the 
conversion from mid-level information to high-level concepts.  
1.2 Higher Level Classifications and Annotations 
The conversion to high-level concepts attempts to link abstract visual concepts to 
an image. Computers can describe these themes as a classification or a list of 
annotations. In this paper, we may use the term “label” when referring to classifications 
and annotations, individually or together. A classification is a description of the image 
theme and our model only assigns one per image. Conversely, annotations describe the 
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individual components of the image and multiple annotations may exist per image. In 
short, the model presented in this research assigns each image one classification and 
one or more annotations. 
Automated image cataloguing models should include simultaneous assignment 
of image labels, use of many mid-level features, and use of varied weightings of feature 
types based upon a specific label. First, models should assign classifications and 
annotations simultaneously, as there is a relationship between these two descriptors 
within an image. Cai et al. explains that “annotations can boost the classification 
performance and vice versa” [4]. Figure 1.1 and Figure 1.2 are two images that may 
share the classification “sky.” Figure 1.1 annotations may include “nature,” “sky,” 
“clouds,” and “light,” while annotations for Figure 1.2 may include “sky,” “blue,” “clouds,” 
and “light.” Shared annotations may then include “sky,” “clouds,” and “light.” By 
exploiting this relationship between classification-annotation pairs, a computer model 
may use this information to reinforce predictions for these two descriptors.   
 
Figure 1.1  Label correlation example image 1. 
Classification: “sky;” Annotations: “nature,” “sky,” 
“clouds,” “light” 
 
Figure 1.2  Label correlation example image 
2. Classification: “sky;” Annotations: “sky,” 
“blue,” “clouds,” “light” 
 
Secondly, some current approaches use only one mid-level feature descriptor or use a 
collection of descriptors of equal importance. Huang et al. developed the color 
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correlogram, a mid-level technique, and applied this to existing classification 
techniques. Unfortunately, use of only one mid-level feature provides inadequate 
information to assign a classification or annotation. However, an increased number of 
mid-level features provides a greater amount of information and increases the predictive 
power of the model. Thirdly, models should weigh multiple descriptors because different 
image features may have varying importance, depending upon the classification 
considered. For example, when analyzing two separate images, one of a sky and one of 
a ball, the model should consider shape descriptors as higher importance when 
determining if the image is of a ball. Yet, when analyzing the image of the sky, the 
model should place higher importance on color descriptors. An approach that 
maximizes accuracy and predictive power should consider a model that identifies 
important feature types for each individual classification, instead of using only one mid-
level feature or weighing features equally.  
1.3 Challenges in the Machine Learning Model 
Although consideration of many mid-level features improves predictive power in 
the machine learning model, it presents the challenges of “The Curse of Dimensionality” 
and increased noise. Whenever a predictive model analyzes an additional amount of 
information, there is an exponential increase in computational time [5]. This correlation 
is labeled “The Curse of Dimensionality.” While increased dimensionality provides better 
results, the increase in computation time can make use of the model impractical. 
Structured sparsity, described more thoroughly in section 2.4.2, can help mitigate this 
issue [6, 7]. First, the model accepts image descriptors as an array of numeric values. 
From here, the model weights these descriptors differently for each classification and 
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annotation considered. Ideally, a few elements will have a high level of importance and 
all the other elements will have little to no importance. The algorithm building the model 
identifies inconsequential elements and structures the model to ignore these elements. 
If the algorithm determines that the model can ignore a large number of elements for 
every classification, then the model no longer performs calculations on those elements. 
Structured sparsity can drastically reduce the number of calculations required per 
image, thereby countering “The Curse of Dimensionality” and reducing the amount of 
time required to make a prediction. 
Additionally, structured sparsity helps mitigate the impact of noise from the data 
set. Noise refers to imperfections inherently present in data and describes how the data 
varies from the ideal model. For example, consider a scatter plot. The ideal model for a 
scatter plot is the line of best fit. However, the data points generally do not align 
perfectly with this model. The deviation of the data points from the line of best fit is the 
noise. Noise appears in image processing primarily due to the granularity of image 
storage. This granularity is the value of the pixels and the number of pixels in the image. 
Data easily varies from a comparative model because of the large amounts of 
granularity in an image. Structured sparsity minimizes the effect of noise on predictions 
by mitigating or completely removing the importance of noisy data elements. The 
processes involved in structured sparsity help mitigate the effects of both “The Curse of 
Dimensionality” and noise, thereby increasing labeling performance. 
1.4 Current Research 
The concept of using a model which simultaneously performs classification and 
annotation operations is relatively unexplored. Available methods are relatively 
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successful, but are still not fully developed. One such method, studied by Wang et al., 
uses two multi-class supervised Latent Dirichlet Allocation (sLDA) functions in 
developing a model that performs joint annotation and classification [8]. This research is 
among the earliest to investigate a model that simultaneously classifies and annotates 
an image. The Latent Dirichlet Allocation is a “generative probabilistic model for 
collections of discrete data” [9]. To compute the conditional distribution of the latent 
structure, Wang et al. employ mean-field variational methods for a scalable 
approximation algorithm. This model outperforms competing models in regards to 
classifications and performed equally well with annotations against other methods.   
Another competing method developed by Cai et al., uses a tri-relational graph 
approach in the simultaneous classification and annotation of images. The tri-relational 
graph approach draws connections between classifications, annotations, and images. 
This research constructs a graph with edges between classifications, annotations, and 
images as well as edges that connect classifications to other classifications, annotations 
to other annotations, and images to other images [4]. This research only uses one 
image feature type, thereby limiting the amount of information extracted from an image. 
Other graph based approaches include [10] and [11]. Additionally, the use of the tri-
relational graph with multimodal image feature types is relatively unexplored. 
Another recent field of study is multi label classification, which uses a variety of 
different approaches, including the following: use of a network based approach [12]; use 
of a bi-relational graph approach [13]; adaptation of Green’s Function [14]; adaptation of 
K-Nearest Neighbor approach [15]; use of feature transformation [16];  adaptation of 
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Linear Discriminant Analysis [17]. Multi label classification remains a developing field of 
study and requires further exploration.  
The “sparse multimodal multitask learning method” is an approach initially 
applied to a bioinformatics issue, but can be adapted for image labeling [1]. This model 
predicts disease status and quantitative traits from multidimensional heterogeneous 
imaging genetics data. The use of a variety of input data and the simultaneous output of 
classifiers allows for a more robust model, compared to previous work. The sparse 
multimodal models were also used by Cai et al. to describe objects in scenes [18], Yu et 
al. to test a myriad of norms to modify weighting of kernels [19], and Wang et al. to use 
multimodal features when classifying images  [20]. Additionally, the research presented 
in our paper builds from the algorithms and theorems presented in Wang et al.’s [1] 





CHAPTER 2  
DEVELOPMENT OF MULTIMODAL HETEROGENEOUS IMAGE FEATURE MODEL 
 The approach taken in this research adapts the standard learning model to be 
more content specific, in order to generate simultaneous image classification and 
annotations using multimodal image feature data. This model structures image features 
by type and retains individual feature importance by adding two regression terms. For 
simultaneous image classification and annotation, this model then utilizes a logistic loss 
function and a least squares loss function, respectively. To find the optimum objective 
value, we developed an algorithm that uses an iterative approach.  
2.1 Purpose and Motivation 
This research strives to develop a model that uses multimodal heterogeneous 
image features in identifying classifications and annotations of images. When creating 
the predictive model, this research considers the importance of different mid-level 
feature types and individual mid-level features, weighing them appropriately for each 
classification and annotation considered. The model generated utilizes the correlation 
between classifications and annotations to improve upon other classification techniques. 
This approach attempts to increase accuracy of image classification and annotations to 
improve automation of image cataloguing. 
The image data for this research consists of two components, image features 
and image labels. Image features represent some aspect of the image. Transformation 
of pixel data generates image features, including measurements of color frequency or 
edge direction distribution. The second component of image data is classifications and 
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annotations. This image metadata is assigned and not inherent. To facilitate testing, all 
images have pre-assigned classifications and annotations.  
This research utilizes a standard cross fold validation to compare the proposed 
methods for generating image metadata against other competing methods. This 
comparison requires division of the data set into two parts—testing and training data. 
Our algorithm uses training data to construct a model, which then makes predictions 
using the testing image data. Next, we compare these predictions to the expected 
values using the existing metadata of the testing images. The results should provide 
insight into the predictive accuracy of our method, as compared to competing 
techniques.  
2.2 Notation 
 The following is a brief overview of the notation used in this paper. First, we 
represent matrices with upper case letters and vectors by lower case bolded letters. For 
example W is a matrix. The ith row of W is the vector denoted as wi. The jth column is a 
vector denoted as wj. There is also a vector used in this paper denoted as wij. In this 
vector i depicts the column and j depicts a group of that column. Additionally, we denote 
an element in the matrix as Wij. Lastly, we identify norms as L1 or L2, which in other 
research may be denoted as ℓ1 or ℓ2. 
2.3 Steps to Build a Labeling Model 
The goal of a labeling algorithm is to take in information about an object and to 
return its corresponding labels. In this research, the object is an image and the 
information is an array of mid-level image features. The return value consists of two 
arrays which identify a classification and one or more annotations. A parameter matrix 
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weighs the importance of each feature for each label and is the mechanism that 
performs the transformation from input features to output labels. An algorithm generates 
the parameter matrix by finding the best mapping of labels for an existing set of image 
data. To find the best mapping, the algorithm minimizes the combined measurements of 
loss and regularization. Loss measures how closely the outputs of the parameter matrix 
match the expected outputs and regularization measures parameter disproportionality. 
Our algorithm uses two loss functions, one for assigning classifications and the other for 
assigning annotations. Additionally, our algorithm uses two regularization terms. The 
first regularization term allows for use of multiple feature types and the second 
correlates classifications with annotations. With these loss and regularization terms, our 
algorithm uses an iterative approach to minimize the objective value and construct the 
best parameter matrices. We develop the model used in this research from the previous 
work of my team, in their research “Identifying disease sensitive and quantitative trait-
relevant biomarkers from multidimensional heterogeneous imaging genetics data via 
sparse multimodal multitask learning” [1]. 
2.4 Our Objective Function 
We build our parameter matrices by expanding the generic objective function 
below [1]: 
𝑚𝑖𝑛
𝑊 𝐿(𝑋,𝑊) + 𝛾𝑅(𝑊) (2.1) 
In this function, L(X, W) is a loss function and R (W) is a regularization function. The γ 
multiplier allows for manual tweaking of the parameter matrix to control the influence of 
the regularization function. Additionally, a value of zero means that there is no influence 
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from the regularization function. The output of this objective function is matrices W and 
P.  Figure 2.1 visualizes the expected structure of the W matrix. Note, the image can 
also describe the structure of matrix P.  
 
 
In this figure, the spectrum of colors indicates element magnitude, with red representing 
the highest value. The different colors for each column grouping demonstrate the effects 
of the group L1-norm on the W matrix. Additionally, horizontal highlighted regions show 
the effects of the L2,1-norm on this matrix. The W matrix is the solution of our objective 
function and section 2.4.1 details the process to create this solution. 
 
Figure 2.1  Conceptual feature matrix W.  Vertical highlighted regions show Group L1-norm influence and 




To generate the objective function, we consider the heterogeneous dataset and 
the dual labeling system. First, the different types of image features make our data 
heterogeneous. Each of the different feature types describe a different aspect of the 
image and are unrelated to each other. We use a group L1-norm regularization term to 
measure the importance of each feature type as it pertains to each image. Equation 2.2 








  (2.2) 
In this function, c is the group of features and k is the individual features.  
Secondly, we want our model to use of the correlation between classifications 
and annotations to reinforce predictions. To do so, we use the L2,1-norm shown in 





The L2,1-norm is simply a L1-norm of L2-norms. The L2-norms are taken at each feature 
across all labels. Since the group L1-norm function discriminates against all the features 
in a feature type, it limits the influence of an individual feature. There are instances 
when a feature type has little importance to a label, but an individual feature within holds 
a high level of importance. To account for these instances, we selected the L2,1-norm to 
use in conjunction with the group L1-norm.   
While the regularization function structures and restricts the loss functions, the 
loss functions generate a model that correlates inputs of features to outputs of labels. 
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The first loss function is a logistic regression function and it has the following structure 
[1]: 










This function measures error in a model for image classification. The greater the error, 
the poorer the W matrix is at converting training data inputs to expected training data 
outputs. As stated earlier, logistic loss is for classification because it only assigns one 
classification per image. The second function, a least squares regression, builds a 
model that annotates images [1]:  
𝐿2(𝑃) = ‖𝑋𝑇𝑃 − 𝑍‖𝐹2  (2.5) 
There are multiple annotations for an image; therefore, we create a threshold that 
determines if an annotation belongs to that image.  
The combination of equations 2.2 through 2.5 yields equation 2.6. To build the W 


























In our objective function, γ1 and γ2 are manually selected multipliers that adjust the 
influence of the regularization terms on W and P matrices. The downfall to this objective 
function is that the equation is highly non-smooth, which indicates that that the objective 
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function cannot be easily solved, due to the number of locations that are not 
differentiable.   
2.4.1 Input, Output, and Model Structure 
Prior to creating the model, we structure the data into three matrices. Matrix X is 
a collection of many arrays of image features, while matrices Y and Y1 are collections of 
classification and annotation arrays, respectively. Matrix X is a d by n matrix, where n is 
the number of images and d is the number of features. Therefore, Xij is the ith row and 
the jth column of X, corresponding to the ith image and the jth image feature. Matrix Y is a 
c1 by n matrix with c1 referring to the different classifications. Matrix Y1 is a c2 by n 
matrix with c2 referring to the different annotations. Similar to X, Yij or Y1ij corresponds 
to the ith image and the jth label.  
To generate matrix Y, we first determine all the classifications that exist in the 
image set and assign them to an index of an array. We insert a numeric value of one at 
the assigned index for an image’s classification and zeros to all other indices. In other 
words, an image has the classification where a one exists and does not have the 
classification wherever a zero exists. Next, we combine the arrays of all images into 
matrix Y. Similar to the transformation of classification data into an array, we generate 
matrix Y1 by converting annotation data into an array and combining these arrays for all 
images. 
Using input information from matrices X, Y, and Y1, our algorithm constructs two 
parameter matrices, W and P, for classification and annotation, respectively. The 
structure of W is shown below [1]: 
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� ∈ ℝ𝑑∗𝑐1 (2.7) 
P has the same structure as W, but is a d by c2 matrix. In these matrices, each row 
corresponds to a different image feature and each column corresponds to a label. 
Therefore, an element at row i corresponds to feature i and column j corresponds to 
label j. The particular value of this element weighs the importance of the corresponding 
feature to the corresponding label. At a specific element, a value above zero increases 
the likelihood that an image with the corresponding feature has the corresponding label. 
Inversely, a value below zero decreases the likelihood that an image with the 
corresponding feature has the corresponding label. The greater the magnitude of this 
value, the more influence the corresponding feature has on that image’s labeling.  
Shown in equation 2.8, we multiply feature vector x by the W matrix to obtain a 
classification probability vector, y.  
𝒙𝟏∗𝒅𝑊𝑑∗𝑐1 = 𝒚𝟏∗𝒄𝟏 (2.8)  
The column of y with the greatest value indicates the classification that best fits the 
image. This function is very similar to that which produces annotations. 
𝒙𝟏∗𝒅𝑃𝑑∗𝑐2 = 𝒚𝟏𝟏∗𝒄𝟐 (2.9)  
y1 requires a different approach to obtaining annotations than used for obtaining a 
classification from y. In addition to creating our parameter matrices, we create a 
threshold for each annotation. Values of y1 above their corresponding threshold identify 
annotations belonging to the image and vise versa for those below the threshold.  
15 
 
2.4.2 Loss and Regularization  
An algorithm determines the parameter matrix by solving for the objective value 
of a function, which includes a loss and regularization term. Loss measures how closely 
the model predicts the correct output based on the training data. Regularization 
prevents the model from overfitting the data. If the loss function is not paired with the 
regularization function, then an algorithm creates a model that matches the training data 
as perfectly as possible. Unfortunately, the generated model describes noise in the 
data, instead of the core relationships. The model used in this research uses two loss 
functions, as well as two regularization functions. In general, the loss functions build the 
classification and annotation model, whereas the regularization functions prevent 
overfitting of the data.  
The two loss functions used in building the model for this research accomplish 
two identification tasks. The first loss function, logistic loss, measures classification 
accuracy. The second loss function, least squares loss, measures annotation accuracy. 
The logistic loss function is a probabilistic model that generates a probability for each 
classification.  The classification with the highest probability is then assigned to that 
image. Resulting, the model assigns only one classification per image. Least squares 
loss is for annotation and differs from logistic loss in that multiple annotations can exist 
per image. A least squares regression function allows for proper selection of 
annotations by assigning a numeric value to each image’s annotation. To properly 
select the annotations, we determine a threshold measurement for which elements with 
values above the threshold belong to the image.  While least squares and logistic loss 
build the model, regularization terms prevent the model from over fitting the data. 
16 
 
The regularization functions, group L1-norm and L2,1-norm, incorporate the use of 
multiple feature types and connect annotations and classifications, respectively. For 
each image label, the group L1-norm restricts the magnitude of each feature type. The 
second regularization term, the L2,1-norm, constrains the magnitudes of individual 
features across all labels. Since these two norms are combined norms that utilize the 
L1-norm, they induce structured sparsity in the model. Historically, these learning 
models use a squared L2-norm as the regularization term; however, this term is not 
suited for structured sparsity. A more appropriate approach is to use an Lq-norm [21], 
where q = 1 [22]. Figure 2.2 shows the lasso regularizer (q = 1) on the left and the 
quadratic regularizer (q = 2) on the right. The concentric circles represent the objective 
contours and the orange shapes represent the feasible domains, as defined by the 
regularization terms. On the left, the objective contour and feasible domain intersect 
where w1 equals zero and w2 is non-zero. This is different from the right, in that the point 
of intersection has non-zero values for both w1 and w2. Unlike the squared L2-norm, the 
lasso regularizer is better suited for sparsity because it forces zero terms. By combining 
the lasso with another norm, structured sparsity arises.  
2.4.2.1 Logistic Loss 
 In this research, we create a loss measurement by adapting the logistic 
regression model. Logistic regression takes a posterior probability function and adapts it 
to generate an error measurement representing loss. This research uses logistic loss to 
measure how well our model maps the predicted classifications to the expected 




 derivation of the logistic regression model [2]. This process begins with a two class 
posterior probability function, shown below: 





1 − 𝑒𝑥𝑝 (−𝑎)
= 𝜎(𝑎) (2.10)  
In this function, there are two classes, C1 and C2, as well as, x, which is a parameter 
that influences the probability of C1. The second half of the equation is the logistic 
sigmoid function, as defined below:  
1
1 − 𝑒𝑥𝑝 (−𝑎)
= 𝜎(𝑎) (2.11)  
The logistic sigmoid function takes all values in real space and maps them between 0 
and 1. Adaption of the posterior probability model generates the following equation:  
𝑝(𝐶1|𝜙) = 𝑦(𝜙) = 𝜎(𝒘𝑇𝜙) (2.12) 
wT is a parameter vector and ϕ is a feature vector. Multiplication of wT and ϕ results in a 
single real value. Modifying this equation for more than two classes involves converting 
 
Figure 2.2  Plot of the contours of the error function and regularizes [2, 3] 
18 
 
from a class A or class B system to a class A or not class A system. The result of this 





{1 − 𝑦𝑛}1−𝑡𝑛 (2.13) 
The function above is the likelihood function of t given w. Here, t = (t1, . . . ,tN)T and yn = 
p(C1|ϕn). Taking the negative logarithm of the above function generates the cross-
entropy error function, where yn = σ(an) and an = wTϕn:  




Taking the gradient of this function with respect to w yields:  
𝛻𝐸(𝒘) = �(𝑦𝑛 − 𝑡𝑛)𝜙𝑛
𝑁
𝑛=1
 (2.15)  
The above equation allows for use of a sequential algorithm in updating w. This 
research uses the logistic regression model because it determines the best 
classification for an image and can be used in an iterative approach to determine the 
objective value. 
2.4.2.2 Least Squares Loss 
A squared Frobenius norm is used to measure least squares loss. A Frobenius 
norm is defined below:  
















A fortunate property of the squared Forbenius norm is that its derivative is a 





= 2𝐴𝑇𝐴𝑋 (2.17)  
We use this feature in our algorithm as shown in equation 2.22. 
2.4.2.3 Group L1-norm Regression Term 
A main goal of this research is to incorporate different feature types into our 
learning model. To do so, we utilized a recently proposed group L1-norm regularization 
term. This is similar to that used in [24]. The structure begins with a L1-norm shown 
below:  




This equation sums the absolute values of x to give the L1-norm. In this equation as well 
as equation 2.18 xi represents the ith element of the vector x. In this project, the values 
of xi are measurements of the different groups; however, each group is a collection of 
image features. To obtain a value for each group, we take an L2-norm over the different 
features. The L2-norm is shown below: 





Adding equation 2.19 into equation 2.18 we get the equation below:  




The L2-norm cannot be negative, due to the square root. Resulting, we do not need to 
consider the absolute value. This equation now accounts for the different feature types 
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as individual groups. The last step is to sum all the possible classes. The resulting 
equation is shown above in section 2.4, as equation 2.2. 
2.4.2.4 L2,1-norm Regression Term 
 Another main goal of this research is to build a model that connects classification 
and annotation decisions to improve the predictive power of our model. An L2,1-norm, 
used in [25-29], accomplishes the classification and annotation connection by 
computing an L2-norm inside an L1-norm. The L2-norm is a measurement taken across 
all image labels, in order to connect classifications to annotations. Following, an L1-
norm is taken over each of the features to produce a singular measurement. The L1-
norm imposes structured sparsity in the model. The resulting equation for the L2,1-norm 
is shown above in section 2.4. 
2.5 Optimization 
To overcome the non-differentiable aspect of our objective function, we propose 
an iterative solution to solve the objective function. First, taking the derivatives of 
equation 2.6 with respect to W and P and setting them equal to zero generates 
equations 2.21 and 2.22 [1].  
𝜕𝐿1(𝑊)
𝜕𝑊








Wang et al. defines the variables in equations 2.21 and 2.22, as follows: “Di(1≤i≤c1+c2) 
is a block diagonal matrix with the kth diagonal block as 1
2�𝒗𝒊
𝒌�2
𝐼𝑘(lk is a dk by dk identity 
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matrix), D is a diagonal matrix where the kth diagonal element is 1
2�𝒗𝒌�2
” [1]. We derive Di 
and D from V. To solve this function, we first select a random value of V. We then 
calculate Di and D based on this V matrix. From here, we obtain an updated value of P 
using equation (2.22) and an updated value for W using equation (2.21). For P, the ith 
column updates to 𝒑𝑖 = (𝑋𝑋𝑇 + 𝛾1𝐷𝑖 + 𝛾2𝐷)−1𝑋𝒛𝑖. We update W using Newton’s 
method. To solve for W, we use equation 2.23 [1]:  
𝑚𝑖𝑛




+ 𝛾2𝑇𝑟(𝑊𝑇𝐷𝑊) (2.23)  
Then, we take the logistic regression derivatives to obtain the first-order and second-
order derivatives. For the second term in equation 2.23, we take the first and second-










= 2𝐷𝑝(𝑢,𝑢)𝛿𝑢𝑣𝛿𝑢𝑣 (2.25) 
The first and second derivatives of the third term in equation 2.23 are shown below [1]:  
𝜕𝑇𝑟(𝑊𝑇𝐷𝑊)
𝜕𝑊𝑢𝑝
= 2𝐷(𝑢,𝑢)𝑊𝑢𝑝 (2.26) 
𝜕𝑇𝑟(𝑊𝑇𝐷𝑊)
𝜕𝑊𝑢𝑝𝜕𝑊𝑢𝑝
= 2𝐷(𝑢,𝑢)𝛿𝑢𝑣𝛿𝑢𝑣 (2.27)  
After updating the W and P matrices, we then update the values of Di and D. We repeat 
this process until convergence. The algorithm that iteratively solves the objective 




Algorithm 1  An iterative solution to the objective function in equation 2.6 
Input:  
X = [𝐱𝟏, 𝐱𝟐,⋯ , 𝐱𝐧] ∈ ℜd∗n, Y = [(𝐲𝟏)T, (𝐲𝟐)T,⋯ , (𝐲𝐧)T]T ∈ {0,1}n∗c1, Z= [(𝐳𝟏)T, (𝐳𝟐)T,⋯ , (𝐳𝐧)T]T ∈ ℜn∗c1 
Output:  
W ∈ ℜd∗c1, P ∈ ℜd∗c2 
1. Initialize 
W ∈ ℜd∗c1, P ∈ ℜd∗c2. Let V =  [W P] ∈ ℜd∗(c1+c2) 
Repeat  
2. Calculate the block diagonal matrices Di(1 ≤ i ≤ c1 + c2), where the k




Ik. Calculate the diagonal matrix D, where the k
th diagonal element is 1
2�𝐯𝐤�2
. 






, the (d ∗ (p − 1) + u, d ∗ (q − 1) + v)(1 ≤ u, v ≤ d, 1 ≤ p, q ≤ c1) −






. Construct the updated W ∈ ℜd∗c1 by 
the updated vector w∈ ℜdc1, where the (u, p)th element of W is the (d ∗ (p − 1) + u)th element of 
w. 
4. Update the ith column of P by pi = (XXT + γ1Di + γ2D)−1X𝐳𝐢. 
5. Update the V by V =  [W P]  
Until Converges 
2.5.1 Proof of Convergence 
 The following proves that Algorithm 1 converges to an optimal solution [1]: 
Lemma 1:  









 (2.28)  
Proof:  









 The objective value of equation 2.6 decreases at every iteration in Algorithm 1. 
Proof:  
If the updated value of W is W�  and the updated value of P is P�, then the updated value 
of V is V� = [W� P�]. With Step 3 from Algorithm 1 we know:  









With Step 4, we know that:  
�XTP� − Y�F











With the definitions of Di(1 ≤ i ≤ c1 + c2) and D, and Lemma 1, we obtain the following 


































− γ1 � 𝐯�𝐢𝐓Di𝐯�𝐢
c1+c2
i=1



















































Tr�VTDV� = Tr�WTDW�+ Tr�PTDP� (2.35) 
Combining these equations we obtain:  


















Therefore, with each iteration the algorithm decreases the objective value.  
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2.5.2 Analysis of Computation and Convergence 
 In order to compare Algorithm 1 with competing methods, we analyze the 
computational time requirements of each step. The first step of Algorithm 1 is off line, 
meaning that it is a pre-processed step and is not considered part of the algorithm’s run 
time. The run time of step two depends on the number of labels analyzed and operates 
in linear time. Step three is a logistic regression problem. We carefully designed the 
algorithm to make the first order and second order derivatives diagonal matrices. 
Therefore, step three also operates in linear time. Step four is a system of linear 
equations, operating in quadratic time. However, this step is parallelizable and given 
sufficient resources can operate at near linear time. Step five is a concatenation of 
matrices and also functions in linear time. Competing methods generally employ second 
order cone programming or semidefinite programming to handle structured sparsity [30]. 
The first method has a sixth order time complexity and the second method has a cubic 
time complexity. Since our method has a quadratic time complexity, it performs much 
faster than competing methods.  
 Our objective function, equation 2.6, is a convex problem and its globally optimal 
solution matches the requirements of equations 2.21 and 2.22. Since Equation 2.6 is 
convex, Algorithm 1 will converge to the globally optimum solution. In Algorithm 1, the 





CHAPTER 3  
APPLICATION OF NUS-WIDE DATASET TO MULTIMODAL HETEROGENEOUS 
IMAGE FEATURE MODEL AND COMPETING MODELS 
 The dataset for this research is a subset of data from the NUS-WIDE lite 
database. This research uses the data to compare our model’s performance to other 
competing models. We report this comparison via measuring prediction accuracy, 
precision, and recall. For classification, our method is compared to the standard SVM, 
1NN, and 3NN classifiers as well as six configurations of MultiSVM methods. For 
annotation, we compare our results to MLKLE, MLSI, Greens, and MLHF. We report 
both overall performance for these models as well as performance for individual 
classifications and annotations.  
3.1 Data Source: NUS-WIDE Database  
This project utilized the NUS-WIDE image database, which pulls images from 
Flickr, an online image sharing site [31]. NUS-WIDE contains a full version, consisting of 
269,648 images, and a lite version with 55,615 images. Both versions contain the same 
information in terms of classification and annotation assignments and mid-level image 
feature types. The mid-level feature types, described below, consist of color histogram, 
color correlogram, color moment, edge direction histogram, and wavelet texture. 
Color Histogram is the simplest image feature type. This histogram counts the 
number of times a particular color appears in the image. The database used a LAB 
color space model, with L measuring lightness and A and B as color opponents (A is the 
red-green channel and B is the blue-yellow channel). The Color Histogram divides the 
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ranges of L, A, and B into four sections to create a 4 by 4 by 4 binning system. This 
results in 64 total bins with the values per bin as the number of pixels whose color value 
is within the parameters of the bin [32].  
Color Correlogram expands upon the color histogram. By searching through an 
image and locating the distances between two pairs of pixels, the Color Correlogram 
characterizes the color distributions and the spatial correlations of pairs of colors. For 
this histogram, the binning structure is different from the Color Histogram. Conceptually, 
the first two dimensions of the Color Correlogram are color and the third dimension is a 
distance measurement. This model records the number of occurrences in which a color 
is at a particular distance from another color. Another proposed structure for this model 
is to only record the number of times a color is at a particular distance from itself.  The 
NUS-WIDE database implemented this alternative structure and used an HSV color 
model divided into 36 color sections. NUS-WIDE then divided each color section into 
four bins, describing different distance ranges, thereby creating a total of 144 bins. With 
this structure, the value of each bin is the number of times a pixel of a particular color is 
at a distance from another color within the same bin [33].  
Edge Direction Histogram varies greatly from the first two image descriptors. An 
Edge direction histogram describes the distribution edge directions within the images. 
The model used in the NUS-WIDE database bins the number of edges based upon the 
angle of the edge. The database separated the angles into 72 bins of five degrees each. 
The value of each bin is the percentage of edges that have a gradient angle within the 
five degree range of the bin. Another bin included in the Edge Direction Histogram 
records the density of gradients within the images. This bin is the number of pixels not 
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used for gradient measures divided by the total number of pixels in the image. As a 
result, the Edge Direction Histogram has 73 total bins, with 72 bins describing gradient 
direction and one bin describing gradient density [34]. 
Wavelet Texture describes the texture of an image, indicative of the noise 
inherent in an image. This noise refers to the color variation of the image. Wavelet 
Texture decomposes the noise into four different bands, LL, LH, HL, and HH, where L is 
the low band and H is the high band. The two commonly used methods for recursively 
decomposing an image into these bands are pyramid-structured wavelet transform 
(PWT) and tree-structured wavelet transform (TWT). Running PWT decomposes an 
image and then recursively decomposes on the LL sub-band. Similarly, running TWT 
decomposes an image, but recursively decomposes on the LH, HL, and HH sub-bands. 
In three rounds of recursion, PWT creates four bands per round for 12 bands total. TWT 
creates four bands in the first round of recursion, 12 bands in the second round, and 36 
bands in the third round for 52 bands total. The NUS-WIDE database calculates the 
mean and standard deviation of the energy in these bands to give 128 data points per 
image [35].  
The final image descriptor recorded in the NUS-WIDE database is Color 
Moment. Similar to Color Histogram, Color Moment uses the LAB pixel color system 
comprised of a lightness measurement and two color opponents. This database used 




























N is the total number of pixels in the image and fij is the value of the ith color component 
of the pixel j. Since there are three color moments and three color features, there are a 
total of nine components. These nine components are insufficient to discriminate 
between images. Therefore, to expand the information, the database divides each 
image into a five by five grid. The database then calculates the nine components for 
each element of the grid, resulting in 225 total elements.  
The combination of these five mid-level feature types result in a feature set of 
634 elements. Using the information extrapolated from mid-level feature types, the 
algorithm in this research builds a model that generates classifications and annotations 
for images. NUS-WIDE structures classification data as lists of Booleans. For each 
element in the list, a label of 1 (true) indicates that the image is of the classification 
corresponding to its index. Conversely, if the label is 0 (false), then the image does not 
correspond to that classification. The database uses a similar structure for annotations. 
In a matrix, the row is an image and a column is either a classification or annotation, 
depending upon the table. By stacking these lists into a matrix, it becomes easy to 
identify which labels exist for each image and likewise the images that exist for each 




3.2 Dataset Label Distribution 
The increased succinctness of the lite version allows for easier pruning of the 
dataset. This research requires images to contain only one classification and at least 
one annotation. Some images in the lite version did not meet these requirements, as 
they either lacked annotations or had multiple classifications. To prune the data, we 
used a three step greedy algorithm. The first step removed images with no annotations. 
During the second step, the algorithm removed one classification from the dataset 
based upon the lowest percentage of images with only that particular classification. The 
third step removed images lacking classifications caused by step two. The algorithm 
repeated this three step process until a sizeable set of images fit the requirements for 
this research.  
The resulting image set contained 4,802 images, consisting of six classifications 
and 30 annotations. Figure 3.1 displays the distribution of different classification labels 
among the images in the dataset. Note, that since each image has only one 
classification, then the sum of images per classification equals the total number of 
images in the dataset. The number of images for the classifications “sky” and “waterfall” 
greatly outnumber the number of images in the remaining four classifications. However, 
each of the four remaining classifications still contains at least ten percent of the images 
in the pruned dataset. Figure 3.2 displays the distribution of images for each annotation, 





Figure 3.2  Distribution of annotations in the data set. 
 
Figure 3.1  Distribution of classifications in the data set. 
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As mentioned in Chapter 1, there exists a relationship between image 
classification and annotations. Quantitatively, we view this relationship by comparing the 
number of images that share a classification-annotation pair. In Figure 3.3, the heat 
map displays the similarity and dissimilarity of classifications and annotations found 
within the dataset. The results represent the number of images that match a 
classification-annotation pair and are not normalized by either label. A deeper blue color 
shows a lesser number of images with a particular classification-annotation pair. 
Conversely, lighter colors correlate to more images that share the pair. The 
combinations generated agree with the connections that humans intuitively make within 
their world. For example, humans would likely connect “waterfall” with “water.” Indeed, 
the results of the heat map show that the data set contains a large number of images 
with the classification “waterfall” and the annotation “water.” Similarly, a number of 
darker sections are intuitively correct. For example, there are few images with the 
“building”-“nature” pair, as these two image components are generally not shared. The 
inherent connection between the classifications and annotations of an image reinforce 
the correctness of the developing model. 
3.3 Graphical Analysis of Model Structure 
As mentioned in section 2.3, the two products of our objective function are the W 
and P matrices.  These parameter matrices describe how to map an input of image 
features to a classification or annotation. For W and P, each row corresponds to an 
image feature and each column corresponds to a classification or an annotation. The 
heat maps shown in Figure 3.4 and Figure 3.5 are visualizations of the W and P 




for a particular label; (ii) the manifestation of the group L1-norm in the function’s 
solution; (iii) the manifestation of the L2,1-norm across labels. First, Figure 3.4 shows a 
heat map of the transposed W matrix, with darker colors showing features whose values 
are closer to zero and lighter colors showing features whose values are further from 
zero. In more abstract terms, the lighter the color, the greater the importance of a 
certain feature for assigning a classification. Similarly, Figure 3.5 is a heat map of the 
transposed P matrix, with color brightness and darkness correlating to feature 
importance in assigning an annotation.  
Secondly, each figure identifies the range of the five mid-level image feature 
types within the W or P matrix. The varying color intensity of the different features within 
each label demonstrates that the group L1-norm constraint from our objective function 
 




manifests itself in the function’s solution. The group L1- norm weights the importance of 
a feature type as a whole and its influence is seen in the brightness of colors among the 
different feature types. For example, in Figure 3.4 the second row from the bottom is for 
the classification “clouds.” Within this row, the brightest section is wavelet texture and 
the darkest section is edge direction histogram. This matches intuition because there is 
no one shape for clouds but there is a common texture. The difference in the weighting 
of feature types for a classification support that the intended effects of the group L1-
norm are successful.   
Finally, the L2,1-norm weighs features across classifications and annotations 
simultaneously. In Figure 3.4 and Figure 3.5, the vertical stripes for the various features 
demonstrate the effects of the L2,1-norm. Colored stripes and colors of high intensity 
within the entire column represent features of high importance. Overall, the information 
extracted from Figure 3.4 and Figure 3.5 confirms the influence of the group L1 and L2,1-
norms in our objective function.  
Based on the information displayed in Figure 3.4 and Figure 3.5, Figure 3.6 
demonstrates a correlation between weighting of features for the different classification-
annotation pair. Figure 3.7 shows the number of images in the dataset that share a 
classification-annotation pair and is represented on a logarithmic based scale to 
minimize the effects of skewed data. Comparing these two figures reveals that our 
algorithm generates a weighting matrix that accounts for connections between 
classifications and annotations. In Figure 3.6, bluer colors represent opposite parameter 






Figure 3.5  Heat map of PT matrix normalized on each annotation. 
 




very similar parameter vectors. Finally, green colors show a lack of correlation between 
parameter vectors. In Figure 3.7, bluer colors show fewer images sharing a particular 
classification-annotation pair, while redder colors reveal more images with that specific 
pair. Similar colors for a cell in one graph compared to a corresponding cell in the other 
graph suggest that our algorithm builds a model which appropriately matches the 
correlation of classifications and annotations in the dataset. For example, “building”-
“night” has very similar coloration in both figures. This is appropriate because there are 
a large number of images with the labels “building” and “night.” Therefore, it is logical 
that the model looks for similar features for both labels. Figures 8 through 11 graphically 
confirm that the model built by the algorithm in this research utilizes multiple feature 
types in image labeling and appropriately correlates a classification with annotations.  
3.4 Generation of Results: Accuracy, Precision, Recall, and F1 
 Section 2.4.1 introduced the input and output formats for the data used in this 
research. Matrices Y and Y1 contain the respective classification and annotation 
assignments for images. We compare these outputs to the expected results of the 
testing data and present the comparisons as accuracy, precision, recall, and F1 (for 
annotations only). Additionally, we compare the classification and annotation metrics 
from the model used in this research to several competing methods. 
In a supervised learning model, the data tested against has pre-existing, accepted 
labels assigned to each image. There are four possible categories to identify predictions 
in relation to the actual values. These categories are true positive, false positive, true 
negative, and false negative.  True positives results when a method’s prediction and 





Figure 3.7  Heat map of shared classification-annotation pairs (logistically scaled). Scaling mitigates effects of 
skew in data. 
 
Figure 3.6  Heat map of weighting structures between classifications and annotations. 
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prediction and actual data point are false. False positives result when the method 
predicts true, but the actual value is false. Similarly, a false negative occurs when the 
method predicts false, but the actual value is true. For this project, our model correlates 
classifications and annotations to an image in one of two ways. The first is a value of 1, 
which means that the image has that label. The second is a value of 0, which means 
that the image does not have that label. Therefore, for a true positive, both the model’s 
prediction and the actual data point have a value of 1 for a classification image pair. We 
analyze the occurrence frequency of these four categories, in order to compute the 
generalized prediction performance measures of accuracy, precision, recall, and F1. 
Accuracy indicates the model’s ability to make correct predictions.  This metric is 
the sum of true positives and true negatives divided by the total number of predictions. 
The total number of predictions is the sum of true positives, true negatives, false 
positives, and false negatives [37]. Although accuracy is a good indicator of 
correctness, it can be misleading in the presence of skewed data. Our data set is 
inherently skewed since our model only assigns one classification per image and there 
are five other classifications not assigned. Thus, there are many more classifications 
that an image is not, as compared to the one classification given to the image. A trivial 
method predicts all classification image pairs as false and predicts five of the six 
classifications correctly, even though they do not indicate any classification for the 
image. The resulting accuracy of this trivial model is 83.3%. Accuracy alone does not 
provide much useful information, but in conjunction with precision and recall it is much 
more insightful.  
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Precision is the percentage of the number of positive guesses a model makes 
correctly. Mathematically, this metric is the number of true positives divided by the sum 
of true positives and false positives. Recall is the percentage of the number of true 
values in the data set that a model correctly predicts. In other words, recall is the 
number of true positives divided by the sum of the number of true positives and the 
number of false negatives [37]. Precision and recall better measure a model’s 
effectiveness at predicting skewed data. In the trivial model presented above, 0% is the 
score for both precision and recall. This is true, since the model does not attempt to 
make a positive prediction for any image. Similar to accuracy, precision and recall are 
misleading if viewed alone because models can produce very high scores for any one of 
these metrics without actually using the given data to predict results.   
F1, the additional measurement for annotations, is a harmonic mean of precision 
and recall and is calculated as follows:  
𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (3.4)  
This measurement is a weighted average of precision and recall and is a greater 
indicator of a method’s ability to correctly predict an annotation [37]. The F1 
measurement is more influenced by a low score of either precision or recall than the 
standard arithmetic mean of those two values. This means that a low score of precision 
or recall results in a lower F1 value than is generated using the arithmetic mean. Since 
the F1 score is more heavily influenced by low scores than it is by high scores, to obtain 
a higher F1 score neither precision nor recall can be small percentages. The concurrent 
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analyses of accuracy, precision, recall, and, when appropriate, F1 allows for sufficient 
examination of model efficacy. 
3.5 Classification Results 
 This section explores the performance of the multimodal heterogeneous image 
feature model in identifying single classifications for an image, as compared to SVM and 
kNN baseline methods. SVM generates the best hyperplane to separate the data into 
different groups [38]. kNN assigns a label based on the labels of the k nearest data 
points [39]. Table 1 shows that our method has the highest accuracy and maintains a 
competitive precision, as compared to SVM, 1 NN, and 3 NN classification methods.  
To compare our method against the combination models for both linear and 
Gaussian kernels, we adapted the code from Yu et al. [40]. Yu el al. analyzed multi-
SVM kernel combination models L1, L2, L∞ [19]. Table 2 shows the same results against 
MultiSVM classifiers; however, for this table, all measurements of precision and recall 
are equivalent for each method and are shown as one column. Precision and recall are 
equal when models can make only one positive prediction and there exists only one true 
value. When the model follows this structure, if the prediction is incorrect there will be 
one false negative prediction and one false positive prediction. Therefore, the number of 
false positives and false negatives are equivalent, resulting in recall and precision being 
equal, as well.  
In addition to comparing our method to the MultiSVM classifiers, in Tables 3 




Table 3.1  Classification accuracy comparing our method, SVM, and KNN classifiers. 
Method Accuracy Precision Recall
Ours 81.54% 44.61% 44.61%
SVN 79.79% 43.42% 70.22%
1 NN 72.41% 17.24% 17.24%
3 NN 70.57% 11.70% 11.70%  
Table 3.2  Classification accuracy comparing our method and MultiSVM methods. 
Method Accuracy Precision/Recall
Ours 81.535% 44.606%
MultiSVM L1 Linear 81.674% 45.023%
MultiSVM L2 Linear 78.995% 36.985%
MultiSVM L∞ Linear 78.252% 34.756%
MultiSVM L1 RBF 78.564% 35.693%
MultiSVM L2 RBF 76.267% 28.800%
MultiSVM L∞ RBF 79.932% 39.796%  
individually. There are two main points of interest to consider when examining these 
tables. First, we ignore rows highlighted in red due to the model producing no usable 
predictions for that particular classification. These values are not usable because the 
model does not make positive predictions and therefore does not classify images in 
regards to the classification. This only occurs for three of the MultiSVM models and 
does not occur for our model. Secondly, within each column, the bolded value indicates 
the best performance among the models.  
Table 3.3  Prediction results for "buildings" 
classification.  
Method Accuracy Precision Recall
Ours 88.42% 34.25% 35.89%
MultiSVM L1 Linear 88.86% 22.60% 33.56%
MultiSVM L2 Linear 87.30% 17.35% 23.46%
MultiSVM L∞ Linear 81.95% 47.26% 24.56%
MultiSVM L1 RBF 87.28% 21.46% 26.04%
MultiSVM L2 RBF 78.76% 28.77% 15.11%
MultiSVM L∞ RBF 88.57% 16.67% 28.40%
 
Table 3.4  Prediction results for "clouds" classification.  
Method Accuracy Precision Recall
Ours 89.86% 10.25% 18.50%
MultiSVM L1 Linear 92.48% 0.00% 0.00%
MultiSVM L2 Linear 83.94% 9.97% 7.47%
MultiSVM L∞ Linear 92.48% 0.00% 0.00%
MultiSVM L1 RBF 76.49% 27.15% 10.17%
MultiSVM L2 RBF 85.99% 10.25% 9.59%




Table 3.5  Prediction results for "grass" classification.  
Method Accuracy Precision Recall
Ours 90.23% 17.94% 19.57%
MultiSVM L1 Linear 90.00% 29.24% 24.79%
MultiSVM L2 Linear 83.15% 35.55% 14.82%
MultiSVM L∞ Linear 73.80% 46.18% 11.26%
MultiSVM L1 RBF 93.65% 0.00% 0.00%
MultiSVM L2 RBF 93.54% 0.33% 9.09%
MultiSVM L∞ RBF 93.00% 2.33% 14.29%
 
Table 3.6  Prediction results for "plants" classification.  
Method Accuracy Precision Recall
Ours 90.23% 17.94% 19.57%
MultiSVM L1 Linear 90.00% 29.24% 24.79%
MultiSVM L2 Linear 83.15% 35.55% 14.82%
MultiSVM L∞ Linear 73.80% 46.18% 11.26%
MultiSVM L1 RBF 93.65% 0.00% 0.00%
MultiSVM L2 RBF 93.54% 0.33% 9.09%
MultiSVM L∞ RBF 93.00% 2.33% 14.29%
 
Table 3.7  Prediction results for "sky" classification. 
Method Accuracy Precision Recall
Ours 72.82% 10.57% 48.41%
MultiSVM L1 Linear 71.24% 25.69% 44.34%
MultiSVM L2 Linear 66.14% 36.65% 37.11%
MultiSVM L∞ Linear 69.62% 27.08% 40.58%
MultiSVM L1 RBF 72.43% 6.56% 42.93%
MultiSVM L2 RBF 67.91% 9.41% 24.95%
MultiSVM L∞ RBF 69.60% 24.38% 39.70%
 
Table 3.8  Prediction results for "waterfall" 
classification.  
Method Accuracy Precision Recall
Ours 63.45% 76.95% 54.54%
MultiSVM L1 Linear 59.83% 73.97% 51.45%
MultiSVM L2 Linear 63.83% 46.94% 58.55%
MultiSVM L∞ Linear 63.74% 39.54% 60.30%
MultiSVM L1 RBF 58.87% 63.74% 50.75%
MultiSVM L2 RBF 52.33% 46.60% 43.59%
MultiSVM L∞ RBF 59.75% 65.03% 51.58%
 
 
Table 9 displays the occurrence frequency of outperformance for each model 
among the three metrics. Considering each classification, our model outperforms the 
MultiSVM models in accuracy, precision, and recall as follows: i) Accuracy: “clouds” and 
“sky;” ii) Precision: “grass” and “waterfall;” iii) Recall: “buildings,” “clouds,” and “sky.”  
Table 3.9  Occurrence frequency of outperformance for classification metrics. 
Method Accuracy Precision Recall Total
Ours 2 2 3 7
MultiSVM L1 Linear 1 0 1 2
MultiSVM L2 Linear 2 1 1 4
MultiSVM L∞ Linear 0 2 1 3
MultiSVM L1 RBF 0 1 0 1
MultiSVM L2 RBF 1 0 0 1
MultiSVM L∞ RBF 0 0 0 0  
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Not only do we compare our method’s predictive ability to that of others, we also 
compare its structuring of data. The multi-SVM methods assign an explicit weight to the 
different feature types. Feature types with higher weights are more important for 
classification than feature types with lower weights. Our method does not assign an 
explicit weight like the MultiSVM methods; however, by analyzing the W matrix, we 
generate a similar comparative weighting system. By looking at the values of the W 
matrix that correlate to a particular feature type, we extract how important that section is 
to each classification. This then provides us with a similar weighting system to the theta 
values used in the MultiSVM methods. Tables 10 through 15 show the similarity of the 
theta values generated by our method and the MultiSVM methods. 
 Matlab’s corrcoef function creates the similarity measurements displayed in 
Tables 10 through 15 [41]. This function returns a value between negative one and 
positive one, describing the correlation between theta values. Negative one indicates 
that the theta values of two methods are exactly the opposite, whereas a positive one 
indicates that the theta values of two methods are exactly the same. Values close to 
zero suggest that there is very little correlation between the two lists. Shown in Table 
11, our model’s theta values correlate best to all MultiSVM methods for the classification 
“clouds.” The results in Tables 3 through 8 show the predictive power of our method for 
classifications, while Tables 10 through 15 show the similarity in structure of our method 




Table 3.10  Theta comparison for “buildings” classification.  
Ours L1 Linear L2 Linear L∞ Linear L1 RBF L2 RBF L∞ RBF
Ours - 0.4585 0.6869 0.4422 0.5579 0.4568 0.6174
MultiSVM L1 Linear 0.4585 - 0.8386 0.9675 0.9799 0.9551 0.2350
MultiSVM L2 Linear 0.6869 0.8386 - 0.9156 0.8732 0.9243 0.7260
MultiSVM L∞ Linear 0.4422 0.9675 0.9156 - 0.9626 0.9978 0.4206
MultiSVM L1 RBF 0.5579 0.9799 0.8732 0.9626 - 0.9625 0.3210
MultiSVM L2 RBF 0.4568 0.9551 0.9243 0.9978 0.9625 - 0.4524
MultiSVM L∞ RBF 0.6174 0.2350 0.7260 0.4206 0.3210 0.4524 -  
Table 3.11  Theta comparison for “clouds” classification.  
Ours L1 Linear L2 Linear L∞ Linear L1 RBF L2 RBF L∞ RBF
Ours - 0.7953 0.9059 0.9184 0.9177 0.9168 0.9375
MultiSVM L1 Linear 0.7953 - 0.9730 0.6168 0.7713 0.6150 0.6921
MultiSVM L2 Linear 0.9059 0.9730 - 0.7275 0.8335 0.7255 0.8281
MultiSVM L∞ Linear 0.9184 0.6168 0.7275 - 0.9481 1.0000 0.8107
MultiSVM L1 RBF 0.9177 0.7713 0.8335 0.9481 - 0.9464 0.7353
MultiSVM L2 RBF 0.9168 0.6150 0.7255 1.0000 0.9464 - 0.8108
MultiSVM L∞ RBF 0.9375 0.6921 0.8281 0.8107 0.7353 0.8108 -  
Table 3.12  Theta comparison for “grass” classification.  
Ours L1 Linear L2 Linear L∞ Linear L1 RBF L2 RBF L∞ RBF
Ours - 0.3424 0.6653 0.7221 0.3900 0.4856 0.6524
MultiSVM L1 Linear 0.3424 - 0.8083 0.8801 0.9101 0.9551 0.6979
MultiSVM L2 Linear 0.6653 0.8083 - 0.9566 0.8209 0.9432 0.8991
MultiSVM L∞ Linear 0.7221 0.8801 0.9566 - 0.8814 0.9526 0.8922
MultiSVM L1 RBF 0.3900 0.9101 0.8209 0.8814 - 0.9232 0.8831
MultiSVM L2 RBF 0.4856 0.9551 0.9432 0.9526 0.9232 - 0.8410
MultiSVM L∞ RBF 0.6524 0.6979 0.8991 0.8922 0.8831 0.8410 -  
Table 3.13  Theta comparison for “plants” classification.  
Ours L1 Linear L2 Linear L∞ Linear L1 RBF L2 RBF L∞ RBF
Ours - 0.6653 0.9588 0.8026 0.8515 0.8053 -0.2745
MultiSVM L1 Linear 0.6653 - 0.8329 0.9604 0.9408 0.9465 0.4599
MultiSVM L2 Linear 0.9588 0.8329 - 0.9358 0.9354 0.9360 -0.0322
MultiSVM L∞ Linear 0.8026 0.9604 0.9358 - 0.9448 0.9982 0.3129
MultiSVM L1 RBF 0.8515 0.9408 0.9354 0.9448 - 0.9282 0.1449
MultiSVM L2 RBF 0.8053 0.9465 0.9360 0.9982 0.9282 - 0.3166
MultiSVM L∞ RBF -0.2745 0.4599 -0.0322 0.3129 0.1449 0.3166 -  
Table 3.14  Theta comparison for “sky” classification.  
Ours L1 Linear L2 Linear L∞ Linear L1 RBF L2 RBF L∞ RBF
Ours - 0.3555 0.9567 0.9959 0.9640 0.9931 0.6717
MultiSVM L1 Linear 0.3555 - 0.2681 0.2860 0.3424 0.2470 0.5381
MultiSVM L2 Linear 0.9567 0.2681 - 0.9580 0.9314 0.9542 0.5316
MultiSVM L∞ Linear 0.9959 0.2860 0.9580 - 0.9741 0.9986 0.6778
MultiSVM L1 RBF 0.9640 0.3424 0.9314 0.9741 - 0.9634 0.7939
MultiSVM L2 RBF 0.9931 0.2470 0.9542 0.9986 0.9634 - 0.6505
MultiSVM L∞ RBF 0.6717 0.5381 0.5316 0.6778 0.7939 0.6505 -  
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Table 3.15  Theta comparison for “waterfall” classification.  
Ours L1 Linear L2 Linear L∞ Linear L1 RBF L2 RBF L∞ RBF
Ours - 0.3511 0.8972 0.9688 0.8656 -0.1054 0.8133
MultiSVM L1 Linear 0.3511 - 0.3532 0.5659 0.4036 -0.5884 -0.1626
MultiSVM L2 Linear 0.8972 0.3532 - 0.9010 0.9077 -0.4227 0.5655
MultiSVM L∞ Linear 0.9688 0.5659 0.9010 - 0.8893 -0.2895 0.6552
MultiSVM L1 RBF 0.8656 0.4036 0.9077 0.8893 - -0.5132 0.5446
MultiSVM L2 RBF -0.1054 -0.5884 -0.4227 -0.2895 -0.5132 - 0.4377
MultiSVM L∞ RBF 0.8133 -0.1626 0.5655 0.6552 0.5446 0.4377 -  
3.5.1 Effectiveness of Fusing Multimodal Heterogeneous Image Features for 
Classifications 
 Results from Tables 3 through 8 show that our method is competitive in regards 
to the six classifications. None of these classifications had the highest measurement for 
all three metrics, but “clouds” and “sky” had the greatest measurements for two of the 
three metrics. Additionally, for some classifications, “buildings” and “waterfall,” the 
metric value was highly competitive compared to the top performing models. For other 
classifications, including “plants” and “grass,” our method performed worse than the 
other models across multiple measurements. This demonstrates that although our 
model may lack in classifying certain images, overall it is competitive to other models. 
Tables 10 through 15 show the correlation between image feature type weights 
for our model and MultiSVM models. Specifically, in Table 11 our model’s structure 
highly correlates to other models when classifying “clouds.” Our model also performs 
best for accuracy and precision of “clouds,” as seen in Table 4. These two results 
suggest the following: i) when predicting “clouds” our model’s structure for classifying by 
feature type is very similar to that of other models; ii) the weightings of individual 
features within each image feature type is better in our method.  
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3.6 Annotation Results 
This section examines the performance of the multimodal heterogeneous image 
feature model in identifying multiple annotations for an image, as compared to MLKLE, 
MLSI, Greens, and MLHF. To account for multi-label correlations, MLKLE reduces high 
dimensional data into low dimensional space [16] and MLSI extends principle 
component analysis  [42]. Greens function performs semi supervised learning by 
performing label predictions on graphs [14]. MLHF generalizes harmonic function 
methods to address ambiguity in multi label classification [43]. 
Table 16 displays the overall results of the annotation experiments for our model, 
the MLKLE, MLSI, Greens, and MLHF models. For each individual annotation, macro 
accuracy, macro precision, and macro recall average the accuracy, precision, and recall 
measurements, respectively.. The macro-metrics show that our method is significantly 
higher in the Macro F1 measurement (0.2212) and Macro Recall (0.6058), while 
remaining competitive in other measurements. 
Table 3.16  Overall macro annotation results. 
Macro Precision Macro Recall Macro Accuracy Macro F1
OURS 0.1353 0.6058 0.6345 0.2212
MLKLE 1KNN 0.1599 0.1628 0.8550 0.1613
MLKLE 3KNN 0.2301 0.0876 0.8967 0.1269
MLSI 1KNN 0.1148 0.1153 0.8480 0.1151
MLSI 3KNN 0.1411 0.0442 0.8950 0.0674
Greens 0.0878 0.4409 0.5595 0.1463
MLHF30% 0.0878 0.3071 0.6671 0.1365
MLHF10% 0.0875 0.1021 0.8319 0.0942  
Tables 17 to 46 display results for each of the 30 annotations across the seven 
different competing methods. We calculated the accuracy, precision, and recall 
measurements in the same fashion as classifications and calculate F1 measurements 
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according to the technique described in section 3.4. Similar to classifications, we ignore 
rows highlighted in red and focus on bolded values.  
Table 3.17  Performance metrics for “nature” 
annotation. 
Accuracy Recall Precision F1
ours 59.100% 55.858% 25.723% 0.352
mlsi_1nn 67.701% 21.339% 20.339% 0.208
mlsi_3nn 73.490% 10.879% 19.810% 0.140
mlkle_3nn 74.615% 17.050% 27.674% 0.211
mlkle_1nn 69.596% 24.582% 24.127% 0.244
mlhf_30% 63.599% 33.891% 22.500% 0.270
mlhf_10% 75.385% 13.285% 26.458% 0.177
greens 73.928% 12.971% 22.794% 0.165  
Table 3.18  Performance metrics for “sky” annotation. 
Accuracy Recall Precision F1
ours 56.497% 55.469% 9.995% 0.169
mlsi_1nn 85.173% 8.333% 8.163% 0.082
mlsi_3nn 90.275% 1.302% 5.376% 0.021
mlkle_3nn 90.275% 3.125% 11.215% 0.049
mlkle_1nn 85.631% 9.896% 9.948% 0.099
mlhf_30% 67.472% 34.115% 9.097% 0.144
mlhf_10% 83.673% 10.417% 8.333% 0.093
greens 77.259% 26.302% 11.099% 0.156  
Table 3.19  Performance metrics for “blue” annotation. 
Accuracy Recall Precision F1
ours 68.013% 79.749% 29.103% 0.426
mlsi_1nn 74.990% 15.642% 15.797% 0.157
mlsi_3nn 80.841% 5.726% 14.336% 0.082
mlkle_3nn 82.112% 10.475% 25.597% 0.149
mlkle_1nn 76.864% 21.648% 21.986% 0.218
mlhf_30% 67.222% 40.642% 20.208% 0.270
mlhf_10% 79.342% 14.246% 21.250% 0.171
greens 66.181% 40.503% 19.489% 0.263  
Table 3.20  Performance metrics for “water” annotation. 
Accuracy Recall Precision F1
ours 66.410% 50.912% 37.554% 0.432
mlsi_1nn 62.661% 24.876% 25.274% 0.251
mlsi_3nn 66.764% 16.003% 24.871% 0.195
mlkle_3nn 67.076% 21.476% 29.003% 0.247
mlkle_1nn 63.432% 29.934% 28.381% 0.291
mlhf_30% 60.766% 31.592% 26.458% 0.288
mlhf_10% 70.096% 10.365% 26.042% 0.148
greens 66.285% 21.973% 28.102% 0.247  
Table 3.21  Performance metrics for “clouds” 
annotation. 
Accuracy Recall Precision F1
ours 61.703% 54.583% 7.039% 0.125
mlsi_1nn 90.171% 5.833% 5.385% 0.056
mlsi_3nn 94.044% 0.000% 0.000% 0.000
mlkle_3nn 94.148% 1.667% 8.163% 0.028
mlkle_1nn 90.379% 4.583% 4.508% 0.045
mlhf_30% 67.389% 23.750% 3.958% 0.068
mlhf_10% 85.631% 6.250% 3.125% 0.042
greens 20.367% 86.667% 5.200% 0.098  
Table 3.22  Performance metrics for “red” annotation. 
Accuracy Recall Precision F1
ours 70.658% 57.764% 12.748% 0.209
mlsi_1nn 87.359% 5.901% 5.882% 0.059
mlsi_3nn 92.149% 0.621% 3.390% 0.010
mlkle_3nn 92.732% 5.280% 27.869% 0.089
mlkle_1nn 89.213% 12.733% 14.748% 0.137
mlhf_30% 69.180% 43.789% 9.792% 0.160
mlhf_10% 85.506% 16.460% 11.042% 0.132





Table 3.23  Performance metrics for “green” annotation. 
Accuracy Recall Precision F1
ours 69.658% 76.296% 18.503% 0.298
mlsi_1nn 85.256% 7.160% 8.033% 0.076
mlsi_3nn 89.817% 1.728% 7.143% 0.028
mlkle_3nn 90.400% 7.654% 26.271% 0.119
mlkle_1nn 86.985% 15.802% 18.391% 0.170
mlhf_30% 68.159% 39.012% 10.972% 0.171
mlhf_10% 83.778% 13.086% 11.042% 0.120
greens 79.238% 25.185% 12.814% 0.170  
Table 3.24  Performance metrics for “bravo” annotation. 
Accuracy Recall Precision F1
ours 66.535% 31.807% 8.538% 0.135
mlsi_1nn 85.631% 8.142% 8.864% 0.085
mlsi_3nn 90.275% 1.272% 5.952% 0.021
mlkle_3nn 90.546% 2.036% 10.390% 0.034
mlkle_1nn 85.881% 10.433% 11.172% 0.108
mlhf_30% 67.993% 37.659% 10.278% 0.161
mlhf_10% 84.152% 14.249% 11.667% 0.128
greens 84.548% 9.415% 8.747% 0.091  
Table 3.25  Performance metrics for “landscape” 
annotation. 
 
Accuracy Recall Precision F1
ours 65.785% 50.361% 12.697% 0.203
mlsi_1nn 83.840% 9.157% 8.696% 0.089
mlsi_3nn 89.192% 2.410% 8.065% 0.037
mlkle_3nn 89.109% 4.819% 13.514% 0.071
mlkle_1nn 84.673% 14.458% 13.605% 0.140
mlhf_30% 64.827% 20.000% 5.764% 0.089
mlhf_10% 82.237% 5.060% 4.375% 0.047
greens 43.836% 62.651% 9.279% 0.162  




Accuracy Recall Precision F1
ours 10.683% 93.801% 7.542% 0.140
mlsi_1nn 85.610% 7.278% 7.219% 0.072
mlsi_3nn 90.483% 0.809% 3.261% 0.013
mlkle_3nn 90.754% 1.078% 4.938% 0.018
mlkle_1nn 86.568% 8.625% 9.467% 0.090
mlhf_30% 67.035% 30.728% 7.917% 0.126
mlhf_10% 83.903% 10.512% 8.125% 0.092
greens 53.748% 49.326% 8.258% 0.141  
Table 3.27  Performance metrics for “sunset” 
annotation. 
Accuracy Recall Precision F1
ours 72.220% 70.769% 21.142% 0.326
mlsi_1nn 83.361% 8.132% 8.852% 0.085
mlsi_3nn 89.005% 1.538% 8.046% 0.026
mlkle_3nn 89.546% 7.912% 30.252% 0.125
mlkle_1nn 86.131% 16.264% 20.613% 0.182
mlhf_30% 70.033% 50.110% 15.833% 0.241
mlhf_10% 84.486% 20.879% 19.792% 0.203
greens 73.032% 41.319% 15.461% 0.225  
Table 3.28  Performance metrics for “light” annotation. 
Accuracy Recall Precision F1
ours 65.764% 35.714% 5.725% 0.099
mlsi_1nn 89.900% 3.571% 3.586% 0.036
mlsi_3nn 94.044% 0.794% 5.263% 0.014
mlkle_3nn 93.940% 1.190% 6.667% 0.020
mlkle_1nn 90.650% 6.746% 7.359% 0.070
mlhf_30% 68.222% 32.937% 5.764% 0.098
mlhf_10% 85.923% 11.111% 5.833% 0.077
greens 71.220% 37.698% 7.197% 0.121  
Table 3.29  Performance metrics for “sea” annotation. 
 
Accuracy Recall Precision F1
ours 75.698% 63.229% 31.473% 0.420
mlsi_1nn 75.864% 15.097% 14.595% 0.148
mlsi_3nn 82.153% 6.129% 15.185% 0.087
mlkle_3nn 83.340% 13.453% 28.939% 0.184
mlkle_1nn 78.384% 21.226% 21.746% 0.215
mlhf_30% 67.743% 41.854% 19.444% 0.266
mlhf_10% 80.571% 16.143% 22.500% 0.188
greens 73.719% 27.055% 18.953% 0.223  
Table 3.30  Performance metrics for “night” annotation. 
Accuracy Recall Precision F1
ours 82.778% 68.927% 25.390% 0.371
mlsi_1nn 87.276% 7.910% 8.946% 0.084
mlsi_3nn 91.816% 0.847% 6.667% 0.015
mlkle_3nn 92.066% 14.124% 39.370% 0.208
mlkle_1nn 88.776% 23.729% 23.796% 0.238
mlhf_30% 68.347% 38.701% 9.514% 0.153
mlhf_10% 84.173% 10.452% 7.708% 0.089
greens 75.302% 39.831% 12.657% 0.192  
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Table 3.31  Performance metrics for “beach” 
annotation. 
Accuracy Recall Precision F1
ours 65.348% 57.171% 16.974% 0.262
mlsi_1nn 80.175% 8.527% 8.397% 0.085
mlsi_3nn 86.610% 4.070% 12.426% 0.061
mlkle_3nn 86.776% 6.977% 18.848% 0.102
mlkle_1nn 81.237% 16.473% 15.315% 0.159
mlhf_30% 64.098% 22.481% 8.056% 0.119
mlhf_10% 80.633% 6.395% 6.875% 0.066
greens 36.256% 69.961% 11.050% 0.191  
Table 3.32  Performance metrics for “city” annotation. 
Accuracy Recall Precision F1
ours 57.330% 67.069% 10.268% 0.178
mlsi_1nn 87.110% 5.438% 5.556% 0.055
mlsi_3nn 91.962% 0.604% 3.390% 0.010
mlkle_3nn 91.858% 4.834% 17.391% 0.076
mlkle_1nn 87.151% 15.106% 12.953% 0.139
mlhf_30% 65.702% 18.731% 4.306% 0.070
mlhf_10% 83.569% 3.323% 2.292% 0.027
greens 56.643% 51.662% 8.170% 0.141  
Table 3.33  Performance metrics for “travel” annotation. 
Accuracy Recall Precision F1
ours 49.521% 60.129% 7.519% 0.134
mlsi_1nn 87.943% 7.074% 7.051% 0.071
mlsi_3nn 92.545% 1.608% 8.772% 0.027
mlkle_3nn 92.357% 2.572% 11.111% 0.042
mlkle_1nn 88.630% 8.039% 8.772% 0.084
mlhf_30% 67.368% 29.582% 6.389% 0.105
mlhf_10% 85.194% 12.862% 8.333% 0.101
greens 21.283% 84.566% 6.583% 0.122  
Table 3.34  Performance metrics for “trees” annotation. 
Accuracy Recall Precision F1
ours 63.265% 47.697% 8.286% 0.141
mlsi_1nn 88.109% 9.539% 8.923% 0.092
mlsi_3nn 92.420% 1.974% 8.333% 0.032
mlkle_3nn 92.691% 3.947% 16.901% 0.064
mlkle_1nn 88.546% 9.211% 9.272% 0.092
mlhf_30% 66.514% 22.368% 4.722% 0.078
mlhf_10% 84.298% 4.934% 3.125% 0.038
greens 36.193% 74.342% 7.036% 0.129  
Table 3.35  Performance metrics for “reflection” 
annotation. 
Accuracy Recall Precision F1
ours 24.406% 80.628% 7.971% 0.145
mlsi_1nn 85.735% 8.377% 8.719% 0.085
mlsi_3nn 90.462% 2.094% 8.696% 0.034
mlkle_3nn 90.004% 2.880% 9.167% 0.044
mlkle_1nn 85.235% 10.995% 10.219% 0.106
mlhf_30% 66.431% 27.487% 7.292% 0.115
mlhf_10% 82.965% 5.759% 4.583% 0.051
greens 59.288% 37.435% 7.692% 0.128  
Table 3.36  Performance metrics for “tree” annotation. 
 
Accuracy Recall Precision F1
ours 65.973% 52.692% 8.313% 0.144
mlsi_1nn 90.171% 6.154% 6.557% 0.063
mlsi_3nn 93.857% 1.538% 9.302% 0.026
mlkle_3nn 93.690% 1.923% 9.434% 0.032
mlkle_1nn 89.275% 7.308% 6.485% 0.069
mlhf_30% 67.139% 23.462% 4.236% 0.072
mlhf_10% 85.131% 5.000% 2.708% 0.035
greens 32.924% 76.923% 5.951% 0.110  
Table 3.37  Performance metrics for “sun” annotation. 
Accuracy Recall Precision F1
ours 67.389% 50.385% 8.355% 0.143
mlsi_1nn 89.921% 5.385% 5.556% 0.055
mlsi_3nn 94.023% 1.154% 9.091% 0.020
mlkle_3nn 93.940% 1.538% 10.256% 0.027
mlkle_1nn 90.629% 4.231% 5.189% 0.047
mlhf_30% 69.679% 46.923% 8.472% 0.144
mlhf_10% 86.506% 17.692% 9.583% 0.124
greens 73.698% 33.077% 7.319% 0.120  
Table 3.38  Performance metrics for “winter” 
annotation. 
Accuracy Recall Precision F1
ours 71.470% 57.585% 13.108% 0.214
mlsi_1nn 87.193% 6.811% 6.548% 0.067
mlsi_3nn 92.003% 0.929% 4.478% 0.015
mlkle_3nn 91.670% 9.598% 22.302% 0.134
mlkle_1nn 86.610% 14.551% 11.353% 0.128
mlhf_30% 65.160% 13.932% 3.125% 0.051
mlhf_10% 83.694% 3.096% 2.083% 0.025




Table 3.39  Performance metrics for “ocean” 
annotation. 
Accuracy Recall Precision F1
ours 79.696% 63.040% 34.622% 0.447
mlsi_1nn 77.343% 16.160% 15.188% 0.157
mlsi_3nn 83.632% 5.760% 15.451% 0.084
mlkle_3nn 84.777% 14.240% 31.338% 0.196
mlkle_1nn 80.321% 23.040% 23.684% 0.234
mlhf_30% 67.784% 41.440% 17.986% 0.251
mlhf_10% 81.112% 15.840% 20.625% 0.179
greens 74.740% 24.480% 17.114% 0.201  
Table 3.40  Performance metrics for “snow” annotation. 
Accuracy Recall Precision F1
ours 72.532% 67.273% 20.122% 0.310
mlsi_1nn 82.382% 11.591% 10.039% 0.108
mlsi_3nn 88.088% 4.545% 11.628% 0.065
mlkle_3nn 88.047% 13.864% 23.828% 0.175
mlkle_1nn 82.049% 20.227% 14.833% 0.171
mlhf_30% 62.641% 9.773% 2.986% 0.046
mlhf_10% 81.341% 2.727% 2.500% 0.026
greens 49.938% 75.909% 12.690% 0.217  
Table 3.41  Performance metrics for “river” annotation. 
Accuracy Recall Precision F1
ours 59.038% 51.793% 6.579% 0.117
mlsi_1nn 90.546% 8.765% 8.907% 0.088
mlsi_3nn 93.857% 0.398% 2.174% 0.007
mlkle_3nn 93.919% 2.390% 11.321% 0.039
mlkle_1nn 90.004% 6.773% 6.464% 0.066
mlhf_30% 66.410% 15.538% 2.708% 0.046
mlhf_10% 85.027% 2.390% 1.250% 0.016
greens 38.838% 72.510% 5.967% 0.110  
Table 3.42  Performance metrics for “lake” annotation. 
Accuracy Recall Precision F1
ours 51.958% 66.474% 9.500% 0.166
mlsi_1nn 87.110% 7.803% 8.257% 0.080
mlsi_3nn 91.712% 1.445% 8.065% 0.025
mlkle_3nn 90.754% 2.023% 6.250% 0.031
mlkle_1nn 86.297% 8.382% 7.838% 0.081
mlhf_30% 65.389% 17.919% 4.306% 0.069
mlhf_10% 83.299% 3.468% 2.500% 0.029
greens 34.923% 78.035% 8.135% 0.147  
Table 3.43  Performance metrics for “mountains”  
annotation. 
 
Accuracy Recall Precision F1
ours 69.679% 69.466% 11.682% 0.200
mlsi_1nn 89.130% 7.252% 6.376% 0.068
mlsi_3nn 93.524% 2.290% 9.836% 0.037
mlkle_3nn 93.607% 3.053% 13.115% 0.050
mlkle_1nn 89.650% 9.924% 9.059% 0.095
mlhf_30% 65.889% 12.214% 2.222% 0.038
mlhf_10% 85.048% 4.580% 2.500% 0.032
greens 35.923% 79.771% 6.465% 0.120  
Table 3.44  Performance metrics for “boat” annotation. 
 
 
Accuracy Recall Precision F1
ours 66.368% 51.485% 6.416% 0.114
mlsi_1nn 91.816% 4.950% 4.739% 0.048
mlsi_3nn 95.564% 0.990% 13.333% 0.018
mlkle_3nn 95.106% 0.990% 5.405% 0.017
mlkle_1nn 91.566% 4.950% 4.484% 0.047
mlhf_30% 67.847% 24.257% 3.403% 0.060
mlhf_10% 86.172% 4.455% 1.875% 0.026
greens 29.529% 76.238% 4.413% 0.083  
Table 3.45  Performance metrics for “mountain” 
annotation. 
Accuracy Recall Precision F1
ours 67.784% 67.376% 11.550% 0.197
mlsi_1nn 88.984% 4.965% 5.091% 0.050
mlsi_3nn 92.878% 0.355% 1.613% 0.006
mlkle_3nn 92.691% 4.610% 13.684% 0.069
mlkle_1nn 88.755% 10.638% 9.434% 0.100
mlhf_30% 65.723% 13.475% 2.639% 0.044
mlhf_10% 84.590% 3.901% 2.292% 0.029
greens 36.839% 78.369% 6.921% 0.127  




Accuracy Recall Precision F1
ours 63.578% 55.455% 3.464% 0.065
mlsi_1nn 95.668% 0.000% 0.000% 0.000
mlsi_3nn 97.626% 0.000% 0.000% 0.000
mlkle_3nn 97.626% 0.000% 0.000% 0.000
mlkle_1nn 95.918% 1.818% 2.222% 0.020
mlhf_30% 69.471% 38.182% 2.917% 0.054
mlhf_10% 88.130% 9.091% 2.083% 0.034




Table 3.47 summarizes the occurrence frequency of outperformance for each 
model among the four metrics over the 30 different annotations. In regards to F1, our 
model outperforms the other models 26 times out of 30. This pattern of outperformance 
suggests a clear distinction between our model and the other models and the Macro F1 
measurement seen in Table 16 further support this finding. 
Table 3.47  Occurrence frequency of outperformance for annotation metrics. 
Accuracy Recall Precision F1 Total
ours 0 15 6 26 47
mlsi_1nn 0 0 0 0 0
mlsi_3nn 12 0 0 0 12
mlkle_3nn 17 0 19 0 36
mlkle_1nn 1 0 4 0 5
mlhf_30% 0 1 0 2 3
mlhf_10% 1 0 1 0 2
greens 0 14 0 2 16  
3.6.1 Effectiveness of Fusing Multimodal Heterogeneous Image Features for 
Annotations 
In Table 3.16, five models (MLKLE 1KNN, MLKLE 3KNN, MLSI 1KNN, MLSI 
3KNN, and MLHF 10%) performed with accuracy above 80%, but had the lowest recall. 
This indicates that those particular models fail to assign a large number of actual 
annotations. Comparatively, our model had lower accuracy (63.5%), but maintained a 
competitive precision (13.5%) and the highest recall (60.6%). The trivial model that 
predicts no annotations for any image would receive a Macro accuracy score of 85.7%. 
Therefore, a high accuracy score is only valuable if combined with a high precision and 




Table 3.47 reveals that our model was one of the lowest performers for accuracy, 
but the highest performer for F1.  Additionally, our model ranked highest in precision for 
6 of the 30 annotations and highest in recall for 15 of the 30 annotations. This pattern of 
performance indicates that our method assigned many more annotations, as compared 
to the competing models. This appears to be acceptable due to the high F1 score (26) 
calculated over the 30 annotations. The higher the F1 score, the better the model 
balances predictions in terms of precision and recall. This leads to the conclusion that 
our model performs best for annotation prediction. 
3.7 A Closer Look at the Learning Results 
 Figure 3.8, Figure 3.9, and Figure 3.10 are three example images pulled from the 
dataset, in which only our method correctly predicted the classification and at least one 
annotation. Furthermore, Table 3.48 shows the number of images correctly classified by 
our method, exclusively. Similarly, Table 3.49 shows the number of images correctly 
annotated by our method, exclusively. Combined, Table 3.48 and Table 3.49 show the 
capability of our model in identifying labels that no other model identified. 
 
Figure 3.8  Successful classification and annotation 
example image 1.Classification: Ours “sky,” Actual 
“sky;” Annotations: Ours “sunset,” actual “sunset.” 
 
Figure 3.9  Successful classification and annotation 
example image 2. Classification: Ours “Waterfall,” 
Actual “Waterfall;” Annotation: Ours “blue,” “green,” 





Table 3.48  Classifications correctly predicted by only our method. 
Classification buildings clouds grass plants sky waterfall
Only Us 37 17 54 7 67 118
Total 438 361 393 301 1296 2013
Percent 8.45% 4.71% 13.74% 2.33% 5.17% 5.86%  
Comparing the percentages in Table 3.48 and Table 3.50 reveals that our model 
identifies a number of classifications that other methods cannot identify and our method 
does not miss a number of labels that all other methods identify. Table 3.49 and Table 
3.51 show the same information for annotations, but with a much larger discrepancy 
between values. In other words, there is a high percentage of images that only our 
method correctly annotates and a low percentage of images that only our method 
incorrectly annotates. There are a number of speculations as to what causes our 
method to fail or succeed for a variety of images. Figure 3.9 is an example of our 
model’s predictive success. When labeling this image, our model utilized the correlation 
between classifications and annotations. There are a large number of images with the 
classification “waterfall” and a large number of images with the annotations “blue” or   
 
Figure 3.10  Successful classification and annotation 
example image 3. Classification: Ours “sky,” Actual 
“sky;” Annotations: Ours “explore,” Actual “nature,” 
“landscape,” “explore,” “travel,” “mountains.” 
54 
 
Table 3.49  Annotations correctly predicted by only our method. 
Annotation nature sky blue water clouds red
Only Us 150 97 104 97 7 47
Total 956 384 716 1206 240 322
Percent 15.69% 25.26% 14.53% 8.04% 2.92% 14.60%
Annotation green bravo landscape explore sunset light
Only Us 93 77 33 113 59 43
Total 405 393 415 371 455 252
Percent 22.96% 19.59% 7.95% 30.46% 12.97% 17.06%
Annotation sea night beach city travel trees
Only Us 89 27 28 41 6 10
Total 669 354 516 331 311 304
Percent 13.30% 7.63% 5.43% 12.39% 1.93% 3.29%
Annotation reflection tree sun winter ocean snow
Only Us 129 9 41 19 59 23
Total 382 260 260 323 625 440
Percent 33.77% 3.46% 15.77% 5.88% 9.44% 5.23%
Annotation river lake mountains boat mountain sunrise
Only Us 23 19 15 8 18 29
Total 251 346 262 202 282 110
Percent 9.16% 5.49% 5.73% 3.96% 6.38% 26.36%  
“nature.”  This abundance of information allowed our model to identify the connection 
between these labels and to strengthen the model’s predictive ability. Figure 3.12 is an 
example of our model’s predictive failure. For this image, our model generated a 
number of annotations that are correct when considered separately from the NUS-WIDE 
assigned annotations. Failing to match our annotations with those of the NUS-WIDE 
database is not necessarily a failure of our model, but possibly shows that the NUS-
WIDE assigned annotations for the images are incomplete. Unfortunately, our model 
completely failed at the classification assignment, suggesting that the correlation 
between classifications and annotations may have played too big a role in assigning this 
image’s classification. This may be a failure of the dataset in that it is challenging to 





Figure 3.11  Unsuccessful classification and annotation 
example image 1. Classification: Ours “buildings,” Actual 
“waterfall;” Annotations: Ours “red,” “explore,” “sunset,” 
“night,” “city,” “reflection,” “sun,” Actual “water,” “red,” 





Figure 3.12  Unsuccessful classification and annotation 
example image 2. Classification: Ours “waterfall” Actual 
“grass” Annotations: Ours “nature,” “blue,” “water,” 
“green,” “landscape,” “explore,” “city,” “travel,” “trees,” 
“reflection,” “tree,” “river,” “lake,” Actual “red,” “green,” 
“travel.” 
 
Table 3.50  Classifications that only our method predicted incorrectly.  
Classification buildings clouds grass plants sky waterfall
Only Us 9 0 16 0 12 57
Total 438 361 393 301 1296 2013
Percent 2.05% 0.00% 4.07% 0.00% 0.93% 2.83%  
encompass every image. Expanding the number of classifications should allow the 
model to assign a more appropriate classification.  
  
Figure 3.13  Unsuccessful classification and annotation 
example image 2. Classification: Ours “sky,” actual 
“waterfall;” Annotations: Ours “sky,” “red,” “explore,” 
“sunset,” “beach,” “travel,” “reflection,” “sun,” “sunrise,” 
Actual “water,” “sea,” “beach,” “travel,” “ocean.” 
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Table 3.51  Annotations that our method predicted incorrectly.  At least half the other methods correctly 
predicted the annotation. 
Annotation nature sky blue water clouds red
Only Us 26 3 0 29 1 0
Total 956 384 716 1206 240 322
Percent 2.72% 0.78% 0.00% 2.40% 0.42% 0.00%
Annotation green bravo landscape explore sunset light
Only Us 1 2 1 1 3 1
Total 405 393 415 371 455 252
Percent 0.25% 0.51% 0.24% 0.27% 0.66% 0.40%
Annotation sea night beach city travel trees
Only Us 4 2 3 1 0 1
Total 669 354 516 331 311 304
Percent 0.60% 0.56% 0.58% 0.30% 0.00% 0.33%
Annotation reflection tree sun winter ocean snow
Only Us 0 0 1 0 8 1
Total 382 260 260 323 625 440
Percent 0.00% 0.00% 0.38% 0.00% 1.28% 0.23%
Annotation river lake mountains boat mountain sunrise
Only Us 0 0 0 0 0 0
Total 251 346 262 202 282 110





CHAPTER 4  
FUTURE DIRECTION AND CONCLUSIONS 
 Comparing our model’s classification and annotation performance to that of other 
models reveals that our model is competitive when classifying and superior when 
annotating images. Additionally, comparison of classification theta values allows us to 
compare our model’s structure to that of MultiSVM methods. Based upon the results of 
our research, future studies should work to further enhance cataloging techniques, 
possibly through using an L0-norm in place of an L1-norm.   
4.1 Future Direction 
 In order to further improve the predictive power of our model, future research 
should explore the effects of a near L0-norm as opposed to an L1-norm, utilize different 
loss functions, and apply the model to other fields of study. 
First, this research uses the L1-norm to generate structured sparsity; however, 
use of an L0-norm should better control the model’s structure. While an L0-norm is not a 
valid norm, its explicit enforcement of the number of non-zero terms appearing in an 
array makes it ideal for structured sparsity. Fortunately, the Lp-norm, shown below, is a 
valid norm that can approach the L0-norm.  The closer p approaches zero, the closer 
the Lp-norm approximates the L0-norm.  







Secondly, there are many other varieties of loss functions that could be applied 
to our model besides logistic loss and least squares loss. Each loss function has 
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different properties which can influence the model in unique ways. For example, in order 
to create a more robust model that is less sensitive to outliers in the dataset, use of an 
L2,0+ -norm [44] or a non-squared L2-norm [45] may be effective. Use of these more 
robust models is a relatively un-explored area of research; however, preliminary results 
are promising. By integrating different loss functions, these models could have unique 
strengths and weaknesses, thereby revealing which function is most appropriate for the 
designated purpose. 
Finally, the model presented in this paper is not restricted to the field of image 
labeling. This method can be applied to other fields, such as bioinformatics. Our model 
may outperform other classifying algorithms in fields of study were problems involve 
multimodal data or when multiple predictions can be made simultaneously. Continuation 
of this research through integration of the above mentioned future directions can further 
improve image labeling applications. 
4.2 Conclusion 
 The model presented in this research strives to improve automated image 
indexing through integration of the following three components: development of a 
unified framework for joint classification and annotation; use of heterogeneous image 
fusion with multiple image feature types; creation of an efficient algorithm with a 
theoretical proof of convergence. The approaches taken in this research examine many 
feature types to simultaneously apply a single classification and multiple annotations to 
an image. Additionally, the proposed model integrates the correlation between 
classifications and annotations to improve predictive power. Applying data from the 
NUS-WIDE database to our proposed model, we observe that compared to other 
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models ours is competitive in predicting classifications and better at predicting 
annotations. This research provides a promising framework for further development of 
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