Commodity currency literature recently stressed the importance of commodity prices as a determinant of real exchange rates in developing countries (Cashin, Cespedes and Sahay 2004) . We provide new empirical evidence on this issue by focusing on countries which are specialized in the ex-port of one leading commodity. For those countries, we investigate to which extent their real exchange rate is sensitive to price fluctuations of their dominant commodity. By using non-stationary panel techniques robust to cross-sectional-dependence, we find that the price of the dominant commodity has a significant long-run impact on the real exchange rate when the exports of the leading commodity have a share of at least 20 percent in the country's total exports of merchandises. Our results also show that the larger the share, the larger the size of the impact.
Introduction
Many developing countries, gifted in natural resources, heavily depend on international commodity prices. Tobacco for example represents about 60% of Malawi commodity exports, oil 90% of Nigeria exports. Whether natural resources are a luck or a curse for these countries is still an open debate. Some countries have admirably well taken profits of their endowments, while others suffered countless economic difficulties. Whatever the records, it is generally recognized that commodity prices can be a source of macroeconomic instability in developing countries.
The natural resource curse literature, surveyed recently by Frankel (2010a) , identifies several channels through which commodity prices can affect the economic situation of commodity producing countries. In this paper, we are only concerned with the impact that commodity prices can have on the real exchange rates of commodity producing countries.
Our research is grounded on the commodity currency literature. Chen and Rogoff (2003) and Cashin et al. (2004) have examined how commodity prices affect the real exchange rate of Canada, Australia and New-Zealand for the former, and of several developing countries for the later. They both use timeseries cointegration techniques and find that commodity prices have a significant positive long-run impact on the real exchange rate of many countries.
In their analysis, Chen and Rogoff (2003) and Cashin et al. (2004) look at the impact that commodity prices can have on real exchange rates by using for each country a commodity price index constructed as a weighted average of the price of the different commodities that are produced and exported by the country. Accordingly, they do not pay a particular attention to countries that are specialized in the export of one leading commodity, as for instance Burundi whose coffee exports count for about 50% of its total exports of merchandises or Mali where gold counts for more than 54% of its total exports. For several reasons, we do believe however that it is relevant to investigate the particular case of countries highly specialized in the export of one leading commodity and determine what is the impact of the price of the leading commodity that they export on their real exchange rate. First, a high specialization implies that commodity price fluctuations lead to large variations in the external trade balance. That is the reason why Frankel and Saiki (2002) made the proposal that countries specialized in the export of a particular commodity should peg their currency to the price of that commodity. This mechanism would permit an automatic accommodation of terms of trade shocks. Second, the use of an aggregate price export index instead of a single price implies that variations in the price index reflect not only changes in the individual commodity prices but also changes in the respective weights of the commodities. In addition, when an aggregate price index is used, the relationship that is estimated between the real exchange rate and the commodity price index depends on the correlation among individual prices over the sample period. Accordingly, the true relationship between real echange rates an commodity prices is blurred. For instance, if the aggregate price index is composed of two prices that are perfectly negatively correlated, it is impossible to detect any relationship between the real exchange rate and the aggregate price index. One way to avoid these problems is to use a single commodity price instead of an aggregate price index. For all these reasons, contrary to previous research, our analysis will focus on developing countries that are specialized in the export of one leading commodity.
Several previous papers have been interested in the determination of the real exchange rate of countries with a strong export specialization. This is for instance the case of Edwards (1986) , who studies the determination of the real exchange rate in Colombia, a world leading exporter of coffee; of Habib and Kalamova (2007) , who concentrate on oil exporting countries; of Sjaastad and Scacciavillani (1996) , whose analysis focuses on gold exporting countries; or of Frankel (2007) , who investigate whether the price of gold affects the real exchange rate of the South-African rand. Our research is the first, to our knowledge, to examine this issue for a large sample of developing countries.
Our analysis of the relationship between real exchange rates and commodity prices relies non-stationary panel cointegration methods of second generation, i.e. which are robust to cross-sectional dependence. Anticipating on our results, we find that the price of the leading commodity is a long-run determinant of the real exchange rate of countries where the main commodity accounts for at least 20 percent of the total merchandise exports of the country. We also find that the higher the specialization of the country, the larger the elasticity.
We also show that the estimate of the cointegration relationship between real exchange rates and commodity prices is markedly different whether the econometric technique that is used is robust or not to cross-section dependence. Real exchange rates are by construction interdependent and commodity prices share some co-movements, as confirmed by Pesaran (2004) tests. By comparing estimates obtained from robust and non-robust techniques, from Bai et al. (2009) on the one hand and fully modified OLS and dynamic OLS on the second hand, we find that the elasticity of real exchange rates to commodity prices is strongly overestimated when methods not robust to cross-sectional dependence are used, as it is the case in Coudert, Couharde and Mignon (2008).
The rest of the paper is organized as follows. Section 2 presents briefly the empirical literature devoted to the relation between commodity prices and real exchange rates. Section 3 presents the model. Section 4 describes the data. Section 5 presents the methods. Section 6 discusses the empirical results. Some robustness checks are performed in section 7. Section 8 concludes.
Review of literature
The determination of real exchange rates has always been a topic of strong interest among academics and policymakers. For economies that are largely open, as small developing countries are, the real exchange rate is indeed a key economic variable. For instance, it can be used to assess easily the competitive position of a country; it helps to detect undesirable distortions in the factor allocation such as in the Dutch disease; it can also play an important role in the emergence of large current account imbalances. For a recent discussion on the importance of real exchange rates, see Chinn (2006) .
Purchasing power parity (PPP) is the basic model of exchange rate determination. It states, in its weak version, that differentials of inflation are neutralized by a corresponding adjustment of the nominal exchange rate. Therefore, if PPP holds, shocks to real exchange rates should be transitory and real exchange rates should revert over time to their long-run mean. If, on the contrary, shocks are permanent, PPP is rejected. Though its theoretical appeal and a voluminous empirical literature, the empirical support to PPP is mixed (see Rogoff (1996) for a survey) and the idea that equilibrium exchange rates are non stationary is now largely admitted. Variations in equilibrium real exchange rates are mostly attributed to cumulated current account imbalances, government spending, real interest rate differentials, sectoral productivity shocks (the "Balassa-Samuelson" effect), natural resources discovery, and terms-of-trade shocks.
For commodity producing countries, terms-of-trade shocks induced by changes in world commodity prices constitute a potential key determinant of their equilibrium real exchange rates. This is particularly true for small developing countries, where primary commodities represent a large share of their exports. Recent empirical evidence provide support to this view. Chen and Rogoff (2003) show for instance that commodity prices have a strong and positive influence on the real effective exchange rate of Canada, Australia and New-Zealand. Similarly, Cashin et al. (2004) search for a long-run equilibrium relationship between real commodity prices and the real effective exchange rate of 58 commodity-exporting countries and found evidence of such a relationship for about one-third of their sample of countries. Coudert et al. (2008) report similar evidence for a large group of commodity exporting countries, including oil producers. Our analysis of the long-run relationship between real exchange rates and commodity prices differs from previous ones in two respects. First, for the reasons explained in the introduction, the real exchange rate of every country of our sample is related to the price of the commodity that dominates the exports of the country. Second, cointegration relationships are tested and estimated using non-stationay panel methods robust to cross-sectional dependence.
Model
Our model consists of a simple univariate relationship between real exchange rates and commodity prices. Formally, we have:
where REER i,t is the real effective exchange rate (in logarithm) of country i, COM i,t the price of leading export commodity (in logarithm) of country i and the error term i,t is i.i.d. over periods but correlated across cross-sectional units. As in Chen and Rogoff (2003) or Cashin, Cespedes and Sahay (2004), our model only includes a single regressor. This is motivated by the fact that several traditional explanators of real exchange rates are considered as being irrelevant for small developing countries. For instance, given that many small developing countries are poorly integrated to world financial markets, it is very unlikely that real interest rate differentials or net foreign asset accumulation be a significant determinant of real exchange rates. Furthermore, should some of these other determinants be relevant, like the Balassa-Samuelson effect, the data are very often not available or of low quality. In any case, the non-stationary panel approach that we use guarantees that our results be at least consistent.
Relationship (1) will be estimated using panel cointegration methods with monthly data covering the period 1988-2008.
Data
We use three datasets. Commodity exports come from the UN Comtrade database. These data are necessary to make the selection of countries that are specialized in the export of one particular commodity. Commodity prices are taken from the IMF International Financial Statistics database. The CPIbased real effective exchange rates come from the IMF Information Notice System database.
Selection of the Relevant Commodity-Country Pairs
In order to detect the countries and commodities eligible for our analysis, we recovered from the UN Comtrade database the annual US$ export value of 42 commodities for 68 countries over 21 years (1988-2008) . Our sample of commodities is similar to the one of Cashin et al. (2004) , with the addition of oil. The list of commodities is reported in Table 1 . The countries included in our sample are the developing and emerging countries selected by Cashin et al. (2004) , on the basis of the IMF classification of commodity countries. No advanced countries are included in our sample. The list of countries is reported in Table 2 .
As explained in the previous sections, what is new in our approach is that we relate the real exchange rate of an individual country to the price of the commodity which is the dominant export of that country. To do so, we have to identify from our set of countries and commodities a series of countrycommodity pairs. We proceed to the construction of that series as follows:
1. For every country in the sample, we compute the 1988-2008 average ratio of the export value of each commodity exported by the country in the total value of all commodity exports. For example, in the case of Mali, the average share of its exports of cotton in its total exports of all commodities is 33%. 2. Using these commodity export ratios, we then determine for each commodity which country is the most highly specialized in the export of that particular commodity. We then use the country that is so identified to obtain one particular country-commodity pair. For example, this procedure shows that Mali has the highest ratio of cotton exports among the countries in our sample. We applied this procedure to the 42 commodities of our sample and we thus obtained a series of 42 country-commodity pairs. 3. We then eliminate from the series the pairs where the commodity share is less than 20% of total commodity exports. This threshold is set arbitrarily but other thresholds will be used as robustness checks. 4. It appeared that, for some countries, the export share of the dominant commodity was very volatile over time. We then decided to eliminate a country-commodity pair when the share of its dominant export was less than 2% during 5 years or more. We removed for instance Mozambique, because the share of its aluminium exports in total exports was more than 50% after 2001 but about zero before 2000.
In Table 3 , we report for several commodities the 3 countries with the largest commodity share. Commodities not having a share of 5% in at least one country are not reported in the Table. Following the selection procedure just described, 11 country-commodity pairs are kept for our empirical analysis. They are listed in Table 4 . The pair Cotton-Benin is not reported due to the unavailability of real exchange rate data over the period 1980-2008. In the last section, we do perform robustness checks using alternative samples.
An important feature about the construction of our sample of countries is that only one country is associated to each commodity. It follows that some countries which are highly specialized in the export of a particular commodity, as for instance the OPEC countries, are not included in our sample. By proceeding like this, we avoid to give too much weight to some commodities, like oil, and so make sure that our results are not influenced by a few number of commodities.
Commodity Prices
Commodity prices are taken from the International Financial Statistics (IFS) database of the IMF. Two series, Tobacco and Gold, were not available in IFS and were taken from Datastream (with respective codes :USI76M.ZA and GOLDBLN). We provide details of each series in Table 5 . All the series are available at the monthly frequency over the period 1980-2008.
In order to capture properly the relationship between real exchange rates and commodity prices, commodity prices have to be expressed in real terms. Following Cashin, Cespedes and Sahay (2004), we compute the real price of each commodity by deflating the price of each commodity by the IMF's index (of the unit value) of manufactured exports (MUV). 2 The use of the MUV index as a deflator is common in the commodity-price literature (see for example Deaton and Miller (1996) and Cashin et al. (2004) ). The MUV index is represented in Figure 3 . Real commodity prices are then normalized with base period January 1995=100. Normalized real commodity prices are represented in Figure 1 .
We can see in Figure 1 that real commodity prices (especially gold, oil, uranium and copper) wandered around a long run average, or slightly decreased over time with a sudden and steep boost during last years. Banana on the contrary exhibits large fluctuations, with some potential seasonality pattern.
Real Exchange Rates
As in common in many studies on the determination of real exchange rate, real exchange rates are real effective exchange rates based on consumer prices.
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The data come from the IMF's Information Notice System (INS). 4 We represent the CPI-based real effective exchange rates (normalized to January 1995=100) in Figure 2 for the period 1980 to 2008. We can see that some countries experienced sudden depreciation. For example, Zambia experienced some difficult spells during the middle of the eighties when the Zambian currency fell abruptly in the context of unsuccessful IMF interventions. In addition, three countries in our selection are part of the CFA Franc zone, whose currency was devaluated by 50% against the French Franc in January 1994. Note also that the CFA Franc is linked to the euro since 1999.
To anticipate the econometric analysis, the real exchange rate and the real commodity price for our sample of 11 country-commodity pairs are plotted in 
Descriptive Statistics
Some elementary statistics relative to the real exchange rates and the real commodity prices (both expressed in logs) are reported in Table 6 . We see that there are big differences in the standard deviation across commodity prices. For example, the standard deviation of tobacco prices is more than nearly ten times lower than the one of uranium. We may also observe differences in the variability of real exchange rate across countries, the standard deviation of the real exchange rate of Nigeria being more than ten times larger than the one of Dominica. We find unit roots for most of the series (excepted banana, soya and tea prices) using Dickey-Fuller tests (with constant and trend, or just a constant if the trend is not significant).
Econometric methodology
In the literature, due to the potential non-stationarity of the series, the most common method for analyzing the dependence of the real exchange rate of highly specialized countries on the international price of their dominant commodity is related to cointegration methods (see for example Cashin et al.
(2004) who investigated a similar problem but with country-specific commodity indices). Although time-series cointegration methods could be used to test the relationship between real exchange rates and real commodity prices, as in Chen and Rogoff (2003) and Cashin et al. (2004) , we considered that these methods were not relevant for our application because the number of observations per country was too small to guarantee that the unit-root based tests reach a good power. We therefore use panel methods to perform our econometric analysis.
Techniques combining panel and non-stationary series give rise to three kinds of methods and tests: panel unit root tests, panel cointegration tests and cointegration estimation and inference. One can distinguish two generations of panel methods. In the first generation, the methods are based on the assumption that panel units are cross-sectionally independent. Regarding our dataset, this assumption amounts to consider, for instance, that the real exchange rates of Mali and Kenya are independent, as would be cocoa and coffee prices. It is obvious that such an assumption is unrealistic for effective exchange rates and commodity prices, as it is confirmed formally by the results of the crosssectional dependence test of Pesaran (2004) reported in Table 7 . We therefore use second generations panel techniques, which allow for cross-sectional dependence. We briefly describe these methods in the following subsections. 
Panel Unit Roots Tests
In the empirical analysis, we first test for the non-stationarity of real exchange rates and of commodity prices. First generation panel unit root tests proposed by Levin, Lin and Chu (2002) (LLC hereafter) and Im, Pesaran and Shin (2003) (IPS hereafter) are the most popular tests in empirical studies. LLC pool the panel series, correct and standardize the t-stat to make it normally distributed. IPS on the other hand do not pool the data but estimate separate augmented Dickey-Fuller unit root tests for cross-section units and average the t-tests. After standardization, this average follows a normal distribution. Though these tests are widely applied, it has been shown that they are inconsistent in the presence of cross-sectional dependence, as well as when N (the cross-sectional dimension) is small with respect to T (the time dimension). Several alternatives and modifications of these tests have been proposed recently (see Hurlin and Mignon (2007) , Breitung and Pesaran (2005) and Gengenbach et al. (2010) for recent reviews of panel unit toot tests).
The second generation technique that we use is based on the subsampling approach, proposed by Choi and Chue (2007) . This approach is applied to LLC and IPS and provides results robust to cross-section dependence. The idea of this approach is to approximate the limiting distribution of the tests by computing tests with smaller blocks of consecutively observed time series and to compute the empirical distribution. Hence, this method does not require estimation of nuisance parameters. As the determination of the block size may be based on two rules (stochastic calibration or minimum volatility), we will present results for both methods. In addition to the LLC and IPS tests, we also present results for an alternative test, labeled as "inverse normal panel unit root test" (INVN) (Choi 2001) , which corresponds to a generalized least squares version of the ADF test.
Panel Cointegration Tests
If panel unit root tests do not reject the hypothesis that real exchange rates and commodity prices are non stationary, the next step is to check whether the series are cointegrated. If it is the case, this means that real exchange rates of highly specialized countries are tied to commodity prices of their dominant commodity. In a panel context, the usual tests are those developed by Kao (1999) and Pedroni (1999) . These tests belong to the residuals based cointegration tests family. These techniques rely on the assumption of cross-sectional independence.
In order to obtain results that are robust to the cross-sectional dependence, we follow the method proposed by Fachin (2007) , which consists in using a blockbootstrap version of the group and the mean t-statistic of Pedroni (1999) 
Panel Cointegration Estimate and Inference
If real exchange rates and commodity prices are found to be non-stationary, the next step is to estimate the cointegration coefficient β in equation 1.
As it is well known, the use of normal OLS techniques leads to spurious regression when the series are non stationary and, consequently, specific panelcointegration techniques have to be used. Phillips and Moon (2000) show that in the case of homogeneous and near-homogeneous panels, the coefficient of cointegration can be estimated by a fully modified (FM) estimator. This method is non-parametric as it employs kernel estimators of the nuisance parameters that affect the asymptotic distribution of the OLS estimator. It tackles the possible problem of endogeneity of the regressors as well as the autocorrelation of residuals. Alternatively, Kao and Chiang (2000) and Mark and Sul (2003) propose a dynamic least square estimator (DOLS). This estimation procedure is parametric and has the advantage of computing convenience.
Though largely used in the empirical literature, these techniques have a major weakness since they assume cross-section independence. Because of this, we use the technique recently developed by Bai, Kao and Ng (2009) (BKN), whic is robust to cross-sectional dependence. They consider the following framework:
where F t are unobserved factors and λ i the factor loadings. The BKN method imposes a factor structure on e i,t to capture the cross-sectional dependence. They use an iterative procedure to estimate jointly the factors and the cointegration coefficient (β). We present the results obtained with the three estimators (BKN, FMOLS and DOLS) and compare them.
Results
In this section, we successively test the non-stationarity of real exchange rates and of commodity prices, and the existence of a single homogeneous cointegration relationship between them. We then estimate the cointegration relationship.
Stationarity analysis
Output of the stationarity tests of commodity prices is reported in Table 8 .
We observe that each of the three tests considered (LLC, IPS and INVN) do not reject the null hypothesis of unit root in the panel. This result holds at the 10% level of significance. It is verified whether stochastic calibration or minimum volatility block selection rules are used (see Choi and Chue (2007) for details). In only one case, namely the IPS test with stochastic calibration rule, the null of non-stationarity is rejected. Therefore, there is enough evidence to treat commodity prices as non-stationary. This result is interesting as it departs from the usual idea that commodity prices are partially predictable due to seasonality patterns (Gorton and Rouwenhorst, 2004 ).
Panel unit root tests for the real exchange rates are reported in Table 9 .
Without any exception, all the tests (LLC, IPS, INVN, with either SC or MV block selection rule) confirm that real exchange rates possess a panel unit root. PPP is therefore rejected.
Cointegration analysis
Results of Fachin (2006)'s panel cointegration tests are reported in Table 10 . We report both mean and median t-tests, based on Pedroni (1999), with and without time dummies. All the tests consistently reject the null hypothesis of no cointegration at the 5 percent level. Thus, the presence of a long-run relationship between the real exchange of countries highly specialized in the export of one particular commodity and the price of that leading commodity is suppoted by our data. Treating each country individually, Cashin et al. (2004) also find numerous cases where real exchange rates and commodity prices are cointegrated but, in their study, a country specific commodity price index is used rather than the price of a single commodity as it is the case here.
Estimation of the cointegration relationship
Following the results of the previous subsection, we now proceed to the estimation of the cointegration relationship. We compare the results obtained with first generation techniques (DOLS and FMOLS) to the estimates provided by BKN which, as discussed before, is robust to cross-section dependence. Results are reported in Table 11 .
Whatever technique is used (DOLS, FMOLS, BKN), it tunrs out that the cointegration coefficient is significant and positive, as expected. The coefficient estimates obtained with DOLS and FMOLS are respectively 0.326 and 0.317, which suggests that commodity price shocks have a strong long-run impact on the real exchange rate of highly specialized countries. For example, according to these results, the real exchange rate of an oil producing country should increase by 3% when the international price of oil increases permanently by 10%. Our coefficient estimate is however smaller than the 0.6484 coefficient found by Coudert et al. (2008) . They also use DOLS but their regressor is a country-specific commodity price index rather than the price of the dominant commodity.
When the BKN methodology is used, the estimate of the cointegration coefficient is 0.149, thus much smaller than the coefficient obtained with DOLS and FMOLS. By correcting the bias induced by cross-section dependence, we thus find that there is still a positive and significant long-run impact of commodity prices on the real exchange rate of highly specialized countries, but the impact is now economically small. Our results also show that the results found in earlier studies with DOLS and FMOLS estimates are overestimated.
Robustness checks
To verify whether our results are specific to the selection of countries that we made, we replicated the cointegration analysis and the BKN estimation for other selections of countries. So far, a country has been considered as having a dominant commodity export if the share of that particular commodity in its total exports was at least 20%. Following the methodology presented in section 4.1, we constructed five new samples of countries by fixing the minimum export share at 50%, 40%, 30%, 15% and 10%. The samples get larger as the threshold decreases: 5 countries for 50%, 6 for 40%, 9 for 30%, 12 for 15% and 14 for 10%. Results obtained with these new samples are reported in Table 13 . They show that cointegration holds from a threshold of about 20%. Indeed, when the threshold is set at 10% and 15%, we cannot reject the null of no cointegration between the commodity price of the leading commodity and the real exchange rate (see Table 12 .) In addition, the results in Table 13 , which are illustrated in Figure 6 , show that the larger the share of the leading commodity in total exports, the larger the elasticity between real exchange rates and commodity prices.
We found in Table 11 that DOLS and FMOLS methods tend to overestimate the cointegration coefficient, compared to the BKN method, which is robust to cross-section dependence. We reiterated our estimates with the samples obtained by setting the threshold at 50%, 40% and 30%, which are the cases where cointegration cannot be rejected. The results are reported in Table 14 and confirm that neglecting cross-sectional dependence leads to a higher elasticity estimation.
We also assessed the robustness of our results to the presence of structural breaks in the series of real exchange rates (resulting for instance from large devaluations). We consider as an outlier a real exchange rate monthly variations larger than 50% (see Table 15 ). Outliers are removed by simply setting the monthly change equal to zero. We then reiterate our tests with the modified dataset. As reported in Tables 16 and 17 , the results are similar to those obtained with the original dataset. To further check the potential impact of the breaks, we reiterate our estimates by eliminating as above the monthly variations of the real exchange rates larger than 50%, but also the January 1994 monthly variations for Mali, Côte d'Ivoire and Niger due to the devaluation of the CFA Franc. Our results remain similar as reported in Tables 16  and 17 .
Conclusion
To summarize, we show that the real exchange rate of a country has a longrun relationship with the price of the main commodity when its share in the export is larger than 20%. We emphasize that the larger the share of the main commodity, the larger its impact on the real exchange rate, confirming that the common wisdom, "don't put all your eggs in the same basket", has still a bright future. Our finding also shows how crucial is to take cross-section dependence into consideration. Finally, from a policy perspective, our results suggest that small developing countries heavily specialized in the export of one commodity are vulnerable to "Dutch disease" effects. One way to prevent the emergence of these effects would be to ease monetary (or exchange rate) policy in response to long and lasting commodity price changes. South Africa 11.2% Notes. Weights are defined as the ratio between the commodity exports of the country and all the commodity exports of the country. Annual averages over the period 1988-2008. In the table, we have: 5 pairs for which the main commodity has a share larger than 50%, 6 pairs larger than 40%, 9 pairs larger than 30%, 11 pairs larger than 10% and 14 pairs larger than 10%. Datastream. "LME" refers to London Metal Exchange. "Cif" refers to cost, insurance and freight. "FOB" refers to free on board. "bbl" refers to barrel (42 US Gallons). "API" refers to American Petroleum Institute. Results from random models are equivalent (non reported here). The null of the Pesaran test is the absence of cross sectional dependence. The samples of 5, 10 and 15 units are based on selection of commodity country pairs for which the weight of the dominant commodity in the country total export is the largest. Commodity prices are in logarithms. An intercept and a trend have been considered in all the experiments. "SC" and "MV" hold for Stochastic Calibration and Minimum Volatility, respectively, two alternative block selection rules. The minimum and maximum block sizes for the MV rule are 0.4 and 0.6, respectively. An asterisk indicates the rejection of the null of panel unit root. The 5% and 10% value columns give the non-centered critical values. Real exchange rates are in logarithms. An intercept and a trend have been considered in all the experiments. "SC" and "MV" hold for Stochastic Calibration and Minimum Volatility, respectively, two alternative block selection rules. The minimum and maximum block sizes for the MV rule are 0.4 and 0.6, respectively. An asterisk indicates the rejection of the null of panel unit root. The 5% and 10% value columns give the non-centered critical values. Fachin (2006) . We report cointegration (C) if at least 5 of the 6 p-values are not larger than 10%. We report non-cointegration (NC) if at least 5 of the 6 p-values are larger than 10%. Otherwise, we report C/NC. The coefficients are cointegration estimates obtained with the methodology of BKN. SE holds for standard errors. The different samples of respectively 5, 6, 9 and 11 countries are based on commodity country pairs where the weight of the main commodity is at least 50%, 40%, 30% and 20% of total exports. An intercept and a trend have been considered in all the tests. An asterisk indicates that the coefficients are significant at a level of 5 percent. Standard errors in parentheses Subsampling-based panel unit root tests. Real exchange rates are in logarithms. An intercept and a trend have been considered in all the experiments. "SC" and "MV" hold for Stochastic Calibration and Minimum Volatility, respectively, two alternative block selection rules. The minimum and maximum block size for the MV rule are 0.4 and 0.6, respectively. An asterisk indicates the rejection of the null of panel unit root. The 5% and 10% value columns give the non-centered critical values. 
