Abstract. It is shown that commutator identities on associative algebras generate solutions of linearized integrable equations. Next, a special kind of the dressing procedure is suggested that in a special class of integral operators enables to associate to such commutator identity both nonlinear equation and its Lax pair. Thus problem of construction of new integrable pde's reduces to construction of commutator identities on associative algebras.
Introduction
In [1] we mentioned that any two arbitrary elements, A and B, of an arbitrary associative algebra obey the following commutator identity: Being the trivial consequence of associativity identity (1.1) readily proves that function B(t 1 , t 2 , t 3 ) = e obeys linearized Kadomtsev-Petviashvili (KP) equation [2] with respect to variables t j , i.e., or more exactly, KPII. In [1] it was pointed out that there exist analogous relations for the higher commutators. Indeed, we have identities By construction it is obvious that all these flows. In terms of definitions (1.2) identities (1.1) and (1.6) show that adjoint action of A n , more exactly ad n (ad 1 ) n−2 , are given in terms of adjoint actions of the lowest powers, ad 1 andad 2 , that in this sense generate commutative algebra of ad n 's. Relation (1.1) is lowest in this hierarchy and it corresponds to n = 3 in (1.6). Indeed, in the case n = 2 we get ad 2 = ad 2 and in the case n = 1 (commuting first Eq. (1.6) with A) we get ad 1 = ad 1 . Let us mention also that all identities (1.6) are homogeneous with respect to A and linear with respect to B by construction.
Relation (1.1) appeared in [1] as equation on the spectral data in study of the inverse scattering transform by means of the resolvent approach developed in [3] - [7] . Following construction given in [1] it is clear that any integrable equation, i.e., equation integrable by means of the inverse scattering transform, has in background some algebraic identity describing evolution of scattering data. In Sec. 2 we present other algebraic identities that generate linearized versions of another integrable equations. In Sec. 3 we introduce a special realization of arbitrary elements A and B of generic associative algebra that in a natural way enables to derive both, the nonlinear integrable evolution equation and corresponding Lax pair corresponding to any such identity.
Commutator identities on associative algebras
Let again A and B be arbitrary elements of an associative algebra and let element A be invertible. Then again by direct calculation it is easy to check that we have identity
Introducing now time dependence, say, as
we get that this function of t obeys differential equation
that is a linearized version of the Boiti-Leon-Pempinelli (BLP) equation [8] (see also [9] and [10] ). Identity (2.1) also admits generalization to hierarchy, that in this case is infinite in both directions. Higher identities are rather complicated and we omit them here mentioning only that identities for the add powers are simpler, say
Then, defining in analogy with (2.2) 5) we get that this function obeys by (2.4) differential equation
that is a linearized version of the nonlinear equation suggested in [10] . In this case commutative algebra of commuting flows given by ad n is generated by two adjoint actions: ad 1 and ad −1 . In order to get identities that give, say, commutator with square in terms of commutator with the first power, we need at least three elements (A, B 1 and B 2 ) of an associative algebra. Let us denote
and introduce projectors
Then it is easy to check that we have identities 10) where
Now, if we define
we get differential equations
14) 15) i.e., linearized Nonlinear Schrödinger and Sine-Gordon equations. It is obvious that relations (2.9) and (2.10) are the lowest members of corresponding hierarchies, say, σ 16) generating hierarchies commuting flows. Relations (2.9) and (2.10) can be used in order to construct more complicated identities. Let h be a constant diagonal matrix 17) and B as in (2.7). Then by (2.9) and (2.10) we derive a matrix commutator identities 
that is a linearized version of the Davey-Sewartson equations [11] . Thanks to (2.19) we derive
i.e., a linearized version of the Veselov-Novikov equation [12] .
3. Reconstruction of nonlinear integrable equations by means of commutator identities 3.1. Space of operators. We have shown above that commutator identities on associative algebras generate solutions of linearized versions of integrable equations. We also mentioned that these algebraic identities naturally appear in the framework of the resolvent approach to IST as equations on the scattering data (see [1] for (1.1) and [13] for (2.18)).
In this section we demonstrate that these identities enables us to reconstruct the corresponding nonlinear equations themselves, as well as their Lax pairs. For this aim we need to give some elements of the resolvent approach (see [3] - [7] for more details). We work in the space of linear integral operators F (q), G(q), etc, with kernels, correspondingly, F (x, x ′ ; q) and
, and all x j , x ′ j , and q j are real variables. We assume that all these kernels belong to the space of distributions S ′ with respect to all their six real variables. Thus we can define the "shifted" Fourier transform,
where p and q = q ℜ +i q ℑ are respectively real and complex two-dimensional vectors. Vector q = q ℑ plays role of parameter and it is not touched by composition of such operators
that is defined for pairs of operators for that integral in the r.h.s. exists in the sense of distributions. In the (p; q)-space this composition takes that form
Differential operators form a special subclass of this space of operators. To any given differential operator L(x, ∂ x ) with the kernel
we associate the differential operator L(q) (we call it extension of the differential operator L) with the kernel
where qx = q 1 x 1 +q 2 x 2 . Kernel L(p; q) of the differential operator (as given in (3.1)) depends on variables q polynomially. In particular, let D j (q), j = 1, 2, denote the extension of the differential operator i∂ xj , i.e.,
while in (p; q)-space kernel of this operator equals
This property of kernels of differential operators in (p, q)-space suggests introduction of the operation of the ∂-bar differentiation with respect to parameters q:
Then characterization property of differential operators is given by condition
Let us mention that in the case of differential operator with constant coefficients we have by (3.6):
11) where l(q) is polynomial function of its arguments . Then by (3.4) we get for commutator with arbitrary operator F of considered class
that is also valid if l(q) in (3.11) is meromorphic function. We skip here additional conditions that enables introduction and unique definition of inverse operators and for future use mention only that operator inverse to D j will be defined as (cf. (3.8)) 13) while its kernel in the x-space is given by (3.2).
(2+1)
-dimensional integrable equations. Now we introduce a specific realization of elements A and B of associative algebra that enables derivation of the Lax pairs and nonlinear integrable equations. In this section we consider identities (1.1), (1.6), (2.1), (2.4), (2.18) (in the case h 1 h 2 = 0) and (2.19), i.e., those identities that are generated by two adjoint actions of powers of A (or its matrix functions as in (2.18) and (2.19)). Correspondingly, we realize A and B (or B 1 , B 2 ) as integral operators A(q) and B(q) in two-dimensional space in the sense of definition in Sec. 3.1. Thus dimension of variables x and x ′ of kernels is chosen to be equal to the number of generators of the identities under consideration. These operators are labeled by two dimensional real vector q with kernels A(x, x ′ ; q) and B(x, x ′ ; q). We impose condition that evolution with respect to any time t m preserves this property, then switching on times by means of one of relations (1.4), (1.8), (2.2), (2.6), (2.21), or (2.22) gives operators B(t, q) with kernels B(x, x ′ ; t, q) belonging to the same space of operators. Taking into account that time variables corresponding to two generators of these identities were denoted as t 1 and t 2 , we impose the following two conditions and show that they determine operators A(q) and B(q).
Condition 1. The time evolution of B(q) with respect to variables t 1 and t 2 is just shift of x-variables of the kernel, i.e.,
where dependence on other t m -variables was omitted.
In terms of (p, q)-kernels defined by (3.1) this means that B(p; t, q) = e −it1p1−it2p2 B(p; q). (3.15) so that in the differential form we have
that thanks to (3.7) or (3.8) and (3.12) can be written as
In order to motivate this condition we mention that in [1] in the study in terms of IST of the algebraic schemes developed in [14] - [16] relation (3.14) was derived as evolution of operator scattering data. Condition 2. If dependence of the kernel A(p; q) on q-variables reduces to only one linear combination of q 1 and q 2 with constant coefficients, than the same is q-dependence of the kernel B(p; q).
KPII-equation.
We illustrate procedure of reconstruction of the Lax pair and nonlinear equation using identity (1.1) as example. By (1.4) we get that
Thus, the first equality here and (3.18) show that it is natural to choose
Now the second equality in (3.19) shows that thanks to (3.12) and (3.17) the kernel of operator B(q) in (p; q)-space obeys
By means of (3.12) this can be written as equality 22) where the kernel of operator L 0 equals
so that taking into account definitions (3.8) we can write this operator as
By (3.5)-(3.7) this operator is extension of operator
that is the differential part (part corresponding to zero potential) of the Lax operator associated to the KPII equation (see, [17, 18] ):
Condition 2 means that kernel B(p; q) is independent of q 2 , so that by (3.21) we have that it has the form B(p; t, q)
(we skip here consideration of more complicated solutions of (3.21) that are given by ∂/∂q 1 -derivatives of (3.28)), where we used δ-function of complex argument, δ(z) = δ(z ℜ )δ(z ℑ ).
Here b(p, t) is a function of p and t, that equals
when all t 1 , t 2 , and t 3 are switched on by (2.2) and where b(p) is independent of t (and q). Now we introduce operator ν with kernel ν(p; q) depending on the same linear combination of q 1 and q 2 that was mentioned in Condition 2 by means of ∂-problem with respect to this linear combination and given in terms of the operator B(q). In our case thanks to (3.20) and (3.28) this means that ν(p; q) = ν(p; q 1 ) and
(see (3.9) ). In order to determine operator ν uniquely we normalize it to be unity operator at point of singularity of the kernel L 0 (p; q) with respect to q 1 . Here by (3.20) this means:
Then thanks to (3.10) we get from (
i.e., the same Eq. (3.30). By (3.12) and (3.31) kernel [L 0 , ν](p; q 1 ) has some constant (with respect to q 1 ) asymptotic behavior at infinity, that we denote −u(p, t). Thus
where L is extension (in the sense of (3.6)) of differential operator (3.27). Eq. (3.33) means that ν is dressing (transformation) operator. In [6] it was shown that under inserting (3.28) into (3.30) we obtain the standard (see [19] ) equation of the inverse problem for the Jost solution, and that the second operator of the Lax pair as well as differential equation on u(x, t) (the Fourier transform of u(p, t)) follow from (3.29) and (3.30). We do not reproduce here these details.
KPI-equation.
Above we derived KPII equation under assumption that all times in (1.4) are real. Performing substitution t j → −it j in (1.4) and (1.6) we get instead of (3.19)
and so on. Thus now in the same way as (3.20) we derive that
and thanks to (3.12), (3.17) and the the second equality in (3.34) in this case the kernel of operator B(q) in (p; q)-space obeys This means that operator B(q) obeys the same commutator identity (3.22) , while now
In terms of Sec. 3.1 this is an extension of differential operator
i.e., of the differential part of the Lax operator associated to the equation KPI (see, [17, 18] ): Again we can define transformation operator ν by means of (3.30) and (3.31). But in this case the argument of δ-function in the r.h.s. of (3.40) is proportional to q 1ℑ = q 1 , so that instead of ∂-problem (3.30) we get nonlocal Riemann-Hilbert problem-well known difference of the inverse problems for KPII and KPI equations, cf [19] with [20] and [21] . Again here L 0 (p; q) behaves polynomially at infinity, so we impose the same normalization (3.31). Next, thanks to (3.22) we prove relation (3.33) where now L is extension in the sense of (3.6) of the differential operator (3.39). Referring now to [5] one can derive the second equation of the Lax pair and prove u(x, t) obeys KPI equation when three times, t 1 , t 2 , and t 3 are switched on. In the same way we can use identity (1.6) to derive higher equations of KP hierarchy, see [1] . By construction it is clear that all of them have the same associated linear operator L.
BLP equation. Let now B(t) to be defined by (2.2), so that by (2.1) it obeys Eq. (2.3).
Then instead of (3.19) we get
Using Condition 1, or one of its differential forms (3.16)-(3.18) we obtain that operator A can be chosen like in (3.20) . Then in analogy with derivation of Eq. (3.21) we get by the second equality in (3.42), (3.12), and (3.13) for j = 2 that here kernel of operator B obeys
Thus again B(q) obeys Eq. (3.22) , where by (3.12) operator L 0 equals
Condition 2 gives then again that B(p; q) = B(p; q 1 ) and relation (3.43) means that kernel B(p; q) has the form (cf. (3.28) )
where b(t, p) is a function of p and t equal
when all t 1 , t 2 , and t 3 are switched on by means of (2.2). Kernel of operator L 0 equals L 0 (p; q) = (q 2 +1/ q 1 )δ(p), so in contrast to the KP case it is not entire but only meromorphic function of q 1 . Correspondingly, dressing operator ν with kernel ν(p; q 1 ) is defined by the same ∂-problem (3.30) but now L 0 (p; q) is singular at q 1 = 0, so normalization condition is given as ν(p; q 1 )
and we look for solutions bounded at q 1 → ∞. As a consequence, ∂-equation on commutator [L 0 , ν] has additional inhomogeneous (cf. (3.32) ). Nevertheless, after simple calculations we prove that Eq. (3.33) is valid also in this case, where dressed operator L equals
where α and β are multiplication operators, i.e., in the x-space they have kernels α(x, x ′ ; q) = α(x)δ(x − x ′ ) and the same for β. Operator (3.48) is not a differential one, in order to get differential operator we have to consider product D 1 L that thanks to (3.6) is extension of operator
i.e., auxiliary linear operator of the BLP equation, see [8] . In [9] it was mentioned that study of direct and inverse problems for this operator, in fact, reduces to study of these problems for operator (3.48). In [10] it was proved that time evolution (with respect to t 3 ) of spectral data B leads by (3.46) to nonlinear differential BLP-equation on α and β. Exponent in Eq. (3.46) is not pure imaginary. Correspondingly, time evolution for BLP equation is unstable, see [10] . It was also proved there that if dependence on t 3 is given by (2.5) then resulting nonlinear differential equation on α and β has no this defect. Here we omit further details and mention only that dependence on t 1 and t 2 in (2.2) and (2.5) coincides, so in the case of identity (2.6) we derive by means of the above procedure the same L-operator (3.48).
3.2.4.
DS and VN equations. Now we consider briefly consequences of identities (2.18) and (2.19) , where B is a matrix given in (2.7) and matrices I j are defined in (2.8). Let B 1 and B 2 be operators in the sense of Sec. 3.1 with kernels B j (x, x ′ ; q) in x-space (correspondingly B j (p; q) in (p, q)-space). Under time evolutions (2.21) and (2.22) we get, correspondingly operators with kernels B(t, x, x ′ ; q) and B ′ (t, x, x ′ ; q). Let us consider the first equality. We impose on the matrix operator B(t, q) Condition 1 and then by (3.17) and (2.8) we derive
Summing equations in columns we get that i[A, B j ](p; q) = (p 1 + p 2 )B j (p; q), j = 1, 2, so that by (3.12) here we have to put
that can be written in the operator form thanks to (3.8) as
Now we are left to obey, say, equations in (3.50) that gives conditions (q 1 + q 2 +p 2 )B 1 (p; q) = 0 and (q 1 + q 2 +p 1 )B 2 (p; q) = 0. To obey these equalities it is enough to choose the kernel of operator B in the form
where we used that by Condition 2 and (3.52) the kernel B(t, p; q) is independent of the difference q 1 − q 2 . Time dependence of operator B in the case when all three times are switched on by (2.21) is given by means of explicit relation B(p; t, q) = e −it1p1−it2p2−t3σ3(h1p
so that in order to avoid instability we have to change t 3 to it 3 . Now we have to construct nontrivial operator L 0 with constant coefficients that obeys equation (3.22) . Taking into account δ-functions in (3.54) and off-diagonal structure of operator B, we choose L 0 (p; q) = diag{P 1 (q), P 2 (q)}δ(p), where P j (q) are polynomials. Under condition that these polynomials are nontrivial and of the lowest possible degree, we easily find that
Thanks to our definitions (3.5)- (3.8) this is extension of operator
that is the differential part of the two-dimensional Zakharov-Shabat problem, known to be an auxiliary linear problem for the DS equation [22] . Construction of dressing operator ν with kernel ν(p; q 1 + q 2 ) can be performed by means of ∂-problem (3.30) normalized to be unity matrix operator (cf. (3.31)) at point of singularity of the kernel L 0 (p; q), i.e., at q 1 + q 2 → ∞. Then we prove that Eq. (3.32) is valid thanks to (3.22) and (3.56). Then, taking into account the asymptotic behavior of the kernel [L 0 , B](p; q) at q-infinity we derive (3.33) , where now L is extension of the linear operator of the Zakharov-Shabat problem, see [13] for details. Consideration of identity (2.19) goes along the same lines, as dependencies on t 1 and t 2 in (2.21) and (2.22) coincide.
(1+1)-dimensional equations.
Above we have seen that without lost of generality operator A can be always chosen to be a linear combination with constant (matrix) coefficients of operators D 1 and D 2 (see (3.7), (3.8) ). In order to get integrable equations in (1 + 1) dimensions we can perform reduction, imposing condition that operator B commutes with additional linear combination of D 1 and D 2 . Then as follows from (3.12) function b(p) in (3.29), (3.41), and (3.46) is proportional to δ(p 2 ) and functions b j (p) in (3.54) are proportional to δ(p 1 + p 2 ). It is easy to check that in this way we indeed arrive to corresponding (1+1)-dimensional nonlinear evolution equations. On the other side we can directly apply the procedure described above to identities (2.9)-(2.11) and corresponding equations (2.14) and (2.15). Let us consider as example Eq. (2.9). Here we have only one generator of commutator algebra, i.e., commutator with AI 1 . Correspondingly, we realize operator B as integral operator in one dimensional space: operator with kernel B(x 1 , x ′ 1 ; q). Using obvious corresponding one dimensional modification of techniques given in Sec. 3.1 we impose here instead of Condition 1 (see (3.14)) condition (3.58) so that by (3.17) for j = 1: As above it is easy to prove that operator L 0 that obeys relation (3.22) is given by
so that we arrive to the differential part of the one dimensional Zakharov-Shabat problem. Construction of dressing operator ν and potential u can be performed along the same lines as above by means of the ∂-bar problem (3.30) that here like in the cases KPI and DS above reduces to the Riemann-Hilbert problem thanks to specific argument of the δ-function in (3.63).
Concluding remarks
In this article we demonstrated that existence of a commutator identities leads to integrable nonlinear evolution equation. suggested scheme of reconstruction of such equation together with its Lax operators is generic and model independent, while examples considered here were corresponding to the known integrable equations only. In this sense it is interesting and opened problem to give description of all commutator identities on associative algebras. Another opened problem is existence of commutator identities with three generators. Following the lines of the suggested here procedure it is reasonable to expect that such identity can lead to (3+1)-dimensional integrable equation. Commutator identities described here are of generic form, while realization of operators A and B that enabled us to get nonlinear evolution equations was rather specific. It is worth to assume that the same identities are related with some other integrable systems under some other realization of elements of associative algebra.
