). On the right: multi-label instance classification:tagging an object at fine-grained level of recognition ( [5]).
: On the left: multi-label image classification:tagging an image at high level of recognition ( [2] ). On the right: multi-label instance classification:tagging an object at fine-grained level of recognition ( [5] ).
In image retrieval, the features extracted from an item are used to look for similar lookalike of the items (e.g. finding a match for a bag in a retail catalogue). Identifying all the attributes of a single instance of an item in an image (e.g. the shape of the bag) could facilitate the task of image retrieval.
In this work, we demonstrate that retrieving attributes of an object can be looked at as a multi-label instance classification task. As opposed to the multi-label object classification (the example on the left in Figure 1 ), in multi-label instance classification a single object will be tagged for its different attributes (see the bird example on the right in Figure 1 ) where in some cases an attribute could have more than one value for a single item (in the bird example underpart_colour is grey and blue ). Moreover, we are interested in per label accuracy results. To this end, here we introduce a simple end-to-end architecture (FineTag) (Figure 2 ) for retrieving the attributes at a fine-grained level in an image.
Fine-grained categorisation where an item is classified within a minor category is an area of research very close to tagging an item to its finest details. Among the recent techniques, Bilinear Convolutional Neural Networks (BCNN) [3] have shown to improve the results for finegrained classification significantly. In bilinear CNNs an image is passed through two (similar or different) convolutional networks and their outputs are multiplied using the outer product at each location of the image and pooled to obtain the bilinear vector. This additional step is defined as the bilinear-pool layer. In our proposed FineTag architecture we have adopted the idea of bilinear-pool layer to allow capturing a feature map with an emphasis on fine details. Further, one copy of the feature map is reduced from its original dimension (e.g. from 512 to 20) to decrease the size of parameters.
In our design, we adopt the VGG16 architecture as a backbone for our multi-labelling experiments and initialize the convolutional layers with the weights of VGG16 trained on ImageNet classification. We take advantage of the methods in multi-label image classification domain. Specifically, pairwise ranking, which has proven to be successful in multi-label image classification with annotations that include only tags as the ground truth [6] .
In our experiments, we have adopted the challenging CUB200 birds dataset [5] for the task of multi-label classification at fine-grained level. The number of classes (denoted as N in Figure 2 ) is the size of the vocabulary of attributes. For instance, in case of CUB200 bird dataset [5] where there are 312 attributes in total (including multiple values per category of attribute), the network is trained for an output of 312 logits. The network is trained with a multi-labelling ranking loss [1] (Eq. 1). We compare our results with a deep CNN architecture (VGG16 [4] ) using the same rank-based loss function and we show that the introduced architecture gains improvements for a fine-grained dataset with a significantly less number of parameters (40× less). The network performance is evaluated using the ranking-based average precision (AVGPREC) metric as well as the mean average precision (MAP) per each individual label (tag) which is weighted by the frequency of instances per label (W_MAP). The average results over all images are demonstrated in Table 1 (The upcoming full publication includes the results for each category of attributes as well.). Our experiments on CUB200 bird dataset showed that FineTag outperforms the baseline architecture in almost every group of attributes.
