Introduction
Searching for good feature correspondences (a.k.a. matches) is a fundamental step in computer vision taskse.g., structure from motion [32] , simultaneous location and mapping [2] , panoramic stitching [4] , and stereo matching [14] . Finding consistent feature correspondences between two images relies on two key steps [22, 3, 23] -i.e., feature matching and correspondence selection. Specifically, initial correspondences can be obtained by matching local keypoint features such as SIFT [22] . Due to various reasons (e.g., key-point localization errors, limited distinctiveness of local descriptors, and illumination/viewpoint changes), mismatches are often inevitable. To address this issue, correspondence selection can be employed as a postprocessing * Corresponding author Comparison of (c) correspondence selection (can be viewed as a binary classification task for each correspondence) with standard segmentation problems including (a) image segmentation and (b) point cloud segmentation. Most spatially adjacent pixels and points in (a) and (b) are semantically consistent (belonging to the same class), yet the spatial distribution of mismatches in (c) is irregular, resulting in many outliers (red dots) contaminated in the local regions around inliers (green crosses). For visualization, image correspondences (4D) are projected to a 2D space via tsne [24] .
step to ensure correct matches and improve the accuracy [3] . This paper focuses on a learning-based approach toward selecting correct matches from an initial set of feature correspondences [36] . Feature correspondence selection is challenging due to the scarcity of available information as well as the limitation of local feature representations. Spatial positions of matched features are discrete and irregular (note that RGB or texture information is not available any more). To effectively mine the consistency from raw positions, spatially local information is often employed in previous hand-crafted algorithms [20, 3, 23] . Indeed, spatially local information has played an important role in image segmentation [21] and point cloud segmentation [26] . As shown in Fig. 1 (a) and (b), most feature points located in adjacent regions are semantically consistent (belonging to the same class). However, spatially local information is unreliable for correspondence selection due to irregular distribution of mismatches. As shown in Fig. 1 (c) , around the vicinity of correct correspondences (marked by green crosses), a large number of mismatches (denoted by red dots) can be found. To overcome this difficulty, we present a compatibility-specific neighbor mining algorithm to search for top-k consistent neighbors of each correspondence. Correspondences are determined to be compatible if they meet the same underlying constraint [9, 1, 5] . When compared with spatially knearest neighbor (knn) search, the proposed neighbor mining approach is more reliable because potential inliers exhibit guaranteed consistency with each other [17] .
Besides neighbor mining, another important issue is to find a proper representation for correspondence selection. Representations learned by various convolution neural networks (CNN) have become the standard in many computer vision tasks [16, 31, 13] . Correspondence selection can also be regarded as a binary classification problem for each match -i.e., correct (inlier) vs. false (outlier). Nevertheless, it is often impractical to directly use a CNN to extract features from unordered and irregular correspondences. The first learning-based method for correspondence selection using multi-layer perceptron is proposed recently in [36] , but unfortunately it has ignored useful local information such as those obtained by compatibility-specific neighbor mining (shown to be advantageous in our work). To fill this gap, we propose a hierarchical deep learning network called NM-Net (neighbors mining network), where features are successively extracted and aggregated. Compatibilityspecific local information is utilized from two aspects: 1) a graph is generated for each correspondence where the nodes denote compatible neighbors found by our neighbor mining approach; 2) features are extracted and aggregated by a set of convolution layers that take the generated graph as input.
In a nutshell, the contributions of this paper are as follows:
• We suggest that compatibility-specific neighbors are more reliable (have stronger local consistency) for feature correspondences than spatial neighbors.
• We propose a deep classification network called NMNet 1 that fully mines compatibility-specific locality for correspondence selection, with hierarchically extracted and aggregated local correspondences. Our 1 The code will be available at https://github.com/ sailor-z/NM-Net network is also insensitive to the order of correspondences.
• Our method achieves the state-of-the-art performance on comprehensive evaluation benchmarks including correspondences with various proportions of inliers and varying numbers of feature consistencies.
Related Work
Parametric methods. Generation-verification is arguably the most popular formulation of parametric methods such as RANSAC [9] and its variations (e.g., PROSAC [6] , LO-RANSAC [7] , and USAC [27] ). The consistency (compatibility) of correspondences is searched under a global constraint. Specifically, the generation and verification procedures are alternatively used to estimate a global transformation -e.g., homography matrix or essential matrix.
Correspondences consistent with the transformation are selected as inliers. Parametric methods have two fundamental weaknesses: 1) the accuracy of estimated global transformation severely degrades when initial inlier ratio is low [18] because the sampled correspondences may include no inlier; 2) the assumed global transformation is unsuitable for the case of multi-consistency matching [37] and non-rigid matching [23] . Non-parametric methods. Leveraging local information for correspondence selection is a popular strategy in nonparametric methods. For example, a locality preserving matching algorithm is presented in [23] , which assumes that local geometric structures in the vicinity of inliers are invariant under rigid/non-rigid transformations, where the spatially knn search is utilized to represent variations of local structures. The spatially local information is exploited in a statistical manner in [3] . The similarity of local regions between two images is measured by the number of correspondences; all correspondences located in the regions are considered inliers if the number is larger than a predefined threshold. Additionally, local compatible information has been explored by other non-parametric approaches -e.g., [1] measured the compatibility of each two correspondences as a payoff in a game-theoretic framework, where the probability of correct correspondences is iteratively calculated by ESS's algorithm [34] ; [17] estimated an affinity matrix to represent the compatibility of correspondences and proposed a spectral technique to select inliers. Although these algorithms involve the compatibility information among correspondences, they do not sufficiently mine local information from compatible correspondences. By contrast, we use compatibility-specific neighbors to integrate local information to each correspondence via a data-driven manner.
Learning-based methods. Deep learning has achieved great success in recent years -e.g., image classification [16, 31, 13] , object detection [11, 10, 29] , and image segmentation [21] . However, directly employing a standard CNN is infeasible to correspondence selection because correspondence representations are irregular and unordered. In [36] , a deep learning framework based on multi-layer perceptron is employed to find inliers but without any local feature extraction or aggregation. Considering that point-cloud data has the similar characteristics with correspondences, PointNet [25] and PointNet++ [26] can be referred for correspondence selection, which have been developed for point cloud classification and segmentation recently. Nonetheless, each point is individually processed in PointNet without any local information involved; spatially nearest information is exploited by PointNet++ in a grouping layer even though such spatially local information could be unreliable for correspondences. Different from these learning-based methods for irregular data, our approach covers both locality selection and locality integration concerns via a compatibility metric and a hierarchical manner, respectively.
Motivation
Finding consistency (compatibility) among matches and selecting good correspondences is a chicken-and-egg problem: finding the consistency (for an assumed global transformation as an example) would require a set of inliers (i.e., the knowledge about good correspondences); but meantime, the selection of inliers also relies on the results of finding reliable consistency. To get around this circular problem, we propose to utilize local information of correspondences as an surrogate representation for feature consistency.
Local information has been the cornerstone in many learning-based methods for image/point cloud classification and segmentation [31, 13, 21, 25] , where local context features in convolution kernels are commonly extracted. Since correspondence selection can be considered as a binary classification problem for each correspondence (i.e., inlier vs. outlier), it appears plausible to mine reliable local information for establishing good correspondences. As aforementioned, hand-crafted methods have employed spatially local information to select correct matches. However, unlike the cases of images and point clouds, directly using spatially local information for feature correspondence selection is not a good idea as shown in Fig. 2 (a) -the spatially selected k-nearest neighbors of an inlier are incompatible with two outliers. By contrast, the neighbors picked by a compatibility metric (which will be formally defined in the next section) are consistent as shown in Fig. 2 (b) , but their positions are not necessarily to be spatially adjacent to the query correspondence. Since the matched keypoints of an inlier indicate the same 3D position from different viewpoints in the real world, the consistency among inliers is readily guaranteed. Such observation motivates us to develop a compatibility-specific method to mine consis- Visual illustration of (a) spatially k-nearest neighbors and (b) compatibility-specific k-nearest neighbors of feature correspondences. The blue lines represent initial feature correspondences between two images, the yellow line denotes a sampled inlier, and the green lines and red lines respectively imply the neighbors of the sampled inlier being inliers and outliers. Two outliers are included in (a) the spatially k-nearest neighbors, which are considered as inconsistent portions; (b) the compatibility-specific k-nearest neighbors are consistent without outliers, but their positions are not necessarily to be spatially close.
Comparison between the spatially knn (SP knn) and the compatibility-specific knn (CS knn). Hundreds of image pairs are sampled from our experimental datasets (Sect. 5) and divided into 4 parts according to inlier ratios of the initial correspondence sets, -i.e., (a) lower than 20%, (b) from 20% to 35%, (c) from 35% to 50%, and (d) higher than 50%. The assessment metric is the average inlier ratio of the neighbors of correct correspondences.
tent neighbors. The superiority of compatibility-specific neighbor mining can be further justified by the statistics collected from experimental datasets (Sect. 5) as shown in Fig. 3 . The percentages of inliers in compatibility-specific nearest neighbors are remarkably higher than those results in spatially nearest neighbors in all cases, with the gap being more dramatic as k increases. These empiric findings strongly suggest that neighbors chosen by the compatibility-specific method are more reliable.
Method
In addition to neighbor mining, correspondence selection requires an appropriate representation of the information provided by reliable neighbors. Built upon the success of deep learning in many visual recognition tasks [13, 29, 21 ], a learning-based method was developed for correspondence selection in [36] . A key strategy behind [36] is to use multilayer perceptron that individually processes unordered correspondences. Unfortunately, this recent work fails to integrate local information for each correspondence; a key new insight of our work is to demonstrate the benefits of exploiting locality for correspondence selection by our proposed NM-Net. Our framework employs ResNet [13] as the backbone and compatibility-specific neighbor mining algorithm as the grouping module. The 4D raw correspondences are taken as input and the classification of each correspondence (i.e., inlier or outlier) is output.
Problem Statement
Given a pair of images (I, I ), two sets of discrete keypoints (K = {k}, K = {k }) are detected and local patterns around those keypoints are described as (P = {p}, P = {p }). The initial correspondence set C = {c} is generated by brute-force matching between (K, K ) based on descriptor similarities. The correspondence selection boils down to a binary classification problem focusing on the classification of each c as an inlier c inlier ∈ C inlier or an outlier c outlier ∈ C outlier .
Mining Neighbors
Compatibility-specific neighbor mining plays a crucial role in our network for the following two reasons. First, it explores the local space of each correspondence and extracts local information by our proposed compatibility metric. Second, it integrates unordered correspondences into a graph in which nodes correspond to the mined neighbors so that convolutions can be performed for further feature extraction and aggregation. As mentioned in Sect. 3, given a pair of correspondences (c i , c j ), quantifying the compatibility score denoted by s(c i , c j ) is non-trivial due to lacking of label information. One promising attack is that the variations of local structures around (k i , k i ) and (k j , k j ) are similar if c i and c j are compatible [1] . Based on this important observation, we propose to compute s(c i , c j ) by exploiting the variations as follows.
First, the Hessian-affine detector [15] is used to detect keypoints; it provides the local affine information around keypoints that is required by the introduced compatibility metric. Local affine information is critical for searching for consistent correspondences when images undergo viewpoint or scale changes [5] . Second, a transformation characterizing the variation between local structures around (k i , k i ) of c i can be calculated by
where a pair of 3 × 3 matrices (T i , T i ) describe the positions and local structures of the matched keypoints. Then we can calculate T i by (the same for T i )
where A i is a 2 × 2 matrix representing the local affine information extracted by the Hessian-affine detector and k i is the position of the keypoint. Third, intuitively, c i and c j are compatible if the corresponding transformations H i and H j are consistent; in other words, local structure variations estimated by a consistent pair of transformations should be similar. Consequently, we have adopted reprojected errors that represent local structure variations to measure the dissimilarity of
where ρ( a b c T ) = a/c b/c T . Note that the compatibility of (c i , c j ) is negatively correlated with the sum of reprojected errors (e j (c i )+e i (c j )). As a strategy of normalizing s ij to the range of (0, 1], we propose to use a Gaussian kernel -i.e.,
where λ is a hyper-parameter. Note that λ will not affect the ranking of s(c i , c j ); so the search of compatible neighbors for each correspondence is insensitive to λ. For any given c i , a graph G i is generated by first selecting the neighbors of c i , -i.e., c 
Network Architecture
The network architecture as shown in Fig.4 includes two key modules -i.e., grouping and ResNet blocks. Our network design is partially inspired by hierarchically extracted features to fully leverage correspondence-level local information (e.g., PointNet++ [26] ). The details of NM-Net are given as follows. Feature extraction and aggregation. In NM-Net, features are extracted and aggregated along three lines. First, we 
where f n j is the feature of the j-th node in G i at the n-th layer, d is the size of convolution kernel, and ω j denotes the learned weight. The N × k feature map is successively aggregated into N × 1, with the feature dimension being increased from 32 to 256 as shown in Fig. 4 (b) . In contrast to [36] , our convolutions take regular graphs as input instead of isolated correspondences, with reliably captured local features. Third, for global feature extraction, Instance Normalization [33] is used to normalize the feature map in each ResNet block, which has been proven more effective than average-pooling and max-pooling in [36] . Loss function. A simple yet effective cross-entropy loss function is used to calculate the deviation between the outputs and corresponding labels -i.e.,
where g is the output of NM-Net, S indicates the logistic function, y i denotes the ground-truth label of c i , H represents a binary cross entropy function, and α i is a selfadaptive weight to balance positive and negative samples. The regression loss in [36] is not used because the groundtruth global transformation may be unavailable in some applications such as multi-consistency matching and non-rigid matching. As we will show next, our simpler form of loss function can achieve even better performance.
Experiments
This section includes extensive experimental evaluations on four standard datasets covering a variety of contextsi.e., narrow and wide baseline matching, matching for reconstruction (i.e., structure from motion), and matching with multiple consistencies. We also present comprehensive comparisons with several state-of-the-art methods including both hand-crafted approaches (i.e., RANSAC [9] , GTM [1] , and LPM [23] ) and learning-based approaches (i.e., PointNet [25] , PointNet++ [26] , and LGC-Net [36] ).
Experimental Setup
Optimization and architecture details. The configuration of NM-Net (Fig. 4 (a) 1, 1, 1 ), where C(n, h, w) denotes a convolution layer with n output channels and a h×w convolution kernel, GP indicates the grouping module, and R(n, h, w) represents a ResNet block that includes two convolution layers C(n, h, w). Every convolution layer is followed by Instance Normalization, Batch Normalization, and ReLU activation, except for the last one. NM-Net is trained by Adam [8] with a learning rate being 10 −3 and batch size being 16. For LGC-Net, we use the code released by the authors to train the model. For PointNet and PointNet++, we adopt the ResNet backbone following the accomplishment in [36] . To verify the effectiveness of compatibility-specific neighbor mining method, another version of NM-Net is also implemented (named NM-Netsp), where compatibility-specific knn search is replaced by spatially knn search. Parameters including the number of neighbors k and λ (Eq. 4) are set to 8 and 10 −3 , respectively. Benchmark datasets. Four datasets are employed in our experiments -i.e., NARROW, WIDE, COLMAP [30] , and MULTI [37] (Table 1 ). The first two datasets are collected by us using a drone in four scenes, and we respectively keep a sample interval of 10 and 20 frames to attain narrow and wide baseline matching data. For Table 2 . Evaluation results. The three tables from top to bottom are results on NARROW, WIDE, and COLMAP datasets, respectively. Precision, recall, and F-measure are colored for highlighting because they explicitly measure the performance of correspondence selection. NM-Net-sp indicates a variant of our NM-Net with spatial neighbors. The best result in each column is rendered in bold.
WIDE, and COLMAP, the ground-truth camera parameters are obtained by VisualSFM [35] and the ground-truth labels of correspondences are calculated by comparing the corresponding epipolar distances [12] with a threshold (10 −4 ). MULTI is a tiny dataset consisting of 45 image pairs with available ground-truth labels for each correspondence. We use this dataset to test the generalization in cases of multiconsistency matching. Evaluation criteria. To measure the correspondence selection performance, we employ precision (P), recall (R), and F-measure (F) as in [19, 3, 23] . Moreover, considering that accurate estimation of the global transformation is required in some image alignment and 3D reconstruction tasks [32, 2, 4] , the deviation between the essential matrix E estimated by selected correspondences and ground-truth E gt is measured by MSE, MAE, median, max, and min as in [28] . Since P, R, and F explicitly reflect the performance of correspondence selection, we will focus on analyzing results from the perspective of these metrics. 
Single Consistency
Finding a single consistency corresponds to a global transformation (e.g., essential matrix) in static scenes is a popular application [32, 2] for feature correspondences. Our experimental results on NARROW, WIDE, and COLMAP datasets which contain a single consistency in each image pair are presented in Table 2 .
As reported in Table 2 (a), (b), and (c), NM-Net significantly outperforms hand-crafted algorithms and other learning-based approaches in terms of F-measure. First, when compared with hand-crafted algorithms such as RANSAC, GTM (using the same binary item in Eq. 4), and LPM (employing spatially k-nearest information), NMNet outperforms them by about 20 percentages on all three datasets. Second, NM-Net remarkably surpasses a representative set of learning-based approaches. For PointNet and LGC-Net, global features are extracted by average pooling and Context Normalization, respectively. For PointNet++, local information is added by spatially knn search for each correspondence. NM-Net also extracts both global features and local features but mines neighbors relying on the proposed compatibility metric of Eq. (4). The superiority of our framework can be easily verified. Third, NM-Net performs better than NM-Net-sp on all datasets; the gap becomes more dramatic on COLMAP which is a more challenging dataset with an extremely low initial inlier ratio (7.496%). It implies that our compatibility-specific knn search is more robust to high outlier ratios than standard spatially knn search. Some representative visual comparison results are presented in Fig. 5 , in which NM-Net is compared against current state-of-the-art deep learning framework LGC-Net. More visual results can be found in the supplementary material.
Multiple Consistencies
Multi-consistency feature matching in the situation of dynamic scenarios remains an open research problem as mentioned in [37] . In contrast to a global transformation for static scenes, several local transformations corresponding to multiple consistencies are included into the initial Method P (%) R (%) F (%) PointNet [25] 48 Table 3 . Generalization on MULTI dataset. Tested models are pretrained on NARROW dataset. Metrics are precision (P), recall (R), and F-measure (F). correspondence set. Because MULTI only contains 45 image pairs, models pretrained on NARROW that includes a similar inlier ratio (Table 1) , are adopted to test the generalization from single consistency to multiple consistencies. Table 3 and Fig. 6 show quantitative and qualitative results on MULTI dataset, respectively. Although LGC-Net achieves higher F-measure than NM-Net (still the second best), NM-Net is able to pick out all kinds of consistencies; while LGC-Net finds out only one kind of consistency. Note that LGC-Net is trained under the supervision of a hybrid loss that includes a regression loss corresponding to a global transformation, which explains why LGC-Net is less effective for multi-consistency matching with several local transformations. By contrast, NM-Net is trained with a classification loss that is insensitive to multiple consistencies.
Method Analysis
Parameter k. The number of neighbors k for each correspondence is a core parameter in NM-Net, which determines the receptive field of local features in each graph G. Consequently, several versions of NM-Net with different numbers of neighbors are studied on NARROW, WIDE, and COLMAP. As shown in Fig. 7 , NM-Net experiences performance degradation when k is either too small (4) or too large (32) . When k = 4, the search space for each correspondence is too small to extract enough available local features; when k = 32, the consistency of neighbors in G inlier for an inlier c inlier will decline and some outliers will be included undesirably as nuisance. Based on above analysis, we have used k = 8 as the default size of neighbors in NM-Net. Learning effectiveness validation. Since the neighbors searched by the compatibility metric are more consistent for inliers than for outliers, compatibility scores of correspondences in G inlier should be higher than those in G outlier in theory. A potential issue arises: can correspondences be directly classified based on the scores? To address this question, a hand-crafted approach is designed to calculate the sum of scores in each graph G i as s sum i
. Then c i will be determined as an inlier if s sum i is higher than a predefined threshold. A comparison between the hand-crafted approach and NM-Net on COLMAP dataset is included in Fig. 8 . Clearly, NM-Net achieves a far higher F-measure than the hand-crafted one with all thresholds. Due to uncertainties such as viewpoint changes and camera rotation, the distribution of correspondences is distinctly different among various image pairs. Utilizing raw scores to distinguish inliers and outliers is therefore unreliable. In contrast to the hand-crafted approach, the scores are leveraged as indexes to search for compatible neighbors in our proposed method. The local features hidden in these neighbors can be fully explored by a powerful deep learning network. Compatibility metric analysis.
Since compatibilityspecific knn search is a key procedure in NM-Net to generate the initial graph G, the consistency of elements in G directly affects the effectiveness of raw information. To shed more light to this important matter, an analysis of the compatibility metric (Eq. 4) is conducted as follows.
The inlier ratios of the neighbors searched by Eq. 4 on NARROW, WIDE, and COLMAP datasets are shown in Fig. 9 . The compatibility metric is deemed to be reason- . Compatibility metric analysis. The inlier ratios of neighbors recognized via our compatibility metric (Eq. 4) of (a) inliers and (b) outliers are calculated on NARROW, WIDE, and COLMAP datasets to examine if this metric can provide distinguishable local information.
able for the following reasons. First, the neighbors of inliers are significantly more consistent than the ones of outliers, with the inlier ratios being 3 times higher. Second, our approach achieves approximate 100% inlier ratios on both NARROW and WIDE datasets as shown in Fig. 9 (a) , where almost all searched neighbors of inliers are consistent (i.e., inliers). However, the inlier ratios of the neighbors of correct matches drop considerably on the more challenging COLMAP dataset. This result suggests that there is still a large room for further improvement from the perspective of robustness of the compatibility metric. We leave this to our future study.
Conclusion
We have presented a hierarchical classification network named NM-Net to select correct matches from initial correspondences, which fully mines compatibility-specific locality for each correspondence. Experiments demonstrate that NM-Net behaves favorably to the state-of-the-art (both hand-crafted and learning-based) approaches. The current shortcoming of our approach is the demand for key-point detectors with local affine information to compute the compatibility score. We expect developing a more advanced compatibility metric without such constraint in our future works.
