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Sur des polynomes analogues aux polynomes de 
Bernoulli et sur des formules de sommation ana-
logues à celle de MacLaurin-Euler. 
P a r CHABLES JOBDAN à B u d a p e s t . 
§ 1. Nous allons définir le polynome de BERNOULLI de seconde 
espèce if>„(x) de degré n, à une constante additive près par sa 
dérivée : 
0) Dy„(x)={n^_,). 
Développons le polynome en série suivant les coefficients 
du" binôme 
(2) v 
En prenant la différence finie des deux membres de (1), 
on trouve 
JDyn(x) = ( f l l 2 ) = Dyn.i(x) ') 
Intégrons et disposons de la constante additive de ip„-i(x) 
pour avoir 
(3) = 
Les relations (1) et (3) déterminent complètement la suite 
des polynomes %p„(x).2) L'opération des différences finies exécutée 
Le symbole Af(x) signifiant f(x-\-1) — f(x), et le symbole le 
coefficient généralisé du binôme 
(z\ ... J(g+0 
U ) r ^ - t - l ) r ( z - > t + l ) ' 
s ) Cette définition est analogue à celle des polynomes de BERNOULLI 
de première espèce (Voir CH. JORDAN, Statistique Mathématique, Paris, 1927, 
p. 16.) * 
xn~ ' 
A9n (*) = /„_!)) et D<Pn(x) = <Pn-iM> 
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sur les deux membres de l'équatioil (2) donne 
(x) = A ( „ * i ) + à, ( n l 2 ) + . . . + 6„-, 
on en conclut que les nombres b{ sont indépendants de n ; la 
suite ôa, blt b2t..., bm,... fournit tous les polynomes \f>n. 
Entrons maintenant dans les détails. De (1) il suit 
Dy1(x) = \ 
donc~y / t (x ) = x + bu par suite b„= 1. Si n > l , posons dans (1) 
x = 0, alors comme d'une part = 0 si x = 0 et n > l , et 
d'autre part 
on conclut 
<4> T - ^ r + î è ï - . . . + ( r - i ) p - * . — a 
En posant dans cette équation successivement n — 2 ,3 ,4 , . . . , 
on peut déterminer les nombres bu b2, b3, . . . 
On peut les obtenir d'une autre manière; en remarquant 
qu'à la suite de (1) on a 
i 
0 
Si n> 0, le signe de la quantité à intégrer est dans tout 
l'intervalle égal à celui de^(—1)"_ 1 ; on en conclut que &2»<0 et 
Ô 2 » + l > 0 . 
De plus, on. peut écrire 6„+i la manière suivante : 
i 
0 
Comme ï - n ne change pas de signe de zéro à un, on a 
6»+i = n + 1 k* o ù 0 < | < l ; i l en résulte 
^ i l ô n K I ^ . K - ^ I U 
9* 
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Développons ( ^ j suivant les puissances de Î ; on a 
(5) ( J ) = j j [ S î x + . . . + S:x»] 
où les nombres S%„ sont les nombres de STIRLING de première espèce, 
définis par l'équation 
SI [D{x(x- l ) ( x — 2 ) . . . (x-ri+ 1)],=0. 
En intégrant (5) de zéro à un, on trouve 
( 6 ) = ~ 2 ^ - r - S l . 3 ) 
n ! / + 1 
A l'aide de cette équation on peut, lorsqu'on dispose d'une 
table de nombres de STIRLING , calculer plus rapidement les nom-
bres bi que par l'équation (4). On trouve-
b0 = 1 - h = — 19/720 ba = — 33953/36288C0 
¿>, = 1/2 65 = 3/l 60 bi = 5 7 2 8 1 /7257600 
b2 = - 1/12 b6 = — 863/60480 bl0 = — 3250433/479001600 
b,= 1/24 67 = 275/24192 
ou encore à 10 décimales, 
¿>0= 1 
¿>i= 0,5 
b2= — 0,08333 33333 
¿>3= 0,04166 66667 
¿>4 = —0,02638 88889 
& 5 = 0,01875 
Les polynomes de B E R N O U L U de seconde espèce seront donc : 
b* = — 0,01426 91799 
¿7 = 0,01136 73942 
— 0,00935 65366 
¿ > 9 = 0,00789 25540 
¿>10 = — 0,00678 58500 
6,1 = 0,00592 40563. 
12 
i + à 
3) Dans le présent travail, conformément aux principes du Calcul des 
Différences Finies, nous écrivons la somme définie 
a + m 
/(a) + f ( a + 1) + f ( a + 2) + . . . + / ( a + m-1) = 2 /('")-
¿—a 
Dans ce cas si F(x) est la somme indéfinie de f(x), c.-à-d. si AF(x)=^f(x), 
la somme définie précédente est aussi égale à F (a-\-m) — F (a), c.-à-d. à la 
différence des valeurs de la somme indéfinie aux limites. 
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Valeurs particulières: 
Y»„(0 ) = bn, £>Vi (0)^=1, £>V.( 0) = 0 ( s i u > l ) 
v»(— 0 = 6»—6». 1 + bn-2—• • • + (—1)"60. 
§ 2. Intégration approchée des fonctions à l'aide des poly-
nomes de B E R N O U L L I de seconde espèce, en partant de la formule 
d e N E W T O N . 
Généralement on donne n +1 points correspondant à 
x = 0, 1, 2 , . . . /?, alors on peut déterminer / (0) , 4 / ( 0 ) , . . . 4" / (0) . 
La parabole de degré^n passant par ces points est donnée par la 
formule de N E W T O N 
m = / ( 0 ) + ( ï ) 4 / ( 0 ) + ( 2 ) ^ / ( 0 ) + . . . + ( ; ) ^ 7 ( 0 ) 
et l'intégration donne l'aire correspondent à là parabole entre a et b 
b 
( 1 ) j / (x) dx = / ( 0 ) (Vx (b) - ^ (a)] + 4f( 0) [y2 (b) -y.2(a)) + ...+ 
-+JumbPn+i(à)—t>„+l(a)]. 
Le plus souvent cette intégrale est demandée entre deux des 
points donnés. Comme n-\- 1 dépasse rarement 10, il est facile de 
faire des tables de la fonction y v ( x ) pour v = 0 ,1 , 2 , . . . , 10 et 
pour x = 0, 1, 2 , . . . , 9. La Table I. fournit alors très rapidement 
l'intégrale (1). 
E x e m p l e 1. So i t / (0 ) = 4, / ( 1 ) = 3, / ( 2 ) = 1 ét / (3 )=- -0 . 
De là on tire 4 / ( 0 ) = —1, J 2 / ( 0 ) = — 1 et 4 3 / ( 0 ) = 2; on a donc 
3 
J f(x) dx = 4 [V, (3) - (0)] — [i{>2 (3) - (0)] - Ws (3) - V3 (0)] + 
+ 2 [ipt (3) — ipt (0)] — 6. 
Autre méthode. On donne comme avant les « + 1 points; le 
polynome de N E W T O N peut s'écrire : 
f ( i + x) = f ( i ) + (*) J f ( i ) + ( * ) J'-f(i) + . . . + ( J ) J"f(i), 
on en tire 
1 
$f(i + x)dx=f(i) + biJf(i) + biJif(i) + .. , + b„J"f(i). 
En sommant, lorsque / prend les valeurs de a à a + m— 1, 
on obtient une formule analogue à la formuie de sommation de 
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M A C L A U R I N — E U L E R , pour des polynomes. Nous allons déduire sa 
forme générale plus tard. 1 
o + m 
(2) \ f ( x ) d x = = ° s / ( i ) + bl U(a + m> + 
+ b2 Vf (a + m)~ Af(a)} + ... + &„ [ ^ f ( a + m ) >f(a)].*) 
Lorsque l'on connaît les différences de f(x) pour x = 0, on 
déterminera ces différences pour une valeur quelconque de x par 
la formule connue 
J°f(x)=^'/(0) + ( i ) J+1f(0) + (2) ¿ s + 2 / ( 0 ) + . . . + 
Dans le cas de l'Exemple 1. on a a = 0 , m = 3 ; il en résulte 




f(x) dx = S f(i) + b1[f (3) - / ( 0 ) ] + b2 [ ¿ / (3 ) - Jf(0)] + 
<=0 
+ [ ^ 2 / ( 3 ) — ^ V ( O ) ] 6 . 
§ 3. Intégration des fonction à l'aide de Ja série d'EvERçrr. 
On donne 2/1 + 2 points correspondant à x——n, —(n— 1), . . . , 
— 1,0, 1 , . . . ( n + i ) ; la parabole de degré 2 / 2 + 1 passant par ces 
points est d'après la formule d'EvERErr: 
En intégrant de a à b on trouve 
» 
r • » + 1 
J v = 0 o) 0 n+1 
- 2 Î V 2 2 (6 + — 1 ) — V 2 2 (a + V — 1 )] d2"/(0) . 
v = 0 
En général l'intégration se fait entre deux des points donnés ; 
alors la Table II. facilite les calculs. 
*) Une formule analogue a été indiquée par BOOLE dans une des exem-
ples de son Treatise on the Calculus of finite Differences, 1860, p. 243. 
5) ô est le symbole des différences centrales: 
¿ 2 / ( * ) = / ( * + 1 ) - 2 / M + / ( X - I ) . 
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E x e m p l e 2. Soient 2n + 2 = 4, a=— 1, 6 = 2 , / ( — 1 ) = 4 , 
/ ( 0 ) = 3 , / ( 1 ) = 1 et / ( 2 ) = 0, d o n c < î 2 / ( l ) = l et < 5 2 / ( 0 ) = - l ; 
la formule (1) donne 
2 
J / r x ; d x = / ( i ) [ v 2 ( 2 ) - v 2 ( - D ] - / ( 0 ) [ v 2 ( i ) - v 2 ( - 2 ) ] + 
1 + ¿ 2 / ( l ) ( 3 ) - V< (0)] - <57(0) [v< ( 2 ) — ^ ( - 1 ) ] = 6. 
vîufre méthode. Le dévéloppement d'une fonction f(x-\-i) en 
série d'EvERETT est la suivante : 
(2 ) / ( * + / ) = Ê ( 2 * " + i ) 1) - ¿ J * ^ 1 ) à 2 v f ( i ) + R 2 n 
où 
^ = ( J C + 2 n n _ 1 ) D 2 n / ( / + l ) 
et | est une fonction de x telle'que — n + l < ? < / i , O c Ç c x . 
Intégrons de 0 à 1 les deux membres de l'équation (2), on 
trouve 
i 
[ f ( X + i) dX = S [V2v+2 ( * + ! ) - 1p2v+2 (*)] Ô*f(i + 1 ) -J v=0 
0 1 
— 2 bp2»+2 { v ) - ^ 2 ( ^ - 1 ) ] à2"f(i) + J R2ndX 
0 
or on a 
+ 1) — y 2 v + 2 (v) = 4i//2V+2 ( " ) = l / ^ + l (v), 
de plus, à cause de la symétrie dès polynomes ^ ( § 6 . formule 
(1)), on a 
i>2»+i (v) — — i//2„+i (v— l) ; 
remarquons en outre que 
f ( i + l ) + f ( i ) = 2/4/ 
K ) 
fi étant le symbole de la moyenne centrale. Des rélations précé-
dentes il résulte ^ 
i i 
(3 ) J / ( x + i) dx = 2 J ; ip2v+i (V) i i 5 * f [ i + - i - j + J / ? 2 „ d x 
0 0 
z 
Pour obtenir j " / ( x ) dx, il suffit de faire la somme des quanti-
136 Ch. Jordan 
tés (3), i variant de 0 à z; il suit 
« i 
\f(x)dx=2 S V*+i<») S + )+ 2 f^nrfx. 
J » = o o v 4 ) i = o J 
o « 
On peut montrer facilement que si v = 0, on a ^ (0) = et 
, S + t ) - g / f f l + i ' « / ( 0 ) ' 
de plus, si v > 0 , 
»•=0 
On en conclut 
* 
- <4) 
+ S V * , + 1 M «52" - 1 fty _ M «j* - ' / ( 0 ) ] + S f / ?2n i /X . 
v = l » = 0 J 
o 
La formule (4) ainsi obtenue est une seconde formule de 
sommation analogue à la formule de M A C L A U R I N — E U L E R , mais le 
développement est fait suivant les différences centrales. Les con-
stantes fav+i (v) s'obtiennent très facilement à l'aide des nombres 
bit en se servant de la formule (2) du § 1 . Il suffit y poser x.= v 
e t n = 2 f + l . 
Il en résulte : 
V2v+1 (v) = ( j ) bv+i + j) bv+2 + • • • + f o ) b2v+i. 
On trouve 
V I ( 0 ) = 4 - = 0 , 5 
^ s ( l ) = _ ^ - = - 0 , 0 4 1 6 6 66667 
V» (2) = - ¡ ^ Ô = 0,00763 88889 
•M3) = - 120960 = - ° ' 0 0 1 5 7 90344 
2497 
(4) = 7 ^ 0 0 = 0,00034 40531. 
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§ 4. Développement des fonctions en série de polynomes de 
BERNOULLI de seconde espèce. Si 2f(x + a) est développable en 
série de N E W T O N , on peut écrire 
2f(x+a)=2f(a) + (*) f(a)+ g ) Jf(a) +... + [ f y " ' 1 f(a)+Rn+i • 
Prenons la dérivée des deux membres par rapport à a et 
posons a = 0, il s'en suit 
DSf(x)=D2f(0) + ( ï ) D/(0) + (2) ^ 7 / ( 0 ) + • • • + [DaRn+i l«=o-
Multiplions les deux membres par dx et intégrons ; il résulte 
'2f(.x) = V,D2f(0) + y2Df(Q) + i>sDJf(0) + • • • +$[DaRn+l)a=vdx. 
L'opération des différences finies exécutée aux deux membres, 
par rapport à x, en supposant / / x = l , donne 
(1) f(x) = £>2/(0) + 0) + ...+J Î[ûaRn+l]a=odx. 
Remarquons que l'on peut mettre Rn+1 sous la forme 
où 0 < § < n ou 0 < | < x. Par suite, on peut écrire le développe-
ment (1), de la manière suivante: 
(2) f(x) = C„ + C, Vi + C-i Va + . _ . . + C„Vn + < + 1 • 
En identifiant les coefficients, on a 
c0 = [D2f(x)]x=-0, c. = [DJS - lf(x)]z=0, 
de plus 
x+ 1 
< + i = J ( „ { ,) [DaDr12f(a + l)\«=odt 
X 
où § est une fonction de t telle que 0 < l < n , ou 0 < l < t . 
Lorsqu'on a DaDn+1 •5/(1 + a) > 0 pour toutes les valeurs de 
t telles que x < f < x + l , on aura 
= (x)DaDn+l2f(v) 
où 77 est une fonction de x satisfaisant à 0 < i j < n OU O < J ? < X . 
E x e m p l e 3. Soit 2f(x) = 2x, on en tire f(x) = 2X et 
J - l f ( x ) = T - , déplus , D2/(x)=2x log2 et DJ'-'ffx) — 2*log2, 
par suite c0 = cs = Iog2, donc 
(3) 2x = n + V i + V'2 + V '3+-- -Mog2; 
/ 
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comme yn(0) = bn, en posant dans (3) x = 0, on trouve la relation 
<4> ^ = 1 ^ = 1 , 4 4 2 6 9 522. 
Remarque. En développant d'une manière analogue f(x)=\l2x, 
on arrive à la relation 
2 - ^ 5 = 1 1 6 , 1 ( 4 - ) ' = 1,27865 m 
E x e m p l e 4. Soit 2f(x) = q>n+l (x), où <pn+\(x) est le poly-
nome de B E R N O U L L I de première espèce de degré n+ 1. (Voir la 
note2).) Il en résulte 
f(x) = xnIn ! ; D2f(x) = <pn (x) ; Df(x) = x»- V(n -1) ! 
en outre Df(x)==^f ^ ¡ j » o n e n conclut 
c0 = 9>.(0) = | f , Cl = 0, c ^ l ^ j s r . 1 , . 
Les nombres étant les nombres de STIRLING de seconde 
espèce définis par 
K L - « -
Le développement cherché sera donc 
En posant dans (5) x = 0, on trouve la relation suivante, qui 
donne les nombres de Bernoulli B„ en fonction des coefficients 
b{ des polynomes de BERNOULLI de seconde espèce : 
fl„=-/2[6ssi-i+2!&8sLi+... + ( / z - i ) ! 6 „ s : : ! ] . 
Remarque. En développant f ( x ) ~ suivant des polyno-
mes de BERNOULLI de première espèce, on obtient d'une manière 
analogue la relation donnant les nombres b„ en fonction des 
nombres de BERNOULLI 
= - ^ r ^ [ T S" - 1 + X ^ - 1 + T ^ -1 +• • • + ^ S " : ' 
où les nombres Sk sont les nombres de STIRLING de première espèce, 
mentionnés au § 1. 
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E x e m p l e 5. On peut utiliser le développement suivant des 
polynomes de BERNOULLI pour déterminer la fonction génératrice 
de ces polynomes ; il suffit de disposer de 2f(x) de manière que 
cs soit égale à f . On trouve que 
y / 6 : ) _ ( 1 + 0 * 
/ { J l o g ( l + 0 
remplit cette condition; en effet, il résulte 
f ( x ) = log (1+q ' Z>2f(x)=H\.+ t)', J - l D f ( x ) = f ( l + t f 
et par suite c8 — ?. 
La fonction f(x) est donc la fonction génératrice de if>n(x). 
En posant x = 0 dans f(x), on obtient la fonction génératrice 
des coefficients b{ 
<6> 
En y posant t= 1, on retrouve la relation (4). 
Posons encore dans (6) /== — 1, il résulte 
0 = 1 — bl + bi — b3+...; 
comme 62».<0, &2»-i>0 et ¿»0 = -1 , on peut écrire cette relation 
2 I M = 2 . 
N <=0 
§ 5. Déduisons encore quelques formules qui seront utiles 
plus tard. De àF(x)=f(x) on conclut 
JF(a—x) =—[F(a ~x)—F(a—x— 1)] = -f(a—x- 1) 
ce qui donne dans le cas particulier des polynomes rpn 
(1) Jif)n(a—x)=—ipn-iia—x—\) -
U'ipnfa—x) ==(--!»„-, (a—x— s) 
(2) 2%pn(a—x)= — \pn+x(a—.x + l) + w (x) où co ( x + 1) —Ù> (x). 
§ 6 . Polynomes de BERNOULLI de seconde espèce de degré 
impair. Symétrie des polynomes. On a 
Difj2n+i (x) = 1) . . . (x—2« + 1). 
Comme cette dérivée s'annule pour x = 0, 1, 2 , . . . , (2n— 1) en 
changeant de signe, les extréma de i/^n+i ont lieu pour ces valeurs. 
De —00 à 0 la dérivée est positive, on en conclut, que la fonction 
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est maximum pour x = 0, 2, 4 , . . . , 2n —2 et minimum pour 
x = l , 3 , . . . , 2/i — 1. 
En introduisant la variable f par la relation x = n — o n a 
2 
2l 2 n + l 
2 
La dérivée étant une fonction pair en g, son intégrale sera une 
fonction impair, par suite 
V 2 » + 1 — + — V 2 N + I ( ^ » — | — T J OU bien 
(1) y2n+1(x) = — ip2n+l(2n^ \ - x ) . 
Les valeurs de la fonction -*p2n+i sont donc symétriques par 
rapport au point de coordonnées x = n — j ; = 0. 
Cas particuliers: 
</'2»+1 ( « = — V2..+ = 
V2» + l ( ° ) = — V2n+1 i 2 « ~ O = ¿2n+l • 
Il en résulte les relations suivantes entre les coefficients b¡ 
(2"— l j ^ + ^ / l — 2 ) ^ 3 + - - - + ( 2 " j ' j ¿>2n + 2 i>2n +1 = 0. 
Elles permettent de déterminer b2n+i lorsqu'on connaît les 
coefficients b0,bu...,bz„. La première formule se simplifie en 
remarquant que ses deux premiers termes sont égaux et de signe 
contraire, et par suite on peut les omettre. 
Montrons que depuis x = 0 jusqu'au point de symétrie les 
maxima vont en diminuant 
n+l (2) 1 ( 4 ) > . . . 
11 suffit de prouver que 
2»+2 
V2n+i(2v + 2 )—V2> l + i (2 f )= J ( 2 ^ ) d x < 0 si 0 < x < n — ^-. 
2» 
/ 
Polynomes et formules de sommation. 141 
On peut écrire cette intégrale 
2v + 2 ' 2v+2 
® J [ ( ¿ y + i ^ 1 ) ] - « — / 
2v+l 2v+1 
Or le premier facteur est positif quelque soit v ; le second sera, 
négatif si x<n ou 2v-cn — 2. Les inaximâ vont donc bien en 
diminuant jusque au point de symétrie. Pour montrer que tous les 
màjcima sont positif, il suffit de montrer que le maximum le plus 
proche du point de symetrie est positif; pour montrer que tous 
les mlnima sont négatifs il faut montrer que le minimum le plus 
proche du point de symétrie est négatif. Ces extréma ont lieu 
pour x = n — 1 et pour x = n. 
La différence entre zéro et l'extrémum ifat+ityi — l) s'exprime 
par 
n'Y 
. J (2») i ' * 
I l - 1 
Dans l'intervalle considéré a le même signe que (—1)"; 
il en résulte que, si n est pair, ^ n + i ( n — 1 ) < 0 , d'après ce que 
nous avons vu c'est un minimum, donc tous les minima sont 
négatifs ; si n est impair, il résulte ip2n+i(n — 1 ) > 0 , c'est un 
maximum, donc tous les maxima sont positifs. 
Conclusion: Pour toutes les valeurs paires de x le polyneime 
ip2n+\(x) est positif, pour toutes les valeurs impaires de •x il est 
négatif pourvu que l'on ait l . 
Remarque. De la formule (2) il résulte que 
1 
J (2*n) dx = V2„+1 ( 1 ) - V2,.+ ! ( - 1 ) > 0 ; 
—1 
on en tire 
V & . + i ( - l ) < 0 
et à cause de la relation exprimant la symétrie, i/>2h+i(2/i)>0. 
On conclut qu'entre x = — 1 et x = 2n le polynome rp2n+i(x) 
change 2n + l fois de signe, donc toutes les racines stffit réelles, 
simples et elles sont toutes comprises dans cet intervalle. De 
Vzn+.i (— 1) = - b0 + b, — bi + ... + Ô2..+1 < 0 
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on déduit 
2» 
, = o 
§ 7 . Polynomes de BERNOULLI de seconde espèce de degré 
pair. Symétrie des polynomes. Comme Aip2H+\(x) = ip2»(x), on 
déduit de 
V2»+l (x)= — V2» + l(2n— 1— x) 
en se servant de la formule (1) du § 5., la relation suivante 
V2u (X) = 1p2n (2 n—2 —x), 
c-à -d . que le polynome y>2<i(x) est symétrique par rapport à la 
droite x = /z— 1. 
Dans le cas particulier où x = 0 
(0) = ip2n (2n—2), 
on en tire la relation 
Cette équation permet de calculer n- i lorsque l'on connaît 
b2, bs, .. ., b2n-2- Par exemple pour/z = 6 on trouve 
ô 2 + 1063 + 456. + 1206a + 210&6 + 252Ô7 + 2106 8+120Ô 9 + 
+ 4 5 ô 1 0 + 1 0 6 n = 0 
et, en utilisant les données des tables du § 1., bn = 0,00592 40563. 
La dérivée du polynome 1p2n(x) 
Dy2n(x)= x ( x - l ) ( x - 2 ) . . . ( x - 2 n + 2) 
montre que ses extréma ont lieu pour x = 0, 1 , 2 , . . ., 2n—2, de 
- plus comme cette dérivée est négative entre —oo et 0, les minima 
ont lieu pour x = 0, 2, 4, . . ., 2n—2, et les maxima pour 
x = 1, 3, 5 , . . ., 2«*—3. 
On peut montrer de la même manière qu'au § précédent que 
de zéro à la droite de symétrie, les maxima vont en diminuant et 
les minima en augméntant. 
Pour prouver que tous les maxima sont positifs et tous les 
minima négatifs, il suffit de faire voir que le maximum le plus 
rapproché de la doite de symétrie est positif et le minimum le 
plus rapproché négatif. 
Remarquons qu'un des extréma se trouve sur cette droite. On a 
«/'2" (H — 1 ) = 1p2ll + l (/l) — Tp2„ +1 (n — 1 ). 
I 
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Lorsque n est pair, ip2,i (n—1) est un "maximum ; il est positiv, 
•car d'après ce qu'on a vu au § 6., le second membre est dans 
ce cas plus grand que zéro. Lorsque n est impair, tp2n(n — \) est 
un minimum; il est négatif, car dans ce cas le second membre est 
plus petit qué zéro. 
En refaisant le même raisonnement sur 
Tp2n(n — 2) = 1p2n+\{tl - 1) — ip2n + i(n — 2) 
•on aura prouvé que tous les maxima sont postifs et tous les 
minima négatifs, c.-à.-d. 
ip2n (2m) < 0, ip2,i(2m + 1 ) > 0 si 0^x^2n — 2. 
Le minimum minimorum est atteint pour x = 0 et pour 
x = 2n — 2, pour ces valeurs on a ip2n (0) = b:„ < 0. Comme 
ip2,i (± > 0, on en conclut que pour toutes les valeurs de * on a 
( 0 ^2„(x) — b2n^0. 
Cette relation importante servira plus tard. 
On peut montrer par une formule semblable à (2) du § 6. que 
i 
il en résulte y 2 n ( — l ) > V 2 n ( l ) > 0 ; et par suite aussi i//2„(2n — 1 ) > 0 . 
On en déduit qu'entre —1 et 2n — 1 lé polynome tp2n(x) 
change 2n fois de signe, toutes ses racines sont donc réelles, 
simples et comprises entre ces valeurs. 
Résumé. Symétrie des polynomes i/>„ (x) : 
y„ n - 1 + x] = ( - 1 ) > „ n - 1 - x ] . 
Toutes les racines de yn(x) — 0 sont réelles, simples et elles 
sont toutes comprises entre —1 et n — 1. 
Les maxima de i//„ sont positifs, les minima négatifs. Les valeurs 
absolues des extréma vont en diminuant de x — 0 à x = -^-n — 1. 
§ 8. Formule de sommation. Posons dans la formule (2) du 
§ 2. a=0 et m — z, on obtient, f(x) étant un polynome, 
z 
f f ( x ) dx = i : f(o+b, u(z) - /(o)]+b2 w ( z ) - j f m + 
J t = U 
où z est nombre entier. 
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Cette formule est semblable à celle de M A C L A U R I N — E U L E R , mais 
au lieu des dérivées de f(x) ce sont ses différences finies qui y 
figurent. 
Pour déduire une formule de sommation valable dans le cas 
d'une fonction f(x) quelconque, partons de 2f(x) en utilisant 
plusieurs fois successivement la formule connue de la sommation 
par parties. Pour déduire cette formule désignons pour abréger 
2Vi(x) = Vi+i(x), on aura alors 
2[U(x) V0(x)] = U(x) V1(x)-2[V{(x + 1 )AU(x)\. 
La sommation par parties executée sur la somme du' second 
membre donne 
2[V,(x + 1 ) AU(x)\ = (x + 1) AU(x) - ^[V2(x + 2)A*U(x)\. 
La troisième sommation par parties conduit à 
2[V 2 (x + 2) AW(x)] = V, (x + 2) A2U(x) - 2[Va (x + 3 ) A * U ( x ) \ 
et ainsi de suite, de manière que l'on arrive à 
2V0(x)U(x) = 
(1 ) = Vt(x) U(x)~ V 4 ( x + 1 ) AU(x) +V,(x + 2) A*U(x)-...+ 
+ (-\)nflVn(x + n-l)An-1U(x) + (-l)n2[Vn(x+n)AttLr(x}]. 
On voit que les sommations par parties successives livrent 
des termes dont l'argument va en croissant Cette avance des 
arguments rend compliqué l'emploi de la formule. On peut l'éviter 
dans certains cas, par exemple lorsque V0 (x) = 1 et si l'on execute 
les sommations à l'aide de la formule (2) du § 5 . En omettant la 
fonction périodique arbitraire on peut écrire 
2 \ = - y l ( u - x ) = V x ( x ) 
— 2^(11—x) = y2(u-x+\) = V2(x) 
2yt{u-x+l)=?-if>a(u-x + 2) = V,(x) 
et ainsi de suite ; on remarque que dans ces sommations il y a 
rétrogradation de l'argument, ce qui va compenser l'avance dûe 
à la sommation par parties. En posant U(x)—f(x) la formule (1)--
devient 
2f(x) = - y l ( u - x ) f { x ) - y 2 { u - x ) A f ( x ) - . . . -
w — ( a - x ) A n ' 2 f ( x ) + 2[yn_, (a-x-1) Anr '/(x)]. 
Comme on peut ajouter à une somme indéfinie une constante 
arbitraire quelconque, écrivons la somme qui figure au second 
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membre, pour simplifier les résultats, de la manière suivante: 
= [ - y* («-*) + bn] S - l f ( x ) + (« -x-l)-bm] j*f(x). 
Pour abréger, désignons la dernière somme par ç„(x,u); 011 
aura 
:2f(x) = - s i>v(u-x)^-lf(x) + b^n-if(x) + Çn(x,u). 
»=1 
Prenons la dérivée des deux membres par rapport à x, puis 
posons x — u et remarquons que nous avons vu au § 1. que 
t/,„(0) = 6„, Dip!(0) = 1 et Dtf/V(0) = 0 si v>\. En écrivant de 
nouveau x au lieu de u, on a 
D2f(x)=f(x)~ ¿ bvDJ-xf(x) + [DxQn (x, u))H=x. 
»=1 
Multiplions les deux membres de cette équation par dx et inté-
grons de .ó à 2 ; z—a devant être entier. Le premier membre 
t 
devient égale à [2f(x)\t=t—[2f(x)\e=„= ^ f ( x ) ; par suite 
<r=<' 
« 
S № = \f(x)dx - 2 b v [ j v ' l f ( z ) - j v ' i f ( a ) ] + 
<4) - " = I 
g 
+J [DxQn(x, u)]„=xdx. 
a 
La formule de sommation (4) est valable pour des fonctions 
quelconques ; elle est préférable à la formule de M A C L A U R I N — E U L E R 
dans le cas des fonctions dont les différences sont plus facilement 
calculables que les dérivées. 
§ 9. Transformation du reste. En choisissant l'indice pair, on a 
Q2„ (X, U) = >2„(LL-X- 1) - b2n]J-nf(x). 
Cette somme indéfinie n'est définie qu'à une fonction périodique 
arbitraire près,, dont la période est égale à l 'unité; soit CJ/X) une 
telle fonction. La somme indéfinie précédente peut être remplacée 
par la somme définie suivante 
C 2 „ ( * , « ) = 2 b p 2 n ( u - t - l ) - b 2 n ] J 2 n f ( t ) + a>(x) 
x — u devant être entier. 
1:1 
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D'après ce que nous avons vu, (1) § 7., on a toujours 
if>2n(x) — b2 n ^0 , on peut donc employer le théorème de la moyenne, 
et l'expression précédente devient : 
x 
Ç2n (X, u) = A"nf(é) 2 bp2n(u-t-\)~ b2ll ] + a>(x) 
t=u-l 
où i; est une certaine fonction de x telle que i f - k E < i Effec-
tuons la sommation d'après la formule (2) du § 5. On trouve 
« ) = t—V2..+» ( " — * ) + 
Maintenant on peut prendre la dérivée de Q2n par rapport à x-r 
en remarquant que tp2n+i(\) = b2n + bz„+i, on trouve 
Dxç2n(x, u) = J'lDf(Ç) l-^'n+i (u—x) + (u-x) b2ll4- b2n+i] + 
+ [Dy2il+,(u-x) - 62n] + DÛ)(xj . 
Il faut encore poser x - - u , comme V2»+I(0)='Ô2»+.I e t 
Dv»2n+i(0) = 0, le premier terme disparait et l'on a 
= - b2n42n№ + D(o (x) 
enfin écrivons x au lieu de u, multiplions les deux membres par 
dx et intégrons de a à z; comme z—a est . entier, co (z) = w (a) ; 
le reste obtenu sera 
= — b2n\j2'lf{t) dx où x— 1 < £ < x. 
a » 
En employant encore une. fois le théorème de la moyenne, 
on a aussi 
R2^—b2n(z—a)A2uf\n) ou a—\<v<z. 
Enfin la formule sommatoire avec le reste sera 
m È f ( x ) = \ f ( x ) d x - 1 bv[Jv-xf(z)-S->f(a)\-
^ 1 ^ x—a J t>—H 
a 
-b2ll(z-a)Jnf{V). 
Cette formule, dans laquelle àx—\, peut être facilement géné-
ralisée pour une variable y prenant les valeurs y0, y0+h, y0+2h, 
il suffit de remplacer x par x = a + -i-(_y—y0). 
Cas particulier remarquable: Faisons dans la formule pré-
cédente z = a - f 1/ alors on trouve, 
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2.i 
(2) | / (x) dx = f ( a ) + S bv A" f(a) + b2ll A2"f(,j). 
(a— l<f]<a+ !). 
A cause de sa simplicité cette formule est très pratique pour 
la quadrature des fonctions, dont les différences sont plus facilement 
calculables que les dérivées. 
. E x e m p l e 6 ' Déterminons l'intégrale de yj„(x) entre 0 et l. 
La formule (2) donne : 
I 
i.+ i 
ifj,,(x)dx = ,fj„(0)4-2 bt,A"yit{0)=b0bn+b¡bn.1+b2bn-2+-b„b0. 
!>=l 
Les formules précédentes peuvent présenter d'autres avan-
tages sur la formule M A C L Â U R I N — E U L E R ; en effet, il arrive quel-
quefois que cette dernière prolongée indéfiniment forme une série 
divergente, tandis que les séries dévéloppées suivant les différences 
successives sont convergentes. C'est ce qui arrive par exemple 
pour f(x) = ~ . En effet D" ^ - j augmente indéfiniment avec n s i x 
reste fini, par contre = 0 pour n — oc; par suite, 
comme la série des différences est . une série alternée, elle est 
convergente. 
§ 10. Considérons le cas particulier suivant: Pour toutes les 
valeurs de n on a A2"f(x)>0 et AZl+1f(x)<0. .On en conclut 
immédiatement que /?2„>0 quel que soit n, de plus comme 
Rz, = •- b2ll[A2" -1 f(z) - A2" ' xf(a)] - b2„+, [A2"f(z) - A2"f(a))+R2n+2 
ou encore 
Ri» = - b2:l i A2" f(x) - b,„+, 2 + i f ( x ) + R2ii +2 ; 
X — 'L X—.H 
comme b2„ < 0 et b2„.r i > 0, il résulte que R2„ est la somme de trois 
quantités positives et que R2„ > R2,,+2- Si en outre lim A"f(x)~ 0 
il — X 
pour toutes les valeurs de x considérées, on a aussi 
lim R2i, = 0 
J v 1 0 * 
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et 
e 
S f ( x ) ~ f f ( x ) d x = - [ S - l f ( z ) - S - l f ( a ) ] . x= a J v = 1 
o 
Exemple 7. S o i t / 6 ) = - . Il résulte A"f(x)= . , • 
lorsque x > 0 , on a lim A" f(x) — 0, par suite 
.t =a X J * v=\ n). 
Si n = oo, a = i . et 2 = oo, on obtient une formule donnant, 
la c o n s t a n t e d'EuLER 
bv C = 2 2 
>'=1 v • V= 1 
Si l'on fait n = oo, a = l , z = 2, on trouve 
log2== 1 — 2 
f - f - i 
Faisons encore n = 2, a = 20 et z — 100 ; dans ce cas on trouve 
100 
2 ^ = l o g 5 + 6 , r=20 X 
1 1 ' b2 1 1 
2 Û ~ 100. 2 •+ 
+ 1 1 1 + Rt = 1,589637 + Rt (?) (T) 
Comme 19<??<100, on a 
<0,000126. 
I O j 
En réalité l'erreur est égale à 0,000099. 
table I. 
X V'i (X> V'3 (x) 
0 0,5 — 0,08333 33333 0,04166 66667 
1 1,5 0,41666 66667 - 0,04166 66667 
2 2,5 1,91666 66667 0,375 
3 3,5 4,41666 66667 2,29166 66667 
4 4,5 7,91666 66667 6,70833 33333 
5 5,5 12,41666 66667 14,625 
6 6,5 ' • 17,91666 66667 27,04166 66667 
7 7,5 N 24,41665 66667 44,95833 33333 
8 8,5 31,91666 66667 69,375 
9 9,5 40,41666 66667 10l,29i66 66667 
X tp7(x) _ rfjB(x) 
0 — 0,01426 91799 0,01136 73942 - 0,00935 65366 
1 0,00448 08201 — 0,00290 17857 0,00201 08575 
2 — 0,00315 80688 0,00157 90344 - 0 , 0 0 0 8 9 09881 
3 0,00448 08201 — 0,00157 90344 0,00068 81063 
4 - - 0 , 0 1 4 2 6 91799 0,00290 17857 —0,00089 09281 
5 0,31559 19312 — 0,01136 73942 0,00201 08576 
6 ' 3,28573 03201 0,30422 45370 —0,00935 65366 
7 15,60448 08201 3,58995 53571 0,29486 80001 
8 51,89684 19312 19,13443 61772 3,88482 33575 
9 139,20448 08201 71,09127 81084 23,07925 95347 
V« (x) %(x) 
- 0,02638 88889 0,01875 
0,01527 77778 — 0,00763 88889 
— 0,02638 88889 0,00763 88889 
0,34861 11111 - — 0,01875 
2,64027 77778 0,32986 11111 
9,34861 11111 2,97013 88889 
23,97361 11111 12,31875 
51,01527 77778 36,29236 11111 
95,9736) 11111 87,30763 88889 
165,34861 H i l l 183,28125 
i>»(x) Vio (X) 
0,00789 25540 — 0,00678 58500 
- —0,00146 39826 0,00110 67040 
0,00054 68750 — 0,00035 72786 
- 0,00034 40531 0,00018 95964 
0,00034 40531 — 0,00015 44567 
— 0,00054 68750 0,00018 95964 
0,00146 39826 — 0,00035 72786 
— 0,00789 25540 0,00110 67040 
0,28697 54464 — 0,00678 58500 
4,17179 88029 0,28018 95964 
