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ABSTRACT
Fast Radio Bursts (FRBs) are bright, extragalactic radio pulses whose origins are still
unknown. Until recently, most FRBs have been detected at frequencies greater than
1 GHz with a few exceptions at 800 MHz. The recent discoveries of FRBs at 400 MHz
from the Canadian Hydrogen Intensity Mapping Experiment (CHIME) telescope has
opened up possibilities for new insights about the progenitors while many other low
frequency surveys in the past have failed to find any FRBs. Here, we present results
from a FRB survey recently conducted at the Jodrell Bank Observatory at 332 MHz
with the 76-m Lovell telescope for a total of 58 days. We did not detect any FRBs
in the survey and report a 90% upper limit of 5500 FRBs per day per sky for a
Euclidean Universe above a fluence threshold of 46 Jy ms. We discuss the possibility
of absorption as the main cause of non-detections in low frequency (< 800 MHz)
searches and invoke different absorption models to explain the same. We find that
Induced Compton Scattering alone cannot account for absorption of radio emission
and that our simulations favour a combination of Induced Compton Scattering and
Free-Free Absorption to explain the non-detections. For a free-free absorption scenario,
our constraints on the electron density are consistent with those expected in the post-
shock region of the ionized ejecta in Super-Luminous SuperNovae (SLSNe).
Key words: surveys – radio continuum: transients
1 INTRODUCTION
FRBs are millisecond duration, bright radio signals that are
observed over the entire sky. Based on their measured disper-
sion measures (DMs), the integrated electron density along
the line of sight, they are extragalactic in origin. Since their
discovery in 2007 (Lorimer et al. 2007), more than 64 have
been published (see e.g. Thornton et al. 2013; Champion
et al. 2016; CHIME/FRB Collaboration et al. 2018; Shan-
non et al. 2018). The first FRB seen to repeat was FRB
121102 (Spitler et al. 2016), leading to its localisation and
the identification of the host (Spitler et al. 2016; Chatter-
jee et al. 2017). This discovery has led to large all-sky sur-
veys looking for FRBs and possibly repeating bursts from
the same source leading to more discoveries and localisa-
tions (The CHIME/FRB Collaboration et al. 2019; Ban-
nister et al. 2019; Ravi et al. 2019). Most FRBs, includ-
? E-mail: kaustubh.rajwade@manchester.ac.uk
ing the first repeating FRB have been observed at 1.4 GHz
and higher frequencies. Recently, the Canadian Hydrogen
Intensity Mapping Experiment (CHIME) telescope detected
13 FRBs in the range of 400–800 MHz within a span of
10 weeks, significantly increasing the sample size of these
sources (CHIME/FRB Collaboration et al. 2018).
Over the years, multiple low radio frequency ( <
800 MHz) searches have been conducted to search for FRBs.
Despite many detections at 1.4 GHz, none have been seen
at frequencies lower than 400 MHz. Coenen et al. (2014)
performed a large sky survey at 142 MHz using the LOw
Frequency ARray (LOFAR) (van Haarlem et al. 2013) and
reported an upper limit on the rate of 150 events per day
per sky above a flux of 107 Jy. A very stringent limit on
the FRB rate at 145 MHz of 29 events per day per sky was
reported by Karastergiou et al. (2015) using the Chilbolton,
UK LOFAR station (Rawlings array) as they covered 4193
sq.deg of the sky in 60 days and did not find any FRBs. Non-
detections in these surveys did hint at the possibility that
© 2015 The Authors
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FRB event rates at low frequencies are smaller compared to
those reported at higher frequencies (Shannon et al. 2018;
Petroff et al. 2015). This possibility was also supported by
non-detections from extremely sensitive searches for FRBs
conducted at 350 MHz using the Green Bank Telescope
(GBT) and Arecibo observatory (AO) (Chawla et al. 2017;
Deneva et al. 2016) with the most constraining upper limit
of 4980 events per day per sky at these frequencies for a
flux limit of 0.61 Jy (Chawla et al. 2017). On the other
hand, before CHIME became operational, the UTMOST
survey (Caleb et al. 2017) was successful in finding FRBs
at a frequency of 843 MHz showing that FRBs did emit at
frequencies below 1 GHz.
The detection results from various surveys at differ-
ent frequencies can be interpreted in many ways. Shan-
non et al. (2018) report frequency structure in the detected
bursts at 1.4 GHz. A significant portion of the flux of the
burst lies within a very narrow band. This non-contiguous
broadband behaviour can significantly affect the detection
statistics of surveys with large bandwidths. Recently, the
repeating FRB, FRB 121102 has been shown to exhibit vari-
able spectral behaviour where the emission drifts across the
frequency band. Hessels et al. (2019) conducted a multi-
frequency study of this behaviour and have shown that the
drift rate increases at lower frequencies. This suggests that
drifting sub-pulses across the frequency band, even in the
complete absence of scattering, can cause the resulting pulse
to be wider, thus decreasing the signal-to-noise ratio of the
pulse and rendering them non-detectable at lower frequen-
cies.
This dearth of low-frequency events has led a few au-
thors to claim that absorption and scattering around the
source play a significant role in mitigating radio emission
at these frequencies (Kulkarni et al. 2015; Ravi & Loeb
2018). Sokolowski et al. (2018) provided indirect evidence
for this when the Murchison Wide-field Array (MWA) was
shadowing part of the sky where seven FRBs were detected
by ASKAP (Shannon et al. 2018) and none were detected
at MWA frequencies. Based on the non-detection, they were
able to obtain a lower limit on the optical depth of the
plasma surrounding the progenitor assuming free-free ab-
sorption as the main cause. Currently, the consensus on
whether absorption is a primary cause of non-detections is
still an open question. Detecting FRBs below 400 MHz will
be crucial for solving this puzzle.
Here, we present results from a drift scan search for
FRBs at 332 MHz (92 cm) using the 76-m Lovell Telescope
at Jodrell Bank, UK, during its scheduled summer main-
tenance. The frequency range of this survey was suitably
placed such that it was just below the CHIME band but
higher than the previous LOFAR searches and thus, any
detection would go a long way in revealing valuable infor-
mation about FRB emission at these frequencies. In Section
2, we detail the survey and the FRB search pipeline, and
discuss Radio Frequency Interference (RFI) mitigation tech-
niques used. The results from the search and corresponding
rate calculations are presented in Section 3. We present the
results of our Monte-Carlo (MC) simulations to constrain
potential absorption models in Section 4. Finally, we discuss
our findings and conclude in Section 5.
2 THE SURVEY
2.1 Survey Description
The 332 MHz receiver was installed in the focus cabin of the
Lovell Telescope in the spring of 2016. We performed a drift
scan survey to search for FRBs during the summer months
while the telescope was undergoing maintenance on the az-
imuthal track and pointed at the zenith. To achieve this, we
used the ROACH backend (Bassa et al. 2016) to coarsely
channelize the band from 302 to 366 MHz into 4 subbands
of 16 MHz. Each of these subbands was subsequently chan-
nelized to 32×0.5 MHz channels, and time averaged to 256 µs
samples using digifil from the dspsr software suite (van
Straten & Bailes 2011). The finely channelized data of these
four subbands were sent to another machine where the bands
were stacked in frequency. Data were saved in 60-second
chunks, which was chosen to balance the number and size of
files.
2.2 RFI Excision
As the observations were in the summer maintenance pe-
riod, the various construction equipment caused severe RFI.
Moreover, the dish was pointing towards zenith which ex-
posed the focus cabin to the horizon. Therefore, we had to
implement RFI excision techniques before the data were ren-
dered usable for processing. We first masked frequency chan-
nels that were always corrupted by RFI which reduced the
total usable bandwidth by 10%. Then, we filtered the dy-
namic spectrum using a Graphical Processing Unit (GPU)-
based Median Absolute Deviation (MAD) (Press et al.
1989) algorithm. In statistics, the median absolute deviation
(MAD) is a robust measure of the variability of a univariate
sample of quantitative data. For a univariate dataset X1, X2,
X3,...,Xn,
MAD = median
(
Xi − X˜
)
, (1)
where X˜ is the median of the dataset. The MAD is related
to the standard deviation by a scaling factor such that,
σ = kˆMAD. (2)
For a normally distributed dataset, kˆ = 1.4826 (Rousseeuw
& Croux 1993). Since MAD is a robust estimator of the
noise statistics and is unaffected by narrow-band RFI, it
can be used effectively to remove narrow-band bursts of RFI.
Figure 1 shows the effects of MAD filter on our dataset where
one can clearly see the narrow-band RFI being flagged by
the algorithm.
The MAD filter removed almost all the narrow-band
RFI in the data. We used the method to clean data along
the frequency axis as time-domain filtering will affect our sig-
nal of interest i.e. bright single pulses would also be flagged
by the filtering algorithm in the time domain. This has im-
plications on FRBs that are confined to a subset of chan-
nels in the band like the ones discovered by Shannon et al.
(2018). We note that the ideal way to implement the MAD
algorithm is after dedispersion has been performed on the
dynamic spectrum and before frequency channels are added
to make DM trials, since any bright pulse would be aligned
in frequency and would not be affected. However, the gain
in sensitivity due to RFI removal outweighed this issue.
In the MAD implementation, each GPU thread runs a
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Figure 1. Left Panel: Raw dynamic spectrum of a 60-second chunk of our 332 MHz data on MJD 57870. Right Panel: Same chunk
after running the MAD filter on the data.
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Figure 2. Channel signal-to-noise ratio as a function of the to-
tal signal-to-noise ratio of a putative bright pulse for different
frequency coverage of the signals. Npulse denotes the number of
channels over which the signal spans. The blue dashed horizontal
line corresponds to the MAD threshold above which the pulses
will be flagged as RFI.
MAD filter on all channels in one time sample. For a given
astrophysical signal in a time sample, the signal-to-noise ra-
tio of the signal per channel,
S/Nts =
S/Npulse√
Nchans
, (3)
where S/Npulse is the signal-to-noise ratio of the pulse after
integrating over the full band and Nchans is the number of
channels in the spectrum. We note that this assumes that
the intrinsic frequency spectrum of the signal is flat over the
observing band. We used a flagging threshold (thMAD) of 3,
so assuming Gaussian noise, the threshold in terms of the
standard deviation of the noise,
thMAD = 3.0 σ = 4.44 MAD. (4)
Figure 2 shows the maximum S/N of the bright pulse before
it is flagged as RFI by our algorithm for different spans of
the FRB within the bandwidth of the survey. We note that
our algorithm will flag astrophysical sources with S/N < 10
as RFI if the signal spans not more than a quarter of the
band while a broadband signal will have to be extremely
bright to be flagged as RFI. We computed the probability of
finding a bright pulse (S/N > 30) that spans the entire band
based on the best constraints on the log(N)–log(F) slope of
FRBs (Macquart & Ekers 2018), -2.8, and we find that the
the probability of detecting a bright pulse with S/N > 30
above our detection threshold is ∼3×10−4. Nevertheless, we
acknowledge the caveat that our pipeline will be insensitive
to both, extremely bright and extremely narrow astrophys-
ical signals.
2.3 Sensitivity
We estimated the sensitivity of the search to potential FRBs
at 332 MHz using the radiometer equation (Lorimer &
Kramer 2004). Since we do not know the position of the
FRB in the beam, we compute the fluence threshold for our
survey weighted by the beam pattern of the 332 MHz re-
ceiver. Thus, given a minimum detection threshold, S/Nlim,
the fluence limit,
Speak =
S/Nlim Tsys
G0
√
Weffnp∆ν
Jy, (5)
where the position weighted gain,
G0 =
∫ ΩFoV
0 G(Ω)dΩ∫ ΩFoV
0 dΩ
. (6)
Here, ΩFoV is the solid angle subtended by the beam, Tsys
is the system temperature, G(Ω) is position dependent gain,
Weff is the effective width of the pulse, np is number of po-
larisations that are summed, and ∆ν is the bandwidth of the
system.
To measure the beam shape for the 332 MHz receiver,
we decided to use a bright pulsar, namely PSR B0329+54
that fortuitously drifted through the primary beam and the
first 2 sidelobes in which it was detectable throughout. We
split our data into 1 minute chunks and folded them modulo
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Figure 3. Top Panel: Ideal Beam pattern of the 332 MHz re-
ceiver. The yellow horizontal line corresponds to the traverse of
PSR B0329+54 through the beam. Bottom Panel: S/N (red
points) as a function of time for PSR B0329+54 as it drifts
through the beam of the 332 MHz receiver. The black dot-dashed
line denotes the beam shape of an ideal feed scaled to the maxi-
mum S/N of PSR B0329+54 in the beam along with the approx-
imated Gaussian beam used in our analysis (orange dashed line).
The receiver was stationary during the entire observation. The
telescope was pointing at an azimuth of 170.001◦ and elevation of
88.83 ◦.
the pulsar period. The measurement of S/N of each folded
profile can be used to measure the response of the beam as
a function of offset from the boresight (Figure 3). Though
the pulsar does not traverse through the boresight of the
primary beam, the traverse does give us the beam response
along the azimuthal axis. Although the primary beam of the
332 MHz receiver is symmetric and can be approximated by
a Gaussian, the side-lobes are difficult to model analytically.
This is evident in the shape of the S/N as seen in Figure. 3.
Moreover, the response of the sidelobes varied over differ-
ent days that made it difficult to measure a beam pattern.
Hence, we decided to compute the weighted gain upto the
full width half max (FWHM) of the primary beam by mod-
elling the beam as a Gaussian. Hence, the position depen-
dent beam response,
G(Ω) = G(θ, φ) = G e
−(θ )2
2σ2 , (7)
where G is the gain at the boresight that is measured to
be ∼0.9 K Jy−1 and σ = 0.43 FWHM. We assume the beam
is axisymmetric up to the first null of the primary beam.
Henceforth, we only use the primary beam up to the FWHM
for all our rate calculations. We assume that the the Tsys and
G(Ω) do not vary with frequency, given our small bandwidth.
Based on mulitple on-sky measurements at an elevation of
40◦, we used the measured Tsys = 350 K. We note that the
Tsys measurements were done in a similar RFI environment
so the measured value already includes average contribution
from external RFI. We added an additional value of 50 K to
this measured value to account for the average contribution
from the Galactic synchrotron emission from the sky over
the span of one full day (see top panel of figure 4). From
these values, we obtain a peak flux of 4.59 Jy for a 10 ms
burst with a S/N of 9. This corresponds to a fluence limit
of 45.9 Jy ms at the boresight of the beam.
2.4 Single Pulse search pipeline
After filtering the RFI, we processed the data using the
GPU-based single pulse search software suite called heim-
dall 1. The data were dedispersed for 295 trial DMs from
0 to 1000 pc cm−3. The trial DMs were chosen such that
the S/N of a pulse of 40 ms would result in a S/N drop of
25% at the next DM trial. Then, the dedispersed time-series
were convolved with nine box car functions of widths 256 µs
to 32.768 ms, with increments of powers of two number of
samples, and the resulting timeseries was searched for bright
pulses with S/N > 6. The candidates above our S/N thresh-
old were then clustered together in DM/arrival time/width
parameter space using a brute force clustering algorithm (see
Barsdell 2012, for more details). The clustering results in a
significant reduction in the number of candidates that need
to be inspected. The resulting candidates above a S/N of
8 and with more than 5 members in the cluster were then
chosen for further inspection.
After the initial filtering of candidates, the final candi-
date list was passed on to a convolutional neural network
candidate classifier called FETCH (Agarwal et al. 2019).
The algorithm uses the time-frequency information and DM-
time information of each candidate to classify between RFI
and real candidates. The classifier is meant to be used di-
rectly without any retraining required on the dataset. To
make sure of this, we put all our detected pulses of PSR
B0329+54 above a S/N of 8 through the classifier and there
were no false positives reported by the algorithm. Hence,
we decided to use FETCH without any retraining on our
dataset. Finally, the candidates that were classified as true
astrophysical candidates by the algorithm were selected for
visual inspection. All potential candidates from FETCH
1 https://sourceforge.net/projects/heimdall-astro/
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Figure 4. All-sky map of the contribution of the Galactic synchrotron emission at 332 MHz (Top Panel) and the maximum DM
contribution from the Galaxy using the YMW16 model of electron density in the Milky Way (Yao et al. 2017) (Bottom Panel). The sky
temperature has been scaled to 332 MHz from the 408 MHz all-sky map (Remazeilles et al. 2015) with a spectral index of −2.5. The
value of −2.5 is the mean value from the range of values reported in the literature (for e.g. Guzma´n et al. 2010; Jones et al. 2001). The
cyan shaded region shows the surveyed region of sky.
were vetted and inspected for further signs of astrophysi-
cal origin i.e the broadband pulsed emission and a bow-tie
in the DM-time plot.
3 RESULTS
Since part of the data were corrupted by RFI, many of the
candidates were spurious and terrestrial in origin. Due to
the RFI environment, we produced approximately 103 sin-
gle pulse candidates in every 5 minutes of observations. Us-
ing clustering and grouping algorithms in heimdall, we ob-
tained 743915 candidates that were put through FETCH.
After further filtering by FETCH, a total of 675 candidates
were selected for visual inspection. As mentioned before,
PSR B0329+54 drifts through the entire 332 MHz receiver
beam hence, we were able to identify 168 single pulses from
the source over the span of our search. To make sure our
search pipeline was not missing any detectable single pulses,
we computed the expected number of single pulses from PSR
B0329+54 above a S/N of 8 per traverse. From Figure 9,
PSR B0329+54 is detectable above a S/N of 8 in the pri-
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Figure 5. Left Column: Detection of a 23σ pulse of PSR B0329+54 on MJD 57914 that was identified by FETCH as a potential
candidate. The top panel shows the timeseries of the pulse that has been decimated by a factor of 16 and dedispersed to a DM of
26.7 pc cm−3. Middle panel shows the dedispersed dynamic spectrum of the pulse. Blank channels denote the frequency channels flagged
because of RFI. Bottom panel shows the DM-time plot for the same pulse decimated by a factor of 16. Right Column: Similar plots
for broadband RFI on the same MJD.
mary beam for approximately 4 minutes with a mean S/N
of 13. Hence, the average single pulse S/N over a span of 4
minutes,
S/Nsingle =
S/N√
N
' 1, (8)
where N is the total number of single pulses. If we assume
a log normal distribution of single pulse energies (Burke-
Spolaor et al. 2012), we expect about 1 detection per traverse
in 4 minutes of observations. Though this is small number,
we know that the pulsar is also detectable in the sidelobes
and has a large modulation index due to diffractive scin-
tillation at these frequencies (Kramer et al. 2003). Thus,
we expect about 2-3 single pulses from B0329+54 in one
complete traverse through the beam. Hence, in 58 days, we
expect about 116-180 single pulses which is consistent with
the number of pulses we detected. Left panel of Figure 5
shows one such detection. The rest of the candidates were
attributed to instances of strong broadband RFI as shown
in the right panel of Figure 5.
Since the survey covered, at any one instance of time,
0.61 sq.deg of sky as calculated from the primary beam and
was carried out over 58 days, the non-detection helps us
in constraining the FRB rate at 332 MHz. A very simple
estimate of the rate can be made by taking the reciprocal
of the product of the sky surveyed and the total duration
of the survey. Doing that gives us an upper limit of 1166
FRBs per day per sky at 332 MHz. However, we can obtain
a more reliable constraint on the upper limit of the rate by
considering various factors that affect the true rate of FRBs
in any given survey.
James et al. (2019) have shown that it is important to
consider the dependence of the sensitivity of the survey on
the offset from the boresight of the beam. Depending on the
slope of the source count distribution, the effective FoV of
the survey will change for some effective flux threshold. For
an effective exposure time Teff and slope of the source count
distribution, γ, the total number of candidates is given by,
N(γ) = Teff
∫
R(Fth,Ω, γ) B(Ω)dΩ, (9)
where B(Ω) is the position dependent beam response and
R(Fth,Ω, γ) is the event rate above a fluence threshold, Fth at
a certain offset from the boresite of the beam (see Eq.19 of
James et al. 2019). From Chawla et al. (2017), the rate at
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Figure 6. The 90% confidence level upper limit on the rate of
FRBs (top panel) and effective FoV (bottom panel) as a function
of the slope of the source count distribution. We can see that the
constraint on the rate becomes tighter for flatter slopes (see text
for more details).
the boresite of the beam,
R0 = Rth
(
F0
Fth
)γ
, (10)
for a given fluence threshold at boresight, F0. Thus, the
threshold at any position offset from the boresight,
Fth(Ω) =
F0
B(Ω) . (11)
Using Eq. 9, Eq. 11, and Eq. 10, we can further solve for the
rate at the boresite of the beam, R0 to get,
R0 =
N(γ)
Teff Ωeff
, (12)
where,
Ωeff(γ) =
∫
B(Ω)1−γdΩ. (13)
Then, we can obtain the 90% confidence level upper limit
on the rate for a given γ using techniques in Gehrels (1986).
For a given effective FoV, the 90% upper limit on the rate,
Rul =
2.303
Ωeff(γ) Teff
. (14)
Figure 6 shows our limits on the rate as a function of γ. We
should note that we only consider the FoV up to the FWHM
of the primary beam in our analysis. Figure 3 clearly shows
that we are much more sensitive in the sidelobes compared
to the ideal beam shape and this will significantly affect our
rate estimates for lower values of γ (see James et al. 2019,
for more details). For a uniform distribution of FRBs in a
Euclidean Universe (γ = 1.5), our 90% confidence limit on
the rate is ∼5500 FRBs per day per sky.
4 LOW FREQUENCY SUPPRESSION
4.1 Suppression of Radio Emission
As mentioned before, there have been quite a few
low-frequency searches for FRBs and apart from
CHIME (CHIME/FRB Collaboration et al. 2018), none
of them have so far detected FRBs at low frequencies.
Non-detection in Lovell, GBNCC and LOFAR surveys
combined with a significant number of discoveries in the
CHIME band could mean that the peak in the observed
FRB count rate as a function of observing frequency
could be due to suppression of FRB emission by external
agents. So far, the rate calculations for FRBs assume a
power-law distribution in the intrinsic fluence distribution
of FRBs but if absorption plays an important role at low
frequencies, the estimated upper limit on the rate will
be overestimated (see Ravi & Loeb 2018, for a detailed
treatment). Various mechanisms can play a significant
role in the vicinity of FRB progenitors and cause severe
chromatic absorption and scattering of radio waves, thus
altering the intrinsic spectrum of the source. If one assumes
that the non-detections at low frequencies are due to
absorption, one can obtain constraints on the physical
characteristics of the absorbing medium. Thus, one can
examine the feasibility of different absorption models based
on the estimated constraints and probe the true cause of
absorption at these frequencies. In order to achieve this,
we used two models discussed in Ravi & Loeb (2018),
namely Induced Compton Scattering (henceforth, ICS) and
Free-Free absorption (henceforth, FF).
ICS has been used as a possible explanation for low
frequency turnovers observed in quasars (Syunyaev 1971). If
ICS is the dominant absorption process near the source, one
observes a bend in the flux density spectrum of the source
at a frequency ν′peak in the rest frame of the source. This
manifests itself as a change in the observed spectral index,
α, such that
α =

α ν′ > ν′peak
1 − α
2
ν′ < ν′peak .
This ν′peak can be related to the electron density of the ab-
sorbing medium. In the optically thin regime, for an intrinsic
spectral index α, the electron density,
ne <
1
1 + α
mec2
kbTb(ν′peak)σTR
, (15)
where, σT is the Thompson scattering cross-section, R is
the size of the scattering medium, me is the mass of the
electron, kb is the Boltzmann constant, Tb is the brightness
temperature of the source at the peak frequency and c is the
speed of light. Thus, constraints on the peak frequency of
the turnover can give us a constraint on the electron density
around the source.
For the FF scenario, we can model the optical depth of
the absorbing medium,
τff = 0.082a
(
ν′
GHz
)−2.1 ( EM
cm−6 pc
) (
Te
K
)−1.35
, (16)
where the emission measure,
EM =
∫ l
0
〈n2e〉 dl, (17)
where l is the size of the absorbing medium along the line of
sight and a is a parameter of the order of unity. Here, Te is
the electron temperature (see Rajwade & Lorimer 2017, for
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Figure 7. Number of detections as a function of model parameters. Red points denote the ICS case while blue points denote the FF
case. Different plots are for different values of γ. The discrete values of red points in the simulation are a direct manifestation of the
analytical implementation of the ICS model (see text for details). The scatter in red points can be explained by random sampling noise
in the MC simulation due to small number of expected detections.
more details) and ν′ is the frequency in the rest frame of the
source. In this case, we assume that the optical depth to-
wards the source is dominated by the circum-burst medium
with negligible contribution from the Inter-Galactic Medium
(IGM) (τIGM ≪ 1) and hence the measured EM would
only come from the absorber. Using reasonable estimates
of the electron temperature and linear size of the absorbing
medium based on known absorbers in the Galaxy, we can
constrain the electron density of the absorber.
4.2 Monte-Carlo Simulations
To obtain meaningful constraints, we first had to obtain a
reliable estimate of the ‘true’ event rate at 332 MHz. One
way to compute this rate would be to scale the GBNCC
rate to our sensitivity (Eq.11 from Chawla et al. 2017). The
caveat here is that the rate scaled from GBNCC could be
biased because of flux mitigation due to absorption. Hence,
we used the reported rate at 1.4 GHz of 37 FRBs per day per
sky from Shannon et al. (2018) as our reference rate. The
underlying assumption here is that since ASKAP is detect-
ing FRBs at a much higher frequency, the effects of absorp-
tion and scattering are minimal and the rate they calculate
based on their detections is closer to the ‘true’ rate of events
in their frequency range. To account for scattering, we as-
sumed a scattering timescale of ∼5 ms based on the average
value reported in CHIME/FRB Collaboration et al. (2018)
scaled to 332 MHz using the ν−4 scaling relation with fre-
quency (Cordes et al. 2016). We ran 1000 realizations of an
MC simulation where we picked N events from a uniform dis-
tribution of redshifts between 0.05 and 3 and drew their en-
ergies from a power-law FRB energy distribution at 1.4 GHz
for some γ where N depended on the number of events ex-
pected from the rate scaled from the ASKAP rate for the
given γ. Here, the FRB energy distribution means the distri-
bution of energies of one-off FRBs and not the distribution
of energies of pulses from the same source. This distribution
is analogous to the source count distribution (Macquart &
Ekers 2018). We note that we used our reported sensitivity
flux threshold in the scaling as that estimate accounts for
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Table 1. Lower limits on the physical parameters of the absorber
in our simulations for a range of. γs. The limits are defined as
values that correspond to zero FRB detections in our simulated
survey. The limits were derived from the 95% upper bound on
the measured running median of the 5 successive values of the
parameter (see text for more details). The results for ICS case
are not shown as our simulations never converged for any value
of γ (see text for detail).
Free-Free Absorption (FF)
γ A
0.5 8.0
1.0 9.0
1.5 12.0
2.0 17.0
2.5 22.0
the reduction in sensitivity of the survey due to RFI. We
assume that the simulated FRBs emit over a broad range
of frequencies. Since we only searched for events up to a
DM of 1000 pc cm−3, from the N detected events, we only
chose those detected events that were below a redshift of 1
for the rest of the simulation. The redshift limit of 1 was
chosen based on the assumption that we spend more than
80% of the time out of the Galactic plane with the median
DM contribution by the Milky Way of 69 pc cm−3 for all the
pointings (see bottom panel of Figure 4 for reference). The
limits of the energy distribution were adopted from Caleb
et al. (2019). Then, we converted the energy of each event
to a flux based on the redshift of the FRB. We scaled the
obtained 1.4-GHz flux density to 332 MHz and applied re-
duction to the peak flux due to scattering and the correction
due to free-free absorption and ICS in the rest frame of the
source for a set of model parameters. For the flux scaling, we
used a spectral index that was drawn from a normal distri-
bution with a mean of −1.8 and unity variance (Jankowski
et al. 2018). Finally, we obtained the final peak fluxes at
332 MHz for our N simulated events in the observer’s frame
and ran a simulated search, accounting for the reduction
in sensitivity due to channel flagging and RFI over the re-
sulting events. For the ICS case, we ran the simulations for
different values of ν′peak ranging from 0.1 to 50 GHz. For the
FF case, we used A = EM T−1.35e as the model parameter
and ran the simulations for A ranging from 1 to 80 based on
typical values of EM and Te in absorbing medium from the
literature (Rajwade et al. 2016; Koo et al. 2007; Churchwell
2002).
We ran the MC simulations described above for γs in
the range of 0.1–2.5. Figure 7 shows the number of detections
as a function of model parameters for four different values of
γ. Since we were working with low number of detections, we
expected to hit random noise variations due to the sampling
from the MC simulations resulting in some erratic variations
in number of detections with decreasing γ (see Figure. 7).
Here, we report non-integer number of detections as the frac-
tional part reflects the probability of finding another event
for the given event rate, sky coverage and time on sky. In or-
der to obtain the proper lower limits on the parameters, we
used a running median of number of detected events across
ten successive values of A for the FF case and ν′peak for the
ICS case. Then the lower limit on A or ν′peak is the first value
0.0 0.5 1.0 1.5 2.0 2.5
γ
5.0
7.5
10.0
12.5
15.0
17.5
20.0
22.5
A
Figure 8. Lower limit on the FF model parameter A as a func-
tion of γ. Note that these are the 95% upper bounds on the run-
ning median values corresponding to zero detections for every γ.
The scatter at lower values of γ is due to low number of detections
in the simulations.
for which the running median of the number of detections
is less than 0.5. Finally, we use the 95% confidence level up-
per bound on this measured value of the running median to
calculate the lower limit on A. The corresponding values for
the lower limit on A for different values of γs are shown in
Table 1. For the FF case, we observe that the lower limit on
A increases with increasing γ (see Figure. 8) a higher γ re-
sults in a larger number of expected detections at 332 MHz
that in turn means that the optical depth of the absorber
has to be higher to render all those events undetectable. For
the ICS case, we observe that none of the γ values in our se-
lected range gave us zero detections over the entire range of
peak frequencies we considered. We discuss the implications
of our findings in the next section.
5 DISCUSSIONS AND SUMMARY
The dearth at FRBs detected at the lowest radio frequen-
cies might suggest that there is either something intrinsic
to the emission mechanism or it could be due to propaga-
tion effects. The survey presented here allows us to con-
sider the latter. The existence of frequency drifting in FRB
121102 and a few of the other repeating sources discovered
by CHIME (The CHIME/FRB Collaboration et al. 2019)
poses an interesting question of whether the intrinsic spec-
tral characteristics of these FRBs could be responsible for
rendering them undetectable at lower frequencies. Josephy
et al. (2019) detected a pulse from FRB 121102 at 600 MHz
and calculated a drift rate of 3.9 MHz per ms compared
to 200 MHz per ms at 1.4 GHz reported in Hessels et al.
(2019). This means that pulses at even lower frequencies
might get completely smeared out by the frequency drifting
phenomenon as shown in Figure. 9. Though the question of
whether frequency drifting sub-pulses is a property inherent
to all FRBs still remains to be answered, it will definitely
affect the peak flux of a fraction of the sources.
The lack of detections in previous low frequency sur-
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γ Te l ne Reference
(K) (pc) cm−3
UC HII regions
0.5 10000 0.03 8.1 × 103 1
1.0 10000 0.03 8.7 × 103 1
1.5 10000 0.03 1.2 × 104 1
2.0 10000 0.03 1.3 × 104 1
2.5 10000 0.03 1.3 × 104 1
Ionized SNR filaments
0.5 5000 0.015 7.2 × 103 2
1.0 5000 0.015 7.6 × 103 2
1.5 5000 0.015 8.8 × 103 2
2.0 5000 0.015 1.0 × 104 2
2.5 5000 0.015 1.2 × 104 2
Post-shock region (SLSNe)
0.5 107 0.03 2.7 × 105 3
1.0 107 0.03 2.9 × 105 3
1.5 107 0.03 1.0 × 106 3
2.0 107 0.03 1.2 × 106 3
2.5 107 0.03 1.4 × 106 3
Table 2. Values of physical characteristics of the absorbing medium. For the UC HII and Ionized SNR scenario, we use the upper limit
on the linear size as reported in Sokolowski et al. (2018) and for the SLSNe, we use the upper limit on the linear size of the absorber
from Margalit & Metzger (2018). The nominal values for Te and EM are taken from Churchwell (2002) (1), Koo et al. (2007) (2) and
Margalit & Metzger (2018) (3). The values for ne are reported from the analysis in this paper.
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Figure 9. Peak flux of a simulated FRB at 332 MHz as a func-
tion of drift rate. The orange line corresponds to the peak flux
sensitivity of our survey.
veys combined with detections of FRBs in the 400–800 MHz
band might suggest that absorption of radio emission at
low frequency could explain the observations. Sokolowski
et al. (2018) were able to provide sensible limits on the
absorbing medium based on the non-detection of 7 FRBs
that were detected by ASKAP simultaneously. They report
an upper limit on the size of the absorbing medium to be
0.03 (Te/10
4 K) pc. If we consider various examples of ab-
sorbers that are found in our Galaxy, we can use the reported
upper limit on the linear size to constrain the most plausible
circum-burst medium that would be applicable to FRBs. To
do that, we considered three cases; 1) Ultra-Compact (UC)
HII regions where electron densities can be of the order
of 104 cm−3 (Churchwell 2002); 2) dense ionized filaments
that are found in Supernova Remnants (SNR) (Koo et al.
2007); and 3) Post-shock region of Super-Luminous Super-
novae (SLSNe) where the electron temperature can reach
106−7 K with electron densities of 105−6 cm−3 (Margalit &
Metzger 2018). Using the expected values of electron tem-
perature in these regions, we constrain the electron density
of the absorber for lower limits of A reported in Table 1 for
different γs. For a given Te, the lower limit on the electron
density,
ne =
√
A
T−1.35e l
, (18)
where l is the linear size of the absorber along the line of
sight. Here, we neglect the fluctuations of electron density
within the absorber to get the above relation. Our results
are shown in Table 2. While the tabulated electron densities
for UC HII regions are not unphysical, based on the electron
density-linear size relationship of UC HII regions (Church-
well 2002), the expected size of the region to sustain such
high electron density is a factor of 100 greater than upper
limit we used from Sokolowski et al. (2018). Hence, UC HII
regions are unlikely to be the primary source of absorption.
The obtained values of electron density for the absorber are
larger than the densest filaments that have been observed
in Type-II SNRs like SNR G11.2−0.3 (Koo et al. 2007) and
the Crab Nebula (Sankrit et al. 1998). Margalit & Metzger
(2018) have proposed a model for FRBs where the pulse
originates from a millisecond magnetar that has formed in
a SLSN. Immediately following the supernova explosion, ex-
tremely high densities and temperatures are reached in the
post-shock region of the outflowing ejecta that can cause
MNRAS 000, 1–12 (2015)
332 MHz drift scan survey 11
significant absorption of radio emission from the magnetar
over a timescale of a few hundred years at which point, the
ejecta have expanded enough to become transparent to low-
frequency emission (τ  1). Based on our MC analysis, the
expected electron densities are consistent with what is pos-
tulated for these types of environments and can then explain
the absorption of radio emission from the FRB progenitor
at low frequencies.
For the ICS scenario, we find that for none of our se-
lected γ do we get a non-detection. Ravi & Loeb (2018) have
emphasized the fact that for all reasonable values of electron
density and temperature of the circum-burst plasma, one
would expect ICS to be a contributing factor while some
special conditions are needed for free-free absorption to be
important. Our simulations have shown that for the condi-
tions considered here, ICS alone cannot account for the sup-
pression of radio emission at low frequencies though a com-
bination of ICS and FF processes can result in the observed
behaviour. We also cannot rule out a completely different
absorbing mechanism to the ones that have been proposed
so far (see Ravi & Loeb 2018, for a further review). The de-
tection of FRBs by CHIME along with our non-detections
can place tighter constraints on the absorbing medium. The
frequency range of CHIME is ideal to detect a turnover
in the FRB event rate if it exists and will be able tell us
more about the absorption happening along the these lines
of sights. Since, CHIME is still in the process of calibrating
their sensitivity and their beam shape, we cannot use the
present results to obtain any meaningful constraints from
their discoveries.
In summary, we have carried out a survey for FRBs
at 332 MHz. We searched a total of 58 days of observa-
tions and found no FRBs in our survey. Based on the non-
detections, our 90% confidence upper limit on the rate varies
from 4000–7500 events per day per sky above a flux thresh-
old of 4.6 Jy depending on the value of γ we use. We discuss
various possibilities for non-detections at lower frequencies
and show that absorption of radio emission can definitely
result in non-detections though intrinsic spectral character-
istics and sub-pulse frequency drifting can affect detection
rates to some extent. Using our non-detection, we constrain
the physical mechanisms of absorption of radio emission.
From our MC simulations, we show that Induced Compton
Scattering alone cannot account for the entire absorption
of emission at these frequencies. We go on to constrain the
mean electron density of the medium assuming Free-Free
absorption to be the primary source of absorption. We find
that the limits are inconsistent with dense ionized filaments
that are prevalent in SNRs or with dense UC-HII regions
along the line of sight. However, our constraints do agree
with out-flowing dense ejecta within a SLSN, a model that
was proposed by Margalit & Metzger (2018) as a site for
FRB progenitors. This, if indeed true, provides further evi-
dence for a compact object origin of FRBs. More detections
of FRBs with CHIME at 600 MHz and the UHF-band at
MeerKAT radio telescope will enable better understanding
of the low frequency spectrum of these enigmatic sources.
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