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Abstract
Small-Unmanned Aerial Vehicles (SUAVs) provide significant advantages
in several civilian applications such as search-and-rescue operations in
disaster regions, anti-poaching operations, and policing for civil security.
In essence, they provide a low-cost alternative for obtaining a better
situational awareness through a bird’s-eye view of unreachable locations.
However, their effective coverage area is starkly reduced by the presence
of occlusions in the field-of-view (FOV) of the sensor. In this thesis,
to obtain a quick and effective aerial surveillance, three path planning
strategies are developed that enhances ground/target visibility.
The first path planning approach improves the ground visibility over
large cluttered environments with vegetation. Visibility occlusions are
considered in two forms: partial occlusions due to vegetation and com-
plete occlusions due to buildings and terrains. The gradual reduction in
visibility along the line-of-sight (LOS) due to foliage in a forested region
is modeled probabilistically using the crown cover density of that region.
To obtain near-uniform visibility of the ground points, the waypoints
(also the imaging points) are set as the generator points of a Centroidal
Voronoi Tessellation (CVT). The CVT is computed with a combination
of the forest crown cover density and the topographical profile as the
density distribution function. The Dubin’s flight path through these
waypoints is solved by an improved spiral-alternating algorithm. Vis-
ibility with the proposed method is computed for: (1) a synthetically
generated forest terrain, and (2) actual satellite tree cover data & digital
elevation model. It is then compared with the visibility from regular
grid based observation points.
The second path planning approach optimizes both the duration of a
target visibility and path length in an urban environment. For an urban
region modelled in the form of 3D occupancy grids, determination of from-
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vpoint visibility is computationally very expensive. In this thesis, we utilize
a parallel Fast-marching method (FMM) to compute the 3D visibility
for real-time applications. This work also attempts to standardize the
selection of urban models for simulation studies by different researchers.
A Visibility-Based Fast-Marching field is constructed to function as
the cost field for the path planning. A 2-step finite horizon local path
planner is also proposed that incorporates the kinematic constraints of
the UAV and collision avoidance. This algorithm is compared with a
simple shortest path planner.
Another path planning strategy is proposed for searching and tracking a
moving target in urban environments. An algorithm to determine the
camera footprint for a given view direction from the SUAV is developed.
The target detection is achieved through color segmentation and the
target is localized in the world coordinate system with photogrammetry.
It is assumed that the target’s position is not known to the SUAV and it
estimates the target location using particle filters. We also developed the
k-medoids clustering method for selecting the best goal points for path
planning and best view directions for the two-axis gimballed camera.
Highly realistic simulations are performed using the Robot Operating
System(ROS) and the Gazebo platform. The results show the effective-
ness of the proposed path planning methods in enhancing the visibility
of targets in cluttered environments (buildings and trees).
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Over the last decade, there has been a significant rise in the use of Small-Unmanned
Aerial Vehicles (SUAV) in several civilian applications such as aerial photography,
search-and-rescue operations in disaster regions, anti-poaching operations, and
agricultural mapping. This can be attributed to the innovations made in the
last decade on several smart-phone technologies such as processors, gyroscopes,
accelerometers, cameras. With this rise, there has been a growing interest among the
research communities and several large corporations to make SUAVs more affordable
and more efficient. Proper selection and designing of algorithms can drastically
improve the efficiency of SUAVs.
In this chapter, the background and motivation for this thesis work are laid out. It
is followed by a brief summary of the important works and contributions in this
thesis is presented. Finally, the thesis layout is described to guide the readers.
1.1 Background and Motivation
1.1.1 Unmanned Aerial Vehicles (UAVs)
One of the several definitions for a UAV is as follows:
"An Unmanned Aerial Vehicle (UAV) is a powered, aerial vehicle that
does not carry a human operator, uses aerodynamic forces to provide
vehicle lift, can fly autonomously or be piloted remotely, can be expendable
or recoverable, and can carry a lethal or non-lethal payload" [9].
1
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In the recent decade, there has been an increase in the use of UAVs, both in the
military and civilian applications. Apart from combat strikes, UAVs used in the
military, carry out surveillance and reconnaissance missions, and airdrop of supplies
and equipment. Recently, UAVs are now being used for several civilian applications
such as aerial policing for civil security, traffic monitoring, environmental monitoring,
perimeter surveillance, inspection and trouble-shooting in the fields of public utilities,
aerial cinematography, search-and-rescue, agriculture mapping, commercial products
delivery to name a few [17].
The obvious advantages of UAVs over manned platforms are the low operational
costs, high endurance, reduced risk to human life, ability to operate in dangerous and
contaminated environments and their ability to work as a formidable cooperative
team to accomplish complex mission tasks. A single human operator can supervise
the working of a multi-UAV team by just helping with high-level task planning and
allocations. However, the major drawback to their widespread civilian application
has been the difficulty in obtaining certification to operate in the highly controlled
civilian airspace. This issue is being addressed rapidly to safely integrate UAVs into
the existing civilian aviation system by formulating the necessary safety regulations
and also addressing the societal impact of UAVs applications by covering important
elements as liability, insurance, privacy, etc. [12, 10].
1.1.2 Fixed-wing Small-Unmanned Aerial Vehicles (SUAVs)
A detailed description of the classification of UAVs based on their characteristics is
provided in [77]. Based on the configuration of wings, UAVs can be categorized into
four types: Fixed-wing, Rotary-wing, Blimps and Flapping-wing UAVs. Fixed-wing
UAVs are unmanned airplanes (with wings) that require a runway to take-off or need
a catapult for launching. These have long flight time and fly at high cruising speeds.
However, they have a constraint on the minimum turning radius and maximum
climb angle. In this work, only Fixed Wing UAVs are considered as they are more
favourable for wide area surveillance. However, the methods can still be implemented
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Figure 1.1: Textron Systems - Aerosonde (Mark I) Small-Unmanned Aircraft
Vehicle.
for other types of UAVs as well.
Based on the size of the UAV, they are categorized as High Altitude Long Endurance
(HALE) UAVs, Medium Altitude Long Endurance (MALE) UAVs, Tactical UAVs,
Mini or Small UAVs (SUAVs) and Micro-Aerial Vehicles (MAV). In this work, only
the SUAVs are considered as they operate at low speeds, flies close to the ground
(cluttered environment) and can carry enough payload necessary for surveillance
purposes. They are small enough for easy field deployment/recovery and transport.
They are also called as low-altitude, short endurance (LASE) UAVs [110]. SUAVs
have low operational cost and also do not require skilled operators. SUAVs can
provide both a quick overview of a situation, as well as detailed area documentation.
SUAV has wingspans less than 3 meters to enable launching from miniature catapult
systems, or by hand. There is a variety of commercially available do-it-yourself
(DIY) kits that provide components for making such fixed wings UAVs at home.
There are several companies in the market that provide turnkey solutions for aerial
surveillance applications. Such UAVs are capable of both manual/autonomous
flights, autonomous take-off/landing and target tracking.
It has been forecasted that sales of commercial purpose SUAVs will grow from
600,000 units in 2016 to 2.7 million units by 2020 [11]. It is also forecasted that
hobbyist SUAVs sales will rise from 1.9 million units in 2016 to 4.3 million units
in 2020. The numbers are also highly dependent on the changes to the operating
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Figure 1.2: Top five SUAV market (estimate for 2020). [11]
conditions for SUAV. Currently, as per the FAA regulations, an operation of SUAV
can be done only during the daytime, and a single pilot can operate only one SUAV
within his/her visual line-of-sight. Figure 1.2 shows the five major markets for
commercial SUAVs, estimated for the year 2020.
1.2 The Problem and Thesis Objective
SUAVs have emerged as low-cost alternatives for aerial imagery over near-earth
environments such as buildings, forests and plantations. They have opened up new
possibilities in close-range remote sensing, mapping, and surveying. Figure 1.3 shows
that UAVs have occupied a niche position among the already existing geomatic
techniques, due to its ability to acquire high-resolution data at an appropriate
scene-size and also at an affordable cost. However, the coverage area provided by an
SUAV is limited due to the following reasons:
• The most commonly used sensor in an SUAV is a mono/stereo electro-optical
camera, as it is smaller and lighter than radar/LiDAR. Since an electro-optical
camera is a passive sensor (detects external input from the environment),
they are subject to atmospheric influences and cannot work in the absence
of external light sources (typically the sun). This restricts the duration of
operation of these UAVs only to certain hours of the day.
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Figure 1.3: UAVs fills the gap between the slow close-range photogrammety and
the costly manned aerial photography. [74]
• SUAVs are mostly run from battery power and they provide a short flight
time. Carrying standby batteries is cumbersome and they are also expensive.
Charging these batteries takes a long time and is not possible in all situations.
• SUAVs are restricted to fly at low altitudes to avoid interference/collision with
manned aircraft which fly at higher altitudes. Also, flying at high altitudes
requires the cameras mounted on the SUAV to have a smaller field-of-view to
provide higher resolution (smaller Ground-Sampling-Distance (GSD)).
• Since they are flying at low altitudes, the significance of visibility occlusions
due to topographical features increases. The major causes of occlusions to the
field-of-view are topographical features (such as buildings and hillocks) and
vegetation.
All these constraints require the flight plans to be well prepared for the SUAVs before
they are sent for imaging/surveillance. Also, in the not-so-distant-future, when
SUAVs operate autonomously, they need some intelligence to determine the most
sensible viewing positions to observe a target region. This is not a new problem and
has been studied in various disciplines in different forms. Relevant works have been
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carried out in the field of computational geometry, computer vision and robotics.
There are also some surveillance strategies available in the literature which deal with
the determination of next-best-views for the robot. However, several important issues
which affect the performance of a surveillance strategy, have not been addressed in
the existing works available in the literature. Some of them are as follows:
• Many of the SUAV surveillance strategies presented in the literature do not
consider the occlusion effects of the objects in the field of view (for example
building, trees and even atmospheric effects like haze, mist, etc.). Even if
visibility is factored into account, only the complete occlusions such as the
occlusions due to buildings are considered. Partial occlusions due to vegetation
are not considered.
• Visibility computation is performed by modelling the environment in very
simplified forms (for example, 2D polygons) and by using well-tested visibility
algorithms for those simplified models. If complex 3D models are used, the
visibility computation is done through a brute-force ray shooting method which
is computationally intensive and is not suitable for real-time implementation
without Graphics Processing Units (GPUs). This presents a huge obstacle to
the real world implementation of surveillance algorithms.
• The simulation environment used in most of the works are highly arbitrary
and do not have a standard selection method for test environments. This
affects the performance of the SUAV surveillance strategy in environments
different from the ones that were tested in.
• In many of the relevant studies, the kinematic constraints of the vehicle and
collision avoidance are not incorporated into the path planning algorithms.
These are also important factors to be considered in order to make the resulting
path suitable for real world implementation.
In this thesis, we try to address these drawbacks and hope to contribute to the search
for the optimal SUAV surveillance strategies that are suitable for most real world
applications. The objective of this thesis is to find quick and efficient surveillance
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paths, for a fixed-wing SUAV that maximize the target visibility (both quality and
duration) in cluttered environments (near-earth environments with buildings and
trees).
This thesis can be perceived to answer the following three important questions that
arise during a surveillance task in a cluttered environment:
• Where to go?: In a cluttered environment, only certain view-points from
the sky provide the best chances of seeing the desired target. Determination
of these viewpoints becomes increasingly difficult as the environments get
complicated. This requires a prior knowledge of the obstacle map and the
ability to compute visibility very fast.
• How to go?: In a cluttered environment, the SUAV must approach only along
certain directions to keep the target in sight for a maximum amount of time.
The approach direction is highly determined based on the occlusion density
distribution around the target and therefore an idea about the cluttered
environment is required to decide the surveillance path.
• Where to look?: In a cluttered environment, the camera needs to scan in
only certain view directions to get useful information about the presence of a
target. Other view directions just point towards the obstacles, where the target
will not be present. Determination of the optimal view-direction requires the
knowledge of the possible target positions now and at a future time-step.
1.3 Summary of Contributions
The major contributions of this research work are listed below:
• An oﬄine coverage path planning strategy for SUAVs in forested
regions:
In this work, visibility occlusions are considered in two forms: partial occlusions
due to vegetation and complete occlusions due to buildings and terrains. The
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visibility reduces at an exponential rate along the line-of-sight (LOS) due
to the presence of foliage in a forested region. As a novel implementation,
this reduction in visibility is modeled using probabilistic sensor model that
factors in the crown cover density of that region and the depth of the LOS
beam. Crown cover is defined as the proportion of the forest floor covered by
the vertical projection of the canopy of the trees. In a large forested region,
the crown cover density is non-uniform and certainly, the resulting visibility
obtained will be non-uniform for uniformly distributed waypoints (also imaging
points). To obtain near-uniform visibility of the ground points, the waypoints
are set as the generator points of a Centroidal Voronoi Tessellation (CVT)
computed with the crown cover density of the forest region as the density
distribution function. A Dubin’s flight path through these waypoints is solved
by clustering the waypoints and then using the improved spiral-alternating
algorithm for each cluster. Visibility of the ground points is computed with
the proposed method from simulations run on a synthetically generated forest
terrain and for an actual satellite tree cover data and digital elevation model. It
is then compared with the visibility from regular grid based observation points.
The results show that the proposed path planning strategy of selecting the
CVT generators as the waypoints for flight path planning in UAV surveillance
proves better visibility of ground points than the visibility from regular grid
based observation points. The simulations in this work were performed in
MATLAB.
• An online path planning strategy for monitoring a moving ground
target in various urban environments:
The urban environment for simulation testing is commonly represented as
3D occupancy grids. With such a representation, determination of from-
point/from-region visibility in three dimensions is computationally very expen-
sive. In this work, we develop the Parallel Fast-Marching Methods (FMM),
a very fast way to compute the 3D visibility for real-time applications. We
also synthesize the directionality measure for comparing the different visibility
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regions for different occlusion conditions in an urban environment. This work
also attempts to standardize the selection of urban models for simulation stud-
ies by different researchers. It utilizes ‘Spacemate,’ a commonly used method
by urban planners, to represent the physical aspects of an urban setting. We
develop the Visibility-Based Fast-Marching field as the cost field for the path
planning. A 2-step finite horizon local path planner is also proposed that
considers the kinematic constraints of the UAV and collision avoidance. It
attempts to maximize the duration of target visibility while sampling paths up
to a finite horizon. Two types of target are considered: stationary and mobile.
For a mobile target, the velocity of the target is varied up to the velocity of
the UAV. The target position is assumed to be known to the SUAV. This
algorithm is compared with a simple shortest path planner, and the results
show that the proposed path-planning strategy for surveillance performs better,
especially over high-rise urban regions with narrow streets.
• An online path planning strategy with searching and tracking a
moving target in urban environments:
In this work, it is assumed that the target’s position is not known to the SUAV
and it needs to search and estimates the target location. We developed the
algorithm to determine the camera footprint for a given view direction from
the SUAV. We achieved the target detection using color segmentation and we
used photogrammetry to localize the target in the world coordinate system
with a certain degree of accuracy. We developed the particle filter method
that implements an approximation of the Recursive Bayesian Filter technique
for estimating the target position. We also developed the k-medoids clustering
method for path planning and view direction selection. Several simulations
were performed: without the target, with a static target, target moving
in a square path and target moving randomly along the streets. Several
useful observations were made from the simulation. The results show the
effectiveness of the proposed technique in searching and tracking the target in
urban environments.
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1.4 Thesis Outline
The thesis is organized as follows:
Chapter 2 gives an overview of previous related works and results in the field of
visual coverage path planning for Small-Unmanned aerial vehicles.
Chapter 3 gives a brief overview of the models developed for SUAV and the sensor
used in the simulations. It also presents some information about the simulation
platform (ROS and Gazebo) used for the studies. It also provides information on the
target model used in our simulations. The chapter also introduces Fast-Marching
Methods (FMM) which will be used for 3D visibility computations.
Chapter 4 provides the first path planning approach for coverage over forested
regions by SUAVs. This chapter introduces several basic concepts such as the crown
cover, Dubin’s path and Centroidal Voronoi Tessellation etc., before presenting the
work done and the results obtained.
Chapter 5 provides the proposed online path-planning strategy for monitoring
a moving ground target in a variety of urban environments. It also introduces
several methods developed such as parallel Fast Marching Methods, Visibility-based
Fast-Marching Fields, Directionality, before presenting the simulation results and
discussions.
Chapter 6 presents the work done on the online path-planning strategy with searching
and tracking of a moving target in urban environments. It presents the methods
developed such as, the camera footprint determination, particle filter based recursive
Bayesian filter and k-medoids clustering method. It is followed by discussion on the
simulation results.
Finally, Chapter 7 draws conclusions from the results of the study and also discusses
the potential for future works.
Chapter 2
Literature Review
The objective of this thesis is to develop path planning strategies for visibility en-
hancement with Small-Unmanned Aerial Vehicles(SUAVs) in cluttered environments
such as built-up urban regions and forested regions. This work extends across
several disciplines of robotics research such as coverage path planning, visibility
computation, photogrammetry and target search-and-tracking. In this chapter, we
provide an overview of some of the closely related works in the existing literature.
2.1 SUAVs in surveillance over cluttered environments
SUAVs are increasingly being used for intelligence, surveillance and reconnaissance
(ISR) tasks in the military due to their low cost and ease-of-deployment. SUAVs
come under the Groups 1 and 2 as per the UAV classifications found in [13]. The
larger military UAVs (such as MQ-9 Reaper, RQ-4 Global Hawk, MQ-1C Gray Eagle)
used for surveillance and reconnaissance purposes are designed for high altitudes
(>15km) and are highly expensive, have a very high maintenance cost and requires
trained pilots to operate [51]. On the other hand, SUAVs can perform stealthy close
range surveillance missions at low altitudes. Since SUAVs have low operational
costs, they are used for several civilian applications such as urban law enforcement,
anti-poaching operations or search-and-rescue operations in disaster regions. SUAVs
have low flying altitudes, and therefore, fly in areas cluttered with obstacles such as
building, trees, power lines, etc. and this introduces a different set of requirements
when compared to the high altitude UAVs, such as coverage maximization, real-time
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Chapter 2. Literature Review 12
processing capabilities and collision avoidance. This section provides few of the
existing applications of SUAVs in cluttered environments.
Conservation drones: Forests occupy 30% of the planet’s total land area (40 mil-
lion km2) and are repositories of terrestrial biodiversity. Remote sensing technology
is increasingly being used to study tropical deforestation, species distributions and
carbon stocks. However, satellite and airborne sensors can be very expensive and
inaccessible for researchers in developing countries. Lian Pin Koh et al. [61], develop
an inexpensive ( <$2,000 ) unmanned aerial vehicle for mapping forests and survey-
ing biodiversity. Mulero-Pazmany et al. [71], suggest the use of a low-cost SUAV
equipped with three different types of cameras to support rhinoceros anti-poaching
operations. Several test flights were performed for testing the system in rhinoceros
detection, identification of poachers and to perform a perimeter surveillance. These
studies do not consider the possible visibility occlusions due to the vegetation on
the ground.
Forest Fire Operations support: Forest fires cause losses in the order of billions
of dollars. With the global temperature increasing every year, this phenomena will
be more frequent in the future. Early detection and continuous tracking are vital for
fighting forest fires. Currently, remote sensing images are used to detect forest fires.
However, satellite images have a low temporal and spatial resolution that is sufficient
only for detection. However, frequent and high-quality information updates on the
progress of fires are needed to effectively and safely fight them. Low-altitude, short
endurance (LASE) UAVs can provide frequent updates about the forest fires with
high-resolution imagery. Casbeer et al., [26] and Dios et al., [69], presented real-time
algorithms for tracking the perimeter of forest fires using a multiple-UAV team with
an on-board infrared sensor on each UAV. These studies have not considered the
terrain elevation even though it is an important occlusion to the SUAV sensor’s
field-of-view in hilly areas.
Urban Law enforcement: Samad et al. [92], explore several aspects of SUAV
surveillance and reconnaissance in the urban terrain. The authors suggest that
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the style and density of the buildings are as important as the topography of the
underlying ground. It is important to keep track of these obstructions as buildings
are built in a matter of few months. Kim and Crassidis [59], proposed an algorithm
for several UAVs to cooperatively track moving ground targets in a dense urban
region. Salvo et al. [91], develop a new methodology to evaluate the real traffic flow
conditions in urban areas with the videos acquired by a UAV. However, the existing
studies on UAV surveillance over urban regions consider very simple regular shaped
models for buildings such as cuboids. Buildings constructed in the recent decades
have complex shapes. Therefore, fast visibility computation algorithms must be
developed to work with such complex building shapes in the future. Again they
have not considered the terrain elevation into account.
Post Disaster Relief Operations: Search and rescue operations are time critical
and any delay can cause potential human losses. The operational environments can
be very hostile for rescue personnels. Use of SUAVs for search-and-rescue can provide
significant advantages. SUAVs can autonomously manoeuvre through hazardous
disaster environments and provide high-quality real-time visual feedback at low
operating costs. Waharte and Trigoni [107], analyze the performance of different
UAV path planning techniques with the optimization criterion of minimizing the
time to find the victim and conclude it is necessary to properly account for quality
of sensory operations (which will depend on the position of the SUAV).
It can be observed from the above studies, that possible visibility occlusions due to
terrain features (such as buildings and hillocks) and the vegetation on the ground
can significantly affect the performance of SUAVs.
2.2 Coverage Path Planning
Optimal surveillance provides complete coverage of the region in the least possible
time. This is studied in the literature in the name of ‘Coverage problem’ which
refers to determining the optimal placement of sensors so that the entire region
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is covered. It is well studied in computational geometry as the well-known Art
Gallery Problem(AGP) [81] to decide the number of cameras and their positions
which can monitor every area of an art gallery by at least one camera. There are
many theorems and algorithms for the minimization of the number of cameras and
their placement in the art gallery room. In this case the sensor (camera) is static.
However the sensor could be mounted on a robot and it can move in space. The
problem of finding the shortest path of a moving sensor, which also satisfies some
visibility requirements, has been studied in the field of computational geometry in
the name of ‘Watchman Routing Problem’ [109]. The problem of computing visible
portions of the environment in the presence of several other obstacles is a non-trivial
task. Moreover, computing such a scene for every position on the path of the robot
is a time-consuming task even for high-speed computers. Efficient algorithms are
needed for executing such movements of a robot in the presence of obstacles in
real-time [47].
Coverage path planning algorithm specifically emphasizes the space swept out by the
robot’s sensor along its path. Choset [29] provides a survey on coverage path planning
algorithms for mobile robots constrained to operate in the plane and classifies the
coverage algorithms into heuristic and cellular decompositions. Heuristic algorithms
define a simple set of behaviours for the robot that achieves good coverage but
does not guarantee optimality. Many coverage path planners adopting cellular
decomposition of the free space to achieve coverage provide a provable guarantee
of success of the coverage operation. A cellular decomposition breaks down the
target region into cells such that coverage in each cell is ‘simple’. There are two
different ways of cellular decomposition of free space: Exact and Approximate. An
exact cellular decomposition divides the free space into non-intersecting cells, whose
union completely forms the free space. The shape of the cells can be different from
each other. Typically, the robot can cover each cell using simple back-and-forth
motions; hence coverage path planning is reduced to planning motions from one
cell to another. This is also known as the Boustrophedon method of coverage and
shown in the Figure 2.1. In an approximate cellular decomposition, the free space is
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divided into a grid where the cells are of the same size and shape. The union of the
cells in this approach only approximates the total free space. A cell is assumed to
have been covered if the sensor footprint of the robot has reached the cell. In this
work, we will be using approximate cell decomposition as it allows ease of coverage
map representation in the form of occupancy grid maps.
Figure 2.1: Boustrophedon approach to covering an area. [29]
Multiple robots can be used to cover a region more quickly. Further, a group
of vehicles inherently provides robustness in case of failures of single agents or
communication links. But this brings in additional issues such as overlapping
coverage, information sharing and collision between the robots. Cortes et al. [33]
present algorithms for control and coordination of mobile sensor networks. They
find an optimal sensor placement using a locational optimization technique known
as centroidal Voronoi technique [38].
The research works from mobile sensor networks addressing the optimal sensor
location problem can be used for SUAV coverage problem as well. The optimal
sensor locations can act as imaging points for the SUAV to acquire useful data.
Wang Bang [108], neatly describes the most optimal arrangement of sensor nodes in
order to cover a huge area using similar sensors (with the same sensing radius). He
presents some basic placement patterns of node points (sensor locations) that can be
repeated to form a tessellation across the entire target coverage area. A placement
pattern can be represented by a regular polygon where the sensors positioned at
the polygon vertices covers the entire polygon. Then the free spaces can be filled
by the tessellation of such polygons for complete coverage. For example, Figure 2.2
illustrates three canonical tessellations by regular triangles, regular squares, and
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regular hexagons.
Wang Bang [108] suggests that the critical sensor density λcsd for a tessellation can
be computed from the area of a placement pattern (a polygon), Np the number of
nodes that compose a pattern, Ap the area of the polygon, and Nn the number of





The regular triangular tessellation has the minimum critical sensor density and is
the most optimal tessellation in terms of the minimum number of sensors required
for complete area coverage.
(a) (b) (c)
Figure 2.2: Sensor node placement (red dots) using tessellation of (a) regular
triangles, (b) regular squares, and (c) regular hexagons
The centroidal Voronoi tessellation (CVT) is one of the most common methods to
minimize distance cost functions in facility location problems [38]. Given k generator
points, the Voronoi tessellation divides the entire area into k cells, such that for all
points in each cell i, the closest generator point is generator point ki of that cell. A
Voronoi tessellation becomes centroidal if the generating point of each Voronoi cell
is also centroid of that cell. Lloyd’s algorithm or McQueen’s algorithm can be used
to generate centroidal Voronoi tessellations. Centroidal Voronoi tessellations push
the sensor nodes to form the optimal triangular pattern as shown in the Figure 2.3.
The figure shows the Voronoi tessellations of the random initial positions and the
final configuration of the sensor nodes. This method will be used to solve for the
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waypoints (observation locations), to enhance the ground visibility.
Figure 2.3: (Left) Initial configuration of generators and (Right) Final configura-
tions after several iterations. The sensor nodes form triangular patterns (demon-
strated using red lines). [86]
Visual Coverage Path Planning
In many applications, the environments are in three-dimensions and the same
coverage algorithms designed for 2D cannot be directly implemented for 3D. Another
assumption is that the sensors are 2-dimensional and have 360◦ field-of-view. An
electro-optical camera is a very common sensor that captures data from three
dimensions. The problem of determination of the next-best-view positions (NBV
problem) for a camera has been studied in image processing and computer vision for
applications such as 3D object reconstruction and inspection [96, 58]. Ideas from
these research works, are borrowed to find the next-best-views for robot coverage
problems. In the case of SUAV surveillance, the most common sensor used is
the electro-optical camera which can capture the 3-D world with very high detail.
However, their FOV is limited. Recently, there has been an increasing number
of works which address the 3D coverage path planning, also known as the visual
coverage path planning problem [28, 37, 105, 40, 97, 83, 46, 56, 95, 25]. This can be
seen as a result of the increasing real-world implementations of SUAVs and shows
the importance of studying the visual coverage path planning.
The paper [28] provides an optimal SUAV path planning to minimize time to
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complete 3D coverage of urban structures with 2.5D features. This is implemented
in two steps: a set of non-planar coverage surfaces is used to approximate the
features of interest and a path is constructed to guarantee that the coverage surface
is swept completely with a conical-field-of-view sensor. The authors have considered
a very simplified model for coverage of multiple buildings and have not incorporated
occlusion between 3D urban structures. Di Franco and Buttazzo present a coverage
path planning for UAVs that also satisfies the energy constraints and image resolution
requirements [37]. It also presents an oﬄine feasibility test to check if the UAV can
make it through the entire Boustrophedon coverage path of the area. However, the
algorithm does not incorporate obstacles or visibility occlusion into account.
(a) (b) (c)
Figure 2.4: A simplified coverage model for an urban environment and illustrations
to cover (b)hemispherical model and (c)cylindrical model. [28]
Valente et al. [105], address the coverage path planning problem with an SUAV
team in two phases. The first phase divides the region for each UAV to carry out
mission-tasks in a cooperative manner, and in the second phase, the path planner
module of the system computes the robot trajectories. The robot workspace is a
grid-based cellular representation and the resolution is defined by the number of cells
(i.e. number of images). Ergezer and Leblebicioglu [40], present a path planning
algorithm to maximize the amount of information collected from the desired regions
and at the same time avoiding forbidden regions. The authors use evolutionary
optimization methods for the path planning. The populations of the paths in
each generation of the genetic algorithm method were constructed based on the
kinodynamic constraints of the UAV. However, the authors have not included the
visibility occlusions into account.
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Semsch et al. [97], developed an occlusion-aware control mechanism for UAV-based
surveillance in complex urban environments. The path planning strategy involves two
stages: firstly, identifying a set of vantage points from which the whole surveillance
area is visible, and secondly, finding a kinodynamic path for the UAV to travel
through the vantage points in an efficient way. The authors have considered very
simple models for buildings and do not distinguish desired regions from undesired
regions. Further they do not provide details about the selection of vantage points
and the algorithms used for visibility computations.
Peot et al. [83], present an approach for designing the SUAVs sensing actions in urban
domains. After the determination of the sensing actions, a probabilistic roadmap
planning algorithm is used to plan a route for a fixed wing UAV through urban
terrain to collect that information. Gal and Doytsher [46], present an SUAV path
planning algorithm for visible trajectories in a 3D urban environment, modelling basic
building structures mathematically. The authors compute at each time step the next
UAV’s attainable velocities and explore the most visible node, while incorporating
the collision avoidance using the velocity obstacle (VO) method. Obermeyer [56]
uses genetic algorithm to design the surveillance path for improving the visibility
of static ground targets. The objective function of the optimization is a PVDTSP
(Polygon-Visiting Dubins Traveling Salesman Problem) where travelling salesman
problem (TSP) is solved with the kinodynamic constraints of a UAV. It can be
seen that only static targets are considered here. The details about the visibility
computation are not provided.
Schmid et al. use a VTOL UAV for outdoor reconstruction using a multi-view stereo
algorithm with single-shot imaging [95]. The authors select the viewpoints from a
spherical view hull around the target region with smooth normal vectors based on
constraints such as coverage, maximum view angle and image overlap. Bircher et
al., [25] presented a view path planner for inspection of large 3D structures for both
holonomic (multi-copter) and non-holonomic vehicles (fixed-wing SUAV). It uses a
two-step optimization process where both the view selection and connecting path
cost is optimized at every iteration. The algorithm operates on both mesh-based
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and occupancy grid-based representation of the environment. The algorithm was
tested on both simulations and experiment. The visibility computation is performed
using ray-casting in both of the above algorithms. In the ray casting method, the
visibility regions are computed by tracing the rays extending from the observer
in all the possible directions until the ray hits an obstacle. This method is easy
to implement. However, it is slow and is done oﬄine or needs high-performance
graphics processing units (GPUs) for fast visibility computations. The grid points
close to the observer will be visited multiple times.
It can be clearly seen that in most of these studies, visibility occlusions due to
buildings and vegetation is not considered at all. Even if visibility occlusions are
considered, the algorithms can work only for simple unrealistic building models
(2.5-D rectangular boxes). The occlusions due to vegetation are not considered in
most of the literature. Despite its high computation requirement, the ray-casting
method is the most common method to compute visibility. It can also be observed
that in most of the papers that view-path-planning is carried out in two separate
steps: first identify the view points that provide the desired visibility and secondly,
construct a path along these viewpoints. This technique is suitable only for imaging
the static target regions. For monitoring a moving target, a combined approach
is needed. In many of the above literature, the visual coverage path planning is
constructed for holonomic vehicles (multi-copters). However, such paths cannot be
traversed by non-holonomic vehicles such as fixed-wing SUAV.
2.3 Visibility Computations Algorithms
2.3.1 Accounting for terrain occlusions
Understanding visibility of a terrain from an observation point is very important for
determining the optimal viewpoints. Visibility exposure models, such as isovist and
viewshed models, are widely used in the areas of urban planning, optimal placement
of watch-towers and line-of-sight communication problems. Isovist modelling uses
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building footprint polygons to compute visibility and is more suited to urban areas,
whereas viewshed analysis uses terrain models and is more suitable in rural regions
[21]. Figure 2.5 shows the two types of visibility analysis.
(a) (b)
Figure 2.5: Types of visibility analysis: (a) Isovist and (b) viewshed analysis
(visibility at p is the count of visible pixels q)[14]
De Floriani and Magello, [34], provide a detailed survey on the visibility calculations
using different DEM representations and algorithms. Figure 2.6 shows the different
ways of representing the DEM for use in the visibility computations such as the
Triangular Irregular Networks(TIN) and Regular Square Grids(RSG). Goodchild
and Lee present algorithms for visibility computation and maximum set covering
problem for terrains represented as TIN [48]. Visibility computation in TIN is faster
than RSG. However, it is not suitable for online coverage, mapping and exploration
in robotics. RSG is simpler to implement. In this work, RSG representation is used
due to its simplicity in line-of-sight visibility computation. Fishman et al. [43],
present three algorithms to compute visibility maps on large grid terrains very fast.
However, these algorithms require preprocessing of the grid points and the observer
is assumed to be located on the terrain. Tsai et al. [103], investigate the problem
of determining visible regions, given a set of obstacles and a moving vantage point
using FMM. The paper proposes an efficient multi-level algorithm for computing
the visibility region on a grid in terms of algorithm runtime complexity, O(n) time.
However, it uses an implicit representation of the obstacles and modelling real world
obstacle in an implicit form is very difficult. It is not useful for robotics applications,
where the obstacle surfaces are not obtained originally in an implicit form.
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(a) (b)
Figure 2.6: Types of DEM representations (a)Triangular Irregular Network (TIN),
(b)Regular square Representation (RSG) [34]
2.3.2 Accounting for vegetation occlusions
Very few researchers in the literature have considered the visibility of the terrain
from the UAV. For example, the papers [60, 97], incorporate the complete occlusions
in the visibility from UAVs. However, partial occlusion due to vegetation has been
neglected. This implies that visibility is modelled in a Boolean form (1 or 0), i.e., a
ground region is either completely visible or completely invisible. However, both the
complete and partial occlusions are present in real world applications and they need
to be incorporated into the visibility models in order to ensure an optimal coverage.
Especially, in a forested environment, visibility from a low-flying UAV is greatly
affected due to the presence of foliage.
Several researchers [21, 66, 64] have studied partial visibility through vegetation.
Vegetation growth in forests is highly random and very difficult to model. Therefore,
vegetation is modelled as a form of a clutter field (fragments of opaque planar
surfaces that are randomly distributed over a 3D view volume) for simpler analysis.
Clutter causes decreased target-detection performance due to occlusion and greater
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difficulty in performing visual search [89]. In a densely cluttered space, the visibility
of a surface decreases probabilistically with depth, as surfaces that are deeper within
the clutter are more likely to be occluded. Dean [35], was the first to incorporate
vegetation permeability into visibility models, in which the author assumes a linear
attenuation of visibility with distance travelled within the canopy space. Llobera [66],
shows that visibility decreases exponentially with distance, according to the principles
outlined in Beer-Lambert’s attenuation law in physics. Langer and Mannan, [64],
modelled theoretically the exponential attenuation of the visibility, based on the
properties of the clutter. The properties include the size and orientation of the
surfaces and the density of these surfaces that form the clutter. Therefore, the
visibility of a ground point can be modelled as a probabilistic value, i.e., continuous
values between 0 and 1. Bartie et al. [21], incorporate the same visibility model for
urban planning, which also uses a bare earth terrain model, a surface model for a
built up area (obtained through LiDAR) and a vegetation map. Murgoitio et al.
[72], attempt an experimental validation of the exponential visibility decay model
and the results were found to be partially true.
(a) (b)
Figure 2.7: (a)Simulation of visibility decay in cluttered environments [64], and,
(b) the experimental verification [72]
This visibility of a ground point depends on the length of the path travelled by
the line-of-sight (LOS) beam and the density of the vegetation through which the
LOS beam travels. The length of the path travelled by the LOS beam can be easily
determined using geometric relations. An indirect measure of the density of the
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vegetation can be assumed as the forest canopy cover. Forest canopy cover, also
known as crown cover or tree cover, is defined as the proportion of the forest floor
covered by the vertical projection of the tree crowns [52]. Satellite imagery has
played a pivotal role in generating information about the global forest canopy cover
[18]. Forest cover data is freely available via electronic download [100, 53].
2.4 Target Searching, Monitoring and Tracking
Application of mobile robots for target search and target tracking has been well
studied in the recent decades. There have been several recent surveys covering
relevant areas in target tracking and pursuit-evasion problems [30, 88, 98, 111].
Chung et. al. [30], analyzes the autonomous search and pursuit-evasion problems
from the point of view of three major aspects, namely, environments, target and
searcher models. For example, environments can be modeled as discrete or continuous;
the targets can be modeled moving or stationary and the searcher’s sensor can be
perfect or imperfect. Figure 2.8 from [30] illustrates the different combinations of
search problems studied in the literature. The survey paper by Robin and Lacroix
[88], provides a coarse taxonomy based on the different missions (problem definitions)
discussed in the literature. It broadly classifies the literature in the area of target
search into target detection and target tracking. In both the above mentioned
surveys, there are separate sections discussing probabilistic search techniques which
seek to maximize the worst-case performance of target search. Probabilistic search
techniques are able to easily handle uncertainties related to the observer and target
positions. However, they do not necessarily guarantee target capture or optimality.
In this work we will be using a probabilistic search technique for the proposed search
and tracking algorithm.
There have been several works that specifically contribute to the study of UAV
target search and tracking [87, 46, 114, 37, 112]. Di Franco and Giorgio [37] propose
a coverage path planning algorithm that reduces energy consumption at the desired
image resolution using an energy model obtained from actual measurement values
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during flight. Zhang and Liu [112] propose a cooperative tracking scheme by a team
of fixed-wing UAVs to track an adversarial ground target whose speed can vary up
to the speed of the UAV. They combine a loitering algorithm to follow the target
and a formation algorithm to prevent UAV collision.
It can be observed that in most of these literature addressing UAV target search,
the crucial problem of terrain occlusions is not taken into consideration. Also, many
of the research works consider only stationary-cameras or cameras mounted on a
rotary-wing UAVs which can hover [15, 85, 45, 115]. These algorithms do not work
for fixed-wing SUAVs.
Figure 2.8: Illustration of different combinations of autonomous search algorithms
[30]
2.5 Summary of the chapter
In this chapter, the importance and the different types of UAVs used in surveillance
were pointed out. The fixed wing SUAV was found to be most commonly used
because of its ability to carry out wide area surveillance and its ability to carry a
payload quite sufficient for surveillance applications. The existing literature relevant
to UAVs surveillance in cluttered environments were presented. It was observed that
many of the existing surveillance algorithms do not consider visibility occlusions. In
particular, no research work related to SUAV surveillance tasks considered visibility
occlusions due to vegetation. The importance of visibility occlusions was pointed out
and relevant literature about visibility computations considering both the terrain and
vegetation occlusions were discussed. Even if they have considered occlusions, simple
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building models have been used. Also, despite its high computation requirement, the
ray casting is the most common method to compute visibility regions. It was also
observed that many of these literature addressing view-direction selection consider
only stationary-cameras or cameras mounted on a rotary-wing UAVs which can
hover. However, these algorithms do not work for fixed-wing SUAVs. All the above
said issues are addressed in the following chapters.
In the next chapter, some of the modelling and formulations developed for SUAVs,




This chapter presents the various models, formulations, and assumptions which will
be used in the rest of the thesis. It also introduces the visibility computation method
which is crucial for the visibility enhancement problem. In section 3.1, we describe
the SUAV and its motion model used in our simulation studies. In section 3.2, we
describe the camera model and the characteristics of the electro-optical sensor and
how it is mounted to the SUAV. In section 3.3 we describe the physical model of
the target used and its motion characteristics. We also describe the method to
determine the target position in the inertial frame, from the camera image. And in
section 3.4, we describe how Fast Marching Methods(FMM) is used for the visibility
computation in a multi-dimensional occupancy grid space. Finally, in section 3.5,
we give a brief overview of the simulation packages used for our simulations.
3.1 SUAV Model
This section provides a detailed description of the mathematical modeling of the
SUAV used in our simulations.
The SUAV considered here, is a fixed wing SUAV with wingspan less than 1.5 meters
flying at an altitude of 50~100 meters above ground. There are plenty of low-cost
commercially available drones or DIY drone-kits that are available in the market
that fit these descriptions. In this thesis, we assume that the UAV knows its position
completely. UAV localization can be accomplished using a GPS, radar or other
camera-based localization methods. It can be considered as a non-holonomic robot,
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Figure 3.1: UAV and world coordinate system.
i.e., the number of the controllable degrees of freedom is less than the total degrees of
freedom. Therefore, the dynamics of the SUAV needs to be taken into consideration
for path planning. The equations of motion incorporating the kinematic constraints
of the UAV are provided below.
Two coordinate systems are necessary to describe the motion of a UAV. The first
coordinate system, commonly known as the world coordinate system is fixed to the
local-tangent-plane (LTP) of the earth, considered to be inertial for the purpose of
the UAV motion. The xw, yw and zw axes of the world coordinate system point to the
north, west and vertically up direction. We are not using the conventional method
of choosing the world coordinate axes which points to the north, east and downward
directions. This was done only for the convenience in handling the equations of
motion in the simulation platform. The conversion of one coordinate system to
another is very simple and the formulations still apply. The second coordinate
system is attached to the UAV and is referred to as the body coordinate system.
The xb and yb axes of the body coordinate system points along the direction of the
nose, port-side of the aircraft respectively and zb axis completes the right-handed
coordinate system. Figure 3.1 shows the two coordinate systems.
The important angles involved in the equations of motion of a UAV are given below:
• Yaw angle, ψ, is the angle between xw and the projection of xb on the local-
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Figure 3.2: Velocity components of the SUAV along the world coordinate axis.
tangent-plane.
• Pitch, θ, is the angle between the local horizon and the xb axis measured in
the vertical plane of symmetry of the UAV.
• Roll φ is the angle between the body-fixed yb axis and the local horizon
measured in the yb·zb plane.
The velocity V of the UAV is expressed along the xb, yb and zb directions as vx, vy and
vz respectively. The corresponding angular velocities along these axes are represented
by φ˙, θ˙ and ψ˙. The relationship between the linear and angular velocities of the
UAV can be obtained from the kinematics of the UAV.
vx = V cos(ψ)cos(θ)
vy = V sin(ψ)cos(θ)






g is the gravitational acceleration constant
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Here, we have not accounted for the external wind velocities and the rotation of the
earth to keep the problem simple. For a more detailed modeling of a fixed wing
UAVs, the readers may refer to the books [32, 73].
3.2 Camera and Gimbal Model
Each UAV is equipped with a PTZ (pan-tilt-zoom) camera, which is an electro-
optical camera mounted on a gimbal that can be rotated to change the axis of the
camera.
The following parameters of the PTZ camera are considered here:
• Horizontal and Vertical Field of View (FOV), αh & αv, expressed in radians
and represents the horizontal and vertical extent of a scene captured by the
camera at a particular time instant. Although, the camera may have the zoom
capability, we choose to have a constant wide FOV (fully zoomed out) to
obtain maximum coverage.
• Field of Regard (FOR), described by the Φelev & Φazimuthal, is the total area
that can be captured by a movable sensor. The ability of the sensor to change
the direction of view tremendously increases the coverage area. However, for a
stationary sensor, the FOR is the same as the FOV.
• Image Resolution (Ix, Iy) expressed in pixels for the horizontal and vertical
sides of the image. For our simulations, we make an assumption that the target
can be detected even at the fully zoomed out state of the camera. The FOV
needs to be adjusted if the algorithm requires a certain minimum resolution
over the target. If 1 meter of the target needs to covered by n pixels, then the
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where, SR is the slant range in meters (the hypotenuse of the triangle repre-
sented by the altitude of the UAV and the distance between the target and
the UAV’s nadir point).
The speed (V ) of the SUAV is assumed to be constant through out the flight. The
minimum turn radius (Rmin) of SUAV depends on its velocity as,
Rmin =
V 2
g · tan(φmax) (3.4)
where,
g is the gravitational acceleration constant,
φmax is the banking angle






The minimum turn radius can then be expressed in terms of the velocity V and the





Figure 3.3 shows a gimbal camera, which is mounted under the UAV airframe. It
has two degrees of freedom. ωpan is the azimuthal angle with respect to the heading
of the camera (xb axis) and has a range ±180◦ , 0◦ being the direction of the xb
axis and counter-clockwise direction about zpan being positive. ωtilt is the elevation
of the camera with respect to the aircraft and has a range ±Φelev, where 0◦ is the
position where the camera is pointed straight downward at the nadir point. The
value of Φelev depends on the model and make of the gimbal and typically, it is
between 90◦ to 120◦.
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Figure 3.3: (a) The Line-of-Sight(LOS) vector, (b) Illustration of the coordinate
transformation from the body-frame to pan-axis and from pan-axis to tilt-axis.
The formulations for calculation of the angles, ωpan and ωtilt is described below. The
position of the UAV is given by the vector Puav = {xuav, yuav, zuav} with respect to
the world coordinate system. The orientation of the UAV is defined by quaternion
Quav = {qw, qx, qy, qz}. Let us suppose that the Line-of-sight(LOS) strikes the
ground at the position given by the vector Pe = {xe, ye, ze} with respect to the
world coordinate system. Then, the Line-of-sight (LOS) vector Lw = {δx, δy, δz} in
the world coordinate system is given by Pe − Puav, i.e.,
δx = xe − xuav
δy = ye − yuav
δz = ze − zuav
(3.7)
In order to find the LOS vector with respect to the body coordinate system, Lb =
{δxb, δyb, δzb}, the following transformation is used.








q2w + q2x − q2y − q2z 2·qxqy + 2·qwqz 2·qxqz − 2·qwqy
2·qxqy − 2·qwqz q2w − q2x + q2y − q2z 2·qzqy + 2·qwqx








We find the required angles ωpan and ωtilt using the equations 3.9. Also, note that
ωtilt is restricted to maximum and minimum values of ±Φelev.
Rxy = δ2xb + δ2yb




We consider the target to be a physical object of any arbitrary shape which can be
static/mobile. It could be a human-being to be rescued from the disaster regions, a
vehicle to be followed in urban regions, or even wildlife to be monitored/tracked.
In this work, we assume the target to be easily detectable by the sensors of the
SUAV and be localized to a region in the environment with a certain degree of
accuracy. To keep the problem of target detection simpler, we design the target to
be a simple flat cylinder in a ‘bright red’ color, as shown in Figure 3.4a. The target
can be easily distinguished from the surroundings and is detected based on simple
color-segmentation. The motion of the target can be completely random or obey
certain heuristics. The maximum velocity of the target (Vtgt) can vary up to the
velocity of the UAV (V ).
It is to be noted that this target model will not be used in the next chapter as
it only deals with mobile visual coverage problem where the objective is to get a
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(a) (b)
Figure 3.4: (a) A sample position of the SUAV and target. The image plane
showing the point-of-view from the SUAV can be seen; (b) The different coordinate
systems used in the modelling.
maximum visibility of the ground points. However, this model will be used in the
other chapters that follow.
3.3.1 Target Geolocation
The process of determining the location of the target on the ground from the camera
images is called target geolocation. The method described below is inspired from
[20, 63].
It is important to know about homogeneous coordinates if we have to understand
projective geometry. Projective geometry differs from the Euclidean geometry in
that it has an extra dimension W , in addition to the X,Y, Z dimensions. The
coordinates of this ‘projective space’ are called the homogeneous coordinates. The
W value of these coordinates is called the ‘scaling factor’. A point (x, y, z) in the
Euclidean space can be written as a point in projective space using the homogeneous
coordinates (αx, αy, αz, α) where α is any non-zero real number. A point in the
projective space can be converted to the Euclidean space by just considering only
the first three coordinates, divided by the fourth coordinate (scaling factor).
Given the number of pixels Ix & Iy and the Field-of-View(FOV) angles, αh & αv, it
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is possible to determine the focal-length of the camera f ,
f = Ix2 tan(
αh
2 ). (3.10)
Here, we assume that the pixels of the camera sensor are square. The focal length
obtained will be used in the camera calibration matrix.
Figure 3.5 shows a simple projection of a target point pctgt = (xctgt, yctgt, zctgt, 1) in
the camera frame onto the image plane. The homogenous coordinate of this image
point qcim can be written as (xcim, ycim, 1, 1). This implies that the image plane is at a
distance 1 meter from the camera centre. It is to be noted that the values xcim, ycim
are described in pixels. To convert a real-point pctgt in the camera frame to an image
point qcim, the following camera calibration matrix C is used.
Λ qcim = C pctgt (3.11)
Expanding the terms, we have,

λ 0 0 0
0 λ 0 0
0 0 λ 0











2 −f 0 0
Iy
2 0 −f 0
1 0 0 0










λ is the depth of the target point along the camera axis, xˆtilt (metres)
f is the focal-length of the camera (pixels)
Ix, Iy are the image-width and image-height respectively (pixels)
To convert a point in a camera coordinate to a point in the world coordinate, we
use the following transformation:
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Figure 3.5: Camera Model.







Substituting Equation 3.13 in Equation 3.11, we have,







Our objective is to find the coordinates of the target in the world frame I. The
above equation can be written as,










−1 (T gimbalbody )
−1 (TCgimbal)
−1
C−1 ]Λ qcim (3.16)
This can also be written as,





−1 ]Λ qcim. (3.17)
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− sin(ωpan) 0 − cos(ωpan) 0
cos(ωpan) 0 − sin(ωpan) 0
0 −1 0 0
0 0 0 1


0 −1 0 0
cos(ωtilt) 0 sin(ωtilt) 0
−sin(ωtilt) 0 cos(ωtilt) 0






1 0 0 xbgimbal
0 1 0 ybgimbal
0 0 1 zbgimbal





cos θ cosφ sinψ sin θ cosφ− cosψ sinφ cosψ sin θ cosφ+ sinψ sinφ xIuav
cos θ sinφ sinψ sin θ sinφ+ cosψ cosφ cosψ sin θ sinφ− sinψ cosφ yIuav
− sin θ sinψ cos θ cosψ cos θ zIuav




Therefore, the only unknown in Equation 3.17 is λ, which is the distance to the
target along the camera axis (xˆtilt). We can easily estimate this value λ if we assume
that the earth is flat. We can also estimate λ on uneven terrains with few additional
steps, provided we have the terrain map.
In the Figure 3.6, the vector pIcc shows the position of the camera centre in the world
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Figure 3.6: Calculation of slant range λ on a flat-earth model.



















The point qIim is the position of the projected image point in the world frame. Its
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By observing the Figure 3.6, by using the intercept theorem with the height values






From Equation 3.23, we can get the λ value and therefore we will be able to solve
for pItgt, from the Equation 3.17.
In the case of an uneven terrain, Equation 3.17 cannot be directly used. We have to
find the point where the camera’s LOS hits the terrain profile. For this we will have
to trace along the LOS to check whether that point is above or below the terrain.
This is essentially a linear search over the LOS, which is not very time-consuming.
3.4 Visibility Computation using Fast Marching Meth-
ods
One of the very basic methods to determine the visible regions from a point is
the ray-shooting method, which is essentially, tracing the rays in all directions
from the point until it hits an obstacle. It is a brute-force method and provides
very accurate results. However, it is computationally very expensive. Fortunately,
there is a faster method to determine the visibility regions in multiple dimensions,
known as the Fast Marching Methods(FMM). FMM was invented by J.A. Sethian
in 1987 and is used in analyzing and computing moving fronts in applications
involving interface propagation such as fluid simulation [99, 82]. There are some
less obvious applications of FMM such as optimal path planning for autonomous
vehicles, computing tool path trajectories, maximizing visibility, to list a few.
In this work, we use FMM to calculate the region of space that can ‘see’ the desired
target position. It is also the same as finding the regions of space that can be ‘seen’
from the target position. A point that is visible to an observer can be connected
with a straight line to the observer position without hitting any obstruction. In other
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words, visible points are all those points whose shortest distances from the observer
position is also the Euclidean distance from the observer position. The shortest
distance of a collision-free path in a space between two points in the presence of
obstacles is called the Geodesic Distance. Constructing a geodesic distance field to
determine the shortest distances from the observer position to all other points may
be computationally expensive unless we use a fast numerical method, such as FMM.
FMM can be understood by picturing ripple travelling through a liquid surface.
Here, the observer position(s) can be considered as the source of disturbance that
creates the ripple in the originally calm liquid surface (grid). The wave-front of
the ripple marches out in all the directions with equal speeds, ‘updating’ the grid
points with the distance values the ripple had travelled from the source points. This
distance is also the geodesic distance or the shortest distance from the source point
without hitting any obstacle.
Let x represent the point of interest and po represent the observer point. The
geodesic distance between the point x and po can be obtained by solving the Eikonal
equation,
|∇T (x)|F (x) = 1 (3.24)
where T (x) is the arrival function (the time taken by the wave to reach a point
x) and F (x) is the speed of the wave at position x. A detailed derivation of this
equation can be found in [99].
When the speed function F (x) is always positive, the wave only moves outwards
from the source point(s). In the case of discrete Eikonal equation, speed function
can be represented as a speed matrix (a speed value for each grid point). If this
speed matrix is all ‘ones’ in the free-space and all ‘zeros’ inside obstacles, then the
time taken by the wave to travel to a point x from po is also the geodesic distance.
FMM can calculate the geodesic distance transformation from a single or multiple
source points in an n-dimensional space, given, an n-dimensional speed matrix (of
the same size as of the grid).
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Figure 3.7: Visibility computation as in [49].(a) A sample region with obstacles.
Distance transformations of the sample area (b) without obstacles, (c)with obstacles
and (d)the final visible and hidden regions


















Figure 3.8: Error difference between the distances computed with Fast Marching
Method and the actual Euclidean distance (in pixels)
The visible region is the space where both the geodesic distance and the Euclidean
distance are nearly the same. The occluded regions are those regions where the
geodesic distance is larger than the Euclidean distance.
T (x) > |x− po| (3.25)
The Figure 3.7 illustrates visibility calculations in 2D. The first two images show the
distance transformations, without and with obstacles respectively. The last image
shows the final visible space from the source point (dark region). This method can
be extended to three-dimensional grids as well.
FMM is quite fast and runs in O(n log n) time, where n is the number of grid
points [19]. Valero-Gomez et. al. [106], provides a detailed description of the inner
workings of Fast Marching Methods(FMM). We utilized the same algorithm provided
in [106], for computing the geodesic distance in our simulations. However, like many
other numerical methods, FMM is not accurate and may result in some errors in the
distances. We observed that the errors were small enough (less than 0.5 percent for
400× 400 grid) for our purposes. Figure 3.8 shows the error values in the distances
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computed by FMM when compared to the actual Euclidean distance from a point at
the centre. To account for the error values, the equation 3.26 needs to be modified.
So, the occluded regions can be computed using the equation,
T (x)− |x− xo| >  (3.26)
where  is the threshold error. For a 400 × 400 grid,  = 2.0 provided very good
results.
3.5 Simulation Platform
In this work, we have developed a simulation platform that will help us to simulate
aerial surveillance for fixed-wing unmanned aerial vehicles in cluttered environments.
We have used the following software packages:
• Robot Operating System (ROS):
One of the most common problems faced by robotics researchers is testing
and adopting some of the latest innovations (in software and/or hardware)
in their robot. They have to modify their robot drastically if they are to
upgrade them, which might be very costly and time-consuming. Even the
re-implementation of some of the basic algorithms might pose a huge barrier
for beginner roboticists. To address all these problems, a new open-source
meta-operating system, that runs on top of existing operating systems, was
developed in 2007, to enable hardware and software abstractions for robots. It
was aptly named as the Robot Operating System(ROS) and pronounced as
\'ro˙s\ [7]. It provides several high-end open-source robotics software “packages”
that can be directly used, even by beginners. There is a considerable amount
of documentation available online and a very widespread support from the
developers/robotics community.
• Gazebo Simulator
Gazebo is a robot simulation platform powered by high-performance physical
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Figure 3.9: Simple illustration of the relationship between the nodes, ROS and
Gazebo.
engines [1]. It is commonly used with ROS. It also provides a realistic rendering
of the simulations with lighting and textures. There are several ad-hoc plugins
for sensors and actuators that can be easily configured and utilized. We
can also design custom plugins for the robot’s sensors and actuators. It also
supports real-time multi-robots simulation. Gazebo is completely open-source
and the community of Gazebo users is growing rapidly. There are also several
proprietary simulation platforms with advanced features that can be used with
ROS, such as V-REP and Webots.
ROS facilitates a very ‘modular’ software design that helps roboticists to ‘swap out’
their components easily. The basic functional running units of ROS are called as
‘nodes’. A ROS robotic system might consist of several nodes that can take care
of different functions of the robot. They can be initiated in any order and failure
of a particular node does not affect the functioning of other nodes, making it a
very robust system. With ROS, it is possible to communicate from one node to
another through ‘messages’. The messages are written in a pre-defined format and
are ‘published’ to a ‘topic’ from a node. Any node that ‘subscribes’ those topics will
receive the messages. There are several books which have been published recently
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that provide both, introductory and comprehensive treatments of ROS [78, 54, 62].
Figure 3.9 provides a simple illustration of the relationship between nodes, ROS
and Gazebo environment. It can be seen here that Gazebo simulation platform
essentially substitutes for a real robot interacting with a real environment. After
satisfactory simulation runs, the same ROS nodes which were used for the Gazebo
simulation, can be utilized for a real robot without any significant modification.
3.6 Summary of the Chapter
In this chapter, we have discussed the models, formulations and assumptions made
for the SUAV, camera and the target used in our simulations. We have also uploaded
the source-code for the SUAV and camera module on GitHub [3]. We have also
described the Fast Marching Methods(FMM) which is primarily used for our visibility
computations in the upcoming chapters. The environment models are varied and
therefore, will be discussed in each chapter separately. We have also discussed briefly
about the ROS and Gazebo packages used in our simulations. In the next chapter,
we will be describing how the visibility of the ground points in a forested region can
be improved by the proper selection of waypoints and flight-path.
Chapter 4
Coverage Path Planning in Forested Regions
This chapter addresses the problem of aerial imagery over forested environments using
Small-Unmanned Aerial Vehicles(S-UAVs). There are several important applications
for S-UAV aerial photography in forests, such as anti-poaching operations, anti-
terrorist operations, wildlife monitoring, response to wildfire arson and so on. In
forested environments, the field of view of S-UAV’s onboard cameras can get occluded
due to the presence of two types of occlusions: ‘complete occlusions’ due to terrain
features such as buildings, hillocks and ‘partial occlusions’ due to vegetation. The
occlusion of ground points due to vegetation becomes even more significant with
close-range visual surveillance applications. However, this problem has been either
neglected or over-estimated in the surveillance strategies found in the literature due
to the complexity of modeling the vegetation in the path planning algorithms. With
the advancements in satellite technologies, we have been able to gather an enormous
amount of useful data about even some of the most remote places on the earth. This
chapter attempts to explore the possible use of satellite data for aerial surveillance
using S-UAVs in forested regions.
In this chapter, we propose a path planning strategy that improves the visibility of
the ground points in forested regions in aerial photography. This chapter presents
a two-step approach to determine near-optimal flight paths: 1) waypoints are
strategically deployed to enhance visibility, using centroidal Voronoi tessellation
and 2) flyable paths are designed using a clustered spiral-alternating algorithm. We
have studied the effectiveness of the proposed method with simulations on synthetic
forested terrains, a reconstructed terrain from satellite data of tree-cover and Digital
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Elevation Model (DEM), and finally on a synthetic forested urban terrain. The
results show the effectiveness of the proposed method in improving the ground
visibility as compared to commonly used grid-based waypoints.
Section 4.1 describes the problem along with the details about the S-UAV and the
search environment. In the Section 4.2, several methods used in the proposed path
planning strategy will be discussed in detail. Section 4.3, presents the simulation
results and the discussions. Finally, Section 4.4 concludes the chapter with a short
summary.
4.1 Problem Description
This section describes the research gaps in the existing related works in the literature.
This section also provides details about the models of the S-UAV and the search
environment. This chapter attempts to address those problems by proposing a
path planning strategy that can be readily used for quick implementation of aerial
surveillance.
Several important factors which determine the optimality of the surveillance strategy,
have not been addressed in the existing works in this field. Some important factors
are as follows:
• Many of the existing S-UAV surveillance strategies do not consider the occlusion
effects of the objects in the field of view (for example building, trees and even
atmospheric effects like haze, mist, etc.).
• Even if visibility is factored into account, only the complete occlusions such as
the occlusion due to buildings are considered. Occlusions due to vegetation
are not considered.
• The environment is modelled in the most simplified forms (for example, build-
ings are modelled as cuboids). Also, visibility computation in most works is
performed through a brute-force ray-casting method which is not fast and not
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suitable for real-time implementation.
• Also, in some of the studies, the dynamic constraints of the vehicle is not
incorporated into the path planning algorithms. This could present a huge
concern for path planing of S-UAVs in near earth environments filled with
obstacles. Unlike ground robots, fixed-wing S-UAVs cannot stop or change
directions immediately.
In this chapter, we try to address the above factors in our proposed path planning
strategy. In this chapter, the objective is to find near-optimal imaging path for an
effective S-UAV surveillance over forested environments. First, we will be considering
dense forest regions and the effects of visibility on the ground points due to vegetation
will be studied. Secondly, we will be considering urban forest regions which include
buildings as well. In the first case, the imaging path will be designed to cover the
entire region. In the second case, the imaging path will be visiting only certain
desired regions from the entire regions.
In this problem, the surveillance platform is considered to be a simple fixed wing
S-UAV model, which flies at an altitude less than 200m above ground and has an
endurance of less than 1 hour. The S-UAV is also equipped with only a downward
facing camera with a limited field-of-view (FOV). Most of the cheap commercial
fixed-wing drone kits have the above-said limitations. The rolling and the pitching
effects of the S-UAV are assumed to be negligible during image capture and therefore
the camera is considered to be facing vertically downward for all the images. The
minimum turning radius constraint of a fixed wing S-UAV is also taken into account
when designing the path. We further assume that the S-UAV travels at a constant
velocity. More details about the UAV sensor and the search environments are
provided along with the simulation results in Section 4.3.
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4.2 Methods
Subsection 4.2.1, describes a probabilistic sensing model that considers both occlu-
sions due to terrain and vegetation, in the visibility computations. In Subsection
4.2.2, we describe the visibility decay model, used to calculate the partial visibility
of the ground points through the vegetation. Subsection 4.2.3 describes a location
optimization technique known as centroidal Voronoi tessellation (CVT) which is
used for the waypoint deployment. It is followed by subsection 4.2.4, which provides
a novel path planning algorithm that suits well for surveillance applications.
4.2.1 Probabilistic Sensor Model
Sensor Coverage Models measure the sensing capability and quality of sensing, by
capturing the geometric relation between a space point and sensors [108]. More
often, sensor models implement a binary coverage, i.e., a point can only be classified
as completely covered or completely uncovered. Such oversimplifications of sensor
models lead to unrealistic simulation of sensor performance and, thus, leading to the
determination of suboptimal observation locations. Akbarzadeh et al. [14], propose
a probabilistic sensor model that allows a realistic modelling of the sensor. A similar
model is used in this chapter. Since the sensor is assumed to capture the whole
image directly below the UAV, the sensing region is considered to be a disk of a
certain sensing radius, as shown in Figure 4.1. A sigmoid function is used to model
the decrease in sensing ability with distance as given below,
µ(r) = 1− 1
1 + exp−β(r−ρ)
(4.1)
where µ(r) is the sensing ability of a ground point at a distance r from the nadir
point ( the ground point directly below the UAV), and ρ is the sensing radius. β is
the constant which determines the shape of the S-curve. The sensing radius, ρ, is
determined by the field of view, α and the altitude, h.
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Figure 4.1: Probabilistic Sensor Model with Sigmoid function
4.2.2 Visibility Decay Model
For a ground point to be visible from the S- UAV, it has to be within the sensing
range and must not be occluded by the terrain features. The probabilistic visibility
(due to vegetation) is computed only for those ground points which comply with the
above two conditions and is determined using the visibility decay model described
below. The method to test the complete occlusion of ground points due to the
terrain is also discussed.
Partial Visibility through Vegetation
The theoretical model for the visibility of a surface in a cluttered field based on
several assumptions is described in [64]. A short introduction of the same is given
below for the reader’s convenience. The scene is assumed to consist of surfaces that
are randomly distributed over a 3D view volume, and the spatial distribution of
these points are assumed to be Poisson with density η, which is the average number
of surface centers per unit volume. Assuming that the surfaces are planar circular
patches of area A, the expected total area of the surfaces per unit volume is ηA. If
the surface normals of all patches are oriented in a uniformly random direction, it is
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shown that the average number of surface intersections per unit length line is,
λ = ηA2 (4.2)
Assuming that surfaces are distributed over some finite volume beyond a distance
z0 from the viewer, the probability of visibility of a surface at a depth z from the
observer is given by,
p(z) = λ exp−λ(z−z0) (4.3)
This is a Beer-Lambert law which describes the exponential decay of visibility with
depth. The value λ, here, is the decay constant. In the case of visibility decay due
to vegetation, generally, the density of the leaves η will not be constant over an
individual tree. However, by viewing from very high altitudes at a large number
of trees, the density η can be safely assumed to be constant over a given region
and thereby, the value of the decay constant, will be proportional to the forest
crown cover corresponding to that region. It is very difficult to find the exact decay
constant for a forest stand but a good approximation can be found empirically and
can be modelled for different types of forest stands for different seasons. Since the
forest crown cover is non-uniform in nature, the decay constant can be assumed to
be constant only over small distances, i.e., over a thin section of the forest through
which the LOS beam travels. Consider the case of the decrease in intensity of light
traversing through materials with different attenuation factors (decay constants).
If the initial intensity is I0, then the final intensity, I, is calculated as shown in
Figure 4.2.
Consider an SUAV flying above the forest at an altitude, h, as shown in Figure 4.3.
The plot in Figure 4.3 shows a sample distribution of tree crown cover (in percentage)
over the given forest region. The actual digital surface model of the vegetation is
required to calculate the exact length of the LOS beam through the vegetation. Due
to unavailability of the exact Digital Surface Model (DSM) of the forest, the Mean
Vegetation Height, T , is used to calculate the length of the LOS beam and this
height is assumed constant across the entire forest region. Then, the visibility of a
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Figure 4.2: Beer-Lambert Law for multi-layer attenuation




Where ∑ δi is the sum of the average tree crown cover densities along each section
of vegetation through which the LOS beam travels and ω is a constant to convert
the crown cover (percentage) into decay constant. The corresponding average tree
crown cover density for each section of the LOS beam can be calculated using the
geometric relations.
Terrain Visibility Model
Complete occlusion of a ground point due to the terrain (without considering the
partial occlusions) is computed using the ‘Ray Shooting Method’ or the ‘Ray Casting
Method’. It is implemented by comparing the Line-of-Sight(LOS) Beam with the
DEM. In the paper by Akbarzadeh et al. [14], a regular square grid representation
of DEM is used to analyze the visibility and the same method is used here. This
method traces the LOS beam from a viewpoint v to a ground point p, and then
compares the elevation at intermediate points of the LOS with the elevation of
ground points directly vertical to them. If the elevation of an intermediate point is



































Figure 4.3: Calculation of the visibility with the LOS beam
more than the elevation of the LOS beam at that point, then the ground point p is
not visible from viewpoint v; otherwise, it is visible. The visibility of a ground point




1, if p is visible
0, if p is invisible
(4.5)
This method is computationally expensive. Nevertheless, this method will be used
in this work also for its simplicity and easy implementation. The length of the
LOS beam can be calculated with the help of geometric relations as illustrated in
Figure 4.4. It can be seen from the figure that the length of LOS beam plays an
important role when the UAV is flying at altitudes that are comparable to the mean
vegetation height.
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Figure 4.4: Calculation of length of LOS beam through vegetation for a non-trivial
case
Final Visibility of a Groundpoint
The visibility of a ground point depends on the aircraft sensor model, complete
occlusions due to terrain and the partial occlusions due to vegetation. Therefore,
the final visibility of a ground point at a distance r from the nadir point, considering
both the probabilistic sensor model, the visibility decay due to the vegetation and
the terrain visibility computed using ray shooting method is given by
V (r) = I(r)× µ(r)× Pv(r) (4.6)
Visibility of the same ground point might differ from one vantage point to the other.
Therefore, the final value of visibility at that point is taken as the sum of the visibility
values from all the vantage points that covers that point. Visibility is considered as
an additive quantity in order to establish a quantification and comparison of the
coverage values of two different locations.
4.2.3 Centroidal Voronoi Tessellation
By nature, the tree canopy cover is not uniform and varies based on different reasons
such as soil, shadow, thermal and vegetation [18]. Also the terrain is not flat
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everywhere. Since the visibility of a ground point is dependent on the tree canopy
cover and the terrain occlusions, it is very important to include these factors in
the estimation of the near-optimal observation locations for the UAV in order to
maximize the visibility. There is no closed form solution for finding such optimal
locations. A popular tool for solving such continuous location problems is the
Voronoi tessellations [38]. A good approximation of the near-optimal observation
points is the Voronoi points, also known as generators, which minimize the weighted
squared Euclidean distance from every other point in the tessellation. This weighting
is based on a ‘density distribution function’. This is also known as the ‘centroidal
Voronoi tessellation (CVT)’, which is a Voronoi tessellation whose generating points
are also the centroids ( centers of mass) of the corresponding Voronoi cell. In this
work, Lloyd’s algorithm is used to compute the CVT [86].
We distinguish the simulations performed in this work as two different parts. In the
first part, we will be considering dense forest regions and the effects of visibility on
the ground points due to vegetation will be studied. Here, the imaging path will be
designed to cover the entire region. Two strategies are used in-order to compute
the waypoints that have higher chances of finding the target in forested regions.
First, is to allow the UAV to spend more time in searching the denser vegetative
regions than the less dense vegetative regions. Second, is to avoid occlusions due to
terrain features, by flying over the local peak positions to have a better viewpoint.
Therefore, density distribution function for CVT used in the first part is a linear
combination of crown cover density and terrain profile.
In the second part, we will be considering urban forest regions which include buildings
as well. Here, the imaging path will be visiting only certain desired regions from the
entire regions. Again, two strategies are used in order to compute the waypoints that
have higher chances of finding the target in forested regions. First, the waypoints
are deployed only in the region from where the desired targets are visible. Second,
since vegetation degrades target detection capabilities, more time is spent near the
vegetation region by deploying more waypoints (observation points). Therefore,
density distribution function for CVT used here in this second part is a linear
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combination of the vegetation map and the 2D slice of the visibility space at the
SUAV flying altitude which provides visibility of the desired target region.
(a) (b)
Figure 4.5: (a) Sample density distribution and (c)the corresponding centroidal
voronoi tessellation
The CVT generates more cells on more dense regions and lesser cells on less dense
regions. This feature is very interesting, as it is desired for the UAV to spend more
time searching from the more cluttered region than the less cluttered region. Also,
the area of a denser cell is smaller as compared to one with lesser density. This
feature is also very encouraging as visibility range is always lesser in highly dense
cluttered regions.
The shape of a Voronoi cell is a hexagon for a uniform density distribution. Here,
since the density distribution is varying, it can be of any shape. However, the sensor
area of coverage and its shape is fixed in our model. Therefore, in order to have a
complete coverage of each cell, the uncovered regions in a cell, are determined at
each iteration and then added to the density distribution function with a higher
weight. The locations of the centroids are not unique, and the solutions obtained
are only near-optimal.
4.2.4 Clustered Spiral-Alternating Algorithm
The near-optimal observation locations estimated by CVT gives the waypoints
through which the SUAV must traverse. A flyable path is a path that satisfies
the kinematic constraints of the flying vehicle, such as minimum turning radius
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and minimum climb angle. The flyable path through the waypoints can be solved
through many methods. In order to make the path planning simple, fixed wing
SUAVs are generally assumed to be a Dubin’s vehicle. A Dubin’s vehicle is a vehicle
that travels in a straight line or turn at a constant turning radius [39]. Figure 4.6
shows the four different Dubins path possible when travelling from A to B. In order
to reduce the complexity and for convenient display, only the 2D path is found.
Also, in this work, SUAVs are considered to be a Dubins vehicles i.e., vehicles which
travel in a straight line or turn at a constant turning radius.
Figure 4.6: Dubin’s Paths from A to B [76]
(a) (b)
Figure 4.7: (Left) Spiral algorithm [97] and (Right) Alternating algorithm [94]
For a Dubins vehicle, Dubins Travelling Salesman problem (D-TSP) algorithms can
be used to determine flyable paths connecting these waypoints. In the work by
Savla [94], a novel method, ‘Alternating Algorithm’ is proposed which employs an
optimal solver for (standard) Euclidean TSP and then augmenting the solution by
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calculating suitable heading vectors for each waypoint. It then constructs a flyable
path by combining a set of alternate straight line segments of Euclidean TSP and
alternate short Dubin segments that connects the straight segments. Semsch et
al. [97], propose a novel ‘occlusion-aware’ surveillance algorithm in complex urban
environments by decomposing the surveillance problem into a 3D art gallery problem.
The spiral algorithm results in a Dubins path connecting the given set of waypoints
in the form of a spiral shape. Given a set of points, this algorithm first constructs a
relaxed-convex hull (not convex) of the set and the points forming the boundary
of the hull are then removed from the set. In the next iteration, the remaining
points are then used as the input. The process is repeated until there are no points
left. Starting with the outer-most hull, the individual hulls obtained this way are
continuously linked together. For each pair of neighboring hulls the shortest possible
link is connected and merged.
There are both advantages and disadvantages to the above algorithms. The alter-
nating algorithm provides shortest paths when the waypoints are sparse (distance
between waypoints are very much greater than the turning radius of the UAV).
However, it produces a large number of sharp turns in the flight path. Although
the flight path length is very high in the spiral algorithm, it produces smooth turns
which are quite important in the real-world implementation of SUAV flight control.
It also performs better when the waypoints are dense (distance between waypoints
is comparable to the turning radius) and is more suitable for surveillance purposes
from low altitudes [97]. Nigam and Kroo, [76], use heuristics to minimize both
average data age and the number of turns in the flight path and it results in a spiral
path. Although this is not the optimal search pattern, the heuristics are scalable
and decentralized.
An improved algorithm, a clustered spiral-alternating algorithm, is proposed in this
chapter that combines the strengths of both the above mentioned algorithms. In
this approach, the waypoints are clustered into different clusters manually or using
a cluster analysis algorithm. Then the spiral paths for each cluster are obtained
using the spiral algorithm given in the paper [97]. Then the Dubins path is obtained
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(a) (b)
Figure 4.8: (a) Clustering of waypoints and (c)the final UAV flight path using the
spiral-alternating algorithm.
by removing alternate line segments and replacing them with Dubins segments. It
is observed that the total path length calculated using clustered spiral-alternating
algorithm is always less compared to the original spiral algorithm when the waypoints
are in the form of clusters. Also, it produces a smoother path when compared to the
original alternating algorithm. For a multi-UAV team, each UAV can be assigned a
cluster for carrying out the surveillance. It enables a quick parallel surveillance, and
subsequent task allocations become simple. It will also be shown in the next chapter
that the proposed approach produces a more uniform average data-age, which is the
amount of time since a ground point was last surveyed. Also, in the next section,
the proposed algorithm will be compared with the original approaches and is shown
that it generates a smoother and a shorter flight path.
4.2.5 Summary of the section
In this section, the centroidal Voronoi tessellation based on crown cover density and
the clustered spiral-alternating algorithms constitute the two important steps of the
proposed path planning method: the strategic deployment of waypoints to enhance
visibility and construction of the flyable path through these waypoints that also
satisfies the kinematic constraints of the SUAV. The visibility computations using
visibility decay-model are performed only to assess the performance of the proposed
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path planner. The probabilistic sensor model allows for visibility to take continuous
values from 0 to 1 and thereby, models the visibility more accurately.
4.3 Simulation Results and Discussions
The simulations were performed in two parts to study the effectiveness of the
method in improving the terrain visibility. In the first part, we will be considering
surveillance over dense forest regions and the effects of visibility on the ground
points due to vegetation will be studied. The imaging path will be designed to cover
the entire region. The simulations in this part were performed on three different
terrain conditions. The visibility values obtained by the proposed method were
compared with the visibility values obtained by the commonly used grid-based
distribution of observation points. In the second part, we will be considering urban
forest regions which include buildings as well. Here, the imaging path will be visiting
only certain desired regions from the entire regions. The simulation was carried out
on a synthetically generated terrain which consists of a hilly terrain with buildings
and a vegetation map.
4.3.1 Surveillance over Forested Regions
For the first part, the camera field of view was considered to be 90 degrees. The
SUAV flying altitude was taken as 100 meters and the mean vegetation height was
taken as 25 meters. The decay constant was taken as 0.001 and the conversion
factor, ω, taken as 1. The value of decay constant is chosen only to demonstrate the
visibility effects and is not the exact value.
Considering zero overlaps between the sensing regions, the minimum required number
of observation points (Voronoi generators), is determined by dividing the total area
by the sensor footprint area. However, overlapping of sensing regions is unavoidable
and necessary in many cases to ensure complete coverage. In the case of overlapping
sensing regions, the area of overlap needs to be subtracted from the sensor footprint
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area before calculating the number of generators. It is to be noted that this is just a
lower bound, and the number of generators can be increased to satisfy the visibility
requirements pertaining to the application.
Synthetic Forest Cover with Flat Terrain
The visibility values are calculated for a synthetically generated forest region over a
flat terrain as shown in Figure 4.9 (a). The percentage tree cover varies from 0 to
80 at different regions of the forest and the terrain elevation is taken as zero. The
sensing footprint area (SA) is found to be 31416m2 (piρ2 = pi× 100m×100m). In the
synthetically generated tree cover data, 1 pixel corresponds to 100 m2(10m×10m).
Therefore, total area is 100 × 100 × 100m2 = 1, 000, 000m2. Assuming a forward
and side overlap of 40% , the effective sensing area per observation point reduces
to SA(1 − 0.4)2 = 11310m2. Therefore the number of generators computes to 88
(1, 000, 000m2 ÷ 11310m2). In order to make the observation points to arrange in a
square pattern, the number of generators was taken as 81(the nearest square to 88)
which provides a sensing overlap of around 38% (reasonably close to 40).
Figure 4.10, shows the Voronoi tessellation of the observation points, visibility
values obtained using the probabilistic sensing model, and the Figure 4.11 shows the
visibility histograms of both the grid-based approach (top row) and the CVT-based
approach (bottom row). Visibility histogram is a graphical representation of the
distribution of visibility of the pixels (ground points). It is observed that in the
grid based approach, there are a lot of high visibility regions due to sensing overlap
caused by neighboring observation points and very low visibility in the densely
forested regions. The visibility histogram for the grid-based approach shows the
visibility values spreading from low visibility (0.1) to high visibility (1). The peaks
observed in the visibility histograms are due to the multiple coverage degrees in
the overlapping regions. Coverage degree refers to the number of observations that
cover a point. The missing fourth peak in the visibility histogram of the CVT-based
approach shows that there are not many points covered from 4 observation locations.





















































Figure 4.9: (a) Synthetically generated tree cover density on a flat terrain; (b) and
(c) Synthetically generated terrain with constant tree cover, 3D plot and 2D plot
respectively
It can also be observed from the Voronoi tessellation that the CVT-based approach
locates more observation points near the densely cluttered region than the less
cluttered regions as expected. This visibility overlapping has decreased in a CVT-
based approach, and there is a very good improvement in the densely forested region.
It is also observed that the standard deviation (contrast) has decreased ( >15%)
although the average visibility has dropped (~6%). This implies that our intention
of moving the observation points towards the densely cluttered region provides a
near-uniform visibility over the entire region by sacrificing some average visibility.






















Grid Based Approach Grid Based Approach
CVT Based Approach CVT Based Approach







































Figure 4.10: Visibility comparison between grid-based approach (top row) and
the CVT-based approach (bottom row) for the synthetically generated forest with


























Figure 4.11: Visibility histograms of grid-based approach (top row) and the
CVT-based approach (bottom row) for the synthetically generated forest with flat
terrain
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Synthetic Undulated Terrain with Constant Crown Cover
Similarly, the effect of the proposed method on visibility was studied on the syn-
thetically generated terrain with constant forest canopy cover as shown in Figure
4.9b. The terrain is generated such that the altitude increases on one axis while
the frequency of undulations increases on the other. The tree cover over the entire
region is assumed to be constant (30%).
Again, the visibility values are calculated based on the proposed method for this
terrain and compared with visibility values for a grid-based distribution of observation
points. There is remarkable difference seen in the visibility histograms shown in
Figure 4.13. The shift in the distribution of visibility values towards the right in the
visibility histograms clearly shows the increase in the visibility values obtained from
the CVT-based approach compared to the grid-based approach. The number of
generators, in this case also, is taken as 81. It can be clearly observed from Figure
4.12, that the CVT locates more observation points near the local peaks as expected.
It is observed that the average visibility of the grid-based approach has decreased
due to the terrain occlusions. However, average visibility of the CVT-based approach
has increased (>25%) in this case, and the standard deviation has increased slightly
(~3%) due to overlaps in the valleys. It can also be seen that there is not much effect
in the flat terrains. This implies that our intention of moving the observation points
towards the local peaks provides a higher average visibility over the entire region.
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Figure 4.12: Visibility comparison between grid-based approach (top) and the
CVT-based approach (bottom) for the synthetically generated terrain with constant





































Figure 4.13: Visibility histograms of the grid-based approach (top) and CVT-based
approach (bottom) for the synthetically generated terrain with constant tree cover
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Reconstructed Terrain from Satellite Data for Tree Cover and DEM
It is observed from the above two simulation studies that moving the observation
points towards the densely cluttered region provides a near-uniform visibility and
moving the observation points towards the local peaks provides a higher average
visibility over the entire region. Therefore, deployment of the observation points
based on both the crown cover density and the terrain profile will provide a better
average and near-uniform visibility over the entire region. The third simulation is
performed on a reconstructed terrain with an actual satellite data of tree cover and
DEM. In this simulation, the generator points are deployed using the centroidal
Voronoi tessellation on a density distribution based on a linear combination of the
crown cover density and the terrain profile.
The global LANDSAT tree cover data is freely available via electronic download
[100]. The LANDSAT Vegetation Continuous Fields (VCF ) tree cover layers contain
estimates of the percentage of horizontal ground in each 30-m pixel covered by woody
vegetation greater than 5 meters in height. The pixel intensities give the percentage
tree cover of that region. The ASTER Global Digital Elevation Model (ASTER
GDEM) is also available worldwide at no charge via electronic download [70]. ASTER
GDEM is a product of METI and NASA. However, the spatial resolution of the
above products is low (each pixel corresponds to 30m x 30m). This resolution needs
to be increased for two reasons. First, a coarse terrain representation generates only
a coarse global path for the SUAV. Global path planner uses known coarse terrain
information to solve for the entire path, avoiding only large obstacles. A local path
planner uses sensed high-resolution terrain information to solve for a collision-free
segment of the path, considering small obstacles also. This work only considers
global path planning. A high-resolution input DEM generates a finer global path.
Second, the visibility is computed for every pixel on the input DEM. This implies
that the resulting visibility map has the same resolution as that of the input DEM.
A higher resolution visibility map that considers the visibility of smaller areas of the
DEM is more realistic and helps to better study the effects of the proposed method
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on visibility. Direct use of high-resolution satellite data provides more accurate
results and can be used to fly the SUAV closer to the terrain. However, they are
expensive and not accessible in many countries.
The Figure 4.14(a) and Figure 4.14(b), shows a cropped section of the LANDSAT tree
cover data and the DEM corresponding to the Tengeh Reservoir region in the west
of Singapore respectively. Each pixel area corresponds to 900 sq.m. (30m × 30m).
The entire image size corresponds to an area of 4 sq. km. A corresponding satellite
image obtained from Google Earth is shown in Figure 8(c) to help understand the
stretch of the land. Pixel values of some hidden areas, in tree cover, due to clouds
and shadows, are approximated by image smoothing. The resolution is increased
by subdividing each pixel of the original input DEM into an equal number of rows
and columns (in this case, 4) and then smoothing the resulting image to remove
the high frequencies. The resulting image has 248 × 256 pixels with each pixel
corresponding to an area of 7.5m × 7.5m. The pixel intensities are then divided by
the maximum value to normalize each image. A linear combination of the normalized
pixel intensities of the tree cover and the DEM, are then used to compute the density
distribution function for the CVT.
The density distribution δ, is calculated as a linear combination of the normalized
tree cover density, the normalized DEM and the uncovered region.
δ = α(norm. tree cover) + β(norm. DEM) + γ(uncovered region) (4.7)
The values of α, β, and γ can be set as per the visibility requirements. In this
simulation, these values were set as 20, 40 and 60 respectively. Figure 4.15 shows
the resulting centroidal Voronoi tessellation using tree cover density.
Visibility histograms in Figure 4.17, clearly show that more points are visible in the
visibility range 0.5 to 0.8. It is also observed that the average visibility through the
CVT approach is higher compared to the grid-based approach. It is also observed
that visibility of the least visible points has improved in CVT approach compared
to the grid-based approach. It is to be noted that the difference is more profound in















Figure 4.14: a) LANDSAT Tree cover data, b) Digital Elevation Model from













Figure 4.15: CVT using the density distribution function, δ.
the undulating region of the terrain than the flat terrain.
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Figure 4.16: Visibility comparison between grid-based approach (top) and the
CVT-based approach (bottom) for the reconstructed terrain using DEM and tree


























Figure 4.17: Visibility histograms of the grid-based approach (top) and CVT-
based approach (bottom) for the reconstructed terrain using DEM and tree cover
information
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Figure 4.18 shows the flight path along the CVT centroids using the clustered
spiral-alternating algorithm for six clusters. The advantage of cluster based path
planning is that multiple UAVs can be deployed simultaneously in different clusters
for quicker surveillance of a specific region or along the edges. Also the new technique
will provide various other possibilities such as getting the maximum coverage in
short flight routine by only going to those Voronoi cells with a large area.
(a) (b)
Figure 4.18: (a) Clustering the waypoints for six different UAVs and (b) Dubins
flight path solved for each cluster.
The path length for the spiral algorithm comes to 31.77km, however, the back and
forth motion on a grid-based approach provides only a path length of 26.77km. It
appears that there is an extra 5 km distance to be travelled when we use the spiral
algorithm. This additional cost is going to provide an advantage by improving the
average data age [97]. Everist et al. [41] term it as ‘unattendance time’ which
is the time since the point was last attended by the camera. Once the point is
attended by the camera, the unattendance time is reset to zero. Average data age
or latency or unattendance time, can be visualised through colour fading from solid
to transparent as time passes and latency grows [50]. Single UAV paths for both
the flight paths are shown in Figure4.19 for both grid-based Boustrophedon method
and CVT-based clustered spiral search algorithm. The Figure4.20 shows the latency
maps for both paths. We observe that the latency map is more uniform in the spiral
search algorithm compared to the grid-based boustrophedon search pattern. Also,
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the spiral search algorithm is more useful when the UAV is to search only certain
desired target regions.











Figure 4.19: Single UAV paths for (a) Grid-based Boustrophedon search path and
(b) CVT-based spiral search path.
 
 



















































Figure 4.20: Latency maps for (a) Grid-based Boustrophedon search path and (b)
CVT-based spiral search path.
4.3.2 Surveillance over Urban Region with Vegetation
A simulation was also carried out on a synthetically generated urban terrain with
vegetation. There are two layers to this terrain: the digital surface model and the
vegetation map. The digital surface model can be obtained from aerial LiDAR and
satellite DEM data. The vegetation map can be obtained from Land Cover data
sources available on the internet. However, in this work, we have randomly generated
both the terrain and the tree cover map using the diamond-square algorithm. The
building elevations were created manually to resemble a residential region. Figure 4.21





































































Figure 4.21: (a) Synthetically generated digital surface model and (b) vegetation
map.









Figure 4.22: Selection of desired target regions.
shows the synthetic terrain and the vegetation map. The units shown in the figures
are in meters in all three dimensions. The desired target regions are selected manually
as shown in Figure 4.22.
For the simulation purpose, the camera field of view was considered about 30 degrees.
The flying altitude is considered as 25 meters, and the mean vegetation height is
taken as 10 meters. The decay constant was taken as 0.1 and the conversion factor, ω,
taken as 1. The value of decay constant is chosen only to demonstrate the visibility
effects and is not the exact value.
The minimum required number of observation points ( Voronoi generators), is
determined by dividing the total area by the sensor footprint area. In order to
account for the overlapping of sensing regions, the area of overlap needs to be
































Figure 4.23: (a)Visibility space from desired target regions and (b) a slice of the
visibility space at the flying altitude (yellow).
subtracted from the sensor footprint area before calculating the number of generators.
The number of generators (observation points) in this case is chosen as 100. The
density distribution, δ, required by the CVT, is calculated as a linear combination
of the normalized tree cover map and the normalized distance transform of the
visibility space. The visibility space was computed using Fast Marching Methods
(FMM) as explained in Section 3.4 . Figure 4.23 shows the visibility space computed
using the fast marching methods(FMM).
δ = α(norm. tree cover) + β(vis. region) (4.8)
The values of α and β can be set as per the visibility requirements of the user. More
weight to tree cover provides higher vegetation through vegetation. More weight to
distance transform keeps the waypoints close to the selected desired target regions.
In this simulation, these values were set as 20 and 40 respectively. As shown in
Figure 4.24, the CVT locates more observation points near more dense vegetation
region and closer to the desired target regions as expected. It is to be noted that
few centroids which were outside the visibility space were neglected and only 83
centroids are taken as final waypoints as shown in Figure 4.24.
The visibility analysis of the ground points is performed as explained in the section
4.2. The Figure 4.25 shows the normalized visibility of the ground points. It can
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Figure 4.24: (a) CVT waypoints using the density distribution, δ, (b) selected
waypoints.


























Figure 4.25: (a) Visibility map of the ground points around desired target regions,
(b) histogram of the visibility map.
be observed from the figure that there is high overlapping over the desired target
regions providing very high visibility of the targets. It can also be observed that the
visibility values have low standard deviation (does not vary much from one pixel to
another).
The Figure 4.26, shows the clustering method and flight path along the CVT centroids
using the clustered spiral-alternating algorithm. The clustering is implemented by
labeling the disconnected visibility regions as shown in figure. The spiral-alternating
algorithm is used on each cluster to design the Dubins paths with a turning radius
of 1m. The red and the yellow segments of the flight path represent the Dubin’s
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Figure 4.26: (a)Clustering based on segmentation and (b) Dubin’s flight path
solved for CVT centroids for seven clusters
(a) (b)












Figure 4.27: Dubin’s flight path using (a) the spiral algorithm [97] and (b) the
alternating algorithm [94]
segments and the straight segments respectively. There are several advantages in
using the proposed clustered spiral-alternating approaches than the original spiral
approach or the alternating algorithm approach. It can be easily observed from
Fig. 4.27 that the original spiral path [97] has a longer flight path and the original
alternating algorithm (using Euclidean TSP)[94] has more number of sharp turns
when compared to the proposed combined approach. Moreover, cluster-based path
planning facilitates the use of multiple UAVs for simultaneous operations in different
clusters for quicker surveillance.
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4.3.3 Summary of the section
Simulations were carried out on 4 different scenarios. The first simulation was on a
synthetically generated flat terrain with varying tree cover. The proposed method
provides near-uniform visibility distribution over the entire region. However, gives
a lower average visibility when compared to the normal grid-based approach. The
second simulation was carried out on a synthetically generated undulating terrain
with a constant tree cover, wherein the proposed method provides higher average
visibility. The third simulation was on a reconstructed terrain from the satellite
data of tree cover and DEM. The proposed method provides better visibility when
compared to the most commonly used grid-based surveillance approach. Finally, a
simulation is performed on a synthetically generated urban terrain with some tree
cover. The results show the significance and the effectiveness of using the proposed
method in the surveillance applications.
4.4 Conclusions
SUAV flight path planning for surveillance is very important as they have a very
short endurance and limited coverage. SUAVs are being increasingly used in the civil
defense applications in environments cluttered with buildings and trees. Visibility
of the ground through the vegetation from the UAVs is generally not considered in
the existing literature.
A probabilistic sensor model is proposed that includes visibility decay due to
vegetation into consideration. The waypoints are calculated using centroidal Voronoi
tessellation using a linear combination of the terrain profile and the vegetation cover
as the density distribution function. The strategy of pushing the observation points
towards the dense vegetation region provides a near-uniform visibility over the entire
region by sacrificing some average visibility. The strategy of pushing the observation
points towards the local peaks provides a higher average visibility over the entire
region. Finally, a Dubins path is obtained by a novel clustered spiral-alternating
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algorithm that improves the effectiveness of surveillance and usability.
The proposed model is tested in a simulated forest using the actual satellite data
for Digital Elevation Model and LANDSAT tree cover and the results are compared
with the grid-based approach. The results show that the average visibility has
improved and the visibility of the least visible regions has improved in the proposed
approach. The proposed method is also simulated in a synthetically generated
terrain resembling a residential area with buildings and trees. The results show
favourable visibility levels at the desired target regions and the path computation
is very fast. In the next chapter, we will be seeing how the visibility of a moving
target in an urban region can be improved by the proper selection of paths while
approaching the target.
Chapter 5
Persistent Target Monitoring in Urban
Regions
In the recent decades, there has been a phenomenal increase in the number of
urban spaces which is now accommodating over one-half of the world’s population.
According to a projection by the United Nations, there would be 41 mega cities
with population more than 10 million by 2030 [36]. This emphasizes the necessity
for effective aerial surveillance of public spaces in urban regions for applications
such as traffic monitoring, counter-terrorism, and assistance in special forces action
dealing with any other hostile situation. SUAVs can be reliable and safe for such
applications. It can play a crucial role in search-and-rescue applications in urban
regions as well. For example, identifying stranded victims during floods in an urban
environment.
This chapter addresses the problem of maintaining a continuous line-of-sight vision
of a target during aerial surveillance over urban regions using SUAVs. This chapter
proposes a path planning approach that attempts to solve a multi-objective problem
of maximizing the duration of visibility of the target and also minimize the path
length to the target. The path planning algorithm considers 3D visibility occlusions
due to buildings of any shapes. The visibility computations are performed using
a parallelized Fast Marching Methods(FMM) which is a speeded-up version of the
regular FMM. It proposes the Visibility-based Fast-Marching path planner to solve
for the multi-objective problem. It also considers the kinematic constraints of the
UAV while sampling paths up to a finite horizon. This chapter also attempts to
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address the inconsistencies that might arise by the improper selection of urban
models for simulation studies by different researchers. This chapter utilizes a widely
used method by urban planners and architects, to represent an urban setting based
on its physical aspects. This chapter attempts to quantify the need for visibility-
based path planning based on a ‘directionality’ measure. Two types of target models
are considered: stationary and mobile. This algorithm is compared with a simple
shortest-path planner, and the results show the importance of considering visibility
occlusions for surveillance over urban regions.
In this chapter, we primarily attempt to address the question: how to go?. In this
chapter, we address the problem of determining the path taken by a fixed-wing UAV
to maximize the duration of line-of-sight vision of a target. In section 5.1, the gaps in
the existing literature and the objectives of this chapter are laid down. In section 5.2,
the methods used for determining the Visibility-based Fast-marching (VB-FM) field
path-planning, directionality measure and an urban model representation system are
discussed. In section 5.3 and in section 5.4, the simulation results and conclusions
are provided.
5.1 Problem Description
This section presents some of the missing links in the existing related works in the
literature. This chapter attempts to address those specific problems by proposing a
path planning strategy that can be readily used for a real-time implementation of
aerial surveillance. This section also sets up the problem by providing details about
the models of the SUAV and the search environment.
Several important factors which determine the optimality of the surveillance strategy,
have not been addressed in the existing works in this field. Some important factors
are as follows:
• In many of the proposed urban aerial surveillance strategies in the litera-
ture, the buildings were assumed to be of simple shapes and very simple
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visibility computation algorithms were used. This cannot be applied in urban
environments with highly complicated architectural buildings.
• Ray-casting is the most common method for computation of visibility in
complicated 3D environments. But it is computation-intensive and requires
Graphical Processing Units (GPUs). Additional electronic components reduce
the battery life and also reduce payload capacity of the UAV.
• The multi-objective problem of finding the shortest path and also the path
which maximizes the target visibility is an NP-hard problem, i.e., . Solving
such problems are computationally intensive and take a long time to solve.
Therefore, a simplification of the multi-objective problem into a single objective
problem is necessary for making the system online for real-time implementation.
• In many of the papers dealing with urban surveillance, the environment is
modelled quite arbitrarily and does not follow a particular system. Factors
such as the building height, density of the buildings, etc. play an important
role in the effectiveness of a surveillance strategy.
This chapter addresses the above factors in our proposed path planning strategy.
In this chapter, the objective is to determine the path taken by an observer to
maximize the duration of line-of-sight vision of a target. Here, we assume that
observer completely knows about the position of the target at all times. The target
is either static or moving along the city streets randomly with a velocity less than
the velocity of the observer.
In this problem, the surveillance platform is a simple fixed wing SUAV, which flies
at an altitude of 50 meters above ground. The SUAV is also equipped with a gimbal
camera with a limited field-of-view (FOV). Most of the cheap commercial fixed-wing
drone kits have the above-said limitations. The minimum turning radius constraint
of a fixed wing SUAV is also taken into account when designing the path. We further
assume that the SUAV travels at a constant velocity of 72 kmph. More details about
the UAV sensor and the search environments are provided along with the simulation
results in Section 5.3.
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5.2 Methods
In this section, firstly, a description of parallelized FMM and performance comparison
with regular FMM are provided. In the next subsection, the parallelized FMM is used
for generating the Visibility-based Fast-marching (VB-FM) field that incorporates
visibility constraints for path planning. It is followed by discussion about the
shapes of visibility regions and the need for visibility-based path planning. Lastly,
a description of different elements that make up an urban environment and a
description of ‘Spacemate’, an elegant tool that can enable us to wisely choose the
urban environment for simulations are provided.
5.2.1 Visibility Computation using Parallel Fast Marching Meth-
ods
In this work, we use parallel Fast Marching Methods to compute ‘From-point
visibility’. ‘From-point Visibility’ computation refers to the computation of the set
of all points in space that are visible from an observer position. The execution
time for FMM, like most other numerical methods, is highly dependent on the
number of grid points. FMM can be speeded up by a distributed and parallel
implementation. Each processor can take up a portion of the total number of
computational process, thereby reducing the total running time. Generally, during
a parallel implementation of numerical methods, messages are passed between the
different processors to minimize errors. This affects the execution time and thereby
spoils the efforts taken for parallelizing the algorithm. The communications between
the processors are used to preserve the upwind nature of the numerical technique.
For the application of computing the visible region, parallelization of FMM can be
implemented without any message passing between the processors. The idea is to
split the grid into four quadrants at the observer’s position as shown in Figure 5.1.
The visibility in any one quadrant does not affect the visibility in another quadrant.
Since each quadrant is processed independently and simultaneously, the execution
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(a) (b)
Figure 5.1: Division of grid points among multiple CPU cores for distributed
implementation of FMM for visibility computation in (a) 2D and (b) 3D. For
example, CPU1 handles the grid points to the top left of the observer (marked by
the blue dashed line).
time of the algorithm then only depends on the largest quadrant. To further, speed
up the process, operations are performed only up to the grid points that are within
the sensor range.
Figure 5.2 shows the reduction in the execution time for 2D grids with a different
number of nodes. The visibility computations using FMM was run on a Intel®
Core™ i7-4700HQ CPU @ 2.40GHz. No GPUs were used. We observe that the gain
is quite significant for smaller grids. For larger grids, parallelized FMM is at least
2-3 times faster than a regular FMM. Parallelized FMM can be crucial for real-time
visibility computations in three-dimensional grids.
An illustration of 3D visibility computation is shown in Figure 5.3. This method
works for obstacles of any shape (including curves with concavity). Therefore, this
method can be used to compute visibility even in urban regions having buildings
with high architectural complexity. The example visibility computation shown in
Figure 5.3 was performed on a grid of size: 200×200×50, and the machine took less
than half a second to compute. Only the boundary of the visible region up to 50
units has been shown. The sensor range was taken as 100 units. The visualization
of the computed grid points was performed using an open source software, ‘MayaVi
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Figure 5.2: Execution time vs. Number of grid-points for a regular FMM and a
parallelized FMM (with multi-threading)
Data Visualizer’ [4]. In this work, the SUAV is assumed to fly at a constant height.
Therefore, a horizontal slice of the 3D visibility volume corresponding to the flying
altitude can be considered for the path planning.
(a) (b)
Figure 5.3: Illustration of 3D visibility computation. (a) 2D Map with obstacles
and observer position; (b) 3D visibility region generated using Parallel FMM for the
given 2D Map. Time taken for 200×200×50 grid ≈ ~0.5secs. (Blue color represents
the obstacles)
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5.2.2 Path planning using Visibility-based Fast-Marching Field
In this work, our objective is to maximize the duration of visibility of the target while
simultaneously minimize the path length of the SUAV. This is a multi-objective
optimization problem as they are both conflicting objectives. The shortest path
to the target position may not provide the maximum duration of visibility of the
target and vice versa. There always exists a trade-off between the path length and
the duration of visibility of the target. Such multi-objective optimization problems
do not have a single optimal solution. Instead, they have multiple equally optimum
solutions known as Pareto solutions which improve atleast one of the objectives
without degrading the values of the other objective. From the Pareto solutions,
a single solution is usually selected based on the preferences of a human decision
maker.
Solving multi-objective problems can be computation-intensive and time-consuming.
Therefore, in many cases for real-time applications, the multi-objective problems
are transformed (or aggregated) into a single-objective problem. They can then be
solved using single objective optimization techniques such as convex optimization.
However, constructing a multi-objective problem into a single-objective problem
requires an understanding of the relative importance of different objective functions.
A multi-objective problem can be easily converted into a single-objective problem
by multiplying each objective function with a predefined weight. In this work, the
objective function is a cost field, which we call as the Visibility-based Fast-Marching
field (VB-FM Field), constructed using a weighted combination of the geodesic
distance from the visibility region of the target and the geodesic distance from the
target position itself. Fast Marching Methods (FMM) is used to generate the VB-FM
field. One significant advantage of FMM is that it is possible to directly generate
the combined cost field of both objectives together. The cost field values of VB-FM
field is as shown in Equation 5.1. Another way to perceive this combined objective
function is to consider the cost matrix (speed function, Refer Section 3.4) of the
FMM to have higher costs for occluded regions, and lower costs for the non-occluded
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regions as shown in Figure 5.5. Using VB-FM field as the cost function, forces the
path planner to bring the UAV to the non-occluded regions first, before taking it
towards the target. This enables a longer duration of target visibility in cluttered
environments.
The cost of the combined objective function is as shown in the equation below.
VB-FM field = w1 × δtarget + w2 × δvis_region (5.1)
where,
δtarget is the geodesic distance from the target
δvis_region is the geodesic distance from the visibility regions
w1 and w2 are the combination weights.
Determining the geodesic distance from the target and the geodesic distance from
the visibility regions is a time-consuming process. Fortunately, we can directly
determine the combined objective function by testing the visibility condition as the
numerical technique progresses through the grid points. The visibility condition,
Equation 3.26, is checked following the computation of the solution of the Eikonal
equation at each grid point:
T (x)− |x− xo| > 
where the threshold error is taken as,  = 2.0 for a 400× 400 grid.
If the grid is on the occluded region, an additional cost was added on top of the
distance computed from the Eikonal equation. If the grid point is on the visible
region, no additional cost is added. This additional cost determines how much
importance needs to be given for visibility over path length. The combined cost field
can be computed with just one iteration of the FMM algorithm, i.e., in O(n log n)
time, where n is the number of grid points. It is to be noted that VB-FM Field has
a single global minimum and no local minima. Therefore, a simple gradient-descent
search on the VB-FM field will provide the required path to the goal.
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Figure 5.4: (a) Map showing target position and obstacles, (b) Target visibility
region, (c) Geodesic distance from the target, (d) Geodesic distance from visibility
region, and (e) Visibility-based Fast-Marching field (VB-FM field).
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Figure 5.5: (a) Cost matrix (speed function) with lower costs in the visible regions
and higher costs in the occluded regions (b) Resultant Visibility-based Fast-Marching
field.
Figure 5.6 shows the paths taken by the observer to the target for different cost
values applied for the occluded regions. A ω2 cost value of 0 indicates no additional
cost, and as expected, the observer takes the shortest path (shown in green). With
increasing ω2 costs in the occluded region, the observer then chooses a path that
allows it to spend more time in the visible regions. For most purposes, a cost value
can be chosen between 0 and 1.5 to adjust the amount of visibility as required.
Figure 5.6: Various paths followed by the observer based on gradient descent along
the VB-FM Field on applying different cost values in the occluded region.





Figure 5.7: Visibility-Based Fast-Marching Fields with cost ω1 = 1.0 and (a)ω2 =
0.0, (b)ω2 = 0.8, (c) ω2 = 1.5
2-Step Finite-Horizon Based Local Planner (with collision avoidance)
The path computed using gradient descent may not obey the kinematic constraints
or the collision constraints of an SUAV. Therefore, the path planning is performed
by a sampling paths which obey the kinematic constraints of the UAV, based on a
2-step finite-horizon method over the cost field. The length of each step is taken as
one-third of the minimum turn radius. Figure 5.8 illustrates the sampling method.
The path with the least cost as measured from the VB-FM field is chosen. The
collision avoidance is achieved by having high-cost in the obstacle regions and regions
near to the obstacles in the cost matrix. The local planner then chooses to go through
paths that are less prone to collisions. Figure 5.9 shows the extra cost near obstacles
and the resulting paths for different ω2 values.
Figure 5.8: 2-step finite horizon path planner. Number of samples at each step =
5. (Red: Step 1 and Blue: Step 2)
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Figure 5.9: (a) Higher Cost at obstacles and regions near obstacles added to to
cost matrix (b) Resultant paths for different ω2 cost values
5.2.3 Directionality of Visible regions
Understanding the shapes of the visibility regions is crucial for maximizing the
duration of visibility of the target. The shape of the visibility regions can provide
significant indications about the requirement of a visibility-based path planning. In
other words, directionality indicates how high does the ω2 cost value needs to be.
Visibility is bi-directional, i.e., if point p is visible from q, then the point q is visible
from p. Therefore, it can also be stated that for continuous line-of-sight visibility
of the target, the SUAV has to lie within the visibility region of the target. For
example, in Figure 5.4a, the obstacles and target’s position are shown and in Figure
5.4b, the ‘from-point visibility’ region from the target point is shown. If an SUAV
has to see the target, then it has to be within this visibility region shown in the
figure. Therefore, to maximize the duration of target visibility, the SUAV has to
maximize its flight time within this visibility region of the target. Therefore, we will
be studying about the shapes of the visibility region of the target.
The shape of a visibility region can be highly concave as shown in Figure 5.10a.
We can analyse the shape of the visibility regions using ‘shape moments’ or ‘image
moments’. Image moments are extensively used in image processing for statistical
analysis of shapes for object recognition purposes. They provide useful information
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(a) (b)
Figure 5.10: Illustration of Directionality parameter (a) Obstacle Map with the
visibility region (c) Directionality Computation
such as centroid, area, aspect-ratio, major and minor axis. There are several studies
which deal with different shape measurements for concave shapes similar to visibility
regions [80, 84]. However, many of the measurements require extensive image
processing steps for shape characterization. The most relevant one is the ‘Solidity’
which measures concavity of a shape. It is defined as the area of the shape divided
by its convex hull area. However, it does not capture the spread of the visibility of
the visible regions. A uniformly spread visible region might have the same solidity
measure as that of a narrow similarity measure.
In this work, we define a simple shape measurement called as the ‘Directionality’
measure, which is more suited to study the different types visibility regions. Direc-
tionality can be defined as the ratio of the area of the visible region to the area of
the circle with twice the major-axis radius. It attempts to describe the concavity of
the visibility region.
Directionality is computed as follows:
• Firstly, we find the second-order central moments of the visible region about
Chapter 5. Persistent Target Monitoring in Urban Regions 91
the observer’s position. (In our case, the ‘observer’ in these formulations refers




(x− xobs)p(y − yobs)qf(x, y) (5.2)
where,
f(x, y) is the visible region ( f(x, y) = 1 if in visible region, 0 otherwise),
xobs, yobs are the x and y coordinates of the observer (in our case, the target).
p, q are whole numbers with (p+ q) defining the order of the moment.
Information about the image orientation and the aspect ratio can be derived
from the covariance matrix. A covariance matrix is constructed with the











The eigenvalues of the covariance matrix represents the major and minor axis





4µ′211 + (µ′20 − µ′02)2
2 , (5.5)
• The eigenvalues represent the squares of the major and minor axis radii. The
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where λ1 corresponds to the larger of the two eigenvalues.
The major axis radius is given by,
√
λ1. Then we set ρ = 2
√
λ1
• Find the ratio of the visible region to the area of the circle with radius as twice
the major axis radius, ρ = 2
√
λ1.
Directionality = 1− Area of the visibile region
Area of the circle with radius ρ
(5.7)
This quantity represents the concavity of a visible region with a few simple
steps and does not require any intense image processing capabilities. This
helps us to analyse the visibility regions in different obstacle setting and decide
on the requirement of visibility-based path planning. For example, in an
extreme case of a visibility region with no obstacles (a completely filled circle
with a radius equal to the sensor radius R), the major axis radius works out
to R/2. When we substitute for the required values in Equation 5.7, the
directionality parameter turns out to be zero (which is the expected value).
The directionality parameter is independent of the sensor radius. Therefore, it
works even when the maximum extent of the visible region is less than the
sensor radius.
Figure 5.10 illustrates the directionality parameter computation from the
visibility regions.
Table 5.1 and 5.2 shows the different visible region shapes with its directionality
property. Aspect Ratio is also shown alongside the ‘Directionality’ parameter. From
the tables, it is observed that aspect-ratio does not capture the concavity of the
visibility regions. From Table 5.3, we can see that solidity does not capture the
spread of the visible regions. Directionality on the other hand, captures both the
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concavity and the spread of the visible region.









Table 5.1: Various visibility region with their aspect ratios and directionality
parameter.










































































Table 5.2: Common visibility region shapes observed in urban streets with their
aspect ratios and directionality parameter.
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Table 5.3: Directionality is able to capture the spread of the visible region. The
figures show visible regions of same area with different directionality measurements.
Directionality and Duration of Visibility
From Table 5.3, we can clearly see that bigger obstacles nearer to the target provide
a higher directionality measurement than smaller obstacles far away from the target.
It indirectly specifies the reduction in average duration of visibility of the target,
in a cluttered environment, when the SUAV is approaching straight to the target.
Therefore, it can be said that higher the directionality of visible region, higher is
the need for visibility-based path planning andd therefore, higher the value of the
ω2 cost value. In the context of urban spaces, we can find a relation between the
directionality of the visible regions with the street width, building height, road
connectivity ratio, etc.
5.2.4 Representation of Urban Environments
For designing an urban environment for simulation, it is important to understand
some of the basic elements and the composition of an urban region.
Elements in an Urban Environment
Urban morphology is the study of the main elements of urban form - streets, urban
blocks, plots and buildings - and of the agents and processes responsible for their
transformation [79]. Berghauser-Pont and Haupt have provided a detailed description
Chapter 5. Persistent Target Monitoring in Urban Regions 96
of the representation of the physical aspects of an urban environment in their book
[23]. For a better understanding of the different typologies of urban spaces, a brief
overview of the basic elements that make up an urban environment is provided.
• Building: This is actual built area (also called foot-print) and the most
fundamental element that constitutes any built space.
• Lot (also called plot): This is the area allocated for built and non-built regions.
The non-built area, which is mostly used for private gardens, is the tare space
between building and lot. The tare space is not always provided.
• Island (also called urban block): It is the area that includes the lots and in
some cases, non-built space. This tare space between the lot and island is used
for playing grounds or parking spaces. Public streets surrounding the island
generally constitute its border.
• Fabric. The urban fabric consists of a collection of islands, as well as the
road/streets (network) that surround these islands. The road network area
constitutes the tare space between island and fabric. This scale is of particular
interest for UAV surveillance.
• District: This is a collection of fabrics and also includes other large-scale
non-built areas such as circulation streets, parks and sports fields.
The building types can be further classified into point development, strip (street-
type) development, and block development based on the shape patterns of the built
area. Also based on the height, the typologies for buildings can be classified into
low-rise (2 - 4 floors), mid-rise (3 - 6 and 5 - 8 floors) and high-rise (>7 floors) [23].
Physical Density Measures of Urban Regions
For designing an urban simulation environment, it is important to know the density
measures that describe the physical structure of an urban region. Several physical
density measures are used to identify the space consumption in urban regions.
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Figure 5.11: Illustration of basic elements found in an Urban Region: (a) Buildings,
(b) Lots, (c) Islands, (d) Urban Fabric and (e) District. [23]
• Floor Space Index (FSI): FSI (also known as building intensity) indicates the
gross floor area with regard to land area. The area values are with regard to





F is the gross floor area (m2)
A is the area of the fabric (m2)
• Ground Space Index (GSI): GSI, is the ratio of built to non-built space and
represents the proportion of public space available for streets from the total





B is the footprint of built regions (m2)
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Figure 5.12: Visual representation of (a) Floor Space Index, (b) Ground Space
Index, (c) Layers, (d) Open Space Ratio [23]
A is the area of the fabric (m2)
• Network density (N): It refers to the concentration of streets/roads in the
fabric. It is defined as network length per square meter of land area (m/m2),
and is calculated as shown in equation (5.10). The network density gives an
indication of the measure of the size of the urban fabric.




Ii is the length of interior network (m)
Ie is the length of exterior network (m)
Af is the area of the fabric (m2)
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The following are the derived indicators, which gives more familiar descriptions of
the urban fabric.
• Layers (L): Building height is represented by a number of storeys (or layers), L,
and can be related to FSI and GSI as shown below. The floor-to-floor height
is typically taken as 3 meters.
L = FSI/GSI (5.11)
• Spaciousness (OSR) It is a ratio of the non-built space at ground level to the
gross floor area. This value gives an indication of the usage level of open space.
This is also an indirect indicator of the amount of the daylight illumination in
the streets.
OSR = (1−GSI)/FSI (5.12)
• Mesh and profile width (w and b): The mesh size (wx and wy - the distance
from street to street) and the street width (b) in an urban fabric is calculated




wx = n·wy (5.14)
where, n is the aspect ratio of the islands (ratio of longer side length to shorter
side length of an island). n = 1, for square grids and n > 1, for non-square
grids.
The profile width (b) is calculated from the network density, N and the GSI
using the formula given below [23].












Figure 5.13: (a) Illustration of Network Intensity, Mesh and profile width. [23]
Visibility in an Urban Environment
Based on their physical properties discussed above, the urban spaces vary widely from
each other. It is not possible to study and record the performance of SUAV aerial
surveillance methods for all the different urban spaces in the world. However, the
inherent patterns of building typologies found in urban spaces can be utilized to study
the performances of a SUAV surveillance. Berghauser-Pont and Haupt represent
these patterns, using ‘Spacemate’ diagram, an elegant tool used by architects
and planners to evaluate the performance of different building types in an urban
environment by relating density to amenity indicators such as open space at ground
and relative privacy and territorial distribution, building height and associated
sun and wind patterns [22]. However, the Spacemate diagram needs an associated
N(b) diagram to represent the scale of the urban-domain. N(b) diagram represents
relationship between network density, street width and GSI. Therefore, we can use
FSI, GSI and N to represent any form of urban-space as a point in the Spacemate
diagram and the N(b) diagram.
Urban fabrics are of particular interest for the requirements of SUAV surveillance.
Analyzing and understanding the SUAV surveillance techniques over some of the
standard urban fabrics will help us to better utilize the SUAV surveillance tech-
nologies for tackling emergency situations in any of the real world cities. In the
spacemate diagram, the y-axis represents the intensity of the built area and the
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x-axis represents the coverage of the development. The OSR and L are gradients
that enable us to get a better sense of the different urban classifications. Figure
5.14a, shows the Spacemate diagram with some of the classifications of urban regions
marked. Figure 5.14b, shows the N(b) diagram with curves of different GSI values.
With the help of FSI, GSI and N values, we can generate the required grid of building
models as our test environment for our simulation. We will also be needing the
aspect ratio, n, if we have to generate non-square grid models. The values for GSI,
N and n can be obtained from the maps available on the internet. The FSI values
can be found from the height of the buildings and the GSI value.
Figure 5.15 shows the urban fabric for different combinations of GSI and N. We
can see that the street width varies based on the different values of GSI and N.
FSI values are only dependent on the building height and does not affect the street
width. It can be seen from the figure that the street width decreases when GSI
or N increases. The directionality measure of the visibility region was computed
for the different combinations of the GSI and N values shown in Figure 5.15. The
measurements were taken for a visibility region at the ground level when the target
positioned at the center of the crossroads. For studying the relationship between
directionality and FSI, the building height is increased upto 36 meters and the 3D
visibility volume is computed. Then the directionality is measured for slice of the
visibility volume at an altitude of 50 meters. It is observed that with increasing FSI,
GSI and N, the directionality measure increases. Figure 5.16 shows the rise in the
directionality vs. FSI, GSI and N. Therefore, in other words, the visibility-based
path planning becomes more important when the building height increases, or when
the street width decreases.









Figure 5.14: (a) Graph showing FSI vs GSI (Spacemate diagram) showing the
different land development typologies in an ideal urban environment [23]. (b) Graph
showing the Network Length vs Street width (N(b) diagram) [23]. The four different
test cases used for the simulations are marked in red.
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(a) GSI = 0.2,
N = 0.04
(b) GSI = 0.4,
N = 0.04
(c) GSI = 0.6,
N = 0.04
(d) GSI = 0.8,
N = 0.04
(e) N = 0.02,
GSI = 0.4
(f) N = 0.03,
GSI = 0.4
(g) N = 0.04,
GSI = 0.4
(h) N = 0.05,
GSI = 0.4
Figure 5.15: Urban fabric layouts for different combinations of GSI and N.











































Figure 5.16: Change in directionality of visible regions with (a) GSI (FSI = 0.4;
N = 0.04) (b) N (FSI = 0.4; GSI = 0.4) and (c) FSI (GSI = 0.4; N = 0.04)
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5.2.5 Summary of the section
In this section, we developed the Parallel-Fast Marching Methods for fast visibility
computation in three dimensions. We also compared the speed with a non-parallel
regular FMM. We then introduced the concept of directionality to study and analyse
different visibility regions. We also showed how directionality is more suitable
for studying visibility region than aspect ratio or solidity. We then discussed the
Visibility-based Fast-Marching field for path planning. We also discussed about the
possibility to adjust the weights of the VB-FM path planner to emphasize relative
importance between shortest path and maximum duration of visibility. We also
discussed the 2-step finite horizon local path planner for collision avoidance and
path following. The local planner also incorporates the kinematic constraints of
the SUAV. We then discussed about the different physical elements and density
measures of an urban space and how we can represent the various types of urban
spaces as a point in the ‘Spacemate’ and N(b) diagram. We also observe that the
directionality increases as the values for FSI, GSI and N increase.
5.3 Simulation Results and Discussions
The simulation was performed in ROS and Gazebo platform with the dimensions
of the urban environments scaled down to one tenth of their actual values. Figure
5.17, shows an image capture during a simulation where the SUAV is monitoring a
moving target. The buildings, the SUAV, the target and the SUAV’s point-of-view
image can be seen in the figure. The buildings and the urban fabric was generated
for an area of 0.16 km2. In our simulations, there are no tare spaces within a lot or
an island. The target only moves along the streets of the urban fabric.
We take four different test cases of urban domains that represent various regions from
the ‘Spacemate’ diagram. Case 1 and 2 are mid-rise or high-rise block type urban
spaces respectively. Case 3 is a simple grid-type reconstruction of a region in New
Delhi city from the actual real-world data about the building heights, aspect-ratio
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Table 5.4: Test cases of building typologies for simulation
Urban Fabric FSI GSI L N b n
Case 1: Mid rise blocks 2.4 0.4 6 0.05 14.70 1
Case 2: High rise blocks 2.4 0.2 12 0.04 27.64 1
Case 3: Real-world example (Barcelona). 4.5 0.75 6 0.015 17.4 1
Case 4: Real-world example (New Delhi). 3.6 0.6 6 0.038 10.36 2.4
and network-length. Case 4 is reconstruction of the Eixample region in Barcelona
from the building foot-print data obtained from online sources. The different cases
of building typologies used for the simulations are listed in Table 5.4 along with the
parameters.
Figure 5.17: Simulation with buildings and SUAV showing the Camera point-of-
view (POV) in ROS and Gazebo.
The simulation is performed for both the static and the mobile targets. If mobile
target is considered, the target is assumed to move randomly along the grid points,
with the higher probability (0.6) going in the front direction and equal probability(0.2)
going to the left and right direction. The simulation is performed for both the types
of targets on the two cases of urban typologies mentioned earlier. It is also assumed
that the position of the target is completely known to the UAVs. The velocity of
the UAV is assumed to be constant at 72 km/hr (20m/s). The target also has the
same maximum velocity and but slows down to stop at every junction. Considering
a maximum banking angle (φmax) of 45◦, the maximum yaw rate for the UAV is
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set at 0.5 rad/s. This makes the minimum turning radius to be 40m. The VB-FM
path planner is compared with a simple shortest path planner (SPP) that generates
allowable velocities that takes the UAV directly closer towards the target. SPP is
equivalent to a VB-FM based path planner with ω2 = 0. The images are captured
at the frame rate of 10 fps.
5.3.1 Simulations with Mid-rise and High-rise Building Blocks
Static Target at the centre of the crossroads
Figure 5.18 shows the VB-FM field for a target positioned at the centre of a crossroad.
The starting position of the UAV is also set at the same position above the target at
the flying altitude. The visibility region is computed only up to a certain distance
slightly less than the maximum sensor range of the UAV. Also, only a 2D visibility
region is computed at the ground level for the simulation for generation of VB-FM
field. The results show that path planning using VB-FM field performs better with
static targets for both cases of building typologies, as seen in Figure 5.20. Figure
5.19 shows the path taken by UAVs in both cases for a static target. It can be clearly
seen that VB-FM forces the UAV to remain in the visible regions of the target for a
longer duration. It can also be observed that the yaw rate near the target region for
VB-FM path planner is near zero and the UAV is not banking.
Randomly Moving Target
For randomly moving targets, the velocity of the target is varied as 0.25V , 0.5V
and V , where V is the velocity of the UAV. For the sake of comparison, the target
observes same random motions for both the algorithms. The comparison is shown in
Figure 5.21. It can be observed that the VB-FM performs better when the velocity
of the moving target is very low compared to the UAV’s velocity. It is also observed
that VB-FM performs better in high rise blocks and very similar performance is
observed for the mid-rise blocks. When the target’s velocity is equal to that of the
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(a) (b)
Figure 5.18: Simulation with static target at the centre. (a) Visible regions in the
urban fabric. (b) Corresponding VB-FM field generated.
Figure 5.19: Simulation with static target at the centre. Blue line represents the
path taken by the UAV using the VB-FM field method. Red line represents the
flight path that simply takes it closer to the target (Simple SPP). (a) Case 1 and
(b) Case 2.
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Figure 5.20: Simulation with static target at the centre. Comparison showing
the percentage duration of visibility of a static target for the two different cases of
building typologies. The percentage is calculated over a period of 40 seconds.
UAV, we observe that a simple shortest path planner is much better than VB-FM.
Therefore, it is not rewarding to consider the visibility of the target when the target
is moving as fast as the UAV.
5.3.2 Simulation with 3D Reconstructions of Real-world Urban-
spaces
Real world building data can be obtained from several online sources. We utilized a
free and open-source geographical information system software, QGIS, to retrieve,
and analyze the buildings data[6]. We obtained the building footprint and building
height data from OpenStreetMap(OSM) is an initiative by the OpenStreetMap
Foundation that promotes creating and sharing of free geospatial data to anyone [5].
Apart from OSM, there are several free geospatial data providers such as, Google
Earth, Bing Maps and Apple Maps. These maps can be imported through the
‘OpenLayers’ plugin in QGIS. After importing into QGIS, they were then converted
to ‘shapefiles’, which are the vector formats of these maps. The shapefiles were
then manually edited to select only the building footprints, and ignoring other
geographic entities like parks and ponds etc. The data of the edited shapefiles were
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Figure 5.21: Comparison showing the percentage duration of visibility of a mobile
target for the two different cases of building typologies for different velocities of the
target. The maximum velocity of the target is varied as mentioned in the figure
and the comparison is shown for Case 1 (a) Vtarget = V , (b) Vtarget = 0.5V and
(c) Vtarget = 0.25V . and for Case 2 (d) Vtarget = V , (e) Vtarget = 0.5V and (f)
Vtarget = 0.25V . The percentage is calculated over a period of 400 seconds.
then converted to CSV (comma-separated-values) format.
The CSV files were then read from python in Blender, to create the 3D models
as shown in the Figure 5.22. The texture of these buildings were applied using
Gazebo’s material script. It is to be noted that the building heights data are not
available for all the buildings. However, this database is growing with time. In this
simulation, we have assumed an average height for all the buildings.
Barcelona
For the third test case, target monitoring simulation was performed for a static
target at two different positions: at the centre of the crossroads and in the street
with building occlusion on both sides. Figure 5.22a shows the building footprint data
of the Cérda grid region in Eixample, Barcelona city. It also shows the two different
positions of the targets for the simulation. Figure 5.22b shows the corresponding
3D view of the region obtained from Google Earth. Figure 5.22c shows the 3D
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reconstruction of the region in Gazebo. To provide a sense of the building height
and street widh, a street-view from that region is also shown in Figure 5.22d.
Figure 5.23 show that path planning using VB-FM field performs better with static
targets for both cases of building typologies, as seen in Figure 5.23. However, we
observe that there is higher gain in the percentage visibility of the target when the
target is positioned in the street. The percentage visibility of the target is nearly
the same when the target is positioned at the centre of the crossroads. Figure 5.24
shows the path taken by SUAVs for both positions of the static target. Again, it
can be clearly seen that VB-FM forces the SUAV to remain in the visible regions of
the target for a longer duration.
(a) (b)
(c) (d)
Figure 5.22: 3D modelling of real-world building data for the Cérda grid region
in Eixample, Barcelona city. (a) 2D Vector Shapefile showing the building foot
print obtained from OpenStreetMap; (b) 3D view from Google Earth. (c) 3D
Reconstruction implemented in Blender and imported into the Gazebo Platform for
simulations. (d) Google Streetview image from one of the streets shown in the map
[2].
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Figure 5.23: Comparison showing the percentage duration of visibility of a static
target at the crossroads and the street, for simulated reconstruction of a region in
Eixample, Barcelona. The percentage is calculated over a period of 200 seconds.
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Figure 5.24: Simulation paths for monitoring a static target at the centre of a (a)
crossroad (b) street in a region in Barcelona. Blue line represents the path taken by
the UAV using the VB-FM field method. Red line represents the flight path that
simply takes it closer to the target (Simple SPP).
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(a) (b) (c)
Figure 5.25: (a) Satellite imagery of a region in New Delhi [24], (b) An illustrative
picture to provide readers a sense of the road width and building height [67], (c)
Generated test environment for simulation that matches with the characteristics of
the actual urban fabric.
New Delhi
As our fourth test case, a simulation was performed for a densely populated region in
New Delhi, which is the second most populous city in the world. It was not possible
to get a building footprint data. Therefore, a three dimensional grid-like model for
the region was generated. It exhibits similar physical properties as the actual world.
To create the substitute model, the required parameters for the building typologies
(such as FSI,GSI and N), can be estimated from Geographical Information Systems
(GIS) data publicly available online. Figure 5.25a, show the satellite image and the
road network of the region. We vary the network length factor and the GSI to get a
street width that matches with the actual street width. To provide a sense of the
street width and building heights, a bird’s eye view of the region is shown in Figure
5.25b.
Figure 5.26 shows the comparison showing the percentage duration of visibility of a
mobile target for the 4th case for different velocities of the target. We clearly see
that in the 4th case, which is a non-ideal urban fabric characteristic of narrow roads
and tall buildings, the VB-FM based path planner performs much better than simple
shortest-path-planner. Once again, the performance is not very different when the
maximum velocity of the target is the same as the UAV velocity. This improvement
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Figure 5.26: Comparison showing the percentage duration of visibility of a mobile
target for a simulation environment that matches a region in New Delhi for different
velocities of the target. The maximum velocity of the target is varied as shown
in (a) Vtarget = V , (b) Vtarget = 0.5V and (c) Vtarget = 0.25V . The percentage is
calculated over a period of 400 seconds.
in performance can be clearly seen as the velocity of the target decreases well below
the velocity of the UAV.
5.3.3 Analysis of the Simulation Results with Directionality
The above results can be explained with the directionality measure of the visibility
region. Table 5.5 shows the directionality of visibility regions in the different
simulation test cases. The visibility region shown in the table is a 2D slice of the
3D visibility at an altitude of 50 meters. In all the different test cases, only two
occlusion types are found (Type-+ and Type-I as per Table 5.2 ). The visibility
regions are also shown in the table for each grid along with their directionality
measure.
The directionality measure for tests 1 and 2 explains why the simulation results
appear nearly similar to each other. The Type-+ directionality measure of high-rise
blocks (Case 2) is higher than the mid rise blocks (Case 1). This explains why the
performance of VB-FM path planner in high-rise blocks was found to be higher than
the mid-rise-blocks for slow moving targets. However, since the directionality is not
very high for both the cases, the VB-FM path planner does not show significant
improvement over the simple shortest-path planner(SPP) for higher velocities of the
target. Even though, the Type-I directionality for mid-rise and high-rise building
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blocks is high, they do not play a major role in the percentage visibility as the street
lengths are short. We can also observe that the Type-I directionality for mid-rise is
higher than the high-rise blocks because of its shorter street-width.
For test case 3, the Type-+ directionality is very less compared to the Type-I
directionality. Accordingly, we are able to see a significant gain in the performance
of the VB-FM path planner compared to the simple SPP. For the test case 4, Type-+
directionality is very similar to the test case 2. However the Type-I directionality is
very high. Also, since the street length is high (due to its aspect ratio), the Type-I
directionality is more dominant. This explains the better performances of VB-FM
path planner compared to the simple SPP even for higher velocities of the target in
test case 4.
5.3.4 Summary of the section
Several simulations were carried out in this work for analysing persistent target
monitoring. Four different test cases were studied. The relative positions of the test
cases were shown on the Spacemate diagram and N(b) diagram. The 3D modelling
of the urban spaces was performed using Blender software and was imported into
Gazebo for the simulation with ROS. The performance of the VBFM path planner
was compared to the simple shortest path planner (equivalent to VBFM with ω2 = 0).
The simulations were performed for both static and mobile targets. The results were
then analysed and explained with the directionality measure of the visibility regions.
5.4 Conclusion
This chapter presented a path planning strategy for maximizing the duration of
visibility of a target during aerial surveillance over urban environments. We devel-
oped the Parallel-Fast Marching Methods for fast visibility computation in three
dimensions and also showed that the improvement in speed is at least upto 2-3
times in comparison with a regular Fast Marching Methods. We developed the
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Table 5.5: Directionality for the Simulation Test Cases
Urban Fabric n D+ DI
Case 1: Mid rise blocks 1
0.307 0.695
Case 2: High rise blocks 1
0.373 0.6080








D+ - Directionality when target at the crossroads junction.
DI - Directionality when target in the streets.
The visibility region shown is a slice (at the SUAV flying altitude) from the 3D
visibility volume.
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multi-dimensional Visibility-based Fast-Marching(VB-FM) field path planner which
incorporates the visibility occlusions due to buildings. It uses a 2-Step finite horizon
local path planner which incorporates kinematic constraints of a SUAV and collision
avoidance. This chapter utilized a representation system for urban-spaces based on
their physical properties such as building height, Floor Space Index(FSI), Ground
Space Index(GSI) and road-network length.
This work has emphasized the need for robotics researchers working on aerial
surveillance to set a more standard test environment in their simulation studies. We
synthesized the concept of directionality to study the visibility regions with different
types of occlusions commonly found in urban-regions. It also quantifies the need
for a visibility-based path planning in different urban-regions. Simulations were
performed on four different test cases to study the surveillance of static as well as
randomly moving target. The results make a lot of sense when we analyse with
the directionality measure. The results, further strengthen the case for inclusion of
visibility occlusions into path planning, especially in the urban regions with long
narrow street with tall buildings (high directionality measure) and when the velocity
of the target is low compared to that of the SUAV.
In the next chapter, we consider the case where the target position is not known to
the SUAV and the SUAV has to choose its path and view direction to search and
track a moving target in the urban regions.
Chapter 6
Searching and Tracking Moving Target in
Urban Regions
One of the essential tasks for an autonomous Small-Unmanned Aerial Vehicle is
to search and locate a particular target in the world/inertial coordinate system.
It is critical in surveillance and search-and-rescue (SAR) missions. A fixed-wing
SUAV has a minimum airspeed constraint and does not have a hovering capability
to continuously monitor a target on the ground. Therefore, a camera mounted on
a gimbal is more suitable for such applications as it can change the view direction
very easily as the SUAV moves. Also, a fixed-wing SUAV can capture the images
of the target from multiple viewpoints, which is a significant advantage for target
detection and recognition purposes. However, in a cluttered environment like urban
regions, only some of the view directions provide useful information with regard to
searching for the target.
Proper view direction selection of the observer plays a crucial role in searching for a
target in a cluttered region. This task requires the SUAV to have some information
about the environment and the target’s visual and motion characteristics. Apart
from these basic requirements, the SUAV’s memory of already searched areas and
ability to predict the position of the target at a future time step, significantly help
improve the search process. In this chapter, we primarily attempt to address the
question: where to look?.
In this chapter, we present a method to determine the view direction of a gimbal-
mounted camera on a fixed-wing SUAV for searching and tracking of a moving target
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in an urban environment. The objectives of this chapter are laid down in Section 6.1.
In Section 6.2, the methods used for determining the camera footprint, estimation
and tracking and determination of the view direction are discussed. In Section 6.3
the simulation results are provided and in Section 6.4, the conclusions are drawn.
6.1 Problem Description
This section discusses some of the missing links in the existing related works in the
literature. This chapter attempts to address those specific problems by proposing a
path planning strategy that can be readily used for quick implementation of aerial
surveillance. This section also sets up the problem of this chapter by providing
details about the models of the SUAV and the search environment.
Several important factors which determine the optimality of a search task, have not
been addressed in the existing works in this field. Some important factors are as
follows:
• In most of the existing literature, the view direction selection considers only
stationary-cameras or cameras mounted on a rotary-wing UAVs which can hover
[15, 85, 45, 115]. These techniques do not work on fixed-wing SUAVs which
are highly dynamic. There are significant advantages in using a fixed-wing
UAVs such as low-cost and ability to use in high wind conditions. Therefore,
it is important to study the problem of view direction selection for fixed wing
SUAVs.
• In most of the existing literature on selecting the optimal camera orientation
cater to 3D reconstruction problems [55, 68]. They do not deal with the
selection of the view direction for search tasks.
• Generally, occlusions in cluttered environments are not considered [27, 113,
45, 31]. However, view direction is most important only in cluttered domains
(like urban regions).
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In this chapter, we try to address the above issues in our proposed view-path
planning strategy. In this chapter, the objective is to determine the view direction
of a gimballed camera mounted on a fixed-wing SUAV for searching and tracking of
a moving target in an urban environment. The target is considered to be moving
along the city streets randomly with a velocity less than the velocity of the observer.
In this work, the target’s position and velocity are completely unknown to the SUAV.
The SUAV has to search for the target on the ground and estimate its position. It
also needs to track the target in real-time and predict its future position for the
SUAV to search if it lost sight of the target.
In this problem, the surveillance platform is a simple fixed wing SUAV, which flies at
an altitude of 50m above ground. The SUAV is also equipped with a gimbal camera
with a limited field-of-view (FOV). Most of the cheap commercial fixed-wing drone
kits have the above-said limitations. The minimum turning radius constraint of a
fixed wing SUAV is also taken into account when designing the path. We further
assume that the SUAV travels at a constant velocity. More details about the UAV
sensor and the search environments are provided along with the simulation results
in Section 6.3.
6.2 Methods
This section discusses the relevant methods that were used to realize the target
search-and-tracking simulation in urban environments. The Section 6.2.1 describes
the algorithm to determine the camera footprint on a flat earth. The Section
6.2.2 describes the recursive Bayesian filtering method to handle the uncertainties
associated with the target motion and the target detection system. It is followed by
a description of the Particle Filtering method which is a technique for implement-
ing recursive Bayesian filtering. Section 6.2.4 discusses the K-Medoid clustering
algorithm which is used for determining the view direction of the observer.
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6.2.1 Determination of Camera Footprint
This subsection describes the method used to determine the camera footprint on a
flat earth model by projecting the image frame onto the ground. Given the pixel
location (ximi , yimi ), the corresponding ground point (xwi , ywi ) is determined by the
method described in 3.3.1. The corner points A,B,C,D of the image plane are
projected on to a flat ground as shown in Figure 6.1. The camera footprint described
by quadrilateral A',B',C' and D' is the search region when there are no obstructions
in the field-of-view.
The camera footprint does not necessarily have to be a quadrilateral. For example,
if the angle between the camera axis and the ground plane is less than half the
vertical field-of-view, αv2 , then the horizon appears on the image. In such a case,
projecting the corner points will not provide the correct camera footprint on the
ground. The corner points above the horizon line are removed and the points where
the horizon intersect the image plane edges are taken instead. The horizon line can
be identified as the intersection of the image plane with the plane horizontal to the
earth’s surface passing through the camera center. The resulting camera footprint
will be a simple closed polygon with 3,4 or 5 edges on the ground plane.
The Algorithm 6.1 easily identifies the corner points of the camera footprint with a
flat earth assumption. It also handles the cases when the horizon appears on the
image. Some elements of the algorithm are described below.
The algorithm just requires the corner points A,B,C,D in the camera coordinates,
T IC the transformation from the camera to the inertial frame. Assuming the image
plane is at a distance of 1 meter from the camera center, the image coordinates of
the corner points can be then written as follows:
A → (0, 0, 1, 1)
B → (0, image_height, 1, 1)
C → (image_width, image_height, 1, 1)
D → (image_width, 0, 1, 1)
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Algorithm 6.1: Determination of camera footprint on a flat earth model.
Input : pci ← Corner points of the image plane in the camera frame(where
i = A,B,C,D).
T cI ← Transformation from the camera to the inertial frame
Output : Corner points of the camera footprint polygon in the inertial
frame.
1 foreach pci do
2 pIi ← GetWorldCoordinate(pci )
3 zw ← GetZCoordinate(pIi )






10 for i = 1 to 4 do
11 hit_value = (ray_hits_ground[i] + ray_hits_ground[mod(i+ 1, 4)])
12 edge_hits_horizon.AddToList(hit_value)
13 end
14 for i = 1 to 4 do
15 if ray_hits_ground[i] = 1.0 then
16 polygon_points.AddToList(pIi )
17 end
18 if edge_hits_horizon = 0.5 then
19 j ← mod(i+ 1, 4)
20 (xw1, yw1, zw1)← GetXYZCoordinates(pIi )
21 (xw2, yw2, zw2)← GetXYZCoordinates(pIj )
22 Z_ratio = ((Zcc − )− zw1)/(zw2 − zw1)
23 (xw3, yw3) = Z_ratio× ((yw2 − yw1) + yw1, (xw2 − xw1) + xw1)






Chapter 6. Searching and Tracking Moving Target in Urban
Regions 122
Figure 6.1: Camera footprint - (Projection of Camera Image Plane onto a flat
ground plane).
Then, the image coordinates can be converted to camera coordinates pci (where
i =A,B,C,D) using Equation 3.12 by substituting λ = 1.
The algorithm uses a function GetWorldCoordinate() which performs the conver-
sion of the camera coordinates pci (where i =A,B,C,D) to the inertial frame using
Equation 3.13,






= [TCI ]−1 pci
= T IC pci
(6.1)
The algorithm builds a list of points (polygon_points) on the image plane that
represents the camera footprint on the ground. Given a point on the image plane in
the camera coordinate frame, the function GetGroundCoordinate() provides the
corresponding ground point by extrapolating the line connecting the camera center
and the point on the image plane. The algorithm returns the corner points of the
camera footprint polygon on the ground plane in the inertial coordinates.
If occlusions are present in the field-of-view, the effective camera footprint on the
ground gets reduced. Therefore, for a precise camera footprint determination, the
visibility region is applied as a mask onto the camera footprint. The visibility
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regions are computed using Fast Marching Methods as described in Section 3.4. The







Figure 6.2: (a) Map showing the obstruction to field of view; (b) Illustrate the
reduction in effective search region due to occlusions
6.2.2 Target Detection and Localization
In this work, target detection is implemented using color segmentation. The target is
modeled to have a size and colour so that it can be easily detected if it appears within
the camera’s field-of-view. The color segmentation is performed using thresholding of
the red, green and blue channels of the image. For example, the following threshold
was applied to RGB channels of the camera image shown in Figure 6.3.
(RED > 170) and (BLUE < 80) and (GREEN < 80)
This simple color segmentation process is sufficient for the purpose of target detection
by the SUAV in the simulation. More advanced target detection algorithms may be
needed for other environments and target models.
The centroid of the segmented region of the image is taken as the pixel coordinate of
the target. However, to identify the location of the target on the ground, we will also
be needing the information about the camera’s intrinsic and extrinsic parameters,
i.e., the camera’s position and orientation with respect to the inertial frame and the





Figure 6.3: (a) Image obtained from the SUAV camera; (b) Target detected using
color segmentation from the camera image.
camera’s focal length, resolution, etc. With this information, we use the method
described in Section 3.3.1 to determine the position of the target in the inertial
frame.
However, the position of the target may not be completely accurate due to
• errors in the target detection. The centroid may not match with the center of
the target (for example, in the case partially hidden targets and low-resolution
images).
• the errors due to noise in the sensors (GPS, accelerometers, etc.) that provide
the information about the extrinsic parameters of the camera.
• time delay between acquisition and processing of the images.
For the above-mentioned reasons, it is important to consider uncertainty in the
target position. With uncertainty in the system model, we can only estimate the
current state of the system. State estimation can be performed with the help of some
prior knowledge of the system dynamics (target motion model) and from sensor
data (observation model). In this work, the state of the system xt at time t, is the
position (xt, yt) and velocity (x˙t, y˙t) of the target at time t.
• The target motion model can be described by:
xt = ft(xt−1,vt) (6.2)
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• The observation model is given by the equation,
zt = ht(xt,nt) (6.3)
where,
ft is the motion model (state transition matrix) at time t
ht is the observation function at time t
vt and nt are the system and measurement noises respectively
The output of a state estimation problem is a belief distribution (probability density
function) over all the possible system states. The belief distribution at a given time
describes the likelihood of the system to be present at different states at that time.
6.2.3 Target Estimation and Tracking using Particle Filters
Recursive Bayesian Filter helps us to construct the belief distribution of the target
from the SUAV’s sensor data and the knowledge about the target motion model. It
does it in two essential steps:
• Prediction Step: Determines a hypothetical belief distribution of the system
states at the next time (p(xt|z1:t−1)) step given the posterior belief from





xt is the state at time t
z1:t−1 is the observations made from time step 1 to time step t− 1
p(xt|xt−1) is a probability density function that represents the motion model
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• Correction Step: Multiplies each hypothetical belief state from p(xt|z1:t−1)
with the probability that an observation zt was made from that state.
p(xt|z1:t) = η p(zt|xt) p(xt|z1:t−1) (6.5)
where




p(zt|xt)p(xt|z1:t−1)dxt, is the normalization factor.
This results in a posterior belief distribution p(xt|z1:t), which represents the likelihood
of the system states present at time t. This will be the prior for the next time step.
Bayes Filter is a recursive process and helps to keep track of a dynamic system. The
‘Probabilistic Robotics’ book by Sebastian Thrun et al. [101], provides a detailed
description of the Bayes Filter for mobile robot localization including derivations.
Bayes filter can be implemented in many different ways. Kalman filter and grid-
based filters provide the optimal solutions for a Bayes filter for linear problems
[16]. The Kalman filter assumes that the probability density at every time-step is
Gaussian. Grid-based filters, however, do not constrain the form of the probability
densities. However, grid-based filters consume a lot of computation time as the grid
size increases. To reduce the computation time, grid-based filters can be used on a
coarse grid environment by trading-off with accuracy. In many real-life applications,
the problem is both non-linear and non-Gaussian. Therefore, approximations for
the Bayes filter are used instead of Kalman and grid-based methods. One of the
most common approximations for Bayes filter is the particle filtering algorithm.
Particle Filters
Most of the research works on probabilistic robotics have used particle filters for
mobile robot localization [44, 102, 75]. Particle filter represents the required posterior
probability density function with only a set of random discrete samples known as
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Figure 6.4: Illustration of the Particle Filtering Algorithm for moving target
localization.
particles, with associated weights instead of computing the values for all the possible
states. This is an approximate Bayes Filter as the estimates are computed only from
the weighted samples. As the number of samples increase, the estimate approaches
optimality.
At each time-step t, the particle filter algorithm implements the two steps of the Bayes
filter: prediction and correction. The specific number of particles are drawn from the
prior probability density function and they indirectly represent the hypothesis of the
state. They are then propagated according to the motion model (prediction step).
Each propagated particle is then assigned a weight based on the observation model
(correction step). A particle is assigned a large weight if it validates the observation,
and a small weight if it invalidates the observation. A probability density that
represents the new position of the target based on prediction and correction steps,
is computed from the set of weighted random samples {xit, wit; i = 1, ..., N} where N
is the total number of particles. This additional step involved in the particle filter
algorithm is the sampling step which provides the required posterior distribution
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p(xt|z1:t) obtained from drawing samples based on their weights assigned. Figure
6.4 illustrates a single iteration of the particle filter algorithm.
Algorithm 6.2: Algorithm for Particle Filtering
Input : χt−1 ← Particles from prior distribution.
zt ← Observation at time-step t.
Output : χt ← Particles from posterior distribution.
1 χ¯t = χt = ∅
2 for i = 1 to N do
3 Draw sample x[i]t ∼ p(xt,x[i]t−1) // Prediction Step
4 w[i]t ← p(zt,x[i]t ) // Correction Step
5 χ¯t.AddToList( 〈x[i]t , w[i]t 〉 )
6 end
7 for i = 1 to N do
8 Draw sample i with probability ∝ w[i]t // Sampling Step
9 Add x[i]t from χ¯t to χt
10 end
11 return χt
We will now describe how each step of the particle filter works.
Prediction step
Every particle represents a possible hypothetical state of the system xt at time t.
The state of a system is described by the position (xt, yt) and velocity (x˙t, y˙t) of the
target at time t.
xt = (x, y, x˙, y˙ )
Each particle is then propagated in the environment based on the velocity of that
particle added with some noise v = (vx, vy, vx˙, vy˙). This is the prediction step of the
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Figure 6.5 illustrates the propagation of the particles with just the prediction step
over time. The images in the first column of the figure, (a) and (b), shows the SUAV
along with their point-of-view. The second column, (b), (e), shows the observation
function for the two cases: target detected and target not detected respectively.
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Figure 6.6: Weighting function if target is detected.
Correction Step
The particles are weighted based on the observations made by the SUAV.
Case 1: Target detected.
If the SUAV senses the target on the ground, the particles near the target position
are given higher weights and particles further away are given lower weights. Since
the target geolocation by the SUAV is prone to some noise, the weighting function
is taken as:
ht(xit) = 0.98× e−
d2






(xit − xtgt)2 + (yit − ytgt)2 is the distance from the estimated target position
(xtgt, ytgt) through target geolocation method.
Figure 6.6 provides the weighting function used if the target is detected.
Case 2: Target not detected.
If the SUAV is not able to find the target in its field-of-view, we can still use the
information that the SUAV is not there in the region searched. We can reduce the
weights of the particles that are present in the searched region, so that they do not
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make it to the next iteration. The weighting function in that case is taken as,
ht(xit) = { 1.0− δ(x) : ∀x ∈ Effective Visible Regions} (6.8)
where,
δ(x) is Dirac-delta function centered at x.
Figure 6.7 illustrates the observation models used for correction step in particle filter
technique in our simulations with the SUAV and the target.
(a) (b) (c)
(d) (e) (f)
Figure 6.7: Weighting of particles based on Target Detection
Sampling Step
The sampling of particles for the next iteration of particle filter is performed based
on the weights assigned to the particles in the correction step. The roulette wheel
selection algorithm is implemented for sampling the particles. The divisions for each
particle on the roulette wheel are distributed based on the particle weights.
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Now that we have captured the probability distribution of the target position, we
have to find the control commands for the SUAV to move to those regions and look
at the probable positions (search). The next subsection deals with this problem
of identifying a set of most probable target positions based on the distribution of
particles for the SUAV to travel and search.
6.2.4 Determination of Path and View Direction using K-Medoids
Clustering
We use the k-medoids clustering method to group the particles so that it is easier to
implement search and tracking. K-means is the most common method to clustering
and it returns k centroid points which are also the mean of the coordinates of the
samples in the cluster. Unfortunately, k-means clustering method is sensitive to
outliers and also the cluster center of a k-mean clustering algorithm may not lie
on a particle. In a region with many obstructions, the cluster center might even
fall on the obstruction. In such a case, the SUAV might waste its resources to
search for the target in the obstruction. For the above reasons, we use k-medoid
clustering, in which the cluster center is the most centrally-located particle in the
cluster. K-Medoids is more robust to noise compared to k-means.
The most popular and commonly used k-medoids clustering method is Partitioning
Around Medoids (PAM). However, it is quite slow for large datasets. Since SUAV
needs to operate in real-time, we choose another k-medoids clustering method known
as CLARA (Clustering Large Applications) which applies PAM on a smaller sample
of the large dataset. Kaufman and Rousseeuw have provided detailed description
about the working of PAM and CLARA [57].
We use k-medoid clustering for two purposes: Path planning and View Point
determination. For path planning, the entire set of particles is used. PAM is applied
on a sample of the entire set to determine the clusters and the medoids. The number
of clusters depends on the standard deviation of the particles in the filter. If the
standard deviation is less than 4 meters, then the number of clusters is taken as 1.
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(a) Output from Particle Fil-
ters
(b) K-Medoid clustering
Figure 6.8: K-Medoid clustering for Path Planning with 4 clusters and cluster
centres (black dots)
Otherwise, the number of clusters is taken as 4. Figure 6.8 shows clustering of the
particles as 4 different clusters along with their medoids. The path planner of the
SUAV chooses to go to the medoid with most number of particles associated with it.
For view-point determination, only the particles that are available within the visible
region of the SUAV are considered for clustering. Figure 6.9 shows the clustering
implemented for particles that are visible from the SUAV. The SUAV then chooses
a random medoid point from one of the clusters and points the camera at that
direction. Again, if the standard deviation of the particle is less than 4 meters, then
the number of clusters is taken as 1. Otherwise, the number of clusters is taken as
4. The pan and tilt angle is chosen based on the method described in Section 3.2.
Figure 6.9 illustrates the clustering implemented for view-point determination.
6.2.5 Summary of the section
In this section, we developed a method to find the camera footprint on the ground,
given the position and the view-direction of a camera. This algorithm is also able
to handle horizons in the image frame. We then presented the target detection
method using color segmentation. We also gave an introduction to the recursive
Bayesian Filters for mobile robot localization. We then presented the particle filtering
technique for estimating the target state. The target state comprises the target
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Figure 6.9: K-Medoid clustering for View Point Determination. (Only the red
particles in the visible region of the SUAV are taken into consideration for clustering.
The larger red circles are the medoid points.)
position and velocity. Therefore, the estimator will be able to predict the position of
the target at a future time step. We then introduce the k-medoids clustering method
for identifying goal locations for path planning and target locations for determining
the camera view direction.
6.3 Simulations Results and Discussions
The simulations are performed to study how the proposed method helps to improve
the visibility of the moving target in urban environments. We design an urban
environment as shown in the Figure 6.10. The area of the simulation is 400m ×
400m. The SUAV is flying at an altitude of 50 meters. The building height is taken
as 65 meters. The UAV travels at a constant velocity of 20 m/s (72 kmph) with
a maximum yaw rate of 0.5 rad/sec (equivalent minimum turning radius = 40m).
The target is designed as described in Section 3.3. The target is assumed to move
Chapter 6. Searching and Tracking Moving Target in Urban
Regions 135
Figure 6.10: Simulation Environment showing the buildings, SUAV and the target.
along the streets at random. The maximum velocity of the target is taken as 20
m/s (72 kmph) which is equal to the velocity of the UAV. The target slows down
during turns. Path planning towards the goal location and collision avoidance is
accomplished using simple shortest-path planner(SPP) described in Chapter 5.
A gimballed camera is mounted on the underside of the fuselage of the SUAV. It
is a 2-axis gimbal where both the azimuthal angle, ωpan and the elevation of the
camera, ωtilt can be controlled. The resolution of the camera is chosen such that the
target can be recognised as soon as it appears within the field-of-view. The SUAV is
assumed to localize itself in the world coordinate system through information from
GPS/image-based localization. In our simulation platform, we read the odometry
values from the Gazebo simulator.
A simulation is carried out for search without the target. Figure 6.11 shows the
UAV path when the target is not present. We found that the path planner of SUAV
pushes the UAV to regions which have not been searched for a long time. This
results in a path that enables coverage for almost all the possible regions in the
domain.
An image capture during the running of the simulation is shown in Figure 6.12. In













Figure 6.11: Simulation showing the UAV path when the target is not anywhere
in the streets.
the figure, we can clearly see that SUAV has swept clean its visible regions and
is moving towards the most probable location of the target. The most probable
location of the target is given by the k-medoids clustering algorithm. The SUAV
takes the shortest path to the goal avoiding the obstacles. We observe that SUAV
also travels away from the obstacles, as there is higher cost near the obstacles.
Another simulation was carried out with a stationary target in the street. Figure
6.13 shows the view direction selection process. The figures show the situation
where the SUAV is trying to re-gain the visibility of a lost target. The particles
are propagating based on the motion-model of the target. In Figure 6.13 we can
clearly see that the SUAV is focussing only on its visible regions at all times. This is
achieved by directing the camera to point at one of the four k-medoids (Large Red
Circles). If the camera does not detect the target, the weighting functions assign
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Figure 6.12: Simulation showing the UAV path when the target is not anywhere
in the streets.
low values to the particles in the effective visible region. As soon as the UAV gains
sight of the target, the weighting function is changed and more weight is assigned
to particles near the target. And therefore more particles are generated at the
target position. In the last frame of the figure we see that the standard deviation
is reduced to a small value, and therefore, the number of clusters reduces to one.
Then the medoid of that single cluster is taken as the estimated target position for
determining the view direction.
In certain situations as seen in the first frame of Figure 6.13, particles can appear
within the visible regions as disjointed clusters at different view directions. In such
a situation, we can observe that the UAV attempts to scan on either side of the
obstacle. If the UAV loses sight of the target from one side of the occlusion, it is
expecting to see the target again from the other side of the obstacle. This proves
that the UAV is able to predict the motion of the target at a future time step and
attempts to regain line-of-sight visibility of the target.
Another simulation is carried out with the target moving along the streets in a
square path and SUAV attempts to chase the moving target from a distance. Figure
6.14 shows the Line-of-Sight(LOS) vectors from the SUAV from the top view. The
positions of the SUAV is depicted by the Blue Stars and the LOS vectors are depicted
by the red lines. The Green solid line represents the actual path of the target. We
clearly observe here that SUAV always chooses to keep the target in sight. In the




Figure 6.13: The SUAV tries to search the states represented by the particles in
its visible region.
corners, when the SUAV looses sight of the target, it only searches in its visible
region (where the target can be possible). It does not choose to look through the
occlusion (LOS vector does not cross the obstacle).













Figure 6.14: Line-of-Sight vectors from the SUAV to the estimated target positions
during a chase. (Blue stars - Positions of the SUAV, Red lines - LOS vectors to
estimated target positions, Green solid line - Actual target path )
In other simulations, the target was forced to move randomly along the city streets.
The phenomena observed in the simulations were observed here. The SUAV is able
to search all over the urban region to regain the LOS visibility of a moving target.
The SUAV maintains a motion estimate of the target from its previous observations
and attempts to make LOS contact from either side of the obstacle. Also, it does not
waste resources looking through the obstacles. A video of the simulation running in
real-time can be found at [8].
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Summary of the section
In this section, simulations were carried out to demonstrate the working of the
particle filter based searching and tracking of moving targets. Several interesting
observations are made. Firstly, a simulation was carried without the target anywhere
in the search domain. We observed that the UAV tries to explore uniformly all the
possible hidden locations in the region. Another simulation was carried out with
a stationary target in the street. The SUAV attempts to regain the visibility of
the target lost on one side of the obstacle, from the other side of the obstacle. The
standard deviation (confidence in the estimation) reduces to a minimum as soon as
the UAV gains sight of the target. Lastly, another simulation was carried out with
the SUAV chasing a target moving along the streets in a square path. Whenever
the SUAV loses sight of the target, the view-direction is chosen in such a way that
it only explores the visible regions. It does not waste time and resources to see
through an obstacle.
6.4 Conclusion
Determining the view direction for a gimballed camera onboard an SUAV is crucial for
aerial surveillance tasks and search-and-rescue missions. In this chapter, we developed
the algorithm to determine the camera footprint for a given view direction from the
SUAV. We also developed the target detection methods using color segmentation
and the Recursive Bayesian Filter to track the target. We also developed the particle
filter method that implements an approximation of the Recursive Bayesian Filter
technique. We also developed the k-medoids clustering method for selecting the
optimal goal points for search path planning and view direction selection within
the visible regions to maximize the chances of seeing a target. Several simulations
were performed: without the target, with a static target, target moving in a square
path and target moving randomly along the streets. Several useful observations
were made from the simulation. The SUAV tries to explore and does a full search of
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the entire region if no information about the target is available. Also, it carefully
chooses the view direction only to clear the possible target locations. It is also able
to predict the position of the target at a future time with the target’s estimated
velocity. It attempts to regain sight of the target from the other side of the obstacle
when it loses the sight of the target from one side. All these useful features that
emerge from employing this method can greatly improve the search task during a
real-time implementation of aerial surveillance. This can also be used with multiple
UAVs where the particle distribution will be shared among the different UAVs and
other probable locations of targets can be assigned to other UAVs.
Chapter 7
Conclusions and Future Work
The following central questions that arise during implementation of a SUAV surveil-
lance task have been addressed in the preceding chapters of the thesis.
• Where to go?: Determining the imaging points in a large cluttered area (such
as forested regions or urban regions).
• How to go?: Determining the direction of approach to maximize the visibility
of the desired target point as the SUAV enters a smaller region.
• Where to look?: Determining the view-direction of the camera to search and
track the desired target point within that small region.
In Section 7.1, we present the list of major contributions along with the summarized
research findings from this work that address the above questions. Section 7.2
provides the possible areas of further development of this work.
7.1 Concluding Remarks
High-Fidelity Simulation Environment for View-Path Planning of
SUAVs
• Developed the Modelling and formulation of SUAV, gimballed cam-
era and the target
We have considered several minor details in the development of the 3D simula-
tion platform using ROS and Gazebo. We have accounted for the kinematics
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of SUAV motion, slew rate of 2-axis gimbal, and a camera with adjustable
intrinsic properties. The simulation platform looks very realistic with 3D
models of SUAV, gimballed camera and buildings. We have also implemented
target detection and target geolocation. We have also uploaded the source-code
on Github [3]. It is open for anyone to use it and also contribute to it.
• Implemented Fast Visibility Computation using Fast Marching Meth-
ods
Utilized Fast Marching Methods(FMM) for rapid computation of the region
of space from where the target can be seen. The algorithm works with the
speed of O(n log n).
Coverage Path Planning in Forested Regions
Chapter 4 presented a path planning strategy to enhance the visibility of ground
points in a forested region.
• Determination of optimal waypoints in cluttered environments with
vegetation and buildings
A probabilistic sensor model which factors visibility decay due to vegetation is
developed. The waypoints are calculated using centroidal Voronoi tessellation
using a linear combination of the topographical profile and the vegetation cover
as the density distribution function. The results show favourable visibility
levels at the dense vegetation regions compared to visibility levels generated
with waypoints that are distributed on grid points.
• Developed a coverage path planning method that provides better
manoeuvrable turns for SUAVs
A novel clustered spiral-alternating algorithm that combines the advantages of
the alternating algorithm and the spiral algorithm is developed. It provides
a Dubin’s path along the waypoints with lesser number of sharp turns and
shorter path than the original algorithms.
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• Demonstrated the effectiveness of the developed techniques with
simulation on varied terrain and vegetation distribution
The developed model is tested with a simulated forest environment with
synthetically generated terrain and also with actual satellite data for Digital
Elevation Model and LANDSAT tree cover. The results are compared with
the grid-based approach and it was observed that the average visibility of the
ground points has improved.
Persistent Visual Monitoring of Moving Target in Urban Regions
Chapter 5 presented a path planning strategy for maximizing the duration of visibility
of a target during aerial surveillance over urban environments.
• Developed the Parallel Fast Marching Methods for speeding-up the
visibility computation
We developed the Parallel-Fast Marching Methods for fast visibility computa-
tion in three dimensions and also showed that the improvement in speed is at
least up to 2-3 times in comparison with a regular Fast Marching Methods.
• Developed the Visibility-based Fast-Marching fields for path plan-
ning
We also developed the multi-dimensional Visibility-based Fast-Marching(VB-
FM) field path planner which considers the visibility occlusions due to buildings.
It attempts to improve the duration of target visibility. It uses a 2-Step finite
horizon local path planner which incorporates kinematic constraints of an
SUAV and collision avoidance.
• Synthesized the Directionality Measure for describing the visibility
region shapes
We synthesized the concept of directionality to study the visibility regions with
different types of occlusions. This measure is an indicator for the requirement
of a visibility-based path planning. Visibility region with a high directionality
indicates that the target is visible only along certain specific directions.
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• Demonstrated the developed techniques with a simulation on urban
spaces
Simulations were performed on four different test cases to study the surveillance
of static as well as randomly moving target. The simulations are verified and
analysed with the directionality measure. The results, further strengthen
the case for inclusion of visibility occlusions into path planning, especially in
the urban regions with long narrow streets with tall buildings and when the
velocity of the target is low compared to that of the SUAV.
Moving Target Search and Tracking in Urban Region
Chapter 6 presented a path planning strategy to search and track a moving target
in urban regions.
• Developed an algorithm for the determination of the camera foot-
print on the ground
We developed methods to determine the camera footprint for a given view
direction from the SUAV. It computes the reduced camera footprint if occlu-
sions are present in the field-of-view and is able to handle horizons appearing
in the FOV.
• Developed a Recursive Bayesian Filter using Particle Filters for
Target searching and tracking
We developed an approximate Recursive Bayesian Filter using Particle Filters to
search and track the moving target. The SUAV maintains a belief distribution
of the target position based on the target motion model and observations.
• Developed Path Planning and View-direction selection based on K-
Medoids Clustering of the particles
We also utilize the k-medoids clustering method for path planning and view
direction selection. This makes the SUAV explore the entire region if it loses
sight of the target and also, it carefully chooses the view direction to search
only the possible target locations. It does not waste time trying to see through
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obstacles.
• Demonstrated the proposed technique with simulations in urban
regions
Several simulations were carried out, with/without the target, with a static/moving
target, etc. Several interesting observations were made with the proposed
techniques from the simulation. The SUAV is able to estimate the location of
the target at a future time and attempts to regain sight of the lost target as
quickly as possible.
7.2 Future Work
This section presents the directions for the possible future works. The actual real-
world implementation of the path planning strategies may be carried out as a future
work to test the simulation results. Further works which can be performed using
our simulation system are listed below.
Continuous curvature path planning for UAVs
Smooth motion of UAV requires a path curve with at least non-vanishing first two
derivatives (C2 continuity). There are a number of curves which have C2 continuity
such as the B-splines [90] or the Pythagorean Hodographs [104, 42]. This requires
an understanding of continuous curves and how the control points of the curves can
be adjusted to modify the curves to suit the curvature constraints of the UAV. The
ideas for controlling a deformable B-spline used in the image processing applications
can be utilized for path planning problems [65].
Inclusion of more sensor characteristics into visibility computations
There are many factors with regard to sensors that have not been taken into
consideration. For example, the target recognition capabilities were not considered
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into account. The altitude of the SUAV, the angle of view and sometimes even
the fog, affects the target recognition capabilities. This work requires in-depth
knowledge of how images are registered by a digital air-borne cameras [93].
Autonomous Exploration
The present work can be extended to analyze the performance on more realistic
building typologies which can be created using procedural content generation. Fur-
ther work can be done by studying multi-UAV participation in a target search which
brings into consideration the possibility of collision avoidance between the UAVs,
communication constraints and information sharing.
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