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Abstract—Accurate diagnosis of psychiatric disorders plays a
critical role in improving the quality of life for patients and
potentially supports the development of new treatments. Many
studies have been conducted on machine learning techniques that
seek brain imaging data for specific biomarkers of disorders.
These studies have encountered the following dilemma: A direct
classification overfits to a small number of high-dimensional
samples but unsupervised feature-extraction has the risk of
extracting a signal of no interest. In addition, such studies
often provided only diagnoses for patients without presenting the
reasons for these diagnoses. This study proposed a deep neural
generative model of resting-state functional magnetic resonance
imaging (fMRI) data. The proposed model is conditioned by the
assumption of the subject’s state and estimates the posterior
probability of the subject’s state given the imaging data, using
Bayes’ rule. This study applied the proposed model to diag-
nose schizophrenia and bipolar disorders. Diagnostic accuracy
was improved by a large margin over competitive approaches,
namely classifications of functional connectivity, discrimina-
tive/generative models of region-wise signals, and those with
unsupervised feature-extractors. The proposed model visualizes
brain regions largely related to the disorders, thus motivating
further biological investigation.
Index Terms—deep learning, generative model, functional
magnetic resonance imaging, psychiatric-disorder diagnosis,
schizophrenia, bipolar disorder
I. INTRODUCTION
ACCURATE diagnosis of neurological and psychiatric dis-orders plays a critical role in improving quality of life for
patients; it provides an opportunity for appropriate treatment
and prevention of further disease progression. Moreover, it
potentially enables the effectiveness of treatments to be evalu-
ated and supports the development of new treatments. With
advances in brain imaging techniques such as (functional)
magnetic resonance imaging (MRI) and positron emission
tomography (PET) [1], many studies have attempted to find
specific biomarkers of neurological and psychiatric disorders
in brain images using machine learning techniques [2], e.g.,
for schizophrenia [3], [4], Alzheimer’s disease (AD) [5], [6],
and others [7]–[10]. Resting-state fMRI (rs-fMRI) has received
considerable attention [4]–[10]. This approach visualizes inter-
actions among brain regions in subjects at rest, that is, it does
not require subjects to perform tasks and to receive stimuli,
which eliminates potential confounders, e.g., individual task-
skills [11].
Although neuroimaging datasets continue to increase in
size [1], each dataset contains only a small number of high-
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dimensional samples compared to datasets for other machine-
learning tasks. Unsophisticated application of machine-
learning techniques tends to overfit to training samples and
to fail in generalizing to unknown samples. Many existing
techniques employed Pearson correlation coefficients (PCC) as
a feature, whereby the PCCs were considered to represent the
functional connectivity between brain regions [10], [12], [13].
Then, the techniques consist of feature-selection, dimension-
reduction, and classification. Instead of the PCCs, other studies
employed unsupervised dimension-reduction such as princi-
pal components analysis (PCA) and independent components
analysis (ICA) [4], [5], [7], [8] in order to identify low-
dimensional dominant patterns directly in each frame or each
time-window and to extract the former as features. Then,
these studies diagnosed subjects using supervised classifiers.
These unsupervised feature-selection and dimension-reduction
approaches are considered to reduce the risk of overfitting.
However, they inevitably risk extracting factors unrelated
to the disorder, rather than extracting disorder-related brain
activity [14].
In contrast, artificial neural networks with deep architectures
(deep neural networks; DNNs) are attracting attention in the
machine-learning field (see [15], [16] for a review). They have
the ability to approximate arbitrary functions and learn high-
level features from a given dataset automatically, and thereby
improve performance in classification and regression tasks
related to images, speech, natural language, and more besides.
Variations of DNNs have been employed for neuroimaging
datasets. A multilayer perceptron (MLP) has been employed
as a supervised classifier [3], [8]. An autoencoder (AE) and its
variations such as variational autoencoder (VAE) [17] and ad-
versarial autoencoder (AAE) [18] also have been employed as
an unsupervised feature-extractor [5], [10]. These approaches
share common difficulties with the aforementioned techniques
but they are uniquely characterized by their modifiable struc-
tures: The AE can be extended to a deep neural generative
model (DGM), which implements relationships between mul-
tiple factors (e.g., fMRI images, class labels, imposed tasks,
and stimuli) in its network structure [17]–[21]. The DGM
with class labels is no longer just an unsupervised feature-
extractor but is a generative model of the joint distribution
of data points and class labels. Using Bayes’ rule, the DGM
also works as a supervised classifier [22]–[24]. Hence, the
DGM has the aspects of both a supervised classifier and an
unsupervised feature-extractor. Several studies have compared
simple discriminative and generative models (i.e., logistic
regression and naive Bayes). They have revealed theoretically
and experimentally that the generative model classifies a small-
sized dataset better than the discriminative model [22], [23],
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[25]. While this relationship is not guaranteed to hold for
more complicated models like deep neural networks, a DGM
potentially overcomes the difficulties that both conventional
supervised classifiers and unsupervised feature-extractors en-
counter.
Given the above, this paper proposes a machine-learning-
based method of diagnosing psychiatric disorders using a
DGM of rs-fMRI images. Our proposed DGM considers three
factors: a feature obtained from an fMRI image, a class label
(controls or patients), and the remaining frame-wise variability.
The frame-wise variability is assumed to represent temporal
states of dynamic functional connectivity, what a subject has
in mind at that moment, and other factors that vary over time.
It also contains signal of no interest (e.g., body motion that
preprocessing does not remove successfully). Each subject is
expected to belong to one of the classes. Each scan image
obtained from a subject is considered to be generated given
the subject’s class and the remaining frame-wise variability.
Then, if a subject’s images are more likely generated given the
class of patients rather than the class of controls, the subject is
considered to have the disorder because of Bayes’ rule. Since
our proposed DGM explicitly has the class label as a visible
variable, unlike the ordinary AE, it is free from the risk of
not extracting activity of interest. Furthermore, we propose
a method for the proposed DGM to evaluate the contribution
weight of each brain region to the diagnosis, which potentially
provides a score that assesses the disorder progression.
We evaluate our proposed DGM using open rs-fMRI
datasets of schizophrenia and bipolar disorders provided by
OpenfMRI (https://openfmri.org/dataset/ds000030/). We ob-
tained a region-wise feature vector from each fMRI image by
using an automated anatomical labeling (AAL) template [26].
Our experimental results demonstrate that our proposed DGM
achieves better diagnostic accuracy than existing PCC-based
approaches [27], [28], frame-wise classification using MLP,
Gaussian mixture model (GMM), and MLP with AE, [4],
[7], [8], and models of temporal dynamics such as hidden
Markov model (HMM) [5], [29] and long short-term mem-
ory (LSTM) [30]. Comparisons between generated ROI-wise
feature vectors under the assumption of controls or patients
visualize regions that contribute to an accurate diagnosis. A
preliminary and limited result of this model may be found in
symposium proceedings [31].
Novelty and Significance
Before we end the Introduction, we summarize again the
main novelty of our proposed DGM compared to other ap-
proaches:
• Existing studies of fMRI image analysis have employed
DGMs as feature extractors [5], [10]; they inevitably have
a risk of extracting factors unrelated to the disorder in-
stead of disorder-related brain activity [14]. The proposed
DGM works as a classifier directly and is free from such
a risk.
• Typical DGMs deal with individual samples obtained
from a dataset, such as a hand-written digit dataset [17]–
[19], [21]. In Section II-A, we derive a generative model
N
Ti
yi
xi,t
zi,t
θ
φ
Fig. 1. Our proposed generative model of fMRI features (fMRI images or
extracted feature vectors) xi,t with diagnosis yi and remaining variabilities
zi,t.
of an image set obtained from a subject, which is ap-
plicable to other biomedical datasets such as electroen-
cephalogram (EEG) data.
• For (semi-)supervised classification, extant studies em-
ployed DGMs with discriminative models (feedforward
MLPs) q(y|x) as internal components [18], [19], [21];
they still have a larger risk of overfitting of the discrim-
inative models q(y|x). In contrast, our proposed DGM
does not have such a discriminative model q(y|x) but
employs Bayes’ rule for classification; it works well
for a small-sized dataset [22]–[24] and achieves higher
diagnostic accuracies as shown in Section IV-B.
• Unlike MLP and classifiers with feature extractions, the
proposed DGM can measure the contribution weight of
each brain region to the diagnosis as shown in Sec-
tion IV-C. This potentially evaluates the disorder progres-
sion and contributes to further biomedical investigations
of the underlying mechanisms.
II. DEEP NEURAL GENERATIVE MODEL
A. Generative Model of FMRI Images
In this section, we propose a generative model of a dataset D
of fMRI features (fMRI images or extracted feature vectors)
and diagnoses. The dataset D contains N subjects indexed
by i. Each subject i belongs to a class yi, which is typically
represented by a binary value: control yi = 0 or patient yi = 1.
Each subject i is scanned for Ti frames, providing a subject-
wise set xi = {xi,t}Tit=1 of fMRI features xi,t. Then, the
complete dataset consists of pairs of all the fMRI features
X = {xi}Ni=1 and the class labels y = {yi}Ni=1 of subjects
i = 1, . . . , N .
We assume each fMRI feature xi,t is associated with an
unobservable latent variable zi,t as well as the subject’s class
yi. The latent variable zi,t is not related to the class label
yi but represents frame-wise variability, e.g., brain activity
related to subject’s cognition at that moment, body motion
not removed successfully by preprocessing, and so on. For
simplicity, we employ a time-invariant prior p(z) of the frame-
wise variability zi,t. Given the above, we build a frame-
wise conditional generative model pθ of fMRI features xi,t
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parameterized by θ. This is depicted in Fig. 1 and expressed
as
pθ(xi,t|yi) =
∫
zi,t
pθ(xi,t, zi,t|yi)
=
∫
zi,t
pθ(xi,t|zi,t, yi)p(zi,t).
Although the posterior pθ(zi,t|xi,t, yi) of the latent variable
zi,t is required to train the above model pθ, it is typically
intractable. Based on the variational method [32], the model
evidence log pθ(xi,t|yi) is bounded using an inference model
qφ(zi,t|xi,t, yi) parameterized by φ as
log pθ(xi,t|yi) = Eqφ(zi,t|xi,t,yi)
[
log
pθ(xi,t, zi,t|yi)
pθ(zi,t|xi,t, yi)
]
= Eqφ(zi,t|xi,t,yi)
[
log
pθ(xi,t, zi,t|yi)
qφ(zi,t|xi,t, yi)
]
+DKL(qφ(zi,t|xi,t, yi)||pθ(zi,t|xi,t, yi))
≥ Eqφ(zi,t|xi,t,yi)
[
log
pθ(xi,t, zi,t|yi)
qφ(zi,t|xi,t, yi)
]
= −DKL(qφ(zi,t|xi,t, yi)||p(z))
+ Eqφ(zi,t|xi,t,yi) [log pθ(xi,t|zi,t, yi)]
=: L(xi,t; yi),
(1)
where DKL(·||·) is the Kullback-Leibler divergence and
L(xi,t; yi) is the evidence lower bound. This model is built
for a single fMRI feature and the same as the class conditional
variational autoencoder (CVAE) [19], [20]. Based on this
model, we build a structured generative model for each subject
and for a dataset depicted in Fig. 1.
Because the fMRI features xi,t are assumed to be obtained
independently from each other, the subject-wise conditional
generative model pθ(xi,t|yi) and its evidence lower bound
L(xi; yi) are simply the frame-wise sum:
log pθ(xi|yi) =
Ti∑
t=1
log pθ(xi,t|yi)
≥
Ti∑
t=1
L(xi,t; yi)
=: L(xi; yi).
(2)
Additionally, the conditional generative model pθ(X|y) of the
complete dataset and its evidence lower bound L(X;y) are
expressed as the sum of the subject-wise models:
log pθ(X|y) =
N∑
i=1
log pθ(xi,t|yi)
≥
N∑
i=1
L(xi,t; yi)
=: L(X;y).
(3)
In general, the evidence lower bound L(X;y) of the complete
dataset is the objective function of the parameters θ and φ of
the conditional generative model pθ and the inference model
qφ to be maximized. In practice, we train the frame-wise model
pθ(xi,t|yi) to maximize its evidence lower bound L(xi,t; yi),
and thereby train the conditional generative model pθ(X|y)
of the complete dataset.
B. Intuitive Comparison with Existing Methods
We employed the time-invariant prior p(z) and we did
not explicitly model temporal dynamics of the frame-wise
variability zi,t. While this means an assumption that each
frame xi,t is modeled and associated with the class label yi
individually, this does not imply independence of the frame-
wise variability zi,t and the fMRI feature xi,t at the different
timepoints t. Since we did not impose any constraints on the
posterior p(zi,t|xi,t, y) of the frame-wise variability zi,t at
different timepoints t, the posterior p(zi,t|xi,t, y) of adjacent
scans xi,t are allowed to be similar to each other and to capture
a temporal dynamics. On the other hand, many existing studies
explicitly focused on the functional connectivity averaged over
time [12], [13], [27], [28], [33], [34] or dynamic functional
connectivity [5], [35], [36] among the regions. We discuss
and clarify why our proposed model works in Sections V-B
and V-C.
If the class label y is the sole latent variable, the generative
model outputs only two prototypical posterior distributions
pθ(x|y) depending on the class label y = 0 or y = 1;
its representational power is strictly limited. We enriched
the representational power of the proposed generative model
pθ(x|y) =
∫
z
pθ(x|z, y)p(z) by using the additional latent
variable z. Thanks to the additional latent variable z, the
generative model pθ(x|y) can be a complicated distribution,
which is a mixture of various posterior distributions pθ(x|y, z)
depending on the latent variable z.
Principal component analysis (PCA) and autoencoder (AE)
variations have been used as an unsupervised feature-
extractor [4], [5], [7], [8], [10]. These models can be expressed
as p(x) =
∫
z
p(x|z)p(z). In this case, the latent variable
z contains high-level relations among the input variables,
including disorder-related signals. Owing to the nature of
unsupervised learning, this model has a risk of extracting
salient but disorder-unrelated signals instead of a signal of
interest. Conversely, our proposed generative model has the
additional class label y as a latent variable; the model assumes
that the latent variables y and z are independent of each
other and jointly serve as a compressed representation of the
visible variable x. Then, we expect that the disorder-related
information in the visible variable x is associated only with
the class label y but not with the latent variable z, unlike
in PCA and AE variations. Since our purpose is diagnosing
subjects (i.e., inferring the class label y as a query variable),
the latent variable z can be considered as a nuisance variable.
This kind of disentanglements of hidden information between
the class label and others has been found in various studies on
generative models. For example, when a conditional AE builds
a model of hand-written digits, the class label y represents
the character type (i.e., 0, 1, . . . , 9) and the latent variable z
represents the handwriting characteristics independent of the
class label y, such as thickness and roundness (see references
[19]–[21] for more detail).
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Fig. 2. Architectures of deep neural networks representing our proposed
frame-wise generative model.
C. Diagnosis based on Generative Model
Once the conditional generative model pθ is trained, we
can assume the class y of a test subject j, who has not yet
received a diagnosis. This diagnosis is based on Bayes’ rule
and the evidence lower bound L(xj ; y), which approximates
the subject-wise log-likelihood pθ(xj |y). Specifically, the pos-
terior probability p(y|xj) of the subject’s class y is
pθ(y|xj) = pθ(xj , y)
pθ(xj)
=
pθ(xj , y)∑
y′∈{0,1} pθ(xj , y′)
=
p(y)pθ(xj |y)∑
y′∈{0,1} p(y′)pθ(xj |y′)
≈ p(y) expL(xj ; y)∑
y′∈{0,1} p(y′) expL(xj , y′)
∝ p(y) expL(xj ; y).
(4)
Hence, the larger the subject-wise evidence lower bound
L(xj ; y), the more likely the assumption of the class y of
the subject j is correct given the images xj . In this study, we
set the prior probability p(y) of class y to be equal to each
other, then
L(xj ; y = 1) > L(xj ; y = 0)
⇔ the subject j is more likely to have the disorder (5)
and vice versa.
D. Deep Neural Generative Model of FMRI Images
In this section, we implement the conditional generative
model pθ described in the previous section using deep neural
networks, thus obtaining a deep neural generative model
(DGM) [17], [19]–[21]. We build and train the frame-wise
model pθ(xi,t|yi), and thereby obtain the subject-wise model
pθ(xi|yi) and the model pθ(X|y) of the complete dataset.
The inference model qφ(zi,t|xi,t, yi) is implemented on
a neural network called encoder, depicted in the left part
of Fig. 2. The encoder is given a fMRI feature xi,t and
the corresponding class label yi, then infers the posterior
distribution qφ(zi,t|xi,t, yi) of the latent variable zi,t. Since the
posterior distribution qφ(zi,t|xi,t, yi) is modeled as a multivari-
ate Gaussian distribution with a diagonal covariance matrix,
the encoder outputs a mean vector µzi,t and a variance vector
σ2zi,t . The conditional generative model log pθ(xi,t|yi) is im-
plemented on a neural network called decoder (or sometimes
called generator), also depicted in the right part of Fig. 2. The
decoder is given a class label yi and a latent variable zi,t, then
generates the posterior distribution pθ(xi,t|zi,t, yi) of an fMRI
feature xi,t.
More specifically, we constructed the encoder and decoder
as follows. We assumed a fMRI feature xi,t as an nx-
dimensional vector, a latent variable zi,t as an nz-dimensional
vector, and a class label yi as a one-hot vector. The encoder
and decoder have uh hidden layers. Each hidden layer consists
of nh units followed by layer normalization [37] and the ReLU
activation function [38]. Each weight parameter was initialized
to a sample drawn from a Gaussian distribution N (0, 0.022)
and each bias parameter was initialized to 0. The encoder
accepts an fMRI feature xi,t with the dropout [39] of ratio p at
its first hidden layer and a class label yi at its last hidden layer.
The output layer of the encoder consists of 2×nz units. Half of
the units are followed by the identity function as an activation
function and used as a mean vector µzi,t , and the other half
of the units are followed by the exponential function as an
activation function and used as a variance vector σ2zi,t . The two
vectors represent the parameters of the variational posterior
qφ(z|xi,t) = N (µzi,t, ,diag(σ2zi,t)), which is a nz-dimensional
multivariate Gaussian distribution with a diagonal covariance
matrix. We assumed the prior distribution p(z) to be a multi-
variate standard Gaussian distribution. Then, we can calculate
the Kullback-Leibler divergence DKL(qφ(zi,t|xi,t, y)||p(z)) in
Eq. (1) and sample a latent variable zi,t. The decoder accepts
a sample zi,t from the variational posterior qφ(zi,t|xi,t, yi) and
the class label yi at its first hidden layer. The output layer of
the decoder consists of 2 × nx units. As is the case with the
encoder, half of the units are followed by the identity function
as an activation function and used as a mean vector µxi,t .
The other half of the units are followed by the exponential
function as an activation function and used as a variance
vector σ2xi,t . The two vectors represent the parameters of the
posterior distribution pθ(xi,t|zi,t, yi) = N (µxi,t ,diag(σ2xi,t)),
which is a nx-dimensional multivariate Gaussian distribution
with a diagonal covariance matrix. Then, we can calculate the
log-likelihood log pθ(xi,t|zi,t, yi) in Eq. (1).
The encoder and decoder were jointly trained using the
Adam optimization algorithm [40] with parameters α = 10−4,
β1 = 0.9, and β2 = 0.999. We selected hyper-parameters
from p ∈ {0.0, 0.5}, nh ∈ {100, 200, 400}, and nz ∈
{5, 10, 20, 50, 100} for nh > nz . Note that, while deeper
and deeper convolutional and recurrent neural networks are
attracting increasing attention (e.g., [41], [42]), recent state-of-
the-art feedforward fully-connected neural networks have one
or two hidden layers [17], [19]–[21], and a deeper network ar-
chitecture is not always helpful [43]. Hence, we set the number
uh of hidden layers to two. Since zi,t is a continuous random
variable, the expectation Eqφ(zi,t|xi,t,yi) [log pθ(xi,t|zi,t, yi)] is
calculated by Monte Carlo sampling from the variational
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posterior qφ(z|x). Following the original implementation [17],
[19], [20], the latent variable z was sampled once per itera-
tion during the parameter adjustment. In the evaluation, the
maximum a posteriori (MAP) estimate of the latent variable
z (i.e., the mean vector µz) was used in place of Monte
Carlo sampling from the variational posterior qφ(z|x). As is
the case with the original implementation, we confirmed that
this simplification does not have an obvious negative effect
on the accuracy. We adjusted the imbalance in the classes via
oversampling; hence, we assumed the prior probabilities p(y)
of classes y as p(y = 0) = p(y = 1) = 0.5.
Basically, we stopped the learning procedure if the evidence
lower bound L(X; y) shown in Eq. (3) converged. Since our
purpose is diagnosing subjects, we additionally employed the
following early-stopping criterion in a supervised learning
manner [44]. During the training procedure, we evaluated the
diagnostic accuracy on the training subjects using Eq. (4)
every 100 iterations and selected the results when the training
accuracy reached the best.
We implemented our proposed DGM and comparative
approaches using Python v3.6.3 with libraries, TensorFlow
v1.8.0 [45] and scikit-learn v0.19.1 [46].
III. COMPARATIVE APPROACHES
A. Model of Functional Connectivity
For comparison, we evaluated two diagnostic methods based
on functional connectivity (FC). FC is connection between
regions that function together, including via indirect connec-
tions without underlying structural connectivity. The FCs of a
subject i have been typically measured by Pearson correlation
coefficients (PCCs) between the region-wise fMRI signals xi.
Many studies have reported that changes in FC are associated
with psychiatric disorders (see [12], [13] for a review). The
PCC between nx regions provides a 12nx(nx−1)-dimensional
FC vector ci per subject. Since the FC vector ci is of high-
dimension, feature-extractors are required. The selected FCs
can be considered as the FCs related to the disorder.
Following [28], [33], we employed the Kendall τ rank
correlation coefficient to choose FCs. We selected m FCs of
the largest correlations with the class label yi. Subsequently,
we employed locally linear embedding (LLE) with a parameter
k to project the selected FCs to a d-dimensional space. Finally,
the c-means clustering algorithm classified the k-dimensional
features. The c-means clustering employed the arccosine of the
cosine similarity as the dissimilarity. The original study [28]
confirmed that this procedure outperformed direct classifica-
tions of the FC vector ci by the SVM and MLP. Henceforth,
we denote this procedure as PCC+Kendall+LLE+c-means.
We selected the number m of the selected feature from
m ∈ {50, 100, 200, 400, 600}, the parameter k of the LLE
from k ∈ {5, 8, 10, 12, 15}, and the dimension number d of
the final features from d ∈ {1, 2, 5, 10, 20, 50}, where these
ranges followed the original study [28].
Additionally, following [27], [34], we employed an L1-
regularized sparse canonical correlation analysis (SCCA) to
reduce the risk of extracting disorder-unrelated signals from
the FC vector ci. Canonical correlation analysis is a linear
generative model, in which the two visible variables have
private latent variables and share a latent variable called a
canonical variable. To permit a fair comparison, we only used
the FC vector ci and class label yi as the visible variables
of the SCCA, but we could add other attributes such as age
and gender [27], [34]. We selected d elements in the FC
vector ci that had connections to the canonical variable with
large weights. Finally, we employed sparse logistic regression
(SLR) to classify the remaining FCs. The sparsity was de-
termined by automatic relevance determination (ARD) [47].
Henceforth, we denote this procedure as PCC+SCCA+SLR.
We selected the number d of the selected feature from d ∈
{50, 100, 200, 400, 600}.
B. Model of Individual Frames
We also evaluated several models that consider individual
frames, as in our proposed DGM, for comparison.
A multilayer perceptron (MLP) is a feedforward neural net-
work that acts as a classifier. The MLP accepted a single image
xi,t simultaneously. It had uh hidden layers, each of which
consisted of nh units followed by layer normalization [37]
and the ReLU activation function [38] as is the case in our
proposed DGM. The MLP also had an output unit followed
by the logistic function, representing the posterior probability
qφ(y = 1|xi,t). The objective function to be minimized was
cross-entropy Lc.e. = −
∑
y I(y = yi) log qφ(y|xi,t), where
I(cond.) is the indicator function that returns 1 if cond. is
true and 0 otherwise. The other conditions were the same as
those for our proposed DGM. Once the MLP was trained,
it sequentially accepted a set xj = {xj,t} of fMRI features
obtained from a subject j and diagnosed the subject using the
ensemble of the diagnoses for the Tj images, also consistent
with our proposed DGM. Then,
∑Tj
t=1 log qφ(y = 1|xj,t) >∑Tj
t=1 log qφ(y = 0|xj,t) was considered to suggest that
subject j had the disorder y = 1 and vice versa.
For unsupervised feature-extractor, we employed an au-
toencoder (AE). We selected hyper-parameters of AE from
p ∈ {0.0, 0.5}, uh = 2, nh ∈ {50, 100, 200, 400}, and
nz ∈ {5, 10, 20, 50, 100} for nh > nz , consistent with the
proposed DGM. We used mean-squared-errors for evaluating
reconstruction by AE. The other conditions for AE were the
same as those in our proposed DGM and the MLP. For the
combination of the AE and MLP, we used the same number nh
of hidden units for both the AE and MLP in order to suppress
its relatively high dimensional hyperparameter-space.
The generative model of fMRI features described in Sec-
tion II-A can be implemented using other generative models.
For comparison, we evaluated a GMM with full covariance
matrices [48]. This GMM can be considered a single-layer
version of the proposed DGM but it has a discrete latent
variable z and is trained using the Expectation-Maximization
(EM) algorithm. We trained two GMMs pθ(xi,t|y = 1) and
pθ(xi,t|y = 0): one for patients with disorder (y = 1) and the
other for normal control subjects (y = 0). Then, we diagnosed
the subjects as described in Section II-C, also consistent with
our proposed DGM. We selected the number n of mixture
components of the GMM from n ∈ {2, 5, 10, 20, 50, 100}.
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C. Model of Dynamic Functional Connectivity
Recent studies have revealed that the functional connectivity
varies over time and is called dynamic FC [35], [36]. We evalu-
ated a hidden Markov model (HMM) [48] and long short-term
memory (LSTM) [49]. As distinct from the aforementioned
models, HMM and LSTM consider the temporal dynamics of
the latent variable and potentially capture the dynamic FCs [5],
[12], [29], [50]–[52].
Unlike the vanilla GMM, the HMM infers the latent variable
zi,t at time t on the basis not only of the observed signal
xi,t but also of the estimate of the last latent variable zi,t−1.
Following [5], we examined the HMM in a procedure based on
likelihood like our proposed DGM and the GMM. We selected
the number n of mixture components of the HMM from n ∈
{2, 5, 10, 20, 50, 100}.
We also examined a procedure based on the dynamic FC
extracted by an HMM [29], [51]. We trained an HMM with
n states using all subjects for training. Then, the HMM built
multiple templates of FCs as there base distributions p(x|z)
corresponding to the hidden states z, and a subject belongs
to one of FCs (hidden states) at each frame dynamically.
Hence, this method can be considered to capture the dynamic
FCs. Using the HMM, we inferred the posterior probability
p(zi,t = k|xi) that a subject i belonged to a hidden state
k ∈ {1, . . . , n} at each frame t, and averaged the probabil-
ity over the time, obtaining the fractional occupancy (FO)
Et[p(zi,t|xi)] of the states for the subject i. We classified
the FO as a feature of a subject using SVM. Henceforth,
we denote this procedure as HMM(FO)+SVM. We selected
the number n of mixture components of the HMM from
n ∈ {2, 5, 10, 20, 50, 100} and the hyper-parameter C from
C ∈ {. . . , 0.1, 0.2, 0.5, 1, 2, 5, 10, . . . } for the SVM to trade-
off between the classification accuracy and margin maximiza-
tion.
The LSTM is a recurrently-connected neural network with
specially designed units. It has already been employed in pre-
vious work [30]. The LSTM accepted images xi,t sequentially
and outputted a diagnosis y at the last time step Ti. We set the
number of hidden layers to one, and we selected the number
nh of hidden units from nh ∈ {50, 100, 200, 400} and the
dropout ratio from p ∈ {0.0, 0.5}.
IV. EXPERIMENTS AND RESULTS
A. Data Acquisition and Preprocessing
Actually, our proposed DGM has a general-purpose struc-
ture, which accepts any types of fMRI time-series. Each fMRI
feature xi,t can be a 3D image, a 2D image, a k-space image, a
vector of voxels, a feature vector of regions-of-interest (ROIs),
or a state of dynamic functional connectivity. In this study, we
evaluate our proposed DGM on vectors of ROI-wise features.
This is because many comparative studies have been conducted
on the ROI-wise features [3]–[8], [13], [27], [28], [30], [33]. In
this situation, we can identify the names of ROIs contributing
to the disorder, which is one of the main concerns of studies
on fMRI data (see also Section IV-C). Application of our
proposed method to a time-series of unpreprocessed fMRI 3D
images is a potential future work but out of scope of this study.
In this study, we used a dataset of rs-fMRI images obtained
from patients with schizophrenia or bipolar disorder. These
data were obtained from the OpenfMRI database. Its accession
number is ds000030 (https://openfmri.org/dataset/ds000030/).
We used all available subjects in the dataset: 50 patients
with schizophrenia, 49 patients with bipolar disorder, and
122 normal control subjects. The environmental settings were
repetition time (TR) = 3000 ms, acquisition matrix size =
64 × 64 × 34, 152 frames, and voxel thickness = 3.0 mm.
We employed the preprocessed version, in which time-slice
adjustment, rigid body rotation to correct for displacement,
and spatial normalization to the MNI space were already
performed following the fMRIprep pipeline [53] (see also
https://github.com/poldracklab/fmriprep). As data scrubbing,
we discarded frames with framewise displacements (FD) of
more than 1.5 mm or angular rotations of more than 1.5
degrees in any direction as well, as the subsequent frames.
We also discarded the data of subjects who had fewer than
100 consecutive frames remaining. Note that, following the
previous study [5], we set the threshold for discarding frames
slightly larger than some other studies [27]. This is because
we examine the models (HMM and LSTM) that require a
time-series (consecutive frames) of fMRI images. With a lower
threshold, we obtain only a limited number of remaining time-
series and it is difficult to train these models.
We parcellated each fMRI image into 116 ROIs using an
automated anatomical labeling (AAL) template [26]. The AAL
template is one of the most commonly used templates [3],
[5], [6], [13], [27], [28], [33]. The data of subjects whose
fMRI images did not match the template even after the
spatial normalization were also discarded. We averaged voxel
intensities in each ROI to obtain 116 dimensional vectors of
ROI-wise intensities. Finally, we bandpass-filtered each time
series of ROI-wise intensity to the frequency range between
0.01 Hz and 0.1 Hz and normalized it to zero mean and unit
variance.
As a result, we obtained 117 normal subjects, 48 patients
with schizophrenia, and 46 patients with bipolar disorder.
Hence, the parameters of the datasets were N = 165 for the
schizophrenia dataset, N = 163 for the bipolar disorder. While
some studies have proposed methods to correct displacements
without discarding frames, fMRIprep is not the case and
discarding frames is still a popular step in preprocessing of
fMRI data [5], [27]. After scrubbing, only 4 normal control
subjects, 2 patients with schizophrenia, and no patients with
bipolar disorder had fewer frames. Since we discarded the
data of subjects who had fewer than 100 consecutive frames
remaining, the imbalance in the number of frames was less
than 1.5. Moreover, throughout this study, we adjusted the
imbalance of frames per subject and that of subjects per class
for training models (see Sections II and III).
B. Results of Diagnosis
Let TP, TN, FP, and FN denote true positive, true negative,
false positive, and false negative, respectively. Then, we intro-
duce several measures, namely accuracy (ACC), sensitivity
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7
TABLE I
SELECTED HYPER-PARAMETERS AND DIAGNOSTIC ACCURACIES FOR SCHIZOPHRENIA. (PREPROCESSED)
Model Selected Hyper-Parameters Balanced Measures
Feature-Extractor Classifier BACC MCC F1
chance level — — 0.500 0.000 0.000
PCC+Kendall+LLE+c-means [28] m=50, k=12, d=5 (no parameter) 0.661 0.299 0.535
PCC+SCCA+SLR [27] d = 600 (no parameter) 0.664 0.335 0.512
GMM — n = 20 0.605 0.222 0.425
MLP — nh = 400, p = 1.0 0.590 0.257 0.256
AE+MLP nh=400, nz=50, p=0.5 nh = 400, p = 1.0 0.679 0.423 0.504
HMM [5] — n = 10 0.580 0.150 0.430
HMM(FO)+SVM [29] n = 5 C = 20 0.632 0.279 0.457
LSTM [30] — nh = 100, p = 1.0 0.664 0.349 0.513
DGM (proposed) — nh = 100, nz = 5, p = 1.0 0.713 0.438 0.581
TABLE II
SELECTED HYPER-PARAMETERS AND DIAGNOSTIC ACCURACIES FOR BIPOLAR DISORDER. (PREPROCESSED)
Model Selected Hyper-Parameters Balanced Measures
Feature-Extractor Classifier BACC MCC F1
chance level — — 0.500 0.000 0.000
PCC+Kendall+LLE+c-means [28] m=200, k=12, d=2 (no parameter) 0.622 0.226 0.490
PCC+SCCA+SLR [27] d = 600 (no parameter) 0.599 0.206 0.397
GMM — n = 2 0.523 0.085 0.083
MLP — nh = 50, p = 0.5 0.531 0.098 0.101
AE+MLP nh=400, nz=100, p=0.5 nh = 400, p = 1.0 0.571 0.174 0.243
HMM [5] — n = 10 0.548 0.144 0.197
HMM(FO)+SVM [29] n = 2 C = 100 0.569 0.141 0.404
LSTM [30] — nh = 200, p = 0.5 0.585 0.190 0.384
DGM (proposed) — nh= 400, nz= 100, p= 0.5 0.640 0.278 0.491
(SEN), specificity (SPEC), positive predictive value (PPV),
and negative predictive value (NPV), defined as
ACC = (TP + TN)/(TP + TN+ FP + FN),
SEN = TP/(TP + FN),
SPEC = TN/(TN + FP),
PPV = TP/(TP + FP),
NPV = TN/(TN + FN).
While these measures show the tendencies of models, they
are inappropriate for performance evaluations. Recall that the
datasets contain many more controls than patients; that is, the
datasets are highly imbalanced. A model can readily obtain a
large score on these measures with a biased prediction, e.g.,
a model estimating all subjects as controls has an accuracy of
71 % and a specificity of 100 %. Hence, we primarily used
the following balanced measures: balanced accuracy (BACC),
Matthews correlation coefficient (MCC), and F1 score (F1)
defined as
BACC = (SEN + SPEC)/2,
MCC =
(TP× TN− FP× FN)
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
,
F1 = 2/(SEN−1 + PPV−1).
These measures are robust to the imbalance in datasets and
appropriate for performance evaluations. We performed 10 tri-
als of 10-fold cross-validations and selected hyper-parameters
with which the models achieved the best balanced accuracy
(BACC), as summarized in Table I for schizophrenia and in
Table II for bipolar disorder. The proposed DGM achieved the
best results for all the balanced measures by obvious margins,
except for PCC+Kendall+LLE+c-means [28] in the F1 score
for the bipolar disorder dataset. The best results are empha-
sized in bold, and the second-best results are emphasized by
underlines. We also summarize the results of non-balanced
measures in Table III in the Appendix, purely for reference.
C. Reconstruction of Signals and Contributing Regions
In the previous section, we diagnosed subjects successfully
following Eq. (5), i.e., using the difference in the subject-wise
evidence lower bound L(xj ; y) between the given class labels
y. In this section, we visualize the regions contributing to the
diagnoses. The frame-wise evidence lower bound L(xi,t; y)
is equal to the log-likelihood Eqφ [log pθ(xi,t|zi,t, y)] of an
ROI-wise feature xi,t minus the Kullback-Leibler divergence
DKL(qφ(zi,t|xi,t, y)||p(zi,t)). From the perspective of a neural
network, the former is the negative reconstruction error of an
autoencoder and the latter is a regularization term [17], [19]–
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[21]. Here, we explicitly denote an ROI-wise feature xi,t as
the set of the region-wise signals xi,t,k for k ∈ {1, 2, . . . , 116}
and introduce a region-wise reconstruction error given a class
label y:
E(i, t, k; y)
= −Eqφ(zi,t|xi,t,y) [log pθ(xi,t,k|zi,t, y)]
= −Eqφ(zi,t|xi,t,y)
log 1√
2piσ2xi,t
exp
(
−|xi,t − µxi,t |
2
2σ2xi,t
)
= Eqφ(zi,t|xi,t,y)
[
log σxi,t +
|xi,t − µxi,t |2
2σ2xi,t
]
+
1
2
log 2pi.
(6)
When the reconstruction error of a region k becomes much
larger given the incorrect class label, the proposed DGM
disentangles the signals of the region k obtained from controls
and patients and the region k contributes largely to the correct
diagnosis.
We define the contribution weight W(i, k, t) of a region k
at a frame t obtained from subject i as
W(i, t, k) = E(i, t, k; y=1−yi)− E(i, t, k; y=yi), (7)
By averaging over frames and subjects, we define the contri-
bution weight W(k) of a region k as
W(k) = Ei,t[W(i, t, k)], (8)
where the imbalances in subjects per class and frames per
subject are adjusted. Recall that yi denotes the correct class
label of the subject i and 1 − yi denotes the incorrect class
label. We summarize the regions with the top 10 largest
contribution weights in Figs. 3 and 4.
Additionally, we visualize the time-series of the signal xi,t,k
obtained from a subject with schizophrenia in Fig. 5 by the
black lines. In the two top panels, we denote the posterior
probability of the signals given the correct label y = 1 and
incorrect label y = 0 by the blue and red lines. We also
denote the region-wise reconstruction errors E(i, t, k; y) and
contribution weights W(i, t, k) in the two bottom panels.
For these visualizations, we used the log-likelihood
log pθ(xi,t|z = µz, yi) given the MAP estimate µz of
the latent variable z instead of the exact log-likelihood
Eqφ(zi,t|xi,t,yi) [log pθ(xi,t|zi,t, yi)]. This is because we also
used the MAP estimate µz for diagnosis in the previous
sections and we found no obvious difference from the ap-
proximation of the integral using Monte Carlo sampling.
V. DISCUSSION
A. Diagnostic Accuracy
We summarize the selected hyper-parameters and results
in Tables I and II. While the performance of each method
depends on the datasets, our proposed DGM achieved the
best results for both datasets and for all measures. While the
PCC+Kendall+LLE+c-means procedure provides a competi-
tive F1 score to our proposed DGM for the bipolar disorder
dataset, its result for the schizophrenia dataset is clearly
worse than ours. The AE+MLP also provides the second best
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Fig. 3. Top 10 contributing regions and their contribution weights for
schizophrenia, defined in Eq. (8).
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Fig. 4. Top 10 contributing regions and their contribution weights for bipolar
disorder, defined in Eq. (8).
result for the schizophrenia dataset but not for the bipolar
disorder dataset. Hence, our proposed DGM could be unifiedly
applicable to many types of psychiatric disorders.
Moreover, the significance is not limited to the classifica-
tion accuracy. Both the second best methods employed the
dimensional-reduction methods (LLE and AE), which result
in compressed features in a lower-dimensional space and
have a difficulty in interpreting the compressed features. Our
proposed DGM did not perform dimension-reductions, and
thus identifies input elements contributing the diagnosis (see
Section IV-C for more details). This is a remarkable advantage
compared to the second best methods.
By comparing between MLP and AE+MLP, the unsuper-
vised feature-extraction worked well. The HMM and LSTM
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Fig. 5. The time-series of the signals xi,t,k and reconstruction errors E(i, t, k; y) of the left thalamus (left panel) and the left anterior cingulum (right
panel) of a subject with schizophrenia (yi = 1). The black lines denote the obtained fMRI signals. The colored lines with shaded areas denote the mean and
standard deviation of the posterior distribution p(xi,t,k|zi,t, y) of the signal, where the blue and red colors correspond to the correct label y = yi = 1 and
the incorrect label y = 1− yi = 0, respectively. The colored lines in the second bottom panels denote the region-wise reconstruction error E(i, t, k; y) after
the constant bias 1
2
log 2pi was subtracted. The black lines in the bottom panels denote the region-wise contribution weight W(i, t, k).
consider temporal dynamics and improved the diagnostic accu-
racies on average compared to their non-temporal counterparts,
the GMM and MLP. While the proposed DGM neither employ
a feature-extractor nor model the temporal dynamics explicitly,
it outperformed these models.
The absolute balanced accuracy was not significant when
compared with the results reported in previous studies. This
study and previous studies have evaluated models using cross-
validation [5], [6], [28], [30], [33]. Cross-validation reports the
best validation result, which tends to be unreasonably good by
chance [27], [54]. Especially, the risk becomes higher when
the number of hyperparameter candidates is large and the
number of samples is small. We evaluated the hyperparameters
within the same range as the original studies sparsely instead
of evaluating all candidates one-by-one. We employed one of
the biggest fMRI datasets and reported the average scores of
10 trials. These conditions made our results more reliable and
surpass an unreasonably good result. While a nested cross-
validation provides a more reliable numerical evaluation, it
requires vast computational time and is still uncommon among
studies on fMRI [27], [54]. The current cross-validation is
enough for model comparison [55].
B. Functional Connectivity in Proposed DGM
The functional connectivities (FCs) of a subject have been
measured by Pearson correlation coefficients (PCCs) of the
fMRI signals between ROIs [12], [13], [27], [28], [33], [34].
The GMM is literally a mixture of Gaussian distributions. The
GMM built a model of FCs between ROIs as full covariance
matrices, wherein the covariance was equivalent to the PCC
since each fMRI signal was normalized to zero mean and unit
variance. More specifically, the pair of GMMs pθ(xi,t|y = 1)
and pθ(xi,t|y = 0) built n prototypical FCs of the patients
y = 1 and normal control subjects y = 0, where n is the
number of mixture components. The diagnosis of a subject
is based on the log-likelihood of the subject’s fMRI signals,
that is, the similarity of the subject’s FCs to the prototypes.
Similarly, our proposed DGM built a model pθ(x|y) of FCs.
Although given the class label y and the frame-wise variability
z the posterior pθ(x|y, z) has a diagonal covariance matrix,
the posterior pθ(x|y) =
∫
z
pθ(x|y, z) only given the class
label y could have a full covariance matrix and higher-order
correlations thanks to the non-zero mean and the integral and
the nonlinearity of the decoder. The diagnosis is also based on
the similarity of the subject’s FCs to the prototypes pθ(x|y)
of the conditions y. Hence, the GMM and our proposed DGM
built models of FCs and use them for diagnosis in a different
way from the PCCs.
The PCCs, GMM, and proposed DGM do not take into
account the temporal order of the fMRI signals. Recent studies
have revealed that the functional connectivity varies over time
and is called dynamic FC [35], [36]. Many recent studies
have addressed the dynamic FC by employing HMMs and
LSTMs [5], [29], [30], [50]–[52], where the order of the fMRI
signals matters. According to Tables I and II, temporal dynam-
ics improves the diagnostic accuracies on average. However,
we consider that our proposed DGM is appropriate as a first
step of application of DGMs to fMRI data analysis because
it rivaled or surpassed many existing methods based on static
FCs modeled by PCCs and based on dynamic FCs (the HMMs
and LSTM). A DGM with temporal dynamics will be explored
in future work [56].
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C. Reconstruction of Signals and Contributing Regions
As shown in Fig. 5, the reconstructed time-series were
apparently similar to the originals, regardless of the class label.
The reconstruction error E(i, t, k; y) of the left anterior cingu-
lum (which had the lowest contribution weight) was insensitive
to the given class label. In contrast, the reconstruction error
E(i, t, k; y) of the left thalamus was certainly smaller with
the correct label y = 1 than with the incorrect label y = 0.
The proposed DGM found a small but clear difference in
the ROI-wise features between patients and controls despite
the training procedure, in which the proposed DGM was not
trained to discriminate these two entities. We visualized the
contribution weight W(i, t, k) at each frame t in the bottom
panels of Fig. 5. The contribution weight is always almost
zero in a less contributing region (left anterior cingulum) in
the right panels. This means that the reconstruction of this
region is independent from the class label y. In the case of
a largely contributing region (the left thalamus) in the left
panels, the contribution weight W (i, t, k) varies over time. The
contribution weight W (i, t, k) is almost zero at t = 30–32 and
t = 34–37, while it becomes very large at several frames such
as t = 33 and 38. We assumed that each frame is associated
with the class label yi individually in Fig. 1 and Eq. (1).
The objective in Eq. (3) is not discriminative (i.e., to classify
each frame) but generative (i.e., to represent each frame).
Hence, if no disorder-related signals is found in a frame xi,t,
our proposed DGM can simply ignore the class label yi to
represent the frame xi,t. Our proposed DGM successfully
captured the temporally varying relationship between the class
label yi and the frames xi,t (even though it did not capture
the temporal dynamics).
As summarized in Fig. 3, the proposed DGM found that
the signals obtained from the thalamus (Thalamus L and
Thalamus R) significantly contributed to the correct diag-
noses of schizophrenia. This result agrees with many previ-
ous studies that have demonstrated the relationship between
schizophrenia and the thalamus [57], [58]. While other regions
are less significant than thalamus, they have been also men-
tioned in previous studies, e.g., fusiform in [59], and temporal
gyrus [60], [61]. On the other hand, according to Fig. 3, many
regions are related to bipolar disorder at a similar level, but no
regions are much more significant than others. These regions
have been mentioned in previous studies, e.g., cerebellum [62],
[63], frontal inferior gyrus [64], and thalamus [65]. Cerebellum
is mainly related to sensorimotor system, but recent studies
suggested that it is also related to emotion and behavior (and
psychiatric disorders) [66], [67]. Therefore, we conclude that
the proposed DGM identified the brain regions related to each
disorder and we hope that these results encourage further
biological investigations.
Several studies have already employed DNNs for diagnosis
of neurological and psychiatric disorders and have attempted
to identify regions and activity related to disorders. Suk et
al. [5] identified the contributing regions according to the
weight parameters of the AEs: If several units representing
brain regions in the input layer were connected to the same
unit in the first hidden layer via large weight parameters, the
regions were considered to contribute to the diagnosis with
large weights. However, if such a hidden unit had another
largely biased input or a large bias parameter, the unit would
be saturated after the activation function and could not transfer
meaningful information to the subsequent layer, i.e., the unit
would be “dead” (see Chapter 6, [68]). A hidden unit also
does not function when it is connected to the next hidden
unit via a near-zero weight parameter. Unlike PCA, the DNNs
extract nonlinear and higher-order features not only in the
first hidden layer but also in the subsequent layers. The
units and layers where features are extracted and whether the
extracted features are actually used in the following layers
are essentially uncontrolled [69], [70]. As such, one cannot
quantitatively compare contribution weights between multiple
input units. Conversely, the proposed DGM used region-wise
reconstruction errors for the diagnosis. Hence, the regions
with large reconstruction errors certainly contributed to the
diagnosis and the reconstruction errors corresponded to the
contribution weights of the regions.
D. Potential and Limitation of Proposed DGM
Our proposed DGM is not robust to correlated regions since
it assumes a diagonal covariance matrix for the posterior dis-
tribution pθ(xi,t|zi,t, y). For example, when the left thalamus
is parcellated into two regions, each of them has a similar
influence on the diagnosis. Hence, when directly applying
our proposed DGM to voxel-wise features or 3D images, a
large region could have a large contribution to the diagnosis
compared to a small region, providing misleading results.
DGMs with non-zero covariances or implicit distributions
could overcome this issue [71]–[73]. DGMs with temporal
dynamics could also relax the assumption that the prior p(z)
of the frame-wise variabilities z is time-invariant.
As mentioned in Section IV-A, our proposed DGM can
accept states of dynamic FCs. This could provide interpretable
results such as FCs related to the disorder. However, many
existing methods to extract dynamic FCs are based on pre-
defined models such as sliding window and HMM [29], [36],
[51], [74], [75], which could limit the flexibility of subsequent
data-driven analysis by DNNs. A dynamic FC extraction based
on DNNs is a potential future work.
The current structure of our proposed DGM is designed for
resting-state fMRI data and is not suited for a task-related
fMRI dataset because it cannot accept the information about
the imposed tasks. When applying our proposed DGM to a
task-related fMRI dataset without modification, task-related
signals could be assigned with the frame-wise variability. On
the other hand, our proposed DGM can be easily extended
to the task-related fMRI data by adding a new node ai,t
representing the task imposed to a subject i at time t. Similarly
to the class label yi, the task information ai,t is a known factor
that the input xi,t is assigned with while it can vary over time.
The proposed DGM can be trained as a discriminative
model: Such a learning procedure increases the risk of over-
fitting, but potentially improves the classification accuracy by
discriminating class labels [22]–[24].
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TABLE III
DIAGNOSTIC RESULTS OF NON-BALANCED MEASURES.
Model Schizophrenia Bipolar Disorder
ACC SPEC SEN PPV NPV ACC SPEC SEN PPV NPV
chance level 0.709 — — — — 0.718 — — — —
PCC+Kendall+LLE+c-means [28] 0.628 0.583 0.738 0.427 0.850 0.566 0.496 0.748 0.371 0.840
PCC+SCCA+SLR [27] 0.720 0.799 0.529 0.535 0.810 0.687 0.802 0.396 0.445 0.776
MLP 0.753 0.978 0.202 0.534 0.754 0.732 0.992 0.069 0.230 0.732
GMM 0.675 0.773 0.438 0.465 0.775 0.730 0.995 0.052 0.225 0.729
AE+MLP 0.778 0.917 0.442 0.696 0.807 0.721 0.915 0.227 0.357 0.759
HMM [5] 0.600 0.629 0.530 0.376 0.767 0.720 0.939 0.158 0.372 0.742
HMM(FO)+SVM [29] 0.712 0.823 0.441 0.511 0.786 0.609 0.663 0.474 0.390 0.757
LSTM [30] 0.725 0.810 0.518 0.574 0.808 0.675 0.791 0.380 0.446 0.766
DGM (proposed) 0.766 0.849 0.585 0.619 0.838 0.631 0.621 0.659 0.443 0.819
VI. CONCLUSION
This study proposed a deep neural generative model (DGM)
for diagnosing psychiatric disorders. The DGM was a gen-
erative model implemented using deep neural networks. The
DGM modeled the joint distribution of rs-fMRI images, class
labels, and remaining frame-wise variabilities. Using Bayes’
rule, the DGM diagnosed test subjects with higher accuracy
than other competitive approaches. In addition, the DGM
visualized brain regions that contribute to accurate diagnoses,
which motivates further biological investigations.
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APPENDIX A
DETAILED RESULTS
In this Appendix, we summarize the results of non-balanced
measures in Table III. Note that these scores show some
tendencies of the models but are inappropriate for performance
evaluations because the datasets are highly imbalanced. For
performance evaluations, see Tables I and II.
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