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Abstract
A signiﬁcant fraction of the current eﬀorts in the QCD research community is focused on characterizing the phases
of strong-interaction matter that occur at ﬁnite densities and temperatures. So far, most of the experimental probes
have been limited to the relatively narrow window of the QCD phase diagram characterized by high temperatures and
low chemical potentials, explored in high-energy ion collision experiments at RHIC and LHC. More recently, some
new insight on the ﬁnite chemical potential region has been obtained by the energy-beam scan program at RHIC,
aimed at possibly determining the existence of a critical point in the QCD phase transition. On the theoretical side,
studies of strong interactions are also limited by the reliability of available methods. While the zero density, ﬁnite
temperature region or the zero temperature, superdense region can be investigated with the help of well-established
approaches like lattice and weakly coupled QCD respectively, the study of the intermediate densities and temperatures
region has to rely on eﬀective models and nonperturbative methods, some of which are still being developed. In the
past few years, a growing number of compelling arguments, backed up by model calculations, pointed out that the
intermediate-density region of the QCD phase diagram may be characterized by the formation of inhomogeneous
condensates which spontaneously break some of the spatial symmetries of the theory. In the following we provide
a brief recapitulation of these arguments and describe some recent results in a 3+1-dimensional QCD-inspired NJL
model with quark-hole condensation in the form of a plane wave in the scalar and tensor channels. This model exhibits
particular features in close analogy to its 1+1-dimensional counterpart, most notably an asymmetric spectral density
and the arising of an anomalous contribution to the free energy.
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1. The Case for Inhomogeneous Phases
Mapping all the phases of QCD in the temperature-
density plane is a goal intensely sought after by many
theoretical and experimental eﬀorts [1]. Thanks to the
asymptotic freedom properties of the theory, the ex-
treme regions of the QCD phase diagram are weakly
coupled and hence well understood; they are the quark-
gluon plasma in the high-temperature/low-density cor-
ner and the Color-Flavor-Locked (CFL) superconduct-
ing phase [2] on the opposite side. At low temperatures
and densities quarks are conﬁned inside hadrons, whose
interactions can be phenomenologically described by
conventional nuclear physics.
Somewhere in the region of intermediate tempera-
tures and densities, one expects two kinds of phase tran-
sitions to occur, the ﬁrst related to deconﬁnement and
liberations of quark degrees of freedom from hadrons,
the second associated to the restoration of chiral sym-
metry, which is spontaneously broken in vacuum. In-
deed, it is known that at low temperatures and densities,
quarks acquire a large constituent mass due to the for-
mation of a (spatially homogeneous) chiral condensate
as a result of quarks-antiquark pairing. With increas-
ing density, this condensate becomes disfavored due to
the high energy cost (at least twice the Fermi energy)
required to excite the antiquarks from the Dirac sea to
the Fermi surface. What phase forms when this “tra-
ditional” vacuum chiral condensate disappears is not
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clear yet. It has been argued that at suﬃciently high
densities, co-moving quarks and holes at the Fermi sur-
face may pair through a mechanism that is analogous
to the Overhauser one [3], giving rise to a spatially
modulated condensate [4]. Since the intermediate and
high density regions are expected to be within the realm
of color-superconductivity (CS) as well, a competition
is expected to develop between the Bardeen-Cooper-
Schrieﬀer (BCS) mechanism [5] pairing quarks with
quarks of opposite momenta, and this Overhauser-type
inhomogeneous pairing [6, 7, 8].
Notice that the BCS pairing mechanism takes place
because in a dense and cold system of (approximately)
massless quarks it costs no energy to excite unpaired
quarks at the Fermi surface. Any attractive interaction,
no matter how weak, will then favor pairing, thereby
decreasing the system’s energy through condensation.
An attractive quark-quark interaction is embedded in the
fundamental interaction of QCD, and the stronger chan-
nel would pair quarks at the opposite sites of the Fermi
surface. This is the reason why color superconductivity
should naturally occur at high densities.
BCS pairing is clearly favored in the weak coupling
regime of highly dense QCD because the BCS gap gets
contributions from the entire Fermi surface, and the den-
sity of states participating in the diquark formation in-
creases with the Fermi surface radius. However, at inter-
mediate densities this mechanism suﬀers from a pairing
stress arising due to the diﬀerence in the chemical po-
tentials of diﬀerent ﬂavors. Under these circumstances,
Cooper pairing with opposite momenta becomes less
favorable because quarks cannot pair at their respec-
tive Fermi surfaces, requiring an additional energy cost.
Still, BCS pairing survives as long as the gain in con-
densation energy remains larger than the pairing stress.
Once the stress becomes too large, the system acquires
chromomagnetic instabilities [9], indicating that one is
working in the wrong ground state. A possible so-
lution is BCS pairing with a net momentum or other
forms of inhomogeneous color-superconducting ground
states, but despite a variety of propositions to cure the
instability [10], the question of which ground CS state
is energetically favored still remains open.
In contrast to the BCS mechanism, which uniformly
covers the entire Fermi surface, the Overhauser pair-
ing takes place in patches of the Fermi surface and re-
quires a suﬃciently strong coupling to occur in (3+1)
dimensions, at least for the physical case of three col-
ors (Nc = 3) [8]. On the other hand, the BCS issue of
diﬀerent ﬂavor chemical potentials at intermediate den-
sities does not aﬀect the Overhauser pairing because it
is a ﬂavor singlet.
The mechanism behind Overhauser pairing is based
on the nesting between the Fermi surfaces of particles
and holes. It occurs when segments of these surfaces
are approximately parallel to each other and thus can
be connected by a common nesting vector. In one spa-
tial dimension, the nesting is automatic and complete
because the two Fermi ”surfaces” reduce to two points.
In three spatial dimensions however, it requires defor-
mation of the Fermi surface and can occur only within
limited regions (or “patches”). For large chemical po-
tentials the Fermi surface in a (3+1)-dimensional the-
ory tends to ”ﬂatten” and one expects a stronger nesting
eﬀect. However, the realization of Overhauser pairing
in QCD requires a delicate balance among the diﬀer-
ent factors inﬂuencing the pairing mechanism. For in-
stance, even though nesting is favored in a bigger Fermi
surface, if the chemical potential is too large, the cou-
pling becomes weaker and the BCS pairing may end
up winning over the Overhauser one. The number of
patches participating in the pairing phenomenon is also
a factor in this balance of tendencies. The number of
patches increases slowly with the density, but more ad-
jacent patches with a smaller relative angle means more
interaction between them, which in turn produces an
energy cost that dominates at suﬃciently large density
[11]. Then, quark-hole pairing is expected to occur at
densities large enough for the system to be in a quark
phase (μ > ΛQCD), but small enough to support strongly
coupled interactions and to keep patch interaction under
control. It is in this region that Overhauser pairing has
a real chance to win over BCS pairing.
Understanding the fundamental physics involved and
the phases that characterize the regime of densities be-
tween hadronic matter and CFL quark matter in the
QCD phase diagram remains an outstanding and highly
nontrivial task. In this context, looking for physically
meaningful models exhibiting Overhauser pairing in the
intermediate-density region is an important topic of in-
vestigation, one that promises to shed new light on an
old challenging problem and is therefore gaining more
and more interest.
2. Eﬀective QCD Models with Quark-Hole Pairing
There have been several attempts to model Over-
hauser pairing in QCD. All the studies performed so far
seem to indicate that (at least for not excessively high
densities) one-dimensional spatially modulated chiral
condensates are energetically preferred over higher-
dimensional ones [14, 15, 16]. In the following we shall
therefore focus our discussion on inhomogeneous con-
densates which vary in only one spatial direction.
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The idea that quark-hole pairing could be relevant for
dense QCD was ﬁrst discussed in the pioneering work
of Deryagin, Grigoriev and Rubakov (DGR) [4], who
considered QCD in the large Nc limit, using the lad-
der approximation and integrating out gluonic degrees
of freedom in order to obtain a fermionic action with
an eﬀective vertex. Considering the perturbative regime
g2Nc  1, these authors found a singularity in the ef-
fective four-fermion interaction of this model, trigger-
ing an instability at the Fermi surface with respect to
quark-hole pairing that leads to the formation of an in-
homogeneous chiral condensate, proposed as
Σ(x, y) = 2 cos[Pμ(
xμ + yμ
2
)]
∫
d4q
(2π)4
e−iq(x−y)F(q) , (1)
where |P| = 2PF (PF being the Fermi momentum) and
F(q) is assumed to be nonzero only at relative small val-
ues of q.
The DGR instability was obtained ignoring the
screening eﬀects from the fermion loops, thus requir-
ing Nc → ∞. A next development came in Ref. [6],
which explored whether the instability would be still
operative at some ﬁnite Nc and found using renormal-
ization group arguments that, at least within a pertur-
bative regime, the DGR instability occurs only at ex-
tremely large Nc, Nc  1000Nf . This picture might of
course be dramatically modiﬁed when going away from
the perturbative regime. Such an approach (still in the
large Nc limit) has been pursued in Ref. [12], where the
QCD quark-hole pairing phenomenon was revisited in
the context of quarkyonic matter [13]. Quarkyonic mat-
ter has been argued to describe a new state of QCD at
low temperatures and baryon densities large compared
to the QCD scale, so that the Fermi sea is best described
in terms of quark degrees of freedom, while excitations
near the Fermi surface are color-conﬁned mesons and
baryons. Even though the arguments for the existence
of this exotic matter are rigorous only for a large num-
ber of colors, this may not be a bad approximation for
some range of densities at Nc = 3 [16].
A key observation in [12] was that in the large Nc
limit the gluon propagator is unaﬀected by quarks and
hence it is the same as the conﬁned vacuum propagator.
Then, to investigate the gap equation these authors used
the following gluon propagator
D00(ω, q) =
σ
|q2|2 , Di j(ω, q) =
δi j − qiq j/q2
ω2 + q2
,(2)
which is valid in the Coulomb gauge ∂iAi = 0 at small
momenta |q| < ΛQCD. Notice that the main channel of
interaction comes from the non-perturbative conﬁning
part of the potential, determined by the (0, 0) component
of the gluon propagator.
Using (2), the Schwinger-Dyson equation for the
fermion self-energy can be reduced to that of (1+1)-
dimensional QCD at ﬁnite density, with ground state
solution given by a plane wave generated by the sum of
two chiral condensates, a so-called “quarkyonic chiral
spiral”, for which
〈ψ¯ψ〉 = Δ cos(2μx) , 〈ψ¯γ0γ3ψ〉 = Δ sin(2μx) . (3)
While the large Nc limit has proven to be a help-
ful tool for understanding many properties of QCD, a
complementary investigation of the more realistic three-
color case would of course be highly desirable.
3. NJL Models with Quark-Hole Pairing
Another line of investigation in the quest to model
Overhauser pairing in QCD has been based on propos-
ing four-fermion interaction models a` la Nambu-Jona-
Lasinio (NJL) [17]. These models exhibit the same chi-
ral symmetry as QCD and can be suitably extended to
include the possible formation of inhomogeneous con-
densates, without being restricted to small coupling ap-
proximations (for a recent review on model results on
inhomogeneous phases we refer the interested reader to
Ref.[18]).
In the following, we will consider an extended NJL-
type model described by the following Lagrangian:
L = ψ¯
(
γμ(i∂μ + μδμ0
)
ψ +G
[
(ψ¯ψ)2 + (ψ¯iτγ5ψ)2
]
+ G′
[
(ψ¯σ0 jψ)2 + (ψ¯iτγ5σ0 jψ)2
]
, (4)
where ψ is the 4Nf Nc dimensional quark spinor with
Nf = 2. Here τ are Pauli matrices associated with the
SU(2) ﬂavor symmetry and σνρ = 12 [γ
ν, γρ].
Compared to the conventional NJL model with only
scalar and pseudo-scalar channels, the Lagrangian (4)
has an extra, tensorial channel term with a coupling G′.
Notice that the two tensor terms are not actually linearly
independent, but it is convenient to write them in this
particular form. Just like the standard NJL Lagrangian,
Eq.(4) is chirally symmetric but does not include con-
ﬁnement and is non-renormalizable.
One could interpret the origin of the diﬀerent terms
of (4) as coming from the Fierz transformations of the
fermion-gluon QCD vertex. Then one can see that the
G′ term is zero in vacuum, but appears at ﬁnite density
due to the explicit breaking of Lorentz symmetry by the
chemical potential. The physical value ofG′ would then
depend on the region of densities considered, withG′ →
G as the density increases.
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Recall that in quarkyonic matter the main channel of
interaction comes from the conﬁning part of the gluon
propagator (2). Fierz-transforming the dominant chan-
nel leads to
γ0γ0 =
1
4
{
(1)(1) + (iγ5)(iγ5) + σ0iσ0i + ...
}
, (5)
Therefore, in the region of densities and Nc relevant to
quarkyonic matter, the scalar and tensor channels have
equal strengths. In the following we will then consider
the case G′ = G, keeping in mind that our results will
refer to the same region of parameters considered in the
case of quarkyonic matter, and hence are not expected
to be reliable in describing the low density region.
Let us now neglect condensation in the pseudoscalar
channels and consider a spatially modulated chiral con-
densate only varying along the z-direction, 〈ψ¯ψ〉 = S (z)
and 〈ψ¯σ03ψ〉 = D(z) (see [19] for details). Since σ03 ∝
γ0γ3, we recognize this as the same kind of ansatz sug-
gested in the context of quarkyonic chiral spirals (cfr.
Eq. (3)). In the mean-ﬁeld approximation, the thermo-
dynamic potential is given by
Ω(T, μ; M) = −TNcNf
V
∑
n
Tr ln
1
T
[
iωn + HMF − μ]
+
1
V
∫
V
|M(z)|2
4G
, (6)
where the mean-ﬁeld quark Hamiltonian is given by
HMF = −iγ0γi∂i + γ0 [d+M(z) + d−M∗(z)], with d± =
(1 ± γ0γ3)/2 and M(z) = −2G[S (z) + iD(z)]. The trace
acts on Dirac and coordinate space. The Hamiltonian
can be block-diagonalized into
H′MF =
(
HBdG(M∗(z)) (αK)†
(αK) HBdG(M∗(z))
)
, (7)
where
HBdG(M∗(z)) =
( −i∂z M∗(z)
M(z) i∂z
)
(8)
is the Bogoliubov-DeGennes Hamiltonian and we intro-
duced the 2x2 matrix
K =
(
0 1
−1 0
)
.
Performing a Fourier transform in the transverse com-
ponents, we have α = px − ipy , |α|2 = p2⊥.
In order to determine the eigenvalues of HBdG(M∗(z)),
we separate the eigenfunction ψ(z, p⊥) in two two-
component spinors,
ψ(z, p⊥) =
(
u(z, p⊥)
v(z, p⊥)
)
. (9)
Then, the eigenvalue equation can be written as a set of
two coupled equations:{
HBdG(M∗) u + (αK)†v = Eu
HBdG(M∗) v + αKu = Ev
. (10)
We now assume that u and v are eigenfunctions of the
HBdG Hamiltonian, characterized by energies (M∗) and
′(M∗) and arrive at
E±(, ′, p⊥) =
 + ′
2
± 1
2
√
( − ′)2 + 4p2⊥ , (11)
where we omitted for brevity the M∗ dependence in the
eigenvalues. The relation between  and ′ can be found
starting from Eq. (10), obtaining
v = (E − ) αK|α|2 u . (12)
We can now plug this into
′(M∗) =
v†H(M∗)v
v†v
= −u
†KH(M∗)Ku
u†u
, (13)
and observing that
KH(M∗)K =
( −i∂z M
M∗ i∂z
)
= HT (M∗) = H(M) , (14)
we arrive at the following relation:
′(M∗) = −(M) . (15)
The task of ﬁnding the 3+1-dimensional ener-
gies E has therefore been reduced to solving a
one-dimensional eigenvalue problem involving the
Bogoliubov-DeGennes Hamiltonian. We note that HBdG
is exactly the Hamiltonian of the NJL2 model. For the
special case of a plane wave modulation, M(z) = Δeiqz,
the eigenvalues of the Hamiltonian H(M∗) can be ob-
tained by those of H(M) simply by swapping q with −q,
and the (1+1)-dimensional energies are given by
(Δ, q) =
q
2
±
√
p32 + Δ2 . (16)
Plugging them in (11), one readily ﬁnds the spectrum of
the (3+1)D theory
E(Δ, q) = −q
2
±
√
p2 + Δ2 , (17)
where each modes appears twice.
The ﬁrst thing we notice is the asymmetry of the 3+1-
dimensional energy spectrum, characterized by a q/2
oﬀset with respect to zero. This is similar to the result
obtained for the chiral Gross-Neveu (NJL2) model, but
in sharp contrast with previous studies performed within
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the standard NJL model (eg. [20, 21]). This is due to
the diﬀerent Dirac structure of the condensates in the
tensor-extended model considered in the present work:
by allowing for condensation in the traditional scalar
and pseudoscalar channels, the mean-ﬁeld Hamiltonian
would diﬀer from Eq. (7) in that instead of HBdG(M∗)
one would have HBdG(M) in the upper diagonal block of
the matrix. From this, the eigenvalues appear in the ther-
modynamic potential in a form that resembles more that
of the (non-chiral) Gross-Neveu (GN) model, character-
ized by discrete chiral symmetry (for a more detailed
discussion including a Ginzburg-Landau argument, see
[20]).
For the case considered in [21] of a chiral density
wave oscillating between the scalar and pseudoscalar
condensates, M = S (z) + iγ5P(z) = Δeiqz, the eigen-
value equations obtained would then be (cfr. Eq. (10)
) {
HBdG(M) u + (αK)†v = Eu
HBdG(M∗) v + αKu = Ev
. (18)
from which we obtain the relation (cfr. Eq. (11))
E±(, ′, p⊥) =
(M) + ′(M∗)
2
±1
2
√
((M) − ′(M∗))2 + 4p2⊥ . (19)
Plugging now the lower-dimensional eigenvalues and
using Eq. (15) we obtain
E± = ±
√
p2 + M2 + q¯2 ± 2q¯
√
p2z + M2 , (20)
in agreement with the spectrum found in [21] with a
diﬀerent method. Here q¯ = q/2. One can see that the
spectrum in this case is symmetric around E = 0.
4. Asymmetric Spectrum and Charge Anomaly
Because of the spectral asymmetry of our eﬀective
model, we expect the chiral spiral made of scalar and
tensor condensates to be energetically favored in the re-
gion of densities where this model is consistent. The
reason is that due to the asymmetry of the eigenvalue
spectrum, an anomalous contribution to the baryon
charge arises in the model thermodynamic potential.
This term, proportional to μ and odd in q, always de-
creases the free energy associated to the spiral phase,
thus favoring its formation.
The appearance of an anomalous term dramatically
favoring inhomogeneous condensation is not an exclu-
sive feature of the model considered here. Indeed, we
know that such kind of term appears naturally in the
1+1-dimensional NJL (or chiral Gross-Neveu) model
when considering a plane wave ansatz, and is responsi-
ble for the generation of an inhomogeneous phase ex-
tending up to arbitrarily high densities [22]. A sim-
ilar contribution has been shown to appear a in 3+1-
dimensional NJL model in presence of an external mag-
netic ﬁeld. There the spectral asymmetry is present at
the lowest Landau level, and once again can be seen to
favor dramatically inhomogeneous phases over homo-
geneous ones [23].
On the formal side, the arising of such anomalous
terms in presence of an asymmetric fermionic spectrum
and their contribution to the free energy of the system
has been discussed some time ago by Niemi and Se-
menoﬀ [24]. Following their recipe, we calculate the
anomaly by introducing the quantity ηH , deﬁned as
ηH = lim
s→0
∑
E
sgn(E) |E|−s , (21)
where s acts as a regulator for the intermediate steps
of the calculation. In order to proceed, we perform a
Mellin transform on the absolute value, giving
|E|−s = 1
Γ(s)
∫ ∞
0
dwws−1e−|E|w . (22)
In order to obtain an analytical expression for the
anomaly, we restrict ourselves to the region |q| < Δ.
There, after inserting the expression for our eigenvalues
(Eq. (17)) and summing over the two possible signs in
E, we have
ηH = lim
s→0
Nf Nc
2π2Γ(s)
∫ ∞
0
dwws−1
(
e−qw − eqw)
×
∫ ∞
0
dp p2e−
√
p2+Δ2w , (23)
and after performing the two integrations and ﬁnally
taking the s→ 0 limit, we arrive at
ηH = −Nf Nc12π2
(
2q3 − 3Δ2q
)
(|q| < Δ) . (24)
The anomalous term contributes to the free energy of
the system as
δΩanom =
1
2
μ ηH . (25)
From this we can therefore see that as soon as μ  0,
the anomalous contribution will favor a nonzero value
of q, giving immediately rise to the inhomogeneous
phase. This in turn suggests that, in the region of
the phase diagram where the model suggested in this
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work is expected to be realistic (ie. if we can assume
G = G′ and suﬃciently strong coupling), the plane wave
solution discussed will be energetically favored, con-
sistently with the predictions coming from quarkyonic
matter studies.
5. Conclusions
While an increasing consensus has been building
around the idea that ﬁnite-density QCD might be char-
acterized by the formation of a spatially modulated chi-
ral condensate, there are still many open questions on
the exact nature and size of the inhomogeneous win-
dow. The present work is a ﬁrst step towards building
a bridge between the qualitative quarkyonic matter ar-
guments and a more quantitative model study. After
implementing a chiral spiral-type solution within an ex-
tended NJL model, we obtained an explicit expression
for the eigenvalues of the Hamiltonian of the system.
The most prominent feature of this type of solution is
the asymmetry of the single-particle energy spectrum,
which, in analogy with the plane wave case in the one-
dimensional chiral Gross-Neveu (NJL2) model, gener-
ates an anomalous term which favors inhomogeneous
condensation at any nonzero chemical potential. It is
important to recall that the results discussed rely heav-
ily on the structure of the model, and in particular on
the assumption that isoscalar and tensor channel are
characterized by the same coupling strength. While, as
discussed, this assumption is not expected to be vaild
at lower μ, it is naturally justiﬁed at higher densities
and the results obtained are consistent with the quarky-
onic matter predictions, even though some of the funda-
mental underlying mechanisms such as conﬁnement are
presently lacking in our model. Once having obtained
an explicit expression for the energy spectrum of the
model as well as some ﬁrst insight on the phase structure
by looking at the anomalous term, the next logical step
is to calculate the full phase diagram allowing for the
spiral modulation discussed. After having determined
the model phase structure, it would be of extreme inter-
est to include the eﬀects of magnetic ﬁelds on the inho-
mogeneous condensate considered. Indeed, it has been
shown that an external magnetic ﬁeld has very interest-
ing consequences on a chiral spiral, the most prominent
being the generation of an additional magnetic dipole
condensate [25]. These eﬀects could lead to a further
enrichment of the already surprisingly variegated phase
structure of high-density QCD, and are deﬁnitely worth
investigating.
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