The operation of corner-radiused tools under both depth-of-cut and feed variation is a situation that occurs for many processes (e.g., straight turning, contour turning, boring, and face-milling) 
Introduction
Since the early days of metal cutting research, researchers have observed the machining force to be proportional to the crosssectional area of the uncut chip being removed. This chip area is defined as that area bounded by the tooth edge profiles corresponding to two tooth passes. The theoretical analysis of machining processes, dating back to the early 1940s or before, has considered this fact and modeled the machining force components as proportional to the chip area ͓1͔. However, in the presence of vibration, runout or certain special cutter designs ͑e.g., step mill cutters͒, as well as contour turning applications, establishing an analytical chip-area expression is no trivial matter when working with processes used by industry, i.e., those that exhibit complex tooth forms.
The most common tooth form seen in turning, boring, and face milling processes consists of a straight major ͑lead͒ cutting edge, a straight minor ͑end/trail͒ cutting edge, and a corner ͑radiused͒ edge that connects/blends together the two straight edges. Since the presence of two straight edges ͑major and minor͒ implies that there exists a corner, and since it is the radius of the corner that is primarily responsible for the complexity of this geometry, we have termed the ensuing chip-area representation and analysis to be for corner-radiused tools.
Background and Motivation.
A traditional graphical representation of the chip area is shown in Fig. 1 , where r ⑀ is the corner radius and r is the lead angle. Shown here is the simple situation, which is often considered, where feed direction ͑and feed f͒ is defined to be parallel to the uncut surface and a depth direction ͑and depth of cut d͒ is defined to be perpendicular to the feed direction. The depth of cut is measured from the uncut surface with positive values directed into the workpiece. Since the current-and previous-pass profiles are equally spaced by a distance f in the feed direction, at all points down to the profile tips, they are parallel. This fact has been recognized and exploited for years to obtain the commonly seen chip area expression aϭ f dϪa c .
(
Here, a c is the area of the cusp left on the cut surface at the intersection of the current-pass and previous-pass profiles, which must be subtracted since it is excessively included in the simple product fd. Though the cusp area becomes negligibly small in comparison to fd as the depth increases, it can introduce noticeable error at high feed and low depth of cut. The feed typically consists of the nominal feed per tooth f t and the profile-to-profile variation in the feed direction ⌬ f :
The area model of Eqs. ͑1͒ and ͑2͒ is attractive since fd is a simple product involving the set depth of cut, the set feed per tooth and a well defined feed variation, while a c is a fairly simple function of feed, corner radius and sometimes, in extreme cases, the lead and trail ͑end-cutting͒ edge angles. However, ''realities'' of machining introduce profile-to-profile variation in the depth direction as well. Depth-direction variation may come from a variety of sources, such as vibration, runout, special cutter designs, and contour turning. Numerous investigators have addressed, to a varying degree, feed and depth variations in their modeling efforts. Feed variation can be handled in a straightforward manner ͑Eq. ͑2͒͒ in static models, such as that of Young et al. ͓2͔. Zhang et al. ͓3͔ developed a dynamic boring process model where the corner radius was taken to be zero, which is a good approximation when the depth of cut is substantially larger than the corner radius. DeVor et al. ͓4͔ acknowledged both radial ͑feed-direction͒ and axial ͑depth-direction͒ throw, and accounted for the former in their mechanistic force model for face milling. Enhanced dynamic models of face milling ͓5͔ and cylinder boring ͓6͔ included both tooth throw and vibration-induced variations in both directions. They made use of four geometric shapes, two of which exhibited areas that were computed through direct integration. The simulation approach of Tansel ͓7͔ used to study turning stability relies solely on numerical area integration and as such is very computationally expensive and obviously not suited to analytical methods.
Given the numerous sources of depth-direction variation and the fact that the general case of corner-radiused cutting represents many tooth geometries seen in practice, a simple analytical expression for chip area in the presence of both depth and feed variation has widespread use. Furthermore, the simple analytical representation presented here provides far superior computational speed as compared to the highly algorithmic and/or numerical integration-based schemes, which are employed for each tooth at each time step in time-domain simulations. This analytical representation also opens the door to accounting for depth-direction vibration in analytical machining dynamics, where one seeks analytical solutions for stability limit and vibration level.
Comparative Representations.
Some of the most recent advances in characterizing the effect of depth-direction variation on chip area for corner-radiused tools include works by Endres et al. ͓8͔, Radulescu ͓9͔, and Gu ͓10͔. A previously unpublished approach developed by Endres, which is based on geometric shapes, will be presented in the Error Analysis section, which was chosen for its simplicity and computational efficiency. The analytical representation presented and analyzed for errors in the remainder of the paper is substantially more simple from an algorithmic standpoint, exhibits negligible computational complexity, and is suitable for application in analytical machining dynamics.
Other simple approximations can be considered as alternatives to the representation presented here. Those considered here for comparison are simple products of feed and 1͒ the current-pass depth of cut d 0 , 2͒ the previous-pass depth of cut d 1 , and 3͒ the mean of the current-and previous-pass depths of cut. It will be shown that the new representation, given the end result provided here, is far superior to these three oversimplified alternatives.
The New Analytical Representation.
Irrespective of the source of depth-direction variation, the variation can be identified as some ⌬d so that a single analysis can be conducted to cover all the aforementioned practical situations. Here, ⌬d is measured from the tip of the nominal profile and is positive in the direction into the workpiece so that a positive ⌬d increases the depth of cut. Figure 2 depicts the geometry of two tooth profiles in the presence of variations in both depth and feed ͑captured in f through Eq. ͑2͒͒. Recognizing that the profiles are equally spaced in an ''equivalent'' feed direction, they can be considered parallel when traversed along an equivalent depth. Hence, the same simple approach of Eq. ͑1͒ may be used where f is replaced by an equivalent feed and d is replaced by an equivalent depth of cut. Indicating the equivalent variables with a star subscript, the resulting new chip area representation is
This representation is basically a rotational transformation of Eq. ͑1͒.
Chip-Area Derivation
Derivation of the chip-area expressions requires classification of the tooth-profile pair into two cases-small depth and large depth-depending on the values of lead angle, corner radius, and depth of cut. The transition between the two cases occurs at a transition depth of cut d t . The transition depth of cut is referenced to a ͑virtual͒ mid-profile that is shown in Fig. 2 as a thick dashed line between the current-and previous-pass profiles. It is centered, in the equivalent feed direction, between those two profiles. The transition depth is defined as that for which the line segment A 1 A 0 passes through point R-the point on the midprofile where the corner arc transitions into the straight lead edge. Segment A 1 A 0 lies at the uncut surface and extends from the previous-pass profile to the current-pass profile. From the geometry of Fig. 2 ,
where ⌬d 0 and ⌬d 1 are the variations of the current-and previous-pass depths of cut, respectively, relative to the nominal depth of cut d. Having only one condition (dϽd t ,?) separating two cases is desirable for both analytical and numerical applications as compared to having multiple conditions with additional cases, which introduces algorithmic complexity.
Large Depth Case.
The geometry for the large depth case (dуd t ) is illustrated in Fig. 2 . In this figure, a numeric subscript on any symbol indicates that it is associated with that many tooth passes prior to the current pass (0→current, 1→one previous͒. The equivalent feed vector, f * , is defined as the vector stretching from the center (C 1 ) of the corner arc for the previouspass to that of the current-pass (C 0 ). The equivalent depth-of-cut vector is defined to be the vector perpendicular to f * , and stretches from point B to the common tangent of the two corner arcs, which is parallel to f * , by definition. Defining the location of point B dictates the accuracy of the chip-area expressions since it represents the definition of the ''equivalence'' approximation. Point B identifies the intersection of the line segment A 1 A 0 and the equivalent feed segment F 1 F 0 , the latter of which is drawn in the f * direction such that it connects the current-and previous-pass profiles. As mentioned above, the location of A 1 A 0 is fixed at the uncut surface. Hence, defining the location of F 1 F 0 , which must intersect A 1 A 0 , is analogous to locating point B. In reference to Fig. 2 , the chip area representation of Eq. ͑3͒ includes the area of triangle A 0 BF 0 whereas the actual chip area includes the area of triangle A 1 BF 1 instead. Therefore, the location of F 1 F 0 ͑the equivalency͒ should be chosen such that the areas of these two triangles are as close to equal as possible. The closer they are to equal, the better their cancellation will be, which leads to a reduced error in the equivalent representation compared to the actual/exact chip area.
In the case shown, point B falls in the middle of A 1 A 0 and makes the areas of the two triangles equal. Consequently, at first 
possibilities, the best definition of the equivalency is that for which point B is located on the mid-profile. In this way, point B is always located at the mid-point of F 1 F 0 , which is equivalent to the middle of A 1 A 0 for the large depth case, but not for the small depth case.
The area solution begins by setting the origin of the x-y-z Cartesian coordinate frame to be at C 0 . Physically, x, y, and z label the depth-of-cut, cutting and feed directions, respectively. The vector b locates point B and a vector r ⑀ is defined to be orthogonal to f * and to stretch from C 0 to the common tangent. Given these definitions, f * and r ⑀ can be expressed as
and
where i and k are the unit vectors in the x-and z-directions, respectively, and ⌬dϭ⌬d 0 Ϫ⌬d 1 is the total depth variation. Using vector algebra, d * can be computed as
Recalling that d * and f * are orthogonal
where ʈ•ʈ determines the length of the vector on which it operates. From the geometry of Fig. 2 , b can be derived as
where d 0 ϭdϩ⌬d 0 , and likewise, d 1 ϭdϩ⌬d 1 . Using this expression for b along with Eqs. ͑5͒-͑8͒, the chiparea expression for the large depth case, after some manipulation, reduces to
where
and d m ϭ 1 2 (d 0 ϩd 1 ) is the mean depth of cut. In summary, use of the definitions of f * and r ⑀ are given in Eq. ͑5͒ and Eq. ͑6͒, respectively, leads to the derivation of d * , resulting in Eq. ͑7͒. Then, deriving the case-specific b from the profilepair geometry, substituting it into the d * expression, and substituting d * into Eq. ͑8͒ leads to the area expression of Eq. ͑9͒.
Small Depth Case.
The same derivation method as above applies for the small depth case, which is shown in Fig. 3 . The difference lies only in computing the case-specific vector b. From the geometry in Fig. 3 ,
Using this b together with Eqs. ͑5͒-͑8͒, the chip-area expression for the small depth case eventually reduces to
2.3 Cusp Area Expression. The expression for the cusp area a c is well known to be
Comparing the cusp region of Fig. 1 , viewed in the f Ϫd coordinates, to that of Figs. 2 and 3, viewed in the f * Ϫd * coordinates, clearly indicates an equivalent shape. Thus, the equivalent cusp area can be established by substituting f * for f in Eq. ͑12͒. The equivalent cusp area expression given above is valid when the two profiles intersect on their corner arcs. However, for extreme values of depth variation and feed, the intersection can be that of the current-pass trail ͑end-cutting͒ edge and the previouspass corner arc, the current-pass corner arc and the previous-pass lead edge or the current-pass trail edge and the previous-pass lead edge. Investigation of these less common cases is simply an algebraic exercise; hence, it is left as an implementation exercise.
Validity Constraints.
Though chip-area expressions may produce negative values, only non-negative values make physical sense. The chip area becomes zero when the current-pass profile completely disengages the workpiece. In practice, this occurs in the presence of large tooth throws and/or when the chatter condition is reached due to excessive vibrations. For the case when only a feed direction variation is considered, zero chip area translates into either the feed or the depth being zero. However, when both the depth and feed variations are non-zero, the tooth engagement ceases causing the chip area to become zero for any configuration where the current-pass profile is located ''inside'' the previous-pass profile. This physical limitation can be expressed as f ϩ⌬d tan r Ͼ0 and f Ϫ ⌬d Transactions of the ASME where r Ј is the trail ͑end cutting͒ edge angle. Figure 4 shows the dimensions corresponding to the left-hand sides of these constraints.
The first condition assures tooth engagement so that the chip area is positive. The second condition assures that the chip area is finite, i.e., a bounded region. The fact that r Ј always assumes a value between 0 deg and 90 deg is considered when writing the second condition. Should tan r Ј be zero, this condition becomes f Ͼ⌬d•ϱ. This implies that when ⌬dу0 no acceptable finite value of f will result in the chip-area being bounded. On the other hand, a finite chip area would exist for all ⌬dϽ0. In other words, when the second condition is not met, meaning the previous-pass profile does not intersect the current-pass profile to form/close the chip area, there must exist, in practice, some earlier tooth profile for which the condition is satisfied. This is an implementation issue that exists for any chip-area computation algorithm.
In addition to satisfying the above constraints, there exists a nominal depth constraint for the new chip-area representation. It is imposed so that the cusp area is always completely below the nominal depth of cut. Figures 5 and 6 illustrate the three candidate minimum depth values. The first two are of interest when ⌬d Ͼ0, with the first arising from the intersection of the previousand current-pass corner arcs at point P. From the geometry in the figure, the first candidate value can be written as
Defining point Q to be the intersection of the common tangent and the previous-pass corner arc, the second candidate value is written as
Consequently, when ⌬dϾ0, the minimum depth value is the larger of the two candidate values, i.e., max͓d min1 ,d min2 ͔. Figure 6 shows the case for ⌬dϽ0. Here, a minimum equivalent depth, d * min , can be defined as the distance between the common tangent and a line that is parallel to the common tangent and passes through point P. Thus, the minimum depth for ⌬d Ͻ0 can be expressed as
To minimize the algorithmic complexity ͑number of intermediate conditions and corresponding cases͒, we wish to avoid different expressions for ⌬dϽ0 and ⌬dϾ0; hence, a single minimum depth is computed as
Of course, at depths below d min , the chip area is simply that of an arc segment, the exact value of which is easily computed if desired.
Error Analysis
Since the presented chip area is an approximation, it must be analyzed in terms of the errors it introduces. Comparison is made to the exact area and to the three alternate, highly simplified expressions mentioned in the introduction.
When conducting the error analysis and later formulating a compensation term it is advantageous to remove the corner radius as a variable by nondimensionalizing depths (d,d * ,⌬d, etc.͒ and feeds (f and f * ) by r ⑀ . Uppercase symbols to follow represent nondimensional variations of their respective lowercase symbols, that is, that lowercase variable divided by r ⑀ for all variables except A and A c * , which are their respective variable divided by r ⑀ 2 . Note that all the above results can be nondimensionalized as well.
Comparison to Exact and Simplified Representations.
A method to compute the exact chip area, in the presence of depth and feed variations, has been developed by Endres based on addition and subtraction of geometric shapes. Figure 7 illustrates the geometric shapes for the large depth case. Subtracting the crosshatched area, a circular segment, from the shaded area composed of three triangles and a circular segment, the exact area is obtained. This exact result is very computationally complex and fairly algorithmic since it includes many cases with several conditions, and requires the coordinates of each of the five points in Fig. 7 to be computed. Such complexity is typical of and in some cases worse in the other methods cited earlier ͓8-10͔.
In the ensuing error analysis, ranges of variables have been chosen to encompass some of the most extreme conditions encountered in practice: Ϫ0.6р⌬Dр0.6, 0.15рFр0.9, and Ϫ45 degр r р30 deg. The analysis is performed considering ⌬D to be evenly distributed about the nominal profiles, i.e., ⌬D 0 ϭϪ⌬D 1 . If ⌬D is not evenly distributed about the nominal depth, one would simply observe the same errors, only shifted along the depth axis.
For a given ͉⌬D͉, the percent errors for ⌬DϽ0 are much larger in magnitude than for ⌬DϾ0. This is a result of the exact area, relative to which the percent error is computed, being much smaller when ⌬DϽ0 than when ⌬DϾ0. Additionally, all errors approach zero as D increases, and more specifically, becomes zero for
As a consequence of the exact area getting larger with increasing feed as well, the percent errors decrease, in the absolute value, with increasing feed. Figure 8 shows a comparison, in terms of percent errors, to the three highly simplified chip-area expressions noted in the introduction. Clearly, the new chip-area representation results in much smaller percent errors. In addition, while the percent error of the new expression becomes zero for the large-depth case, the alternative expressions still exhibit large errors. The conditions used to generate this comparison yield some of the smallest errors in the alternate expressions that were observed across all conditions considered here.
Error Compensation.
For use in analytical stability solutions, since infinitesimal displacements about equilibrium are considered (⌬dϳ0), the error is virtually zero. Compensating for the error, however, is of interest for implementation in numerical time-domain simulations where the new representation can significantly enhance computational efficiency.
Numerical Error Compensation.
Although the analytical error compensation introduced above makes the chip-area expressions exact, it increases the algorithmic content of the expressions. A numerical and less algorithmic error compensation term can be derived as well with the intent being to achieve a nearexact result with little additional algorithmic complexity. Its development is based on the trends of the non-dimensional errors Transactions of the ASME with respect to ⌬D ͑Fig. 10͒ and lead angle ͑Fig. 11͒. As seen in Fig. 10 , the trends at depths of cut well below the transition depth (D t ) are even functions of normalized depth, D, being symmetric about Dϭ1 and mirrored about an error value of zero for positive and negative levels of each ͉⌬D͉. Figure 11 shows that the lead angle affects the depth of cut at which the decaying departure occurs from the even, symmetric curves shown in Fig. 10 for the extreme lead angle of Ϫ45 deg. These observations lead to a two-part error compensation function that provides a superposition of these two trends. Including the error compensation terms reduces the errors substantially. For the case of ⌬DϭϪ0.4 and r ϭ0 deg, which exhibits some of the worst errors across all ⌬D that were considered, the maximum absolute value of the percent error for this case is decreased from 28 percent to 1.8 percent for Fϭ0.15 and from 24 percent to 1.2 percent for Fϭ0.3. Since the data used to formulate this numerical error compensation expression was based on ⌬D 0 ϭϪ⌬D 1 , the mean nondimensionalized depth (D m ϭd m /r ⑀ ) should be used for D in these expressions.
Summary and Conclusions
A new analytical chip-area representation for corner-radiused tools under both depth-of-cut and feed variation was presented. Based on this representation, chip-area expressions were derived for ''small'' and ''large'' depth cases using a vectorial approach. The resulting errors were analyzed across wide ranges of conditions within the validity constraints. The percent errors of the new representation are far better than those of three alternate representations introduced for comparison purposes. Analytical error compensation functions have been derived, addition of which makes the chip area expressions exact, but at the expense of increased algorithmic content. An alternative, less algorithmic, numerical compensation function was also derived, which reduces the errors to near zero for all conditions surveyed without introducing any significant complexity in the computations or algorithms.
