Abstract: We consider sequences of random variables living in a finite sum of Wiener chaoses. We find necessary and sufficient conditions for convergence in law to a target variable living in the sum of the first two Wiener chaoses. Our conditions hold notably for sequences of multiple Wiener integrals. Malliavin calculus and in particular the Γ-operators are used. Our results extend previous findings by Azmoodeh, Peccati and Poly (2014) and are applied to central and non-central convergence situations. Our methods are applied as well to investigate stable convergence. We finally exclude certain classes of random variables as target variables for sequences living in a fixed Wiener chaos.
1. Introduction
Overview
The aim of this paper is to provide new criteria for non-central convergence in law for sequences of nonlinear functionals of a Brownian motion W . In particular, we consider the convergence in law of a sequence of random variables tF n u n to a target variable X, where:
• the random variables F n are square-integrable and have a representation of the form F n " ř m p"1 I p pf n,p q for a fixed m ě 2, where I p p¨q is the Wiener integral of order p with respect to the Brownian motion W ;
• the target variable X lives in the sum of the first two Wiener chaoses associated with W and can be represented as:
X " I 1 pf 1 q`I 2 pf 2 q " aN`k
where all coefficients b i , c j and d j are non-zero and N, R i ,P j are independent standard normal variables for 1 ď i ď k 1 and 1 ď j ď k 2 . We shall see that this representation covers in particular random variables of the form:
X " aU 0`n ÿ i"1
where all coefficients λ i are non-zero, U 1 , . . . ,U n are independent standard normal variables and U 0 is a standard normal variable which may be correlated to U 1 , . . . , U n .
Our main result (Theorem 1.1) gives a necessary and sufficient criterion for the convergence in law to X: Theorem 1.1. Consider 0 ď k 1 , k 2 ă 8 and X " I 1 pf 1 q`I 2 pf 2 q " aN`k 1) where N, R 1 , . . . , R k1 , P 1 , . . . ,P k2
" N p0,1q. Suppose that at least one of the parameters a, k 1 , k 2 is nonzero. Consider a sequence tF n u n of non-zero random variables such that F n " ř p i"1 I i pf n,i q for p ě 2 fixed and tf n,i u n Ă H di for 1 ď i ď p. Define:
As n Ñ 8, the following conditions (a) and (b) are equivalent:
(a) (1) κ r pF n q Ñ κ r pXq, for r " 1, . . . ,degpP q, In this paper, we consider functionals of a Brownian motion. By a standard isometry argument (see e.g. [17, Section 2.2]), the results immediately extend to the framework of an isonormal Gaussian process on a general real separable Hilbert space H.
The notations used in this theorem are introduced in Section 2. In particular, the representation of X in Eq. (1.1) is detailed in Eq. (3.5) and (3.6), κ r pY q is the r-th cumulant of a random variable Y and the sequence tΓ i pF n qu i is defined recursively using Malliavin operators. In Section 3 the representation of the target random variable in Eq. (1.1) is derived. Our main result unifies, generalizes and extends previous findings. More precisely, Theorem 1.1:
• further extends to a non-central setting the seminal paper [17] and in particular [11, Theorem 5.3.1] by dealing with central limit theorems for sequences living in a finite sum of Wiener chaoses, • extends [12, Theorem 3.4] by considering a sequence tF n u n of random variables which are no longer restricted to the second Wiener chaos but live in a finite sum of Wiener chaoses, • extends [9, Theorem 1.2], [1, Theorem 3.2] and [3, Proposition 1.7] by considering target variables involving linear combinations of independent χ 2 distributed random variables and adding a possibly correlated normal variable, • improves [1, Theorem 3.2] by replacing L 2 -convergence with L 1 -convergence and finding thus a necessary and sufficient criterion for convergence in law for a large class of target variables, in particular for linear combination of independent central χ 2 distributed target variables.
In addition to these applications which are discussed in Section 4, Theorem 1.1 is used to investigate stable convergence in Section 5.
History and motivation
The study of convergence in law for sequences of multiple Wiener integrals, by variational techniques, has been the object of an intense study in recent years. The starting point of this line of research is [17] . In this reference and later in [16] , the authors gave necessary and sufficient criteria for the convergence in law of a sequence of multiple Wiener integrals I p pf n,p q to a standard normal variable N : If the functions f n,p are symmetric in the p ě 2 variables and square-integrable with ErI p pf n,p q 2 s Ñ 1, as n Ñ 8, then the following conditions are equivalent:
(i) ErI p pf n,p q 4 s Ñ 3, as n Ñ 8, (ii) }f n,p b l f n,p } H bp2p´2lq Ñ 0, as n Ñ 8, for every l " 1, . . . , p´1, (iii) }DI p pf n,p q} Notice that D is the standard Malliavin derivative operator and f n,p b l f n,p is the contraction of order l, see Section 2.2. The equivalence of (i), (ii) and (iv) has been found in [17] by Nualart and Peccati, the equivalence of either one of these conditions with (iii) has been proved later by Nualart and Ortiz-Latorre in [16] . Considering the proof of [16, Theorem 4] , it is easy to see that condition (iii) above can be replaced by:
This is remarkable since conditions of this form play a crucial role in [1] and in the main result of the present paper. Since this characterisation has been published, limit theorems have been extended beyond standard normal target variables. In [9] , Nourdin and Peccati establish, for p ě 2 even, necessary and sufficient conditions for a sequence tI p pf n,p qu n of multiple Wiener integrals to converge in law to a Gamma random variable. The conditions found by Nourdin and Peccati use contractions, convergence of the first moments of I p pf n,p q and Malliavin derivatives. In particular, the results of [9] cover the convergence in law of a sequence of multiple Wiener integrals to a random variable X 1 Law " ř k i"1 pN 2 i´1 q with N i independent standard normal variables and 1 ď k ă 8. X 1 has a centered χ 2 law with k degrees of freedom. The authors also prove that the convergence is stable in this case. More results about stable convergence can be found in [18] and in the more recent work [7] .
For the case p " 2, linear combinations of independent centered χ 2 distributed random variables are important since it is known that every element X 2 of the second Wiener chaos has a representation of the form X 2 Law " ř n i"1 α i pN 2 i´1 q, where 1 ď n ď 8 and tN i u i is a sequence of independent standard normal variables, see [6, Theorem 6.1] . It is proved in [12] by Nourdin and Poly, that every sequence tI 2 pf n,p qu n which converges in law has a limit of the form α 0 N 0`ř n i"1 α i pN 2 i´1 q, where N i are independent standard normal variables. In particular for n ă 8, Nourdin and Poly provide necessary and sufficient conditions for the convergence in law to a random variable of this form using contractions instead of cumulants. In [12, Theorem 3.4 ] the authors use cumulants and a polynomial Q to characterise this convergence in law.
The idea of using polynomials to find necessary and sufficient conditions for the convergence in law has proved to be useful. In [1] , the authors consider the more general problem of finding necessary and sufficient conditions for a sequence tF n u n to converge to a random variable with a representation of the form " N p0,1q, (1.2) where H is a class of functions. Different classes H lead to distances such as the Wasserstein, total variation and Kolmogorov distance, see [11, Appendix C] for details. Upper bounds for the total variation and smooth distances are proved in [10] and [13] . For most of these results, the distance of a distribution to a centered normal distribution or a centered χ 2 distribution with ν degrees of freedom is considered. Recently, in [3] a new estimate is proved for the Wasserstein distance of a distribution to a centered χ 2 distribution with ν degrees of freedom. In particular, the authors find a new necessary and sufficient criterion for sequences living in a fixed Wiener chaos to converge in law to X 1 defined above.
The results of [1, Theorem 3.2] are the starting point of the present work. As anticipated, we shall consider a sequence tF n u n of random variables living in a finite (fixed) sum of Wiener chaoses and provide necessary and sufficient conditions for F n Law Ñ X 4 , as n Ñ 8, where k ă 8 and X has the following, more general form:
The representation in 
Results and plan
The paper is organized as follows:
-In Section 2, we introduce the necessary notations and give a brief introduction to Malliavin calculus. The basic elements of this theory shall be needed in the forthcoming proofs. -In Section 3, we prove our characterisation in Theorems 3.8 and 3.11. The main Theorem 1.1 is then a direct consequence of these theorems. -In Section 4, we apply Theorem 1.1 to several situations, such as the convergence in law to a normal variable or a centered χ 2 distributed random variable with k 1 degrees of freedom. We shall also recover the results of [1] . In Theorem 4.5, we give sufficient conditions, based only on cumulants and contractions.
-In Section 5, we give criteria which can be used to determine whether a sequence converges stably. -In Section 6, we prove that certain classes of random variables cannot appear as target variables if our sequence lives in a fixed Wiener chaos of odd order.
Preliminaries

Multiple Wiener integrals
The reader is referred to [11] , [15] or [2] for a detailed introduction to multiple Wiener integrals. Consider the real Lebesgue space H " L 2 pr0,T s, λ T q, where λ T is the Lebesgue measure on r0, T s. The real separable
Hilbert space H is endowed with the standard scalar product xh, gy H :" ş T 0 hgdλ for all h, g P H. We write
, T s p , and define H dp as the subspace of H bp containing exactly the functions which are symmetric on a set of Lebesgue measure T p . Consider a complete probability space pΩ, P, F q and a standard Brownian motion pW t q tPr0,T s with respect to P and the filtration pF t q tPr0,T s . Define for every h P H:
, Pq, in other words W phq is square-integrable. We have for h, g P H:
ErW phq W pgqs " ErI 1 phq I 1 pgqs " xh, gy H .
More generally the q-th Wiener chaos is defined as closed linear subspace of L 2 pΩq which is generated by the random variables of the form H q pW phqq where h P H with }h} H " 1 and H q is the q-th Hermite polynomial. The elements of the q-th Wiener chaos can be represented as multiple Wiener integrals. For every f p P H dp :
It is well known that every F P L 2 pΩq has a representation of the form F " ř 8 p"0 I p pf p q, where I 0 pf 0 q " f 0 " ErF s and the right-hand side converges in L 2 pΩq. We have moreover for p, q ě 1:
For two function f p P H dp and g q P H dq , the contraction of r indices is defined for 1 ď r ď p^q by:
. . , t p´r , sqg q pt p´r`1 , . . . , t p`q´2r , sq dλ r psq.
We have f p b r g q P H p`q´2r . The symmetrization of f p b r g q is f pbr g q . We shall also need the multiplication formula for multiple Wiener integrals. For f p P H dp and g q P H dq , we have:
r!ˆp r˙ˆq r˙I p`q´2r pf pbr g.
Malliavin calculus
The reader is referred to [11] , [15] or [1] for a detailed introduction to Malliavin calculus. Let k ě 1 and F be a random variable with F " f pW ph 1 q, . . . , W ph kwhere f n is an infinitely differentiable rapidly decreasing function on R k and h 1 , . . . , h k P H. Then F is called a smooth random variable and S is the set containing exactly the smooth random variables. The Malliavin derivative of F is defined by:
We write Dom D for the closed domain of D. Moreover the Malliavin derivative has a closable adjoint δ (under P). The operator δ is called the divergence operator or, in the white noise case, the Skorohod integral. The domain of δ is denoted by Dom δ, it is the set of square-integrable random variables v P L 2 pΩˆr0,T s, P bλ T q with:
for a constant c v (depending on v) and all F P D 1,2 where D 1,2 is the closure of the class of smooth random variables with respect to the norm:
With the scalar product xF, Gy 
Formula (2.3) can be generalized for multiple divergence (see [11, p.33] 
see [11] or [15] for details. For m ě 1, p ě 1 and the m-th Malliavin derivative D m F , we can define D m,p as the closure of the class of smooth random variables with respect to the norm }¨} m,p defined by:
Cumulants and Γ-operators
The reader is referred to [1] or [11] for a detailed introduction to cumulants, Malliavin operators and Γ-operators in particular. The r-th cumulant of a random variable F exists if the r-th moment of F exists and is defined as κ r pF q :" p´iq r d r dt r log ErexppitF qs |t"0 . The operator L, defined as L "´ř 8 q"0 qJ q , is the infinitesimal generator of the Ornstein-Uhlenbeck semi-group where J q is the orthogonal projection operator on the q-th Wiener chaos. The domain of L is D 2,2 . L admits a pseudo-inverse L´1 and for any F P L 2 pΩq, we have L´1F "´ř
, the sequence of random variables tΓ i pF qu i Ă D 8 is recursively defined as follows:
Γ i pF q " xDF,´DL´1Γ i´1 F y H , for i ě 1, and Γ 0 pF q " F . For F P D 8 and r ě 0, we define: M r pF q " Γ r pF q´ErΓ r pF qs.
Stable convergence
The concept of stable convergence is used in Section 5. The reader can find an extensive discussion of this topic in [5] or [4] , the basic facts are resumed in [7] . Consider a sequence tF n u n of real random variables on the complete probability space pΩ, F , Pq, see Section 2.1. Let F be a real random variable defined on some extended probability space`Ω 1 , F 1 , P 1˘. We say that F n converges stably to F , written F n st.
Ñ F , as n Ñ 8, if:
lim n E rZ exp piλF n qs " E 1 rZ exp piλF qs , for every λ P R and every bounded F -measurable random variable Z. Obviously, stable convergence implies convergence in law, whereas the converse does not hold in general. We notice that the P-completion of the σ-field generated by the set tI 1 pf q : f P H with }f } H " 1u is F . We have thus the following useful characterisation of stable convergence:
Main results
We start with an example in order to motivate the reader.
Example 3.1. Consider sequences th n,2 u n ,
for 1 ď i ď k 1 and 1 ď j ď k 2 and, as n Ñ 8:
with xk n,2 , k 1 n,2 y HbH Ñ 0, for any distinct sequences tk 2,n u n and k
We have then, see [19, Theorem 1] , as n Ñ 8:
where pN, R 1 , . . . , R k1 , P 1 , . . . , P k2 q J has a k 1`k2`1 -dimensional standard normal distribution. The continuous mapping theorem yields that, as n Ñ 8:
It is easy to see that the expression in Eq. (3.1) has a representation of the form I 4 pϕ n,4 q`I 2 pϕ n,2 q`ϕ n,0 for ϕ n,l P H dl , l " 0, 2, 4, and lim n ϕ n,0 " 0. We find with Slutsky's theorem that I 4 pϕ n,4 q`I 2 pϕ n,2 q
Remark 3.2. In the present paper we give necessary and sufficient conditions for weak convergence towards target variables as in Eq. (3.2). We illustrate now why this class of target variables is important. It is known, that every random variable X :" I 1 pf 1 q`I 2 pf 2 q with f 1 P H and f 2 P H d2 has a representation of the form
where
) is an orthonormal system in H, see [6, Theorem 6.2] . Suppose that 1 ď k 0 ă 8. In this representation, we may have α i " 0 or β i " 0. After rearrangement, Eq. (3.3) leads to:
where all coefficients are non-zero and 0 ď k If k 1 0 " 0, the first sum equals 0 and we define a " 0 and choose h 0 arbitrary. Using that, for every h P H with }h} H " 1, we have I 1 phq 2´1 " I 2 ph b hq. We find with the linearity of the multiple Wiener integral and after renaming the coefficients and orthonormal functions in Eq. (3.4): 6) where N, R i , P j are independent standard normal variables living in the first Wiener chaos and:
. If k 1 " 0, we set b j " 0 for every j and the empty sum in the representations above is removed. Notice that an empty product equals 1. We proceed similarly if k 2 " 0. If on the other hand k 1 ‰ 0, we suppose that b j ‰ 0 for every j " 1, . . . , k 1 . We proceed similarly if k 2 ‰ 0.
The following Lemma shows that random variables with a representation as in Eq. (3.6) extend the class of random variables with a representation as in Eq. (1.2) by adding a (possibly correlated) normal variable. 
, where N, R 1 , . . . , R k1 , P 1 , . . . , P k2
q where λ i ‰ 0 for 1 ď i ď n if n ą 0 and:
. . .
and Σ is positive definite.
Then: Proof.
(1) Consider a ‰ 0 and X
The desired representation follows easily after renaming both, coefficient and normal variables.
q as in (B) and U :" pU 0 , U 1 , . . . , U n q J " N p0 pn`1qˆ1 , Σq for a positive definite matrix Σ as defined in (B). We have det Σ " 1´ř 
. . , V n q J :" B´1U , then Cov pV q " B´1CovpU qB´J " B´1ΣB´J " I pn`1qˆpn`1q , thus V has a n`1-dimensional standard normal distribution and:
Noticing that some of the covariances σ i may be zero, Eq. (3.7) yields the representation (A) after renaming the independent standard normal random variables and the coefficients.
We shall need the characteristic function and the cumulants of X, defined in Eq. (3.5) and (3.6).
Lemma 3.5. Consider k 1 , k 2 ě 0 and
as defined in Eq. (3.5) and (3.6) where N, R 1 , . . . , R k1 , P 1 , . . . , P k2
" N p0, 1q. We have with ∆ l :" 4c
for the characteristic function ϕ X of X:
where, as usual, an empty product equals 1 and an empty sum equals 0. Moreover ϕ X is the unique solution of the initial value problem yp0q " 1 and:
Proof. Using the characteristic function of the non-central χ 2 distribution and the representation:
we find for the characteristic functions:
Hence, with the independence of the standard normal random variables:
Notice that
, for every real constant α, thus ϕ 1 X pxq equals:
Multiplying by ś k1 j"1 p1´2ixb j q ś k2 j"1 p1´2ixc j q 2 ‰ 0 yields:
Thus ϕ X is a solution of the initial value problem. The uniqueness of the solution follows sincé
is continuous and bounded on every (real) interval. It is enough to apply the Picard-Lindelöf theorem.
Remark 3.6. Notice that it may be possible to simplify the differential equation if not all coefficients are pairwise different. In Theorem 1.1, 3.8 and 3.11, this simplification may yield a polynomial of smaller degree. For a special case, this problem is discussed in Theorem 4.8 and Remark 4.9. For the rest of this section we shall allow that not all coefficients are pairwise different. In the case of pairwise different coefficients, the differential equation cannot be simplified and the same observation holds for the polynomials in the previously cited theorems.
Lemma 3.7. Consider k 1 , k 2 ě 0 and
" N p0, 1q. Then, for r ě 2:
Proof. We have κ 2 pN q " a 2 , κ r pN q " 0 for r ą 2 and κ r pR 2 j´1 q " 2 r´1 pr´1q!. We notice:
hence for r ě 2:
ff .
Using the formula for the cumulants of the non-central χ 2 distribution, we have for S " N pµ, 1q:
thus:
The result follows now with the independence of the random variables.
We can now prove the first part of our main result: a sufficient criterion for the convergence in law to X.
Theorem 3.8. Consider k 1 , k 2 ě 0 and
" N p0, 1q. Suppose that at least one of the parameters a, k 1 , k 2 is non-zero. Consider a sequence tF n u n of non-zero random variables with F n " ř p i"1 I i pf n,i q for p ě 2 fixed and tf n,i u n Ă H di for 1 ď i ď p. Define:
If the following conditions hold, as n Ñ 8:
(1) κ r pF n q Ñ κ r pXq, for r " 1, . . . ,degpP q,
Proof. Notice that an empty product equals 1 and an empty sum equals 0. We prove the result for a ‰ 0, the other case can be treated similarly. We shall use and extend an idea of Nourdin and Peccati, see [9, Paragraph 3.5] . Since sup n κ 2 pF n q ă 8, we have with Chebychev's inequality that the sequence tF n u n is tight. We shall use the following corollary of Prokhorov's Theorem: Consider a tight sequence tF n u n of random variables. If every subsequence tF n k u k which converges in law has the same limit Y , then the initial sequence tF n u n converges in law to Y . We consider thus a subsequence tF n k u k which converges in law to some random variable Y . We notice that lim k κ 2 pF n k q " lim n κ 2 pF n q " κ 2 pXq, hence sup k ErF 2 n k s ă 8. Since tF n u n lives in a fixed finite sum of Wiener chaoses, the hypercontractivity property implies sup k Er|F n k | r s ă 8 for every
Hence Y is a non-zero random variable and we have lim k κ r pF n k q " κ r pY q for every r. On the other hand we have lim n κ r pF n q " κ r pXq for r " 1, . . . ,degpP q, thus:
To simplify the notations and to avoid complicated indices we shall write from now on tF n u n for the subsequence. By the previous corollary, the proof is complete if we can prove that ϕ Fn converges to ϕ X . We shall prove this by showing that ϕ Y " lim n ϕ Fn solves the initial value problem of Lemma 3.5. This implies that ϕ Y " ϕ X and hence Y Law " X. The proof is divided in 5 steps:
• Step 1: We show that ϕ 1 Y p0q " 0 and find an alternative representation for ErexppixF n qΓ r pF n qs.
• Step 2: We calculate:
and:
r!2 r´1 ErexppixF n qs ErΓ r´1 pF n qs. (3.10)
• Step 4: We find an expression for
•
Step 5: The proof is completed by showing that the expressions found in the last two steps are equal. Then ϕ Y is the unique solution to the initial value problem in Lemma 3.5, Y and X are thus equal in distribution and F n Law Ñ X, as n Ñ 8.
For the ease of notation, we define k :" 2k 2`k1 , G 1 pxq :" ś k1 j"1 p1´2ixb j q and G 2 pxq :"
Step 1. The random variable Y is non-zero and has moments of every order. We notice that for x " 0, the differential equation of Lemma 3.5 holds for ϕ Y if we can prove ϕ 1 Y p0q " 0. We notice that Er|F n |s ă 8, hence ϕ We suppose now that x ‰ 0 and calculate ErexppixF n qΓ r F n s for r P N. For r P t0, 1u:
Fn pxq, and for r ą 1:
ErexppixF n qΓ r pF n qs " ErexppixF n qxDF n ,´DL´1Γ r´1 pF n qy H s " 1 ix ErxD exppixF n q,´DL´1Γ r´1 pF n qy H s " 1 ix ErexppixF n qr´δDL´1Γ r´1 pF n qss " 1 ix ErexppixF n qrΓ r´1 pF n q´ErΓ r´1 pF n qsss " 1 ix ErexppixF n qΓ r´1 pF n qs´1 ix ErexppixF n qs ErΓ r´1 pF n qs.
Iteration yields:
ErexppixF n qΓ r pF n qs "´ipixq´rϕ
Step 2. We calculate now the sum in (3.9). We have:
With Eq. (3.11) we have thus:
r!2 r´1´´p ixq´1 ErΓ r´2 pF n qs´pixq´2 ErΓ r´3 pF n qs´. We calculate the sum in (3.10) using ErΓ r pF n qs " κ r`1 pF n q{r! and ErΓ 0 pF n qs " ErF n s " 0:
Step 3. We have thus for the limit of the expression on the right-hand side of Eq. (3.13), as n Ñ 8:
We have, as n Ñ 8:ˇˇˇˇE
r!2 r´1 ErΓ r´1 pF n qs, using Eq. (3.12) and Eq. (3.14), we have with lim n ErΓ r pF n qs " κ r`1 pXq{r! for r " 1, . . . ,degpP q´1:
We have used that lim n ϕ 
Step 4. We have:
Step 
If ϕ Y pxq ‰ 0, we can divide by iϕ Y pxq and compare the coefficients of x, x 2 , x 3 , . . . on the left-and righthand side of Eq. (3.18). For this final part of the proof, see Appendix. Considering the previous remarks, this concludes the proof. This is basically due to the differential equation derived in Lemma 3.5 from which follows Eq. (3.18). For special cases, such as the case considered in [1] , the differential equation simplifies considerably and therefore a relatively simple recurrence for the moments of the target variable can be proved. In [1] , the authors have used this recurrence to prove their main result. In the general case however, this recurrence is hard to handle, therefore we have chosen to use differential equations rather than recurrence relations. We illustrate now how the proof of the crucial equation can be simplified for the class of target variables considered in [1] . Notice that for a " c i "
where P pxq :" x ś k i"1 px´b i q. We use the following relation which can be proved by induction over l:
where 1 ď l ď k´1 and:
and T 
and for the right-hand side of Eq. (3.19):
This proves that Eq. (3.19) holds.
In the general case, the calculation of ř degpP q´2 r"l P pr`2q p0q pr`2q!2 r`1 κ r´l`2 pXq pr´l`1q! is lengthy. The following relations are needed and can be proved by induction over l, for the ease of notation define k 1 :" 2k 2`k1`1ra‰0s :
and: 
We notice that for the proof it is essential that, as n Ñ 8:
Since | exppixF n q| " 1, the triangle inequality shows that it is sufficient to have:
r!2 r´1 pΓ r´1 pF n q´ErΓ r´1 pF n qsqˇˇF n fi flˇˇˇˇˇfi fl Ñ 0, as n Ñ 8. This L 1 -convergence is weaker than L 2 -convergence which results typically from the CauchySchwarz inequality, used to control unbounded factors. (4) Different random variables X may lead to the same polynomial P . Let N be a standard normal variable,
zero, then Theorem 3.8 yields the polynomial P pxq " xpx´1q 2 . A similar observation holds for [12, Theorem 3.4] where the constant µ 0 only appears in the limit of the second cumulant. In our case, the condition (1) of Theorem 3.8 discerns both cases. For special cases it may be useful to consider a polynomial which is different from the 'standard polynomial' defined in Theorem 3.8. This observation is founded in the initial value problem established in Lemma 3. r!2 r´1 pΓ r´1 pXq´ErΓ r´1 pXqsq " 0‚" 1.
Proof. In this proof all the equalities between random variables hold with probability 1. We use the representation for X given in Eq. (3.5).
(1) We prove by induction over r ě 1:
Notice that all iterated contractions on the right hand side of Eq. (3.23) run over r`1 functions.
For r " 1, we have with the stochastic Fubini theorem and the multiplication formula for multiple Wiener integrals:
The claim follows since the expectation of every multiple Wiener integral is 0. Suppose now that the claim holds for some r ě 1, then:
Hence Eq. (3.23) follows for r`1.
(2) For r ě 2, we have the following equalities:
where the last equality holds if exactly one of the functions g 1 , . . . , g r equals f 1 , all remaining functions g i being equal to f 2 . We notice that ph ib h i qb 1 ph 
To prove Eq. (3.25), we suppose first that g 2 " f 1 and g 1 " g 3 " . . . " g r " f 2 . Then:
Since g 1 " g 3 " . . . " g r " f 2 , it is now easy to see that:
If, on the other hand g 1 " . . . " g l " f 2 for l ą 1, we can use Eq. (3.24) to see that
and we can proceed as above and see that Eq. r!2 r´1 pΓ r´1 pXq´ErΓ r´1 pXqsq lives in the sum of the first two Wiener chaoses. We consider the projection of the random variable above on the first respectively on the second Wiener chaos. We have with Eq. (3.23):
r!2 r´1 pΓ r´1 pXq´ErΓ r´1 pXqsq‚"
If a " 0, we have:
If a ‰ 0, we have P 1 p0q " 0, hence Eq. (3.26) holds in both cases and:
We have for the projection on the second Wiener chaos with Eq. (3.24): r!2 r´1 pΓ r´1 pXq´ErΓ r´1 pXqsq‚, the claim of the Lemma follows now directly.
Theorem 3.11. Consider k 1 , k 2 ě 0 and
as defined in Eq. (3.5) and Eq. (3.6) where N, R 1 , . . . , R k1 , P 1 , . . . , P k2
" N p0,1q. Suppose that at least one of the parameters a, k 1 , k 2 is non-zero. Consider a sequence tF n u n of non-zero random variables with F n " ř p i"1 I i pf n,i q for p ě 2 fixed and tf n,i u n Ă H di for 1 ď i ď p. Define:
If F n Law Ñ X as n Ñ 8, then the following limits hold, as n Ñ 8:
r!2 r´1 pΓ r´1 pF n q´ErΓ r´1 pF n qsqˇˇF n fi flˇˇˇˇˇfi fl Ñ 0.
Proof. The proof of this theorem is identical to [1, Theorem 3.2, Proof of (i)Ñ (iii) ]. It is enough to replace [1, Lemma 3.1] by Lemma 3.10.
Proof of Theorem 1.1 The main result of this paper is now a direct consequence of Theorem 3.8 and Theorem 3.11.
Remark 3.12.
(1) We notice that, for any sequences of integrable random variables tF n u n and tG n u n , we have that Er|F n |s Ñ 0 implies Er| ErF n |G n s|s Ñ 0, as n Ñ 8:
Er| ErF n |G n s|s ď ErEr|F n | |G n ss " Er|F n |s Ñ 0, as n Ñ 8.
Hence, with the notations of Theorem 1.1, a set of sufficient conditions for F n Law Ñ X, as n Ñ 8, is:
(1') κ r pF n q Ñ κ r pXq, for r " 1, . . . , degpP q,
r!2 r´1 pΓ r´1 pF n q´ErΓ r´1 pF n qsqˇˇˇˇˇˇα fi fl Ñ 0 , where α ě 1. If α " 2,we can use Eq. (2.1) to calculate the expectation in (2'). (2) For α " 2, conditions (1') and (2') can be expressed in terms of conditions for contractions. However the resulting conditions are usually complicated as indicates the following example:
Consider p ě 2 even, a ‰ 0, b ‰ 0 and a sequence of functions tf n,p u Ă H dp such that, as n Ñ 8:
Define sets A l and B l for every even integer l with 2 ď l ď 3p´4:
A l :" ps,tq P N 2 : 1 ď s ď p´1 , 1 ď t ď p^p2p´2sq , 3p´2ps`tq " l ( , B l :" ts P N : 1 ď s ď p´1 , 2p´2s " lu ,
and:
cpp, s, tq :" pps´1q!pt´1q!ˆp´1 s´1˙2ˆp´1 t´1˙ˆ2 p´2s´1 t´1˙, kpp, sq :" ps´1q!ˆp´1 s´1˙2 .
Define for every even integer l a condition C l by:
If conditions C l hold for every even integer l with 2 ď l ď 3p´4, we have, as n Ñ 8:
The proof of this result is omitted, another example for such conditions can be found in [1, Theorem 4.1].
Applications
Recovering classical criteria
As a direct consequence of Theorem 1.1, we get the following Corollary 4.1 which extends [1, Theorem 3.2]. We have proved that (2) is necessary and sufficient for convergence in law whereas the authors in the cited reference need L 2 -convergence of the conditional expectation to prove F n Law Ñ X, as n Ñ 8. As pointed out in Remark 3.9 this results from the Cauchy-Schwarz inequality. Moreover, Corollary 4.1 extends the first part of [3, Proposition 1.7] to more general linear combinations of independent central χ 2 distributed random variables. As anticipated, if b 1 " . . . " b k " 1, the polynomial P can be simplified.
" N p0, 1q and b i ‰ 0 for i " 1, . . . , k, see Eq. (3.5) and (3.6). Define P pxq " x ś k j"1 px´b i q. Let tF n u n be a sequence of non-zero random variables such that each F n lives in a finite sum of Wiener chaoses, i.e. F n " ř m i"1 I i pf n,i q for n ě 1 and m ě 2 fixed, tf n,i u n Ă H di for 1 ď i ď m. The following two asymptotic relations (1) and (2) are equivalent, as n Ñ 8:
(2) (a) κ r pF n q Ñ κ r pXq, for r " 2, . . . , k`1,
r!2 r´1 pΓ r´1 pF n q´ErΓ r´1 pF n qsqˇˇF n ffˇˇˇˇˇff Ñ 0.
Proof. Use Theorem 1.1 with a " k 2 " 0.
We come now to the seminal paper [17] of Nualart and Peccati in which the authors have characterised the convergence in law to a standard normal random variable. Since this first paper, the conditions given in [17] have been extended, see for instance [9] . Taking k 1 " k 2 " 0 and a " 1, we have with Theorem 1.1 the following characterisation which corresponds to condition piii 1 q cited in Section 1.2:
Corollary 4.2. Consider X " aI 1 ph 0 q for I 1 ph 0 q " N p0, 1q and a ‰ 0. Define P pxq " x 2 , let tF n u n be a sequence of non-zero random variables such that each F n lives in a finite sum of Wiener chaoses, i.e. F n " ř m i"1 I i pf n,i q for n ě 1 and m ě 2 fixed, tf n,i u n Ă H di for 1 ď i ď m. The following two asymptotic relations (1) and (2) are equivalent, as n Ñ 8:
Proof. The equivalence of (1) and (2) follows directly from Theorem 1.1 since:
r!2 r´1 pΓ r´1 pF n q´ErΓ r´1 pF n qsq "
If (2) holds, we have clearly lim n κ 2 pF n q " a 2 . If (1) holds, the latter limit follows from [1, Lemma 3.3] .
We use now Remark 3.12 to recover more criteria for the convergence in law, see Corollary 4.3. Notice that (1) is [11, Theorem 5.3.1] for the case of a sequence tF n u n living in a fixed sum of Wiener chaoses, whereas (2) is the sufficient part of the criterion given in [9, Eq. (
Since all L p -norms inside a fixed sum of Wiener chaoses are equivalent, the criterion given in (2) below is thus necessary and sufficient. Corollary 4.3. Consider X " aI 1 ph 0 q for I 1 ph 0 q " N p0, 1q and a ‰ 0. Define P pxq " x 2 and let tF n u n be a sequence of non-zero random variables with κ 2 pF n q Ñ a 2 , as n Ñ 8.
(1) If F n " ř m i"1 I i pf n,i q for n ě 1, m ě 2 fixed with tf n,i u n Ă H di for 1 ď i ď m and, as n Ñ 8:
2) If F n " I p pf n,p q with tf n,p u n Ă H dp and, as n Ñ 8:
New applications
For the rest of the section we suppose that p is even. Notice that if p is odd, we cannot have:
as n Ñ 8 for k 1 ě 1, sup n }f n,p } H bp ă 8 and
This can be checked using the third cumulant and Eq. (2.1), see [9, Remark 1.3] . More generally, if p ě 3 is odd, we can exclude a large set of possible target random variables by using the fact that all odd-order cumulants are zero, see Section 6 for details.
The following Lemma shall be needed to prove a sufficient criterion based on the convergence of some contractions and cumulants. Lemma 4.4. Consider p 1 , p 2 ě 1, f P H dp1 and g P H dp2 . We have for 0 ď r ď p 1^p2 :
Proof. The first inequality is a standard result. The first equality follows from [14, Eq. (2.5)]. The next inequality follows from the Cauchy-Schwarz inequality. The last inequalities follow from the following general result:
which is, again, a consequence of the Cauchy-Schwarz inequality.
Theorem 4.5. Consider k 1 , k 2 ě 0 and
" N p0, 1q. Suppose that at least one of the parameters a, k 1 , k 2 is non-zero. Consider a sequence tF n u n of non-zero random variables with F n " I p pf n,p q for p ě 4 fixed, even, and tf n,p u n Ă H dp . Define:
and generally f n,pb pl`1q p{2 f n,p :"´f n,pb plq p{2 f n,p¯bp{2 f n,p . As n Ñ 8, we have I p pf n,p q Law Ñ X if the following hold:
Proof.
(1) We notice that, for p ě 4 even, condition (4.2) is equivalent to:
If p " 2, we have necessarily k 2 " 0 and the convergence in law of sequences tI 2 pf n,2 qu n is completely characterised by necessary and sufficient criteria in [12] , see Remark 4.6.
(2) We first prove that, except for the contractions f n,pb prq p{2 f n,p for r " 2, . . . , degpP q, all the contractions appearing in the representation of Γ r´1 pI p pf n,p qq´ErΓ r´1 pI p pf n,p qqs for r " 2, . . . , degpP q converge to zero (in the corresponding Hilbert-space norm). With [1, Proposition 2.1], we have for i ě 1 that Γ i pI p pf n,p qq´ErΓ i pI p pf n,p qqs equals:
where S i is the set of elements pr 1 , . . . , r i q such that: 1 ď r 1 ď p , . . . , 1 ď r i ď pip´2r 1´. . .´2r i´1 q^p; r 1 ă p , . . . , r 1`. . .`r i´1 ă ip{2 , pi`1qp´2r 1´. . .´2r i ‰ 0, and c p pr 1 , . . . , r i q is defined recursively, see [1, Proposition 2.1]. For pr 1 , . . . , r i q P S i z tpp{2, . . . , p{2qu, we prove that, as n Ñ 8:
If r 1 ‰ p{2, we have }f n,pbr1 f n,p } H bp2p´2r 1 q Ñ 0, as n Ñ 8, since r 1 ‰ p. If i ě 2 and r 1 " p{2, let r 1 " . . . " r j " p{2 and r j`1 ‰ p{2 with 1 ď j ď i´1. We have r j`1 ‰ p, since otherwise the definition of S i yields the following contradictions:
and: 0 ‰ pi`1qp´2r 1´. . .´2r i " pi`1qp´2pi´1qp{2´2p " 0, if j`1 " i.
Thus, with Lemma 4.4:
Since 1 ď r j`1 ď p´1 and r j`1 ‰ p{2, we have that 1 ď p´r j`1 ď p´1 and p´r j`1 ‰ p{2. Thus }f n,p b p´rj`1 f n,p } H bp2r j`1 q Ñ 0, as n Ñ 8, since sup n }f n,p } H bp ă 8, Eq. (4.4) is proved. (3) With Eq. (4.4), we have for i ě 1, as n Ñ 8:
where we have used the definition of c p and [1, Proposition 2.1]. For i " 0, we have trivially ErpΓ 0 pI p pf n,p qqÉ rΓ 0 pI p pf n,p qqs´I p pf n,p2 s " 0. Thus, as n Ñ 8:
r!2 r´1´Γ r´1 pI p pf n,p qq´ErΓ r´1 pI p pf n,p qqs´c On the other hand, as n Ñ 8:
The result follows with Eq. (4.5) and (4.6), the reverse triangle inequality, Theorem 1.1 and Remark 3.12.
Remark 4.6. If p " 2 and tf n,2 u n Ă H d2 , it is known that I 2 pf n,2 q Law Ñ X 1 as n Ñ 8 implies that X 1 has a representation as in Eq. (1.2) with k 1 ď 8 and k 2 " 0. In particular, if k 1 ă 8, k 2 " a " 0 and p " 2, Theorem 4.5 holds and is the sufficient part of [1, Proposition 3.1]. It is shown in [1] that the conditions of Theorem 4.5 are also necessary for the case p " 2. The case p " 2, k 1 ă 8, a ‰ 0 and k 2 " 0 is not covered by [1] but it can be shown that the conditions given in Theorem 4.5 are also necessary conditions for this case. This can be proved using [12, Theorem 3.4] and [11, Eq. (2.7.17)].
Example 4.7. Consider p ě 2 and sequences of non-zero functions tf n,p u n , tg n,p u n Ă H dp and th n,2p u n Ă H dp2pq such that, as n Ñ 8:
" N p0, 1q. We have then, see [19, Theorem 1] , as n Ñ 8:
where pR 1 , R 2 , N q J has a 3-dimensional standard normal distribution. Using the continuous mapping theorem, [17, Theorem 1] and proceeding as in [9, Proposition 4.1], it is easy to see that, as n Ñ 8:
where ϕ n,2p :" f n,pb f n,p´gn,pb g n,p`hn,2p . Alternatively the latter convergence in law can be proved using Theorem 4.5. Define:
We shall need the following limits, as n Ñ 8: (1) We prove that lim n κ 4 pI 2p pϕ n,2p" κ 4 pXq. The convergence of the cumulants of order 2 and 3 can be seen similarly using (a)-(f) and [9, Eq. (3.4)]. We use κ 4 pI 2p pϕ n,2p" ErI 2p pϕ n,2p q 4 s´3 ErI 2p pϕ n,2p q 2 s 2 and [9, Eq. (3.6)]:
The fifth equality follows from [9, Theorem 1.2.(iv)]. For the last equality we have used that, for independent random variables, the cumulant of the sum equals the sum of the cumulants and κ r pN q " 0 for every 2 ď r ď 4. We have thus proved Eq. (4.1). Notice that Eq. (4.2) holds because of (f). We have P pxq " x 2 px´1qpx`1q and:
We check now Eq. (4.3):
2`ϕ n,2pbp ϕ n,2p´k2p f n,pb f n,p´k2p g n,pb g n,p˘›
as n Ñ 8. Theorem (4.5) yields now I 2p pϕ n,2p q Law Ñ X, as n Ñ 8.
We consider now the convergence in law to random variable with a centered χ 2 law and compare the new criterion of Theorem 4.5 with the main result of [9] . We shall see that in this case, both criteria are equivalent. " N p0, 1q. Consider a sequence tF n u n of non-zero random variables with F n " I p pf n,p q for p ě 2 even fixed and tf n,p u n Ă H dp . Define P pxq " xpx´1q k1 and suppose that κ 2 pF n q Ñ 2k 1 as n Ñ 8. The following conditions a., b. and c. are equivalent, as n Ñ 8:
3) κ r pI p pf n,pÑ κ r pXq, for r " 1, . . . , deg pP q.
Proof. The equivalence of a. and b. is proved in [9] . We prove the equivalence of b. and c. for k 1 ě 2 since b. and c. are clearly equivalent if k 1 " 1. Suppose that b. holds, than a. holds as well and sup n ErF 2 n s ă 8 together with the hypercontractivity property yields that sup n Er|F n | r s ă 8 for every r ě 1, thus ErF r n s Ñ ErX r s for every r P N. Hence c.3) holds. We have with k " k 1 :
where we have used that ř k r"0ˆk r˙p´1 q r " p´1`1q k " 0. We have for l ě 2, as n Ñ 8:
hence c.2) follows with the triangle inequality. Suppose now that c. holds. We have to prove that }c
This completes the proof. 
Stable convergence
In this section we consider sequences of non-zero random variables living in a finite sum of Wiener chaoses. The sequences are supposed to converge in law to a non-zero target variable X and we ask whether the sequence also converges stably. Our first result follows from [8, Theorem 1.3] . As before, we shall write ϕ Y for the characteristic function of a random variable Y . 
" N p0, 1q. Assume that tg n,p u n Ă H dp with sup n }g n,p } H bp ă 8 and, as n Ñ 8:
If I p pg n,p q Law Ñ X, as n Ñ 8, then: 2) or, equivalently, for every F -measurable random variable Z:
where F is introduced in Section 2.1, and X is independent of the underlying Brownian motion.
Proof. Consider f P H with }f } H " 1. We have to prove that, as n Ñ 8:
see Section 2.4, where I 1 pf q is independent of X. Since I p pg n,p q is a non-zero random variable, we have }g n,p } H bp ‰ 0 for every n P N. 
[8, Theorem 1.3] yields with a n :" 1{
A, as n Ñ 8:
n,p q˘‰ " lim n E rexp pit 1 I 1 pf q`it 2 a n I p pg n,p qqs " lim n pE rexp pit 1 I 1 pf q`it 2 aI p pg n,p qqs E rexp pit 1 I 1 pf q`it 2 aI p pg n,ppexppit 2 pa n´a qI p pg n,p qq´1qsq .
We have with |e ix´1 | ď |x| for every x P R: 
q is the characteristic function of pI 1 pf q, Xq J where I 1 pf q is independent of X, we have that Eq. (5.3), or equivalently Eq. (5.2) holds. Since f P H with }f } H " 1 is arbitrary, the statement follows with the remarks of Section 2.4. For the next results, the target variables are (again) supposed to have the form: 4) where N, R 1 , . . . , R k1 , P 1 , . . . , P k2 are independent standard normal variables and b i ‰ 0 for 1 ď i ď k 1 , as well as c j d j ‰ 0 for 1 ď j ď k 2 . We suppose that at least one of the parameters k 1 , k 2 is positive. We shall use the convention 0 0 :" 1.
Theorem 5.3. Consider p ě 3, k 1 , k 2 ě 0 and X as defined in Eq. (5.4) . Suppose that tg n,l u n Ă H dl with sup n }g n,l } H bl ă 8 for 1 ď l ď p and:
i"1 px´b i q ś k2 i"j px´c j q 2 and suppose that, as n Ñ 8:
If the following two conditions hold, as n Ñ 8, for every f P H with }f } H " 1 and k :" 2k 2`k1 :
Ñ X, as n Ñ 8, and X is independent of the underlying Brownian motion.
Proof. Theorem 3.12, Eq. (5.5) and Eq. (5.6) imply that F n Law Ñ X, as n Ñ 8. Define:
:" E rexp pipt 1 I 1 pf q`t 2 F nxDI 1 pf q, DF n y H s , A m :" E " exp pipt 1 I 1 pf q`t 2 F nxDI 1 pf q,´DL´1Γ m pF n qy H ‰ 1 rmě0s , ϕ n pt 1 , t 2 q :" E rexp pipt 1 I 1 pf q`t 2 F n qqs .
The obvious dependence of pt 1 ,t 2 q is dropped in the first equalities. The proof is divided in three steps:
• we derive two equations involving derivatives of ϕ n , • we prove that the sequence pI 1 pf q, F n q J ( n is tight and that we have pI 1 pf q, F n q J Law Ñ pI 1 pf q, Xq J , as n Ñ 8, where X is independent of I 1 pf q, • we conclude that F n st.
(1) Consider pt 1 , t 2 q P RˆR˚. Then for r ě 2 with Γ s pF n q :" 0 for s ă 0:
We have used the integration by parts rule and´δDL´1F " F´ErF s for every F P L 2 pΩq. Repeating this first calculations once again, we find:
and iteration yields finally:
With Bϕn Bt2 pt 1 , t 2 q " i E rexp pipt 1 I 1 pf q`t 2 F nF n s, we find:
Hence, for all pt 1 , t 2 q P RˆR˚:
(5.9)
With Γ 1 pI 1 pf qq´1 " 0, we find for pt 1 , t 2 q P R˚ˆR:
0 " E rexp pipt 1 I 1 pf q`t 2 F npΓ 1 pI 1 pf qq´1qs
" E " exp pipt 1 I 1 pf q`t 2 F nxDI 1 pf q,´DL´1I 1 pf qy H ‰´ϕ n pt 1 , t 2 q
(2) We prove that the sequence pI 1 pf q, F n q J ( n is tight. We have with the Markov inequality, for K Ñ 8:
Consider a subsequence pI 1 pf q, F n l q J ( l which converges in law to a random vector V " pV 1 , V 2 q J . If we have that V is the same for every converging subsequence and V
Law
" pI 1 pf q, Xq J , where I 1 pf q and X are independent, then we have that pI 1 pf q, F n q J ( n converges in law to the same limit. We have that ϕ n l pt 1 , t 2 q " E rexp pipt 1 I 1 pf q`t 2 F n l qqs Ñ ϕ pV1,V2q J pt 1 , t 2 q ": ϕ˚pt 1 , t 2 q, as l Ñ 8. 
and since BϕB t1 p0, t 2 q " 0, the differential equation (5.13) holds for every pt 1 , t 2 q P R 2 . We have thus a system of partial differential equations, given by Eq. (5.12) and Eq. (5.13), with the conditions ϕ˚p0, 0q " 1 and BϕB t1 p0, t 2 q " BϕB t2 pt 1 , 0q " 0. We notice that the calculations in the proof of Theorem 3.8, in particular Step 1, Eq. (3.12) and Eq. (3.13) show that the function pt 1 , t 2 q Þ Ñ ϕ X pt 2 q satisfies Eq. (5.12) and we have ϕ X p0q " 1 as well as ϕ 1 X p0q " 0. For a standard normal random variable M , the function pt 1 , t 2 q Þ Ñ ϕ M pt 1 q satisfies Eq. (5.13) and we have ϕ M p0q " 1 as well as ϕ 1 M p0q " 0. A solution of the system is given by the function pt 1 , t 2 q Þ Ñ ϕ M pt 1 qϕ X pt 2 q. Suppose thatφ is another solution of the system. Define Ψpt 1 , t 2 q :"φpt 1 , t 2 q{pϕ M pt 1 qϕ X pt 2 qq. Notice that ϕ M pt 1 qϕ X pt 2 q ‰ 0 for t 1 , t 2 P R. For t 2 ‰ 0, Eq. (5.12) yields an expression of the form Bφ Bt2 pt 1 , t 2 q "φpt 1 , t 2 q Qpt 2 q, where Q is a function which depends only on t 2 . Since Eq. (3.12) and Eq. (3.13) hold, we have with the same function Q the representation BϕX Bt2 pt 2 q " ϕ X pt 2 q Qpt 2 q. Hence:
We find
A similar calculation shows that BΨ Bt1 pt 1 , t 2 q " 0, hence ∇Ψ " 0 on R 2 . We conclude that Ψ is constant and since Ψp0, 0q " 1, we have that:
We have finally that every subsequence which converges in law, has the same limit pI 1 pf q, Xq J with X independent of I 1 pf q. Since the P-completion of the σ-field generated by tI 1 pf q : f P H, }f } H " 1u is the σ-field F of the Brownian motion, an application of [7 4) . Suppose that tg n,p u n Ă H dp with sup n }g n,p } H bp ă 8. Define P pxq " x 1`1 ra‰0s ś k1 i"1 px´b i q ś k2 j"1 px´c j q 2 and suppose that, as n Ñ 8:
If the following condition holds, as n Ñ 8, for every f P H with }f } H " 1:
Proof. We prove that Eq. (5.7) and Eq. (5.8) hold, Theorem 5.3 yields then the statement.
(1) We have, as n Ñ 8:
We have used the stochastic Fubini theorem for multiple Wiener integrals, and Eq. (5.7) holds since |exp pipt 1 I 1 pf q`t 2 I p pg n,p| " 1. (2) To prove that Eq. (5.8) holds, we notice that Γ b pI p pg n,phas a representation as a finite linear combination of random variables of the following form: 
• Let A :" pb`1qp´2pr 1`. . .`r b q ą 1, then p. . . pg n,pbr1 g n,p q . . .qb r b g n,p px 1 , . . . , x A q has a representation as finite linear combination of integrals of the following form: • Suppose that tg n,l u n Ă H dl with sup n }g n,l } H bl ă 8 for 1 ď l ď p, and: Ñ X, as n Ñ 8, where X is independent of the underlying Brownian motion, then for every f P H with }f } H " 1:
(1) Eq. (5.7) and Eq. (5.8) hold, (2) lim n´ř p´1 l"2 pl`1q!xg n,l´1bl´1 g n,l`1 , fbf y HbH`E " xDI 1 pf q, DF n y 2 H
‰¯"
0.
Proof. (1) Consider an arbitrary element f P H with }f } H " 1. The stable convergence and the independence property imply that pI 1 pf q, F n q J Law Ñ pI 1 pf q, Xq J , as n Ñ 8, where X is independent of I 1 pf q. Hence: lim n ϕ n pt 1 , t 2 q " lim n Erexppipt 1 I 1 pf q`t 2 F n qqs " ϕ I1pf q pt 1 qϕ X pt 2 q, and Eq. (5.9) implies that Eq. (5.8) holds for every pt 1 , t 2 q P RˆR˚. With Eq. (5.10), we have that Eq (5.7) holds for every pt 1 ,t 2 q P R˚ˆR. To see that Eq. (5.7) holds for t 1 " 0, calculate the derivative with respect to t 1 :
Bϕ n Bt 1 pt 1 , t 2 q " i E rexp pipt 1 I 1 pf q`t 2 F nI 1 pf qs hence:
Bϕ n Bt 1 p0, t 2 q " i E rexppit 2 F n qI 1 pf qs " i E " exppit 2 F n qp´δDL´1I 1 pf‰ " i E rexp pit 2 F n q xit 2 DF n , DI 1 pf qy H s .
By the continuous mapping theorem, we have pexppit 2 F n q, I 1 pfpl`1q!xg n,l´1b f, g n,l`1b1 f y H bl`ErxDI 1 pf q, DF n y 2 H s"
pl`1q!xg n,l´1bl´1 g n,l`1 , fbf y HbH`E rxDI 1 pf q, DF n y 2 H s¸.
The last equality can be checked directly using the definition of contractions.
Corollary 5.7. Let the notations and assumptions of Theorem 5.6 prevail and suppose that F n " ř p l"1 I l pg n,l q st.
Ñ X, as n Ñ 8, where X is independent of the underlying Brownian motion. Consider f P H arbitrary.
1. If F n " I p pg n,p q, then we have lim n }g n,pb1 f } H bpp´1q " 0. 2. If lim n }g n,l`1bl´1 g n,l´1 } HbH " 0, for every 2 ď l ď p´1, then we have lim n }g n,lb1 f } H bpl´1q " 0, for every 1 ď l ď p. 3. If F n " I p´1 pg n,p´1 q`I p pg n,p q, then we have lim n }g n,p´1b1 f } H bpp´2q " lim n }g n,pb1 f } H bpp´1q " 0.
We can recover [9 Proof. This result follows directly from Theorem 6.3.
Corollary 6.6. Consider p ě 3 odd, k ě 1. Suppose that tf n,p u n Ă H dp and sup n }f n,p } This equality holds (again) for k 1 ě 0 and k 2 ě 0. Comparing Eq. (7.4) and Eq. (7.6), we find the desired equality of the terms in x m on the left-hand and the right-hand side of Eq. (7.1).
