Abstract
Introduction
The sensor responses of a device such as a digital camera depend both on the surfaces in a scene and on the prevailing illumination conditions: an object viewed under two. different illuminants will yield two different sets of sensor responses. For humans however, the perceived colour of an object is more or less independent of the illuminant; a 'Corresponding author.
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Nottingham NG1 4BU United Kingdom geraldschaefer @ ntu.ac.uk white paper appears white both outdoors under bluish daylight and indoors under yellow tungsten light, though the responses of the eyes' colour receptors, the long-, mediumand short-wave sensitive cones, will be quite different for the two cases. Researchers in computer vision have long sought algorithms to make colour cameras equally colour constant.
Colour constancy algorithms can be divided into two main categories: physics-based and statistically-based. While statistical algorithms try to correlate the distribution of colours in the scene with statistical knowledge of common lights and surfaces, physics-based methods are based on an understanding of how physical processes manifest themselves in images. Physical processes that have been exploited in this context include shadows [7] , interreflections [lo] and specularities [14] . Perhaps the best studied physics-based colour constancy algorithms, and the ones which show the most (though still limited) functionality, are based on the dichromatic reflectance model. This model (proposed by Shafer [ 161) describes the reflectance behaviour of inhomogeneous dielectrics. Inhomogeneous dielectrics are composed of more than one material with different refractive indices; usually there exist a vehicle dielectric material and embedded pigment particles. Examples of inhomogeneous dielectrics include paints, plastics, and paper. Under the dichromatic model, the light reflected from a surface comprises two physically different types of reflection, interface or surface reflection and body or subsurface reflection. The body part models conventional matte surfaces. Here light enters the surface, is scattered and absorbed by the internal pigments, some of the scattered light is then re-emitted randomly, thus giving the body reflection Lambertian character. Interface reflection which models highlights, and for which the light does not enter the surface but is reflected in a mirror-like way, usually has the same spectral power distribution as the illuminant. Because light is additive the colour signals from inhomogeneous dielectrics will then fall on what is called a dichromatic plane spanned by the reflectance vectors of the body and the interface part respectively.
As the specular reflectance represents essentially the illuminant reflectance, this illuminant vector is contained in the dichromatic plane of an object. The same is obviously true for a second object. Thus, a simple method for estimating illumination colour is to find the intersection of the two dichromatic planes. Indeed, this algorithm is well known and has been proposed by several authors [4, 13, 19, 18, 211 . Dichromatic colour constancy algorithms, like other physics based approaches, are theoretically able to provide an illuminant estimate given two surfaces in a scene. In practice however, these algorithms only work on 'toy' images, for example images containing highly saturated plastic objects or similar scenes viewed under controlled conditions. To the authors' knowledge the dichromatic colour constancy algorithm has not been shown to work reliably on natural images. The reasons for this are twofold. First, an image must be segmented into different dichromatic regions. Unfortunately, this general segmentation has proven to be very hard to solve. The second and more serious problem is that the dichromatic computation is not robust. When the interface and body reflectance RGBs are close together (the case for most surfaces) the dichromatic plane can only be approximately estimated. Moreover, this uncertainty is magnified when two planes are intersected. This problem is particularly serious when two surfaces have similar colours. In this case the dichromatic planes have similar orientations and the recovery error for illuminant estimation is often very high.
In this paper we show that by incorporating statistical knowledge about common lights we can significantly improve the performance of the physics-based dichromatic colour constancy algorithm. We provide a concise mathematical derivation of the least-squares solution for the optimal intersection point for two or more dichromatic planes. Here, though our approach is different, we are simply summarizing existing work reported in the literature. The algorithms of Tominaga [18] and Lee [13] (when extended to the 3-dimensional case) can also be shown to be optimal in the least-squares sense (though, this was not shown in their original papers). Next, we show that by placing constraints on the possible illumination we are able discard unlikely or even impossible solutions obtained from the least-squares intersection. In particular we use, similar to [6], the convex hull of common lights to restrict the possible solution. Using this illumination set, described as a set of linear constraints, together with the least-squares formulation of the intersection, we almost end up with a quadratic programming (QP [ 1 11) problem (least-squares with convex constraints can be optimally solved using quadratic program-. ming). But, because we can only recover illumination up to a multiplicative scaling, we need to place a non-linear constraint on the magnitude of the recovered illuminant vector. Least-squares with convex and quadratic constraints can be solved with sequential quadratic programming (SQP [ 111) .
Recent statistical studies tend to suggest that the set of illuminants, which through the physics of superposition is convex, is better described by a non-convex shape [3] . Describing illuminant colours using alpha shapes [5, l] provides a more accurate and smaller set of illuminants. Moreover, since alpha shapes are defined as the union of convex regions, it is a simple matter to find the best intersection within the alpha shape. We simply carry out SQP for each of the convex constituents of the alpha shape. Thus, it is possible to find the best dichromatic plane intersection when there are both convex and non-convex constraints placed on illumination.
Experiments on a large set of images [2] show that our regularised intersection algorithm indeed delivers significantly better performance compared to the unconstrained classical dichromatic approach: The (median) recovery error using the constrained solution is less than half that of the unconstrained case and is comparable to performance delivered by statistical colour constancy algorithms [2] . That comparable performance is achieved is notable for two reasons. First, the only statistical knowledge that we are exploiting is knowledge about illuminant colour. The best statistical algorithms [2, 91 place constraints on surface reflectances as well. Second, our results are achieved using the most naive of image segmentations. We simply take an image, divide it into blocks and treat each block as a possible dichromatic surface. For the purposes of our algorithm a block is deemed dichromatic if it has 2-dimensional colour variation. We are currently investigating whether we might incorporate surface statistical information together with a more reasonable segmentation to improve results.
The rest of the paper is organised as follows. Section 2 provides a brief review of colour image formation and the dichromatic reflection model. Section 3 derives our new algorithm in detail. Section 4 gives experimental results while Section 5 concludes the paper.
Background

Image Formation
An image taken with a linear device such as a digital colour camera is composed of sensor responses that can be described by p_ = /c C(X)R(X)dX The colour signal C(X) itself depends on both the surface reflectance S(X) and the spectral power distribution E(X) of the illumination. For pure Lambertian (matte) surfaces C(X) is proportional to the product S(X)E(X) and its magnitude depends on the angle(s) between the surface normal and the light direction(s). The brightness of Lambertian surfaces is independent of the viewing direction.
Dichromatic Reflection Model
In the real world, however, most objects are nonLambertian, and so have some glossy or highlight component. The combination of matte reflectance together with a geometry dependent highlight component is modeled by the dichromatic reflectance model [16, 19, 20, 12, 171 .
The dichromatic reflection model for inhomogeneous dielectric objects states that the colour signal is composed of two additive components, one being associated with the interface reflectance and the other describing the body (or matte) reflectance part [16] . Both of these components can further be decomposed into a term describing the spectral power distribution of the reflectance and a scale factor depending on the geometry. This can be expressed as where CI(X) and Cg(X) are the spectral power distributions of the interface and the body reflectance respectively, and mI and mg are the corresponding weight factors depending on the geometry 8 which includes the incident angle of the light, the viewing angle and the phase angle. Equation (2) shows that the colour signal can be expressed as the weighted sum of the two reflectance components. Thus the colour signals for an object are restricted to a plane.
Making the roles of light and surface explicit, Equation (2) can be further expanded to Since for many materials the index of refraction does not change significantly over the visible spectrum it can be assumed to be constant. SI(X) is thus a constant and Equation where R, G, and B are the red, green, and blue pixel value outputs of the digital camera. Because the RGB of the interface reflectance is equal to the RGB of the illuminant E we rewrite (6) making this observation explicit: B
Dichromatic Colour Constancy
Equation (7) shows that the RGBs for a surface lie on a two-dimensional plane, one component of which is the RGB of the illuminant. If we consider two objects within the same scene (and assume that the illumination is constant across the scene) then we end up with two RGB planes. Both planes however contain the same illuminant RGB. This implies that their intersection must be the illuminant itself. Indeed, this is the essence of dichromatic colour constancy and has been proposed by several authors [4, 13, 19, 18,211.
Though theoretically sound, dichromatic colour constancy algorithms perform well only under idealised conditions. For real images the estimate of the illuminant turns out not to be that accurate. The reason for this is that in the presence of a small amount of image noise the intersection of two dichromatic planes can change quite drastically, depending on the orientations of the dichromatic planes. Dichromatic colour constancy tends to work well for highly saturated surfaces taken under laboratory conditions but much less well for real images.
Intersecting dichromatic planes
Least-squares intersection
While all dichromatic colour constancy algorithms rely on the intersection of dichromatic planes, they differ in detail for the case of more than two planes. Lee [ 131 projects the planes to dichromatic lines in chromaticity space and then finds the best intersection point (which defines the RGB illuminant colour up to an unknown scaling factor).
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For ease of derivation Lee casts the intersection problem as fitting a line in a dual space: lines are mapped to points and a line is fitted to the points. In the primal space the fitted line is the best intersection point of the dichromatic plane. Tominaga [ 181 finds the intersection using a null space approach. If we have two dichromatic planes then these might be represented by two pairs of RGBs. The first pair We see that 2 is an eigenvector of the matrix M which is the sum of projectors. Each projector is a 3 x 3 matrix of rank 2. Assuming at least two dichromatic planes have linearly independent plane normals, the combined projector matrix M will have full rank. Moreover, the matrix will be symmetric positive definite and so will only have realvalued eigenvectors. The eigenvectors of 3 x 3 symmetric positive definite matrices are easily found using standard techniques.
Convex illuminant constraint
The most successful colour constancy algorithms to date restrict their attention to colours for which common light sources exist rather than allow every potential illuminant estimate to be within the solution set [6,9,2] (saturated purple lights do not occur in nature). The illuminant constraint is implemented as a set of possible illuminants [9] or as a convex illuminant constraint where common light sources fall within that set [6, 21. Constraining the solution in this way results in significant performance gains compared to unconstrained algorithms.
Dichromatic colour constancy defined as the intersection of planes in RGr3 space as outlined above can potentially, due to noise, give any colour as the illuminant estimate. In fact, it can even result in physically impossible estimates (i.e. outside of the RGB cube). We propose to eliminate both impossible and unlikely estimates by placing a constraint on the possible illumination. Similar to [6,2] we begin by using the convex hull of common lights as our constraint. As we operate in the 3-dimensional prime space, and as we can't recover brightness [ 151, the convex hull is in fact an "open" hull that consists of a set of half-planes, each spanned by a line obtained from the convex hull as computed in chromaticity space and the origin.
This convex constraint can be expressed as a set of m linear inequalities. Each inequality is of the form of 5 o ( j = 1 , 2 , . . . , m ) (19) where zlj is the normal vector of the j-th half-plane of the convex set and 2 denotes a possible illumination direction.
Maximizing the quadratic objective function of Equation (14) subject to the convex constraints shown above is a quadratic programming (QP [ 111) problem (for which a globally optimal solution can be found using fast numerical techniques). However, because the illuminant cone is unbounded a QP problem formulated in this way will not converge to a solution. The larger the magnitude of 2 the larger (14) will be. As for the unconstrained case we also need to fix the length of the solution vector v in order to arrive at a meaningful solution. This is expressed by the Lagrange multiplier X in Equation (16) and represents a quadratic constraint So we must maximise (14) subject to convex constraints on the illuminant direction and a quadratic constraint on the illuminant. Quadratic programs with linear and quadratic constraints can be efficiently solved using the technique 'Chromaticity space can be chosen so that convex sets in the prime
Alpha shape constraint
Alpha shapes [5, 11 express the intuitive notion of "shape" of a point set S. An alpha shape is uniquely defined by the set S and a parameter a. A simplex belongs to the (2-dimensional) alpha shape Sa of S when there exists a circle of radius a that does not contain any point of S and where all the vertices of this simplex lie on its boundary. Consequently, the alpha shape with a: = 00 is identical to the convex hull of S, and the alpha shape with a = 0 identical to S itself.
Even though the convex hull of common lights represents a small subset of colour space, not all areas within this convex hull seem to contain likely lights. Indeed, in [3] it is shown that the distribution of daylights is non-convex. Consequently, we propose to use the alpha shape s, of lights as a more stringent constraint for illumination. Finding the least-squares intersection subject to this alpha shape constraint again turns out to be an SQP problem. However, due to the non-convexity of the alpha shape the problem needs to be divided into a number of SQP problems each representing a convex subset of Sa. In a final step that solution which is closest to all planes is selected. Let us split the alpha hull (e.g. through triangulation) into p convex sets ck (IC = 1,2, . . , p ) where each convex set is defined relative to a set of constraints of the form @kg 5 0. To solve for the best plane intersection subject to the alpha hull constraint we solve for k individual SQP problems 
Experimental Results
We tested our algorithms on a large set of images reported in [2] . These image were captured with the intent of providing a benchmark set for colour constancy algorithms. We chose the "Mondrian" subset of these images. This comprises 22 objects, taken under up to 11 different lights. We chose this set because many of the images clearly have highlights but they are often subtle and so we get away from previous studies which required strong specularities.
Implicit in dichromatic colour constancy is the notion that images can be segmented into regions of different 1-602 dichromatic reflectance. Of course, segmentation is a hard problem and so we determined dichromatic planes using a much simpler (and we admit quite naive) strategy. Each image was simply segmented into blocks (size 20 x 20 pixels), then each block tested for dichromatic properties. A block was defined to be dichromatic if a 2-dimensional plane accounted for 98.5% of the variance of all the RGBs within the block (if this threshold is reached with l-dimensional fitting then the block is rejected (no dichromatic effect)). Of course, dichromatic reflectance is sufficient but not necessary to explain 2-dimensionality. Two matte surfaces in the same block would also generate RGBs that spanned a plane. However, assuming reflectances have reasonable extent this circumstance should be relatively rare. As such these spurious planes will contribute little to the overall best intersection calculation.
Based on the dichromatic planes detected in the image blocks we then solved for colour constancy using the unconstrained solution from Equation (18) . This solution serves as a control and accounts for the performance of classical dichromatic colour constancy algorithms. One of the nice features of the images that were used in the experiments is that the true illuminant vector is known. Thus, we define recovery error (as is usually done in colour constancy research) as the angle between the actual and recovered illuminant directions. The median and maximum estimation angular error statistics are reported in Table 1 . Also shown in Table 1 are the recovery results for our new illuminant constrained intersection algorithm. It is clear that placing a constraint on the illuminant leads to a substantial improvement in recovery (more than halving the median recovery error and also reducing the max error). To visually understand why we see this performance increase we show in Figure 1 a summary of the algorithm's performance. The chromaticities of the actual illuminant, unconstrained recovery, convex constraint and alpha hull constraint solutions are shown.
To further illustrate the results we plot the cumulative probability of the images against their estimation errors. This is shown in Figure 2 . We see that our new algorithms that incorporate constraints on the possible illumi- angular recovery error is recorded for over 50% of the images when our new algorithm is used. This level is very good and compares favourably with the best statistical algorithms [2]. In comparison to account for 50% of the images we incur an error of over 6 degrees for the unconstrained dichromatic algorithm.
Also clear in Figure 2 is that there are significant numbers of images for which neither algorithm performs well. Qualitatively we find that this is due to there being little highlights in the image or many distinct reflectances (and so many spurious dichromatic planes). Performance for these images should be able to be improved by either incorporating additional statistical information into our algorithm nants clearly outperform the classical approach. A 3 degree or through improved segmentation. We are currently inves-1-603 tigating these issues. Nevertheless, that we have obtained performance in the same ball park as advanced statistical algorithms is very encouraging. 
Conclusion
We have shown how the accuracy of colour constancy based on the dichromatic reflectance model can be greatly improved by restricting the solution to fall within a set of common illuminant colours. Starting with a mathematical derivation of the least squares intersection of dichromatic planes we introduce both convex and non-convex constraints and solve for the best intersection that satisfy these constraints. Experimental results on a large image set show that enforcing these constraints reduces the estimation error by more than half and provides performance comparable to the best colour constancy algorithms to date.
