Phase II dose finding studies in clinical drug development are typically conducted to adequately characterize the dose response relationship of a new drug. An important decision is then on the choice of a suitable dose response function to support dose selection for the subsequent Phase III studies. In this paper we compare different approaches for model selection and model averaging using mathematical properties as well as simulations. Accordingly, we review and illustrate asymptotic properties of model selection criteria and investigate their behavior when changing the sample size but keeping the effect size constant. In a large scale simulation study we investigate how the various approaches perform in realistically chosen settings. Finally, the different methods are illustrated with a recently conducted Phase II dosefinding study in patients with chronic obstructive pulmonary disease.
Introduction
A critical decision in pharmaceutical drug development is the selection of an appropriate dose for confirmatory Phase III clinical trials and potential marketing authorization. For this purpose, dose finding studies are conducted in Phase II to investigate the dose response relationship of usually 3 − 7 active doses in the intended patient population for a clinically relevant endpoint; see Ting (2006) among many others.
Traditionally, dose response studies were analyzed by treating dose as a categorical variable in an analysis-of-variance (ANOVA) model. Only in the past 20 years the use of regression modeling approaches where dose is treated as a quantitative variable has become more popular. We refer to, for example, Bretz et al. (2008) for an overview of both approaches, and the White Paper of the Pharmaceutical Research and Manufacturers of America (PhRMA) working group on adaptive dose ranging studies (Bornkamp et al. (2007) ) for a comparison of different ANOVA and regression-based approaches.
If a non-linear regression model is adopted, a natural question is which regression (i.e. dose response) function to utilize. This becomes even more important in the regulated context of pharmaceutical drug development, where the employed regression model should be pre-specified at the design stage. This specification thus takes place at a time, when only limited information is available about the dose response relationship, resulting in model uncertainty. Several authors (e.g. Thomas (2006) ; Dragalin et al. (2007) ) argued that a flexible monotonic model, such as an Sigmoid Emax model, can be used for all practical purposes, as it approximates the commonly observed dose response shapes well. While generally applicable, this flexible model can sometimes be challenging to fit with a small number of doses. In addition, while several models might fit the data similarly well, due to the often sparse data they might still differ on certain estimated quantities of interest, e.g. the target dose estimate.
The MCP-Mod method (see Bretz et al. (2005) ; Pinheiro et al. (2014) ; CHMP (2014)) tries to address the model uncertainty problem by acknowledging it explicitly as part of the methodology. The main idea is to determine a candidate set of dose response models at the trial design stage. After completing the trial one either selects a single dose response function out of the candidate model set or applies model averaging based on the individual model fits. Thus, the MCP-Mod approach allows one to employ either model selection or model averaging. Verrier et al. (2014) discussed by means of two real examples their experiences on how to proceed with model selection and model averaging using MCP-Mod in practice.
Model selection has the advantage that it results in a single model fit, which eases the interpretation and communication. But it is also known that selecting a single model and ignoring the uncertainty resulting from the selection will result in confidence intervals with coverage probability smaller than the nominal value, see for example Bornkamp (2015) for a high-level discussion or Chapter 7 in Claeskens and Hjort (2008) for a mathematical treatment. A partial solution to this problem is to use model averaging. By acknowledging model uncertainty explicitly as part of the inference one will typically obtain more adequate (i.e usually wider) confidence intervals. There exists empirical evidence that model averaging also improves the estimation efficiency (see Raftery and Zheng (2003) or Breiman (1996) ), even though authors did not consider dose-finding setting in particular.
The purpose of this paper is to investigate and compare different model selection and model averaging approaches in the context of Phase II dose finding studies. Accordingly, we introduce in Section 2 a motivating case study to illustrate the various approaches investigated throughout this paper. Next, we briefly review the mathematical background of different selection criteria and compare them with respect to some of their asymptotic properties in Section 3. In Section 4, we describe the results of an extensive simulation study. We revisit the case study in Section 5 and provide some general conclusions in Section 6.
A Case Study in Chronic Obstructive Pulmonary Disease (COPD)
This example refers to a Phase II clinical study of a new drug in patients with chronic obstructive pulmonary disease (COPD). The primary endpoint of the study was measured through the forced expiratory volume in one second (FEV 1 ) measured in liter, after 7 days of treatment. The objective of this study was to determine the dose response relationship and the target dose that achieves an effect of δ over placebo. In COPD an improvement δ of 0.1 − 0.14 liters on top of the placebo response are considered clinically relevant. To this end, four active dose levels (12.5, 25, 50 and 100 mg) were compared with placebo. Point estimates and standard errors for the treatment groups resulting from an ANCOVA fit are available from clinicaltrials.gov (NCT00501852). The original study design was a four-period incomplete block cross-over study; see also Verkindre et al. (2010) . For the purpose of this article we simulated a parallel group design of 60 patients per group (thus 300 patients in total), so that the point estimates and standard errors match the reported estimates exactly. Figure 2 .1 displays the mean responses at the five dose levels (including placebo) together with the marginal 95% confidence intervals. For our purposes, we assume that five candidate models had been identified at the design stage to best describe the data after completing the trial. More specifically, we assume the five dose-response functions summarized in Table 2 .1, namely the linear, quadratic, Emax, Sigmoid Emax and ANOVA model; see Section 3 for the notation used in Table 2 .1. The questions at hand are (i) which of these candidate models should be used for the dose response modeling step, (ii) whether model selection or averaging should be used, and (iii) which specific information criteria should be employed to perform either model selection or averaging. We will revisit and analyse this case study in Section 5. Figure 2.1: Mean responses and marginal 95% confidence intervals for the COPD case study. 
Model Selection and Model Averaging
We assume k different dose levels d 1 , . . . , d k , where often d 1 = 0 is the placebo. The Throughout this paper, we assume that the observations in (3.1) are realizations of random variables Y ij defined by
where ε 11 , . . . , ε kn k are independent and normally distributed random variables, i.e. ε ij ∼ N (0, σ 2 ). Here, η(d i , θ) denotes the mean response at dose d i . The competing dose response mean functions in (3.2) are denoted by η ℓ (d, θ ℓ ), ℓ = 1, . . . , L. For example, in the case study presented in Section 2 we assumed the L = 5 candidate models M 1 , . . . , M 5 , summarized in Table 2 .1. In the remainder of this section we give a brief overview of commonly used information criteria for selecting a model from a given class of competing models. All criteria can be represented in the form
Model Selection Criterion
where L N denotes the likelihood function and pen ℓ,I a penalty term which differs for the different models M ℓ and selection criteria I. Table 3 .1 summarizes the penalty terms of different criteria that will be introduced below and investigated in later sections.
Information criteria based on the AIC
AIC-based information criteria are often motivated from an information theoretic perspective. Let g(y|d) denote the true but unknown density of the response variable Y given the dose d. In order to estimate target doses of interest and the dose response curve, we want to identify a model M defined by a parametric density p M (y|d, θ M ) for the response variable Y from a given class of L parametric models which approximates the true density g(y|d) best. In order to measure the quality of the approximation we use the Kullback Leibler divergence (KL-divergence)
The KL-divergence serves as a distance measure between densities. It is nonnegative and equal to zero if g(y|d) = p M (y|d, θ M ). Based on the KL-divergence a model M from a given class of L models, say M 1 , . . . , M L , is called the best approximating model if its density (with corresponding optimizing parameter θ * M ) minimizes the KL-divergence to the true density g(y|d) compared to the KL-divergence of the other L − 1 models.
In practice, the identification of the best approximating model within a set of L candidate models M 1 , . . . , M L by minimizing the KL-divergence (3.4) is not possible because this criterion depends on the unknown true density. However the divergence and the parameters corresponding to the best approximation can be estimated from the data y 11 , . . . , y 1n 1 , . . . , y k1 , . . . , y kn k . Ignoring the terms that are the same across all models, one hence needs to minimize
where the expectation is taken with respect to the distribution of the maximum likelihood (ML) estimatorθ ℓ of the parameter θ ℓ in model
It is known that the empirical estimator of this quantity, the log likelihood
) is a biased estimator and overestimates Q N (M ℓ ), leading to overfitting (cf. Claeskens and Hjort (2008) ). A bias corrected estimator instead is given by
Using different estimators for the penalty term thus leads to different model selection criteria; see 
The coefficient 2 is added because of approximation arguments (see among others Claeskens and Hjort (2008) ). Hurvich and Tsai (1989) pointed out that the dimension d M ℓ is not a good estimator of the bias for small sample sizes and proposed the penalty term
, leading to the corrected AIC (AIC C ). Also, Takeuchi (1976) suggested the penalty term
, leading to Takeuchi's or the Trace Information Criterion (TIC), where K denotes the Fisher information matrix and J the negative inverse of the expectation of the second derivative of the log likelihood function. Both K and J are estimated; see Appendix A for details.
Information criteria based on the BIC
Roughly speaking, the Bayesian Information Criterion (BIC; Schwarz (1978) ) chooses the most likely model based on the data. More precisely, let P r(M 1 ), . . . , P r(M L ) denote the prior probabilities for the models M 1 , . . . , M L and p 1 (θ 1 ), . . . , p L (θ L ) prior distributions for the corresponding parameters θ 1 , . . . , θ L , respectively. Using Bayes' theorem and the observations y N = (y 11 , . . . , y 1n 1 , . . . , y k1 , . . . , y kn k ) the posterior probability of model M ℓ is given by
where
. . , L denotes the marginal likelihood (Wassermann (2000) and Claeskens and Hjort (2008) among others). Note that the denominator is the same for every model under consideration, so that we only have to compare the numerators in (3.6) in order to compare the models. Additionally, if we choose equal prior weights for the models, namely P r(M ℓ ) = 1/L for ℓ = 1, . . . , L, it suffices to consider the terms λ 1 , . . . , λ L for model selection. In this case, exact Bayesian Inference would use 2 log λ ℓ (y N ) for model M ℓ to compare between different models. For the BIC this value is approximated. Approximating the marginal likelihoods by a Laplace approximation one obtains (Claeskens and Hjort (2008) )
Therefore, the approximation is given by
The penalty term of the BIC only uses the terms of the approximation which converge to infinity with increasing sample size N:
(3.7) Draper (1995) proposed to add the constant term log(2π)p ℓ in (3.7) and we refer to this modification of the BIC as BIC 2 .
Properties
In this section we investigate two properties for the model selection criteria introduced so far. First, we discuss consistency as a method to compare different model selection criteria (Claeskens and Hjort (2008) ) and illustrate the theoretical results with a simulation study. Second, we investigate the behavior of the criteria if the effect size (the ratio of treatment effect and variability) stays constant, but the sample size changes, which is of particular importance when designing dose finding studies in pharmaceutical drug development.
Consistency
Consistency is a popular way to compare different model selection criteria. Consistency of an information criterion ensures that it picks the best approximating model (among the candidate models) with a probability converging to 1 with increasing sample size. In general, consistency of a model selection criterion of type (3.3) depends on the structure of the penalty term. If the best approximating model is unique, a sufficient condition for consistency is that the penalty term is strictly positive and when divided by the sample size converges to zero (see Claeskens and Hjort (2008) , pp. 100-101). All model selection criteria considered in Section 3.1 and 3.2 fulfill this requirement. However, if the best approximating model is not unique and there exist several best approximating models with different complexities (i.e. nested models), criteria with a fixed penalty (independent of the sample size) will not necessarily select the model with the smallest number of parameters in the set of best approximating models (see Claeskens and Hjort (2008), pp. 101-102) . Therefore the AIC and the TIC have a tendency to overfit, whereas the BIC and the BIC 2 do not. We illustrate this using simulations. For simplicity, we consider a situation with two candidate models: Emax and Sigmoid Emax; see Table 2 .1. The Emax model is nested within the Sigmoid Emax model when setting ϑ 3 = 1. We assume a fixed design where patients are equally randomized to one of the active doses d 1 = 0, d 2 = 1, . . . , d 9 = 8 and consider increasing sample sizes, starting with sample size N = 150, increasing to N = 150, 000. In the first scenario the Sigmoid Emax model is the correct model with parameter θ = (0, −1.81, 0.79, 2). As predicted by asymptotic theory the AIC, the BIC, the BIC 2 and the TIC select the right model with probability tending to 1, because there is a unique best approximating model, namely the true Sigmoid Emax model itself (see Figure 3 .1). Comparing the rates of convergence for the different criteria, we conclude that AIC and TIC perform better than BIC and BIC 2 in this scenario. In the second scenario the Emax model is the true model with parameter θ = (0, −1.81, 0.79). Both the Emax and the Sigmoid Emax model are closest to the true model with respect to the KL-divergence, because the Emax model is a special case of the Sigmoid Emax model with ϑ 3 = 1. As expected the BIC and BIC 2 choose the more complex Sigmoid Emax model with probability tending to 0 (see Figure 3 .2). The AIC and TIC choose the Sigmoid Emax model with probability tending to 15.7%. This value is the asymptotic probability that the AIC selects the Sigmoid Emax model, Claeskens and Hjort (2008) , p. 50). Summarizing, both the AIC and the TIC have a tendency to overfit asymptotically if the best approximating model is not unique.
Dependence on the sample size
In clinical practice, the sample size at the design stage is often calculated to ensure that the standard error of a quantity of interest (typically the treatment effect) is below a given threshold. From a practical viewpoint it would thus be desirable if a model selection criterion chooses the same dose response model regardless of the sample size as long as the standard error around the estimated dose-response curve remains the same.
In this context one would expect that a model selection criterion behaves similarly if there are 100 noisy observations (e.g., with a standard deviation of σ y = 10, thus resulting in a standard error σ y / √ 100 = 1) or if there are 10 less noisy observations (e.g., σ y = √ 10 resulting in the same standard error σ y / √ 10 = 1). We investigate the different model selection criteria with respect to this property using the following scenario. Consider the balanced case with equal group sample size n = n i at each dose level d i , i = 0, 1, . . . , 8. The observations are simulated from the Sigmoid Emax model with parameter θ = (0, −1.81, 0.79, 2) and normally distributed errors with standard deviation σ n = √ 0.01n. That is, the variance increases with the sample size. Standard results on maximum likelihood estimation show that the standard error of all estimators depends on the sample size only through the ratio σ n / √ n and consequently this choice gives a constant standard error across the different sample sizes. The candidate models are again the Emax and the Sigmoid Emax model and the group sample size is given by n = 1, 2, 3, 5, 10, 15, 20, . . . , 50. We calculate the probability that the model selection criteria AIC, BIC, BIC 2 and TIC select the Sigmoid Emax model under the assumption that the latter is the true model. The results are displayed in Figure 3 .3. We observe that the probability to choose the Sigmoid Emax model is nearly constant for the AIC and TIC, unless the sample size is very small. On the other hand the BIC's and the BIC 2 's probabilities depend on the sample size since the probability to select the Sigmoid Emax model decreases with increasing sample size. Thus the sample size influences model selection by BIC-type criteria not only through the standard error but also on its own. This is an important point to take into account when planning studies using BIC-like criteria.
Model averaging
Instead of selecting one model, model averaging can also be considered. From a Bayesian perspective model averaging arises as soon as a prior distribution supported on a candidate set of models is used, because the posterior distribution will then also be based on the same candidate models, weighted by their posterior model probability; see Wassermann (2000) . Non-Bayesian model averaging methods have also been proposed; see Hjort and Claeskens (2003) for a detailed description. For a given quantity of interest, say µ, these model averaging estimators are obtained by calculating a weighted average of the individual estimators of the candidate models M 1 , . . . , M L . One way of determining the model weights is to use transformations of the model selection criteria for each candidate model. More precisely, let µ denote the parameter of interest (e.g. the effect at a specific dose level) andμ ℓ the estimator of µ using the model M ℓ , ℓ = 1, . . . , L. Then the model averaging estimator based on the model selection criterion I is given bŷ
with corresponding weights Hjort and Claeskens (2003); Buckland et al. (1997) 
In Section 4 we will investigate model averaging estimators for each of the information criteria in Table 3 .1. Note that when BIC or BIC 2 are used, the resulting model weights are approximations of the underlying posterior model probabilities in a Bayesian model, although other criteria, such as the AIC have a Bayesian interpretation as well; see Clyde (2000) .
Bootstrap model averaging based on AIC and BIC
An alternative way to perform model averaging is to use bagging (bootstrap aggregating), as proposed by Breiman (1996) . In the following we investigate two estimators of µ based on bootstrap model averaging using either AIC or BIC. The essential idea is to bootstrap the model selection and use all bootstrap predictions for one final prediction. As different models might have been selected in each bootstrap resample, this method can also be considered as a model averaging method.
To be precise consider the sample
where n i > 1 for all i = 1, . . . , k. We determine the bootstrap estimator of µ based on the AIC and the BIC using R bootstrap samples:
Perform a stratified bootstrap on the sample
That is, we select a random sample 
Simulations
In this section, we report the results of an extensive simulation to investigate and compare the different model selection and averaging approaches in scenarios that are realistic for Phase II dose finding trials. In Section 4.1 we introduce the design of the simulation study, including its assumptions and scenarios. In Section 4.2 we describe the performance measurements used to evaluate the different approaches. In Section 4.3 we summarize the results of the simulation study.
Design of simulation study
Following the simulation setup of Bornkamp et al. (2007) , we investigate different constellations of sample sizes, number of active dose levels, and true dose response models. More precisely, we consider two sample sizes N = 150 and N = 250 for each of four different designs Ξ = (d 1 , . . . , d k ) of k = k(Ξ) active dose levels, assuming either five (A = {0, 2, 4, 6, 8}, k(A) = 5), seven (B = {0, 2, 3, 4, 5, 6, 8}, k(B) = 7), nine (C = {0, 1, 2, 3, 4, 5, 6, 7, 8}, k(C) = 9) or four (D = {0, 2, 4, 8}, k(D) = 4) active dose levels. In each case the total sample size N is equally distributed across the different active dose levels. If
is not an integer, we use a rounding procedure provided by (Pukelsheim, 2006, p. 307) . Further, we assume the five dose response models described in Section 2 with parameters given in Table 2 .1 as true models in the simulation. The errors in model (3.2) are normally distributed with standard deviation √ 4.5.
Thus, a scenario S is defined by the used total sample size N, the used design Ξ and the model used for generating the data. For example, one scenario is given by N = 150, Ξ = C and the Emax model as data generating model. Summarizing, there are S = 2 · 4 · 5 = 40 scenarios (two possible sample sizes, four possible designs and five possible data generating models).
In the first simulation study we exclude the ANOVA model from the list of candidate models under consideration, focussing on the first four models in Table 2 .1. That is, if the ANOVA model is used for generating the data, no dose response model in the candidate set can exactly fit the underlying truth, so that in this case we investigate the behavior under model misspecification. In the second simulation study we will add the ANOVA model to the candidate models under consideration, thus using all five models from Table 2 .1. Furthermore, we exclude the Sigmoid Emax model from the set of candidate models in scenarios based on the design D, since its parameters are not estimable under D. All results are based on N sim = 1000 simulation runs per scenario. In each simulation run the parameters of the different candidate models are estimated and the value I(M) is calculated for each model selection criterion specified in Table 3 .1 and for each dose response model specified in Table 2 .1. The bootstrap model averaging approach was used with R = 500 bootstrap simulations for each simulated trial. All simulations are performed using the R-package DoseFinding Bornkamp et al. (2013) .
Measurements of performance
We use the standardized mean squared error (SMSE) and the averaged standardized mean square error (ASMSE) to assess estimation of the dose effects and the target dose of interest, as well the proportion of selecting the correct dose response model to evaluate the performance of the model selection criteria.
For a given scenario S (out of the S = 40 scenarios) letη j,S (d,θ j,S ) denote the estimated regression model with corresponding estimated model parametersθ j,S which is selected by a given model selection criterion I in the j-th simulation run. Moreover, let η S (·, θ S ) denote the data generating dose response model of the scenario S. The mean squared error (MSE) of the treatment effect estimator at dose level d is then given by
The average mean squared error (AMSE) for an arbitrary design Ξ with k(Ξ) different active dose levels is given by AMSE(Ξ, S) = S) . In order to obtain comparability between the scenarios it is useful to standardize the average mean squared errors. This is achieved by dividing AMSE(Ξ, S) by the minimal average mean squared error
2 where the minimum is taken with respect to all models η M andθ
M is the maximum likelihood estimator of model M in the k-th simulation run of scenario S. The standardized MSE (SMSE) of scenario S for a specific selection criterion is then given by
and the averaged standardized MSE (ASMSE), i.e. the SMSE averaged over all simulation scenarios, is given by
Moreover, we consider model selection procedures to estimate the target dose achieving an effect of δ = 1.3 over placebo td η M (θ M ) = η −1 M (δ, θ M ) for a given dose response model M. Similarly as above, we then define the MSE as
Note that those simulation runs, where the estimated target dose is not contained within the dose range, are excluded from the MSE calculation. The standardization of the MSE is again achieved by dividing (4.3) by
2 where the minimum is calculated with respect to all models η M under consideration. The standardized MSE (SMSE) of scenario S for the target dose is then given by
and the averaged standardized mean square error for the target dose (ASMSE td ) is again obtained by averaging the SMSEs over all scenarios. Note that the estimator of the target dose is calculated by interpolation if the ANOVA model is selected by the model selection criterion I.
The model averaging estimatorsμ k (d) for the dose effect d and the target dose are obtained from (3.8) and (3.9), where the parameter µ is given by η(d, θ) and td η (θ), respectively. The definition of the weights in the model averaging procedure is slightly modified if the target dose estimator of a model lies outside the dose range. In this case the estimator is not used and the model averaging estimator is calculated from the weights of the remaining models if their weights sum up to a value greater than 20%. Otherwise this case is excluded. For bootstrap model averaging a similar approach is used, when there are more than 80% of the target dose estimators lying outside the design space for a given bootstrap run, it is excluded from the calculation. 4.3.1. Results based on the candidate models 1-4 in Table 2 .1
First, we consider the case where the ANOVA model is not among the candidate models used for analysis. In Table 4 .1 and 4.2 we display the ASMSEs defined in (4.2) for the designs A, B, C, D and for the target dose. The AIC and the TIC perform similarly and have the best average performance across all scenarios both for model selection and model averaging. Comparing model selection and model averaging it can be observed that the model averaging procedures generally perform slightly better on average than model selection.
To get an idea of the performance in each individual scenario we ranked the model selection and model averaging approaches for each scenario according to their performance and display the ranks in Figure 4 .1. One can clearly see that almost all criteria perform best in some scenarios and worst in other scenarios, so no clear best criterion can be identified. It is interesting to observe, however, that for the BIC the performance is either very good or very bad, while for the AIC or TIC the performance is more balanced across all scenarios. The mixed performance of the BIC is due to the fact that it penalizes the complexity of a model more strongly. Consequently, it prefers the linear model because of its smaller number of parameters, even if it is not an adequate model. However, in situations when the linear model is the true one, the BIC performs best.
In terms of probabilities to select the true model, we observe that the AIC performs best with respect to these criteria; see Figures B.1, B. 2, and B.3 in Appendix B for the detailed results. The averaged probabilities over all scenarios to select the true model are given by 43%, 34%, 39%, 42% and 23% for the AIC, BIC, BIC 2 , TIC and AIC C , respectively, which also show some advantages for model selection based on the AIC. Summarizing, with this set of candidate models, (linear, quadratic, Emax and Sigmoid Emax), the AIC based estimators AIC and TIC (both for model selection as well as for model averaging) outperform those based the other criteria.
Model Selection vs. Model Averaging
In this section we compare the results of model averaging with those of model selection in more detail. In terms of the average performance, we observed that model averaging outperforms model selection (see Tables 4 One observes that across all scenarios model averaging tends to outperform model selection consistently, resulting in smaller SMSE, even though the differences are never substantial. The ratio of the SMSE(C, S) for BIC model selection and the SMSE(C, S) or BIC model averaging is given by 1.17, which means that on average 17% more observations are needed for model selection in order to result in an estimator of similar precision as obtained with the corresponding model averaging approach. Note that the individual improvement obtained by model averaging depends on the selection criterion.
Comparing the improvement by model averaging with respect to target dose estimation is even more substantial (see the left panel in Figure 4.3) .
In the right panels of Figure 4 .2 and of Figure 4 .3 we compare the model averaging using bootstrap with that based on the AIC and the BIC weights. We observe that the bootstrapping estimators yields slightly better results than the model averaging estimators except for the linear scenarios. For example, the SMSE(C, S) belonging to BIC model averaging is equal to 1.48 whereas the corresponding SMSE(C, S) of the BIC bootstrap estimator is smaller (SMSE(C, S) = 1.29) in the Emax scenario with sample size 250, design B (see red line in the right panel of Figure 4 .2).
The reason why the performance is worse for the linear model is that in general, more complex models are preferred by bootstrap model averaging (especially when using the AIC) which implicates a lower selection probability for the linear model. This behavior improves the performance of the bootstrap estimators in the non linear scenarios whereas it gets worse in the linear scenarios.
4.3.3. Simulation Results based on the candidate models 1-5 in Table 2 .1
From a practical point of view adding the ANOVA model to the set of candidate models can be considered helpful to safeguard against unexpected shapes, as the ANOVA model is extremely flexible. To compare the different criteria for model selection and model averaging, we calculated the same metrics as in the last section. In this case the superiority of the AIC and TIC cannot be observed anymore (see Figure 4 .4). The model selection criteria perform more similarly compared to each other (see Tables C.1, C.2 in Appendix C). In general, however, model averaging still outperforms model selection on average, the only exception to this is bootstrap model averaging based on the AIC. The ANOVA approach represents a rather complex model (one parameter per dose) and it seems that the AIC does not penalize this complexity strongly enough, thus leading to an inferior performance. The BIC is not affected similarly since it uses a higher penalty.
Considering the direct comparison of both candidate sets (namely the one with ANOVA and the one without ANOVA) using the SMSE (see Figure 4 .5, left plot) the criteria mostly perform better if the ANOVA model is not among the candidate models.
Model averaging estimators also perform better if the ANOVA model is not among the candidate models. can clearly see that the AIC with the ANOVA candidate model gets much worse, while the BIC is not affected. Summarizing, the performance of the model selection criteria depends sensitively on the candidate model set. Including the ANOVA model does not improve the performance of all criteria, it sometimes even deteriorates the performance. Of course this is due to the fact that the dose response shape for the ANOVA model considered here can be candidate models 
COPD Case Study Revisited
Taking into account the results from Sections 3 and 4 we now return to the COPD case study and the three questions posed in Section 2, which were (i) which of the candidate models should be used for the dose response modeling step, (ii) whether model selection or averaging should be used, and (iii) which specific information criteria should be employed to perform either model selection or averaging.
All dose response models introduced in Table 2 .1 were fitted to the COPD data from Section 2. The model fits are displayed in Figure D .1 in Appendix D. Visually all model fits are adequate, perhaps with the exception of the linear model, which seems to overestimate the placebo response.
When observing the results for the different information criteria in Table 5 .1 one can see that the AIC-type criteria are rather consistent among each other and favor the Emax with 36%, the quadratic model with 30%, followed by the Sigmoid Emax and the linear model with roughly 15% each and the ANOVA model with 6% in terms of model weights. The BIC-related criteria give more weight to the linear model (as already observed in the simulations), as they penalize the number of parameters more strongly. The BIC penalizes here considerably more strongly than the BIC 2 , giving 58% weight to the linear model, while the BIC 2 gives around 30% to each of the linear, quadratic and Emax models. The fitted curves based on model selection and model averaging for all approaches are displayed in Figure 5 .1. It can be seen that for most methods the difference between model selection and model averaging is not very large in this example, because the models that accumulate model weights lead to relatively similar fits. For the BIC and the BIC 2 , however a substantial difference can be observed between model averaging and selection: The linear model gets selected, but the Emax and quadratic model have almost equally large model weights. Model averaging seems particularly important in these situations, to adequately reflect the uncertainty in the modeling process. Regarding question (i) and (ii): The simulations in the last section showed a consistent benefit of model averaging over selection. So the proposal would be to use model averaging here. There does not seem to be a major difference between the weight-based and bootstrap model averaging in this particular example (see Table 5 .1 and Figure  5 .1). Regarding question (iii), in the simulations for a similar candidate set of models (which did not include ANOVA) the BIC showed a slightly worse behavior than the AIC, suggesting the use of the AIC-related criteria in this scenario.
The two main objectives of the study, were to evaluate the shape of the dose-response curve and doses achieving an effect of 0.1 − 0.14 liters on top of placebo. So in our situation we will use model averaging with the AIC with bootstrapping to answer these questions. The placebo effect of the curve was estimated with 1.25 (95 % CI: [1.18, 1.31] 
Conclusions
This paper compared different existing methods for model selection and model averaging in terms of their mathematical properties and their performance for dose-response curve estimation in a large scale simulation study.
In terms of their mathematical properties, it was reviewed and illustrated that the BIC-type criteria are consistent, while the AIC-type criteria asymptotically tend to prefer too complex models (see Figures 3.1 and 3 .2). It was also investigated, that BIC-type criteria select different models for different total sample size, even when the estimated dose-response curves and the uncertainty around each dose-response curve are the same (i.e. the confidence intervals width around the curve). This is different from other situations in clinical trial design, where only the standard error is important, not the total sample size by itself, and an important point to take into account at the trial design stage when using BIC-type criteria.
In terms of the simulation results we considered two candidate set of models, one did not include an ANOVA model and one included an ANOVA model. In the first situation AIC-type criteria overall performed slightly better than the BIC, which penalized the more complex models too strongly for most situations. However, when allowing the ANOVA model to be selected as well, it turned out that the AIC selected it too often in some situations, leading to a decreased performance. However, over all scenarios, models and model selection criteria there seemed little value in adding an ANOVA based model to the set of candidate models, for the scenarios we evaluated. Approaches that selected this model more often (like the AIC-type criteria) decreased in performance most, compared to the candidate set without the ANOVA model.
The most general observation from the simulation is however that the model averaging methods outperformed the corresponding model selection methods. Even though the benefit is typically not large, it is consistent across considered candidate sets, models, designs, total sample sizes, performance metrics and methods. In terms of which model averaging method to use (weights based or bootstrap) no clear message emerges. An advantage of the bootstrap model averaging method from a pragmatic perspective is that confidence intervals that take into account model uncertainty, are straightforward to obtain from the generated bootstrap samples. because here the estimatorθ ℓ is considered as fixed. Both the first and the second term within the sum depend on the true density g(y|d), whereas only the second one depends on the considered model M ℓ and its estimatorθ ℓ . Thus, we only need to estimate the term
in order to distinguish the quality of approximations.
For the estimation of Q N (M ℓ ) we replace the expected value and integral by the mean depending on the observations: Thus, an estimator for Q(M ℓ ) is given bŷ
is the likelihood function of model M ℓ evaluated at the parameter θ ℓ . In principle a model could be chosen from M 1 , . . . , M L which leads to the largest value ofQ N (M ℓ ) (ℓ = 1, . . . , 5). However, this naive estimator usually chooses the model with the largest number of parameters which often leads to an overfit of the data. This property is a consequence of the fact that the log likelihood function is an increasing function of the dimension d M of the parameter θ M . It is even possible to calculate the approximate bias (see Claeskens and Hjort (2008) ) as
where pen
denotes the Fisher information matrix and the matrix J,
, the negative inverse of the expectation of the second derivative of the log likelihood function. If the considered density p ℓ and the true density g coincide (i.e. model p ℓ is the true one) and certain regularity conditions (c.f. White (1982) ) are fulfilled, we have
In conclusion, a bias corrected estimator for the second part of the KL-divergence is given by (3.5). As outlined in Section 3.1, the AIC-based criteria from Table 3 .1 are based on this estimator Q * N (M ℓ ) using different estimators for the penalty term pen ℓ,I = pen ⋆ ℓ . Note that for the TIC the two matrices K and J −1 and thus p
respectively. The resulting penalty term is therefore given by tr(Ĵ −1 (M ℓ )K(M ℓ )) Takeuchi (1976).
B. Selection Probabilities
In this Section the probabilities that a selection criterion chooses a response model given a specific scenario are displayed in the case where the candidate models are given by the linear, the quadratic, the Emax and the Sigmoid Emax model. The fitted candidate models, namely the linear, the quadratic, the Emax, the Sigmoid Emax and the ANOVA model. The ANOVA model is given by the means at the different dose levels (which are given by the points in every figure) .
