[1] While most land models developed for use with climate models represent vegetation as discrete biomes, this is, at least for mixed life-form biomes, inconsistent with the leaf-level and whole-plant physiological parameterizations needed to couple these biogeophysical models with biogeochemical and ecosystem dynamics models. In this paper, we present simulations with the National Center for Atmospheric Research land surface model (NCAR LSM) that examined the effect of representing vegetation as patches of plant functional types (PFTs) that coexist within a model grid cell. This approach is consistent with ecological theory and models and allows for unified treatment of vegetation in climate and ecosystem models. In the standard NCAR LSM the PFT composition and leaf area for each grid cell are obtained by classifying grid cells as 1 of 28 possible biomes. Here, we develop a data set from 1-km satellite data that provides each model grid cell a unique PFT composition and leaf area for each PFT. Global simulations at 3°Â 3°s patial resolution showed that ground temperature, ground evaporation, and northern high-latitude winter albedo exhibited direct responses to these landscape changes, which led to indirect effects such as in soil moisture and sensible and latent heat fluxes. Additional simulations at 2°Â 2°a nd 1°Â 1°spatial resolution showed that low-resolution simulations masked landscape heterogeneity in both approaches but the satellite-based, continuous representation of vegetation reduced model sensitivity to resolution. It is argued that the use of spatially continuous distributions of coexisting PFTs is a necessary step to link climate and ecosystem models. INDEX TERMS: 0315 Atmospheric Composition and Structure: Biosphere/atmosphere interactions
Introduction
[2] Land models such as Biosphere-Atmosphere Transfer Scheme (BATS) [Dickinson et al., 1993] or simple biosphere (SiB) are the terrestrial component of climate models and simulate the exchanges of energy, water, and momentum between vegetation, soil, and the atmosphere. When coupled to climate models, they usually operate over coarse spatial resolution (e.g., 3°latitude by 3°longitude grid cells). Each grid cell is represented as one of several possible biomes or as multiple biomes when using subgrid mosaics. These biomes (Table 1) set vegetation characteristics such as albedo, roughness length, rooting depth, and stomatal physiology.
[3] The use of biomes is reasonable in a top-down modeling approach based on bulk parameterizations of grid cell fluxes of reflected solar radiation, sensible heat, latent heat, and surface stresses, biogeophysical fluxes typically required by atmospheric models. However, land surface models are expanding beyond their traditional biogeophysical roots to include biogeochemistry, especially photosynthesis and the carbon cycle [Bonan, 1995a; Denning et al., 1995 Denning et al., , 1996a Denning et al., , 1996b Foley et al., 1996; Sellers et al., 1996a; Craig et al., 1998; Dickinson et al., 1998; Cox et al., 1999; Kucharik et al., 2000] . The ecological basis for this is the recognition that the physiology of stomata has evolved as a compromise between two conflicting goals, permitting carbon uptake during photosynthesis while restricting water loss during transpiration [Cowan, 1977] . These ''third-generation'' land surface models [Sellers et al., 1997] explicitly link the physiology of stomata [e.g., Collatz et al., 1991 Collatz et al., , 1992 to the biochemistry of leaf photosynthesis [e.g., Farquhar et al., 1980] .
[4] Inclusion of photosynthesis and the carbon cycle poses a problem with the biome-based land classification. How does one obtain the necessary leaf physiological and whole-plant allocation parameters for a biome? For monocultures this is relatively easy. Ecological parameters for a needleleaf evergreen tree are used for a needleleaf evergreen forest biome. For mixed life-form biomes this is more difficult. What is the photosynthetic light response curve of a savanna, which consists of physiologically distinct grasses and trees? Rooting depths also vary greatly between these life-forms. In grasslands, photosynthesis and stomatal conductance differ between C 3 and C 4 plants. Mixed forests are particularly difficult; trees differ not only in physiology but also in phenology. Tundra consists of mixtures of nonvascular plants, herbaceous plants, broadleaf deciduous shrubs, and needleleaf evergreen trees. GLOBAL BIOGEOCHEMICAL CYCLES, VOL. 16, NO. 2, 10.1029 /2000GB001360, 2002 Copyright 2002 by the American Geophysical Union. 0886-6236/02/2000GB001360$12.00 [5] One solution is to recognize that biomes consist of individual species or plant functional types (PFTs) that do have measurable leaf physiology and carbon allocation. For example, the National Center for Atmospheric Research land surface model (NCAR LSM), considered to be a third-generation model [Sellers et al., 1997] , represents the vegetation in a grid cell as mixtures of 12 PFTs [Bonan, 1996] . Up to three PFTs can form distinct patches in a grid cell, with lakes and wetlands forming additional patches. Surface energy, water, and carbon fluxes are calculated separately for each patch.
[6] Ecologists developing physiologically based dynamic global vegetation models have wrestled with the same problem imposed by mixed life-form vegetation. Ecologists have long viewed landscapes as mosaics of vegetated patches with a structure and composition determined by site-specific microclimates, soils, geomorphology, and disturbance history [Gleason, 1926 [Gleason, , , 1939 Watt, 1947; Whittaker, 1956; Bormann and Likens, 1979; Shugart, 1984] . Vegetation units such as associations or biomes are arbitrary products of classification rather than natural units clearly defined in the field [Gleason, 1926 [Gleason, , 1939 Whittaker, 1956] . They are not emergent units, but are merely composed of plant species that coexist at a given point in space and time. As a result, plant functional types, which reduce the complexity of species diversity in ecological function to a few key plant types, are being advocated NET, needleleaf evergreen tree; NDT, needleleaf deciduous tree; BET, broadleaf evergreen tree; BDT, broadleaf deciduous tree; TST, tropical seasonal tree; ES, evergreen shrub; DS, deciduous shrub; ADS, arctic deciduous shrub; CG, C 3 grass; WG, C 4 grass; AG, arctic grass; C, crop; B, bare.
to predict the composition and functioning of ecosystems in a changing environment [Woodward and Cramer, 1996; Smith et al., 1997] . Indeed, models of vegetation dynamics and biogeography routinely use PFTs [Running and Coughlan, 1988; Running and Gower, 1991; Prentice et al., 1992; Running and Hunt, 1993; Neilson, 1995; VEMAP members, 1995; Foley et al., 1996; Haxeltine and Prentice, 1996; Schimel et al., 1997; Kucharik et al., 2000] .
[7] Representing the landscape as patches of PFTs is a common theme that can link climate and ecosystem models. It provides direct linkage to leaf-level ecophysiological measurements and ecological theory. In this paper, we explore the efficacy of the PFT approach in a land model for use with climate models. The NCAR LSM provides a convenient starting point because it already utilizes PFTs. However, the PFT composition of a grid cell is determined by 1 of 28 possible biomes (Table 2) . For example, savanna grid cells consist of 70% C 4 grasses and 30% tropical trees (Figure 1 ). Furthermore, all C 4 grasses and all tropical trees follow a specified annual cycle of leaf area index (LAI). All needleleaf evergreen forests, excluding wetland and lake patches, are 25% bare ground and 75% needleleaf evergreen tree; and all needleleaf evergreen trees have a height of 17 m, a maximum LAI of 5, and a minimum LAI of 4. The use of biomes to set PFT composition and structure homogenizes a heterogeneous land cover.
[8] The advent of high-spatial-resolution (e.g., 1 km) satellite land cover and LAI products allows us to expand on the existing PFT construct by separating vegetation composition (i.e., the number of PFTs and their abundance) from stand structure (e.g., LAI) and to provide a unique composition and structure for each grid cell (Figure 1 ). Oleson and Bonan [2000] explored this for boreal forests, representing the landscape as a continuous mosaic of coexisting physiologically distinct plants rather than as biomes. In this paper, we use global 1-km land cover and vegetation reflectance data sets, both based on advanced very high resolution radiometer (AVHRR), to develop and test a similar methodology for climate models.
Methods
[9] The original 12 PFTs used with the standard NCAR LSM were expanded to 15 to better match those used in dynamic global vegetation models. The geographic distribution and abundance of these 15 PFTs were derived from 1-km land cover and tree cover data sets using climate-based rules to define ecological variants of the principal PFTs. This is in contrast to the standard biome-based version of the model, in which the abundance of PFTs is defined by classifying the grid cell as 1 of 28 possible biomes (Table 2 ). In addition, monthly leaf area index for each PFT in each grid cell was created from the AVHRR archive to derive a more realistic phenology and to allow for spatial variability in the amount of leaves. This is in contrast to the standard model's prescribed monthly phenology for each PFT [Dorman and Sellers, 1989] and differs from previous LAI data products that classified grid cells into one of several biomes and derived a grid-average LAI [Myneni et al., 1997; Knyazikhin et al., 1998a Knyazikhin et al., , 1998b Sellers et al., 1994 Sellers et al., , 1996b Randall et al., 1996] . The model was run for two 20-year simulations, forced with prescribed atmospheric data, using the original biome-derived PFTs of the standard model and the satellite-derived PFTs of the new model. Simulations were repeated for 1°Â 1°, 2°Â 2°, and 3°Â 3°global horizontal resolutions to evaluate the sensitivity of each approach to spatial resolution.
Model Description
[10] The NCAR LSM simulates the exchange of energy, water, momentum, and carbon between the surface and the atmosphere [Bonan, 1996] . Vegetation effects are included by allowing for several PFTs that differ in leaf and stem areas, root profile, height, leaf dimension, optical properties, stomatal physiology, roughness length, displacement height, and biomass. In the standard model, 12 PFTs form 28 different biomes, each composed of multiple plant types and bare ground so that, for example, a mixed broadleaf deciduous and needleleaf evergreen forest consists of patches of broadleaf deciduous trees, needleleaf evergreen trees, and bare ground. The types of biomes (Table 2 ) and their geographic distributions are based on Olson et al. [1983] . Each patch, while co-occurring in a grid cell, is a separate column upon which energy, water, and carbon calculations are performed. Thus PFTs do not compete for light and water. Lakes and wetlands, if present, form additional patches. GDD > 1000 and T c > 22°C and driest month P mon > 25 mm Crop crop none a T c , temperature of coldest month. T w , temperature of warmest month. GDD, growing-degree days above 5°C. P ann , annual precipitation. P win , winter precipitation (Northern Hemisphere, November through April; Southern Hemisphere, May through October). P mon , monthly precipitation.
b A 1-km grid cell is assumed to be 50% C 3 and C 4 if GDD > 1000 and neither the C 3 nor C 4 criteria are met. [11] Soil effects are included by allowing thermal and hydraulic properties to vary depending on sand and clay content. Soils also differ in color, which affects soil albedo. Consequently, each grid cell is assigned a biome type (which determines the patch fractions for each PFT), the fraction of the grid cell covered by lakes, the fraction covered by wetlands, soil texture (percent sand, silt, and clay), and soil color.
[12] Bonan [1996] documents the model, and Bonan [1998] describes the climatology of the model coupled to the Community Climate Model. Comparisons with tower flux data show that the model reasonably simulates surface fluxes at several boreal forest and tundra [Lynch et al., 1999] sites. The model has been used to study land-atmosphere CO 2 exchange [Bonan, 1995a; Craig et al., 1998 ], the effect of lakes and wetlands 
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Figure 5. Seasonal precipitation totals for selected regions for the atmospheric forcing used in this study.
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on climate [Bonan, 1995b] , the effect of vegetation and soil [Kutzbach et al., 1996] and lakes and wetlands [Coe and Bonan, 1997] on the African monsoon in the middle Holocene, the effect of soil water on floods and droughts in the Mississippi River basin [Bonan and Stillwell-Soller, 1998 ], the effect of tundra ecosystems on arctic climate [Lynch et al., 1999] , and the effects of temperate deforestation on climate [Bonan, 1997 [Bonan, , 1999 .
[13] For this study, the model was reformulated so that landscapes consist of statistical distributions of four types of patches (glacier, lake, wetland, vegetated) within a grid cell ( Figure 2 ). This is in contrast to the standard biome approach (Table 2) , in which glaciers are considered as one of the 28 possible biomes and wetlands, in addition to being a subgrid patch, are also defined as two biomes (forest wetland, nonforest wetland). For the new satellite-based simulations, glaciers and wetlands exist only as patches within a grid cell. The glacier patches were obtained from the 1-km International Geosphere-Biosphere Programme Data and Information System Global 1 km Land Cover Data Set (IGBP DISCover) [Loveland et al., 2000] . Lake and wetland patches were obtained as previously [Bonan, 1995b [Bonan, , 1996 . The vegetated portion of a grid cell is further divided into a statistical distribution of patches of 4 of 15 PFTs with corresponding leaf area index, stem area index, and height ( Figure 2 ). Physiological parameters for the 15 PFTs were obtained from the 12 original PFTs [Bonan, 1996] so that although the list of PFTs expanded, no new physiologies were introduced. Stem area index and height were based on the original values prescribed for each PFT [Bonan, 1996] .
[14] The original NCAR LSM allowed for two irrigated crop biomes (Table 2 ) whereas the satellite-derived PFTs only recognize a crop plant. To minimize differences with the biome-based depiction of PFTs, a separate irrigation data set was created at 0.5°by 0.5°from the original NCAR LSM biomes. Crop PFT patches were irrigated during the growing season if they were located in an irrigated grid cell.
Plant Functional Type Data Set
[15] Fifteen PFTs were defined based on available 1-km land cover data and climate rules ( Table 3 ). The seven primary PFTs are needleleaf evergreen or deciduous tree, broadleaf evergreen or deciduous tree, shrub, grass, and crop. These are adapted from the logic of Running et al. [1995] , who suggested six PFTs (needleleaf and broadleaf evergreen perennial, needleleaf and broadleaf deciduous perennial, broadleaf annual, and grass) using a classification based on permanence of aboveground biomass, leaf longevity, and leaf type. These characteristics are observable by remote sensing and are key ecological properties determining stomatal conductance, photosynthesis, and carbon allocation. Subsequently, Nemani and Running [1996] suggested that these six PFTs be expanded to allow for physiological variants on the basis of simple climate rules.
[16] One-half-degree maps of the abundance of each primary PFT were derived from the 1-km IGBP DISCover data set [Loveland et al., 2000] of natural and anthropogenic land cover (Table 1) and the 1-km University of Maryland tree cover data set [DeFries et al., 1999 [DeFries et al., , 2000a [DeFries et al., , 2000b of evergreen, deciduous, broadleaf, and needleleaf tree cover. Each 1-km pixel was assigned the percentage of needleaf evergreen, needleleaf deciduous, broadleaf evergreen, and broadleaf deciduous trees as given in the tree cover data. Where the tree cover data showed that a pixel was exclusively broadleaf or needleleaf, the deciduous and evergreen tree cover determined the appropriate leaf longevity. Where the tree cover data showed that a pixel was exclusively evergreen or deciduous, the broadleaf and needleleaf tree cover determined the appropriate leaf type. In the rare occasion that all four categories were present, we assumed that needleleaf deciduous trees (a boreal plant type) could not coexist with broadleaf evergreen trees (a tropical or temperate type). In particular, in regions where needleleaf deciduous trees could not exist, the needleleaf percentage had to be needleleaf evergreen trees, and the deciduous percentage had to be broadleaf deciduous trees. The difference between the evergreen percentage and the needleleaf evergreen percentage should then equal the percent of broadleaf evergreens. Similarly, in regions where broadleaf evergreen trees could not exist, the broadleaf percentage had to be broadleaf deciduous trees, and the evergreen percentage had to be needleleaf evergreen trees. The difference between the deciduous percentage and the broadleaf deciduous trees should equal the percent of needleleaf deciduous trees.
[17] The non-tree-covered portion of the 1-km pixel was determined from the IGBP DISCover data. In this data set, bare ground originates from nonvegetated land (''barren or sparsely vegetated'' land cover) and may not be present even in semiarid regions with sparse, yet homogeneous land cover. Because we lacked consistent information on nonvegetated cover, we assumed that non-treecovered land in forests, savannas, and grasslands was covered by grasses, in shrub lands by shrubs, in croplands by crops. Other IGBP cover types were treated as bare ground. This is different from the biome-based implementation of the NCAR LSM (Table 2) , where bare ground is always present as a subgrid patch and is considered to be the cumulative canopy openings in a grid cell.
[18] The 1-km data were converted from their Goode Homolosine projection to a 0.5°by 0.5°grid by finding the latitude and longitude of every 1-km grid cell [Steinwand, 1994] and averaging the 1-km percentages per 0.5°grid cell. This procedure normalized the percent of each grid cell covered by a particular PFT by the vegetated area (i.e., excluding the IGBP DISCover water, urban, snow-ice, and wetland land cover types).
[19] The 7 primary PFTs were expanded to 15 physiological variants based on climate rules. Nemani and Running [1996] suggested using absolute minimum temperature to determine tropical, subtropical, temperate, and boreal varieties. Additional varieties were possible on the basis of water availability. Instead, we used temperature-and precipitation-based rules that limit the geographic distribution of PFTs in the Global biome model (BIOME) [Prentice et al., 1992; Haxeltine and Prentice, 1996] and Integrated Biosphere Simulator (IBIS) terrestrial biosphere models, supplemented by discrimination of C 3 and C 4 grasses [Collatz et al., 1998 ] and Mediterranean shrub land [Keeley and Keeley, 1988] , to distinguish arctic, boreal, temperate, (1938 -1992) . Precipitation totals are given in millimeters. 
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and tropical PFTs, C 3 and C 4 grasses, and evergreen and deciduous shrubs (Table 3 ). The 0.5°by 0.5°Legates and Willmott [1990a, 1990b] temperature and precipitation climatology was used. Needleleaf evergreen trees were distinguished as temperate or boreal on the basis of whether the temperature of the coldest month is greater than À19°C and growing-degree days exceed 1200. Broadleaf evergreen trees were either tropical or temperate based on coldest monthly temperature of 15.5°C. Broadleaf deciduous trees were tropical, temperate, or boreal. Shrubs were temperate if the temperature of the coldest month is above À19°C and growingdegree days exceed 1200; the rest were boreal. Temperate shrubs were distinguished as evergreen or deciduous on the basis of the seasonal distribution of precipitation. Where annual precipitation exceeds 520 mm and more than two thirds of the annual rainfall is in winter, a characteristic of Mediterranean vegetation [Keeley and Keeley, 1988] , the shrubs were evergreen. Grasses were separated into arctic and nonarctic varieties on the basis of a growing-degree days threshold of 1000. Nonarctic grasses were distinguished as C 3 or C 4 on the basis of the temperature of the warmest month and precipitation so that the abundance of C 4 grasses increases in warmer and wetter climates [Collatz et al., 1998 ].
Leaf Area Index Data Set
[20] Thirty-six global images of 1-km AVHRR red and nearinfrared reflectances (channels 1 and 2) for April 1992 to March 5 -12 Resources Observation System (EROS) Data Center Distributed Active Archive Center (DAAC) [Eidenshink and Faundeen, 1994; DeFries et al., 2000b] . These data were used to derive the seasonal course of LAI for every PFT present in a 200-km by 200-km grid cell. This choice of resolution assumes that canopy phenology does not vary appreciably at scales less than 200 km while allowing for a high number of 1-km pixels to statistically reduce the noise inherent to satellite data. The specific time period was chosen because it corresponds to the period used to construct the tree cover maps. First, a ''pure PFT'' normalized difference vegetation index (NDVI) temporal profile was derived for each 200-km by 200-km grid cell. The NDVI profile was then converted to a LAI profile. Then, the 200-km LAI product was interpolated to a 0.5°by 0.5°g rid.
[21] The ''pure PFT'' NDVI was derived from the 1-km AVHRR reflectances and the abundance of the seven primary PFTs (needleleaf evergreen tree, needleleaf deciduous tree, broadleaf evergreen tree, broadleaf deciduous tree, shrub, grass, and crop) and bare ground for each 1-km pixel. For each PFT present in a 200-km grid cell the pure PFT NDVI was extracted by averaging the NDVI over 1-km pixels in which the abundance of the PFT was greater than 60%. An alternative method based on linear unmixing used every 1-km pixel with its corresponding PFT abundances. While this method is theoretically preferable, the results from the first approach were more robust and were used to derive LAI.
[22] Two filters were applied on a pixel by pixel basis (200-km by 200-km grid) for all 36 dates in the NDVI time series to remove outliers and cloud-biased data. The first filter was applied to discard isolated peaks in the NDVI time profile. These data are spurious or may be caused by cloud shadows that produce artificially high NDVI. Very few data values were actually discarded in this filtering. The second filter was applied to discard cloud-biased data, which have low NDVI. This filter is based on the best index slope extraction (BISE) method [Viovy et al., 1992] and is a refined ''maximum value composite'' that keeps a better time resolution.
[23] Smooth growing season and leaf senescence periods were obtained by fitting the NDVI profile with analytical functions. The growing period (increasing NDVI) and senescence period (decreasing NDVI) were fitted separately. The functions were chosen to allow for plateaus of maximum and minimum NDVI and rapid or slow change between the minimum and maximum NDVI. The NDVI temporal profile was adjusted to ensure consistency with the PFT. For example, a deciduous PFT must break buds at the beginning of the growing season and drop leaves at the end of the growing season. To account for this, we assumed that the minimum NDVI corresponds to a LAI of zero for deciduous PFTs. Evergreen PFTs retain leaves year-round. For evergreen PFTs we assumed that the minimum NDVI corresponds to 75% of the maximum LAI (or the computed NDVI minimum LAI if it was larger). This allowed for some phenology rather than forcing a constant LAI year-round. It also improved results for boreal forests, which have very low NDVI in winter because of snow cover and low or no light. Similarly, this formulation improved the results for tropical evergreen vegetation, which also shows low-NDVI periods caused by persistent cloud cover. For crops, grasses, and shrubs the minimum NDVI was unconstrained and produced either deciduous or semi-deciduous LAI temporal profiles.
[24] The NDVI profiles were converted to LAI using an approximation of the NDVI-LAI relationships of Myneni et al. [1997] . The derived relationships are PFT-dependent hyperbolas defined by the slope at the origin, an asymptote for high LAI values, and a shape parameter. These quantities were estimated from Myneni et al. [1997, Figure 5a] . Because the NDVI data set generated by Myneni et al. [1997] and the one used in this study are different in terms of radiometric and atmospheric correction, the slope and asymptote were adjusted to match the maximum NDVI with a prescribed maximum LAI and to match the minimum NDVI with a minimum LAI. For each PFT the maximum NDVI was computed as the mean for the upper 98 -99.5% of the NDVI histogram. The minimum NDVI was set to the average value for desert areas (0.1). The minimum LAI was set to zero for all PFTs except evergreen PFTs, for which it was set to 0.1 (Table 4) . For a PFT which was present in a 200-km cell but never exceeded the 60% threshold in any corresponding 1-km pixel we did not get a ''pure PFT'' NDVI. Such gaps were filled by taking the LAI profile from the nearest neighboring grid cell containing the same PFT.
Atmospheric Data Set
[25] A global, multiyear 3-hour atmospheric forcing data set at T62 spatial resolution (approximately 1.875°longitude by 1.915°l atitude) was created for the period 1979 -1998 from the National Center for Environmental Prediction (NCEP) reanalysis project [Kalnay et al., 1996] . Observations of precipitation [Xie and Arkin, 1997] and downwelling surface solar radiation [Bishop et al., 1997] , regridded from their original 2.5°grids to the NCEP T62 grid, were used to correct for deficiencies in these variables in the NCEP reanalysis. Instantaneous temperature, wind speed, specific humidity, and surface pressure at 6-hour resolution were extracted from the reanalyses and linearly interpolated to 3-hour resolution. Infrared radiation emitted by the atmosphere was calculated from air temperature and water vapor [Idso, 1981] . Precipitation, which was averaged over the 6-hour interval, was applied uniformly to the two corresponding 3-hour intervals. Precipitation rates were scaled to the observed monthly precipitation totals of Xie and Arkin [1997] . The frequency of precipitation was not corrected because of insufficient data to correctly match daily and hourly rain events during the 1979 -1998 period. Surface solar radiation was obtained from top of the atmosphere solar radiation scaled to match a 1984 -1990 climatology of monthly surface solar radiation from the International Satellite Cloud Climatology Project [Bishop et al., 1997] . Monthly atmospheric attenuation factors were obtained based on monthly top of the atmosphere solar radiation and observed surface solar radiation. The attenuation factors were applied to hourly top of the atmosphere solar radiation to produce 3-hour surface solar radiation.
[26] When compared with Jones et al. [1999] , there is good correlation between the global monthly and annual temperature anomalies (r = 0.7 for both monthly and annual anomalies) over the 20-year period (Figure 3) . Similarly, the Northern Hemisphere anomalies (Figure 4) show good correlation (monthly, r = 0.8; annual, r = 0.9). The Southern Hemisphere anomalies are not as well correlated (monthly, r = 0.5; annual, r = 0.4). Time series of seasonal precipitation totals for selected regions show substantial seasonal and interannual variability captured in the precipitation field ( Figure 5 ). For example, precipitation differences in the upper Mississippi River basin in the drought and flood years of 1988 and 1993, respectively, are clearly evident in the data set. For other regions the precipitation is linked with the phases of the El Niño -Southern Oscillation as supported by observations [Ropelewski and Halpert, 1996] . Total precipitation for selected regions and seasons declined during El Niño and increased during La Niña compared to the base period (Table 5 ). The decrease in precipitation during El Niño is likely not as great as in the observations because the period after 1979 has been biased warm and dominated by El Niño events [Trenberth and Hoar, 1996] . The increase in precipitation during La Niña is likely greater than in the observations because only one La Niña event was used (1988) to calculate the precipitation totals. The 1988 La Niña was one of the strongest in the past 50 years [Trenberth, 1997] . 
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[27] We recognize potential meteorological inconsistencies in our approach. In particular, the approach does not preserve temporal correlations among temperature, solar radiation, humidity, and rainfall. At best, the data set is a ''pseudo-realistic'' climate forcing, but it is likely a more accurate representation of the 1979 -1998 period than data from stochastic weather generators and preserves the interannual variability important for our studies. Data were regridded from the T62 grid to the appropriate model resolution using a simple area-averaging approach [Hahmann and Dickinson, 2001 ].
Results
Plant Functional Types
[28] The biome-based classification (Figure 6 ) homogenizes the land surface compared to continuous PFT abundances (Figure 7 ). For example, any grid cell that is considered savanna in the biome data set is composed of two patches: Trees cover 30% of the grid cell, and C 4 grasses cover 70% (Figure 1) . The new PFT data set shows that one such grid cell classified as savanna actually consists of 76% C 3 and C 4 grasses, 13% tree, and 11% crop. In many regions the dominant PFT differs between the two approaches ( Figure 8 ). Some of these differences occur because of the different definition for bare ground used in the biome-based approach versus the satellite-based approach. For example, much of the circumpolar tundra is dominated by bare ground in the former and by arctic grasses and boreal shrubs in the latter. Similarly, in most arid regions of the world (southwestern United States, Patagonia, Kalahari Desert, western Australia, and parts of central Asia), bare ground dominates the biome-derived PFTs while shrubs or grasses dominate the satellite-derived PFTs. Other striking differences appear in the eastern United States, where the biome-derived data show crops as the only dominant plant type while the satellitederived data show extensive tree cover; in eastern South America, where crops are sparse in one case (biome) and abundant in the other (satellite); in southcentral Africa, where grasses are dominant according to the biome-derived data but trees are dominant according to the satellite-derived data; and in eastern Asia, where the coverage of crops and needleleaf deciduous trees differs.
Leaf Area Index
[29] The LAI phenologies for each PFT showed the expected seasonality (Figures 9 and 10) . Evergreen trees had minor greening during the growing season; deciduous trees, grasses, and crops showed marked growing-season greening. Grid-average satellite LAI was different from the biome-based LAI, with differences often due to the continuous versus discrete nature of the landscape (Figure 11 ). However, there were distinct differences in phenology between the two data sets. For example, in the previously discussed savanna grid cell, maximum LAI is reduced somewhat between the two approaches, but the greater difference is that grasses and trees have a longer growing season in the satellite data set than the short, pronounced greening seen in the prescribed phenology of the biome data set (Figure 1 ). Peak LAI occurs during October compared to July and August in the biome data set. In general, the greatest differences in phenology occurred for tropical deciduous vegetation because the prescribed phenology in the biome data set adheres to a general model of summer green phenology, while the satellite data set represents observed seasonal greening.
Surface Climate
[30] The surface climate sensitivity to the biome and satellite PFT data sets was evaluated as 20-year ensemble averages for June through August and December through February. Variables of primary interest due to their direct response to changes in LAI and PFT composition include ground temperature, ground evaporation, and albedo. Other commonly considered variables (e.g., 2-m temperature, sensible heat flux, and latent heat flux) tend to confound signals from competing simulated processes (e.g., from canopy evapotranspiration versus ground evaporation or from albedo, snow cover, and soil moisture). Hence these variables are shown (Figure 12 ) not to explain changes between simulations but as a reminder that the changes in simulated fluxes are sometimes large and have potential implications for coupled simulations with global climate models.
3.3.1. The 3°by 3°simulations.
[31] During June -August, regions with decreased grid cell average LAI had greater ground temperature (and vice versa) (Figure 13a ). This warming was due to decreased shading of the ground and was partly countered by increased ground evaporative cooling (Figure 13b ). Ground evaporation was greater not only as a result of higher incident solar radiation (due to lower LAI) but also as a result of reduced canopy interception of precipitation (also due to lower LAI). The latter implies more water on the ground, less on the canopy, and less canopy evaporation (Figure 13c ). Less LAI produced less transpiration (Figure 13d) , another direct effect which indirectly increased ground evaporation. In grid cells with large changes in ground evaporation relative to LAI changes, evaporative cooling at the ground might have reversed the shading effect and produced some of the outliers in Figure 13a . In most cases, this was a result of a concurrent change in the bare ground coverage.
[32] Because of the different definitions of bare ground between the biome PFTs and the satellite PFTs an increase in percent bare ground does not imply a decrease in grid cell average LAI (and vice versa). A change in bare ground coverage may enhance the effect of a LAI change on ground temperature and ground evaporation, or it may suppress or reverse it. However, changes in bare ground are less effective at influencing these grid cell average variables than are changes in grid cell average LAI and therefore become important only for small LAI changes (less than about ±2 m 2 m
À2
). Similarly, for small changes in bare ground (less than ±30%) the relationship to ground evaporation and ground temperature becomes tenuous. Generally, though, increasing the bare ground coverage tended to increase ground evaporation (Figure 13f ) by lowering canopy evapotranspiration (not shown). Ground temperature was thus reduced by evaporative cooling (Figure 13e ) (and vice versa when bare ground decreased). In many cases, the decrease in bare ground showed as vertical lines because in most regions (except arid and semiarid regions) the percent bare ground decreased to zero in the PFT data set from a nonzero amount for the biome data set.
[33] Cases in which changes in bare ground reversed the effects of an LAI change include the following: (1) The vertical line of outliers in Figure 13a which occurs for an LAI difference of about À2 m 2 m À2 , which corresponds to warm semiarid grasslands in northern Africa and the Arabian peninsula, changed from 20% bare ground in the biome simulations to almost 100% bare ground with the PFT data set. (2) The vertical line of outliers at a LAI difference of about À1 m 2 m
, which corresponds to Northern Hemisphere tundra, changed from 40% bare ground to 100% bare ground. (3) The group of outliers giving warmer ground temperature for little or no increase in LAI, which occurs where bare ground has decreased by 80% or more (various semiarid regions), is a third instance. Some cases of unchanged LAI correspond to deserts and ice sheets, where LAI is zero and bare ground cover is 100%. In these cases, ground temperature responds only to changes in albedo due to different ice cover or soil color.
[34] Model results for December -February (winter) differ from summer results only in one respect: Albedo became important in determining ground temperature in the snow-covered high-latitude BONAN ET AL.: PLANT FUNCTIONAL TYPES AND CLIMATE MODELS 
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forests and woodlands of the Northern Hemisphere. In this region a lower LAI reduced masking of the snow-covered ground by trees and led to higher surface albedos (Figure 14a ) and cooler temperatures (Figure 14b ) or vice versa for higher LAI. Elsewhere, albedo changes did not correlate with changes in LAI, and model results resembled those for June -August (Figure 14) . The vertical line of cooler points with an LAI decrease of just under zero corresponds to the warm grasslands which changed to a bare ground coverage of almost 100%.
[35] The ground temperature depends on several competing nonlinear processes operating in response to changes in LAI and bare ground coverage. India and western Australia are two regions which produced outliers in Figures 13a and 13b , because reduced ground evaporation cooling prevailed over increased shading of the ground. India, during the dry monsoon, had higher LAI by $1 m 2 m À2 and less bare ground coverage by $20% in the PFT data set than in the biome data set. Higher LAI should increase shading of the ground, while it diminishes ground evaporation and its cooling effect. Less bare ground coverage further decreases ground evaporation. India, during the dry monsoon, is sunny and hot, with a large soil water reserve from the wet monsoon. Therefore this region is highly sensitive to a decrease in ground evaporation and results in warmer ground temperature.
[36] In western Australia the bare ground coverage changed markedly between the biome and satellite data sets. In the biome data set, western Australia was semidesert or desert with 90 -100% bare ground. In the satellite data set the same region was covered mostly by broadleaf deciduous temperate shrubs (50 -100%) and partly by grasses. Yet the grid average LAI difference was less than 1 m 2 m
À2
. Increased vegetation coverage led to a higher rate of canopy evapotranspiration and much reduced ground evaporation. Soil water diminished from a combination of less water reaching the ground and more water being extracted by transpiration, so ground evaporation was further reduced, resulting in higher ground temperatures.
3.3.2. Resolution dependence.
[37] The effect of changing resolution was assessed by comparing grid-average LAI for the 3°b y 3°, 2°by 2°, and 1°by 1°biome-based and satellite-derived PFT data sets for four specific regions: the Amazon basin, the Mississippi basin, Australia, and eastern Siberia (Table 6 ). The biome PFTs are more sensitive to changes in horizontal resolution than are the satellite PFTs. For example, in the biome simulations the largest change in grid-average LAI is a 16.4% decrease during June -August in Australia from 1°to 3°. In contrast, the largest change in the satellite PFT simulations is much smaller (À8.2%), occurring in Australia during December -February. The higher sensitivity of the biome PFTs to spatial resolution than that of the satellite PFTs is expected because of the discrete versus continuous nature of the two data sets. The satellite PFTs maintain the patchiness of the landscape at each resolution, limited only by the constraint of just four PFTs in a grid cell. In contrast, the fine-scale patchiness in biome PFTs is eliminated at coarser spatial resolutions, which only allow for a single dominant biome.
Discussion
[38] The change from the biome to satellite PFTs resulted in large differences in the simulated energy and hydrologic budgets because of changes in the PFT composition of the grid cell, the bare ground portion of the grid cell, and LAI. Direct effects appeared in the ground temperature, ground evaporation, and the northern high-latitude winter albedo. These competing effects led to indirect effects, such as changes in soil moisture or feedbacks between temperature and latent and sensible heat fluxes. Lower resolution simulations masked landscape heterogeneity in both the biome and satellite PFTs. However, the continuous representation of vegetation in the satellite PFTs maintained more of the original landscape heterogeneity at lower resolutions compared to the biome PFTs.
[39] The satellite LAI data set must be considered preliminary and was an attempt to create a LAI data set consistent with the PFT patches. The pure PFT NDVI, which was obtained from 1-km pixels in which PFT cover was greater than 60%, is not actually pure but rather is a mix of co-occurring PFTs. The linear unmixing method was expected to give a more accurate pure PFT NDVI, but it was unstable, probably because the AVHRR data still suffer from approximate geolocation and large pixel deformation and possibly because the PFT fractions are not accurate enough at low and high tree cover. As a consequence, the phenological differences between the PFTs within a 200-km grid cell are likely to be slightly underestimated. In addition, some characteristics of the LAI data set come directly from the calibration of the LAI-NDVI relationships and from the rules used for deciduous and evergreen types, as in previous data sets . In particular, the maximum LAI expected for a PFT has a direct impact on the ''mean'' LAI of the data set.
Because only 1 year of data is used, the interannual variability of LAI cannot be assessed, as opposed to geographic variability. Some of these limitations will be alleviated by using the Moderate-Resolution Imaging Spectroradiometer (MODIS) data set, which will have better resolution, geolocation accuracy, and validated LAI retrieval algorithm.
[40] The PFT composition of each grid cell was built from two separate and not necessarily compatible 1-km data sets of land and tree cover. The reduction in bare ground from the biome to satellite PFT data sets was a direct consequence of this inconsistency. In most cases, the non-tree-covered portion of the grid cell was not considered bare but rather covered by PFTs consistent with the land cover data set. In forests, where we knew tree cover from the tree cover data set, we could not use the corresponding land cover for the remainder because it was typically forest and we could not assume that the nontree area was bare ground. Rather, we purposely represented the nontree area as grasses, resulting in a wide geographic distribution of grasses in sparsely forested areas such as the boreal forest (Figures 7 and 8 ). More work is needed to merge fractional vegetation cover [e.g., Zeng et al., 2000] into a consistent data set of trees, shrubs, grasses, crops, and bare ground within each 1-km pixel.
[41] The change from the biome-based to satellite-derived PFTs was motivated by a desire to provide a more accurate representation of the land surface based on the 1-km satellite data products and to better interface with ecosystem models. Landscape change can now be included by separately altering the composition and structure of PFTs within a grid cell rather than as biome replacement. Indeed, vegetation dynamics and biogeography models simulate vegetation change in terms of the abundance of PFTs [Running and Coughlan, 1988; Running and Gower, 1991; Prentice et al., 1992; Running and Hunt, 1993; Neilson, 1995; VEMAP members, 1995; Foley et al., 1996; Haxeltine and Prentice, 1996; Schimel et al., 1997; Kucharik et al., 2000] .
[42] The interdisciplinary scope of PFTs raises the question of how to define PFTs that are consistent with their climate and ecosystem uses. Functional types can be derived from observations and formal classification techniques, or they can arise from a general understanding of the processes critical in determining the functioning of vegetation [Woodward and Cramer, 1996] . Smith et al. [1993] argued that PFTs should be descriptive in terms of physiological responses to environmental factors and life history characteristics required to predict vegetation response to environmental change. However, a process-based definition is inherently constrained by the processes or ecosystems under con- Box [1996] suggested as few as 15 PFTs worldwide based on biogeographical considerations or 28 PFTs (18 woody forms, 10 nonwoody forms) based on photosynthetic and allocation patterns. Similarly, Körner [1993] noted that life-form, carbon allocation, physiological type, and life history characteristics are all possible means to define PFTs, each with its own utility. In the arctic, Chapin et al. [1996] proposed functional types based on height (tall, short), vascular or nonvascular, woody or herbaceous plant, and deciduous versus evergreen, among other factors. These determine ecological processes such as productivity, transpiration, and nutrient cycling. Bugmann [1996] proposed 6 PFTs for temperate and boreal forests based on four attributes: evergreen or deciduous, cold tolerance, drought tolerance, and shade tolerance. Even within a vegetation type, the number of PFTs can differ on the basis of classification considerations. Skarpe [1996] proposed 11 PFTs for African savannas based on, among other factors, photosynthetic pathway, rooting depth, and leaf size, type, and longevity while Scholes et al. [1997] arrived at 17 PFTs based on criteria such as woody or non-woody, phenology, water, herbivory, and nutrients.
[43] The combination of physiological and morphological traits along with climatic preferences may be a useful way to define plant types. Indeed, all the previous studies share this approach. The distinction between annual or perennial, evergreen or deciduous, broadleaf or needleleaf, and woody or nonwoody is a particularly useful starting point because these characteristics are observable from remote sensing and are key ecological properties determining stomatal conductance, photosynthesis, and allocation [Running et al., 1995; Nemani and Running, 1996] .
[44] One basis for this type of classification is that studies of C 3 plants growing in a wide variety of plant communities and environments and representing a diversity of life histories show correlated leaf traits such as maximum photosynthetic capacity, maintenance respiration, nitrogen concentration, leaf life span, and ratio of leaf surface area to leaf mass (specific leaf area) [Field and Mooney, 1986; Reich et al., 1992 Reich et al., , 1995 Reich et al., , 1997 Reich et al., , 1998a Reich et al., , 1998b Schulze et al., 1994; Ryan, 1991 Ryan, , 1995 . Maximum photosynthetic capacity and leaf respiration increase with decreasing leaf life span, increasing leaf nitrogen and increasing leaf surface area to mass ratio. Species with short-lived leaves generally have thin leaves (high specific leaf area), high leaf nitrogen, high photosynthetic capacity, high maintenance respiration, and high photosynthetic capacity per unit leaf nitrogen. Evergreen leaves, whether needleleaf or broadleaf, tend to have low photosynthetic capacity, leaf nitrogen, specific leaf area, and photosynthetic capacity per unit leaf nitrogen compared to deciduous trees.
[45] A physiological and morphological definition of PFTs must be reconciled with an understanding of plant responses to disturbance, which is so critical to understanding changing vegetation structure and composition. Indeed, ecologists have long characterized plants in terms of life history characteristics in relation to vegetation dynamics following disturbance: r and K strategies [MacArthur and Wilson, 1967; Gadgil and Solbrig, 1972] ; early and late succession [Bazzaz, 1979; Huston and Smith, 1987] ; exploitive and conservative [Bormann and Likens, 1979] ; ruderal, stress tolerant, and competitive [Grime, 1979 [Grime, , 1993 ; vital attributes that determine a plant's role in vegetation dynamics, such as method of arrival following disturbance, method of persistence during and after disturbance, and ability to establish and grow to maturity [Noble and Slayter, 1980] ; and gap and nongap species [Shugart, 1984 [Shugart, , 1987 .
[46] In many cases, morphological and physiological considerations impose correlated life history traits. For example, early succession plants tend to be shade intolerant, have high rates of photosynthesis, and have high photosynthetic light compensation and saturation points. In a study of the vegetation of central western Argentina, Díaz and Cabido [1997] reduced a flora of 100 species to 8 PFTs based on vegetative and regenerative traits, noting a consistent trade-off between high investment in photosynthesis and growth versus preferential allocation to storage and defense. Similar trade-offs and associated traits have been reported in other types of vegetation [e.g., Reich et al., 1992] . 
