Abstract. In the spring of 1992 an optical closure experiment was conducted at Lake Pend Oreille, Idaho. A primary objective of the experiment was to compare techniques for the measurement of the spectral absorption coefficient and other inherent optical properties of natural waters. Daily averages of absorption coefficients measured using six methods are compared at wavelengths of 456, 488, and 532 nm. Overall agreement was within 40% at 456 nm and improved with increasing wavelength to 25% at 532 nm. These absorption measurements were distributed over the final 9 days of the experiment, when bio-optical conditions in Lake Pend Oreille (as indexed by the beam attenuation coefficient Cp(660) and chlorophyll a fluorescence profiles) were representative of those observed throughout the experiment. However, profiles of stimulated chlorophyll a fluorescence and beam transmission showed that bio-optical properties in the lake varied strongly on all time and space scales. Therefore environmental variability contributed significantly to deviations between daily mean absorption coefficients measured using the different techniques.
Introduction
In the spring of 1992 an optical closure experiment was performed at Lake Pend Oreille, Idaho. The experiment was designed to test mathematical relationships between measured sets of several optical properties and to compare results from different techniques used to measure individual optical properties, including the spectral volume absorption coefficient.
Absorption is one of the fundamental processes that determine the shape and magnitude of the light field in a medium. The absorption coefficient is the proportion of the flux lost due to absorption from a beam normal to an infinitesimally thin layer of the medium, divided by the thickness of the layer [e.g., Jerlov, 1976] . The absorption coefficient, the volume scattering function, and the input radiance distribution are necessary to solve the radiative transfer equation for the radiance distribution as a function of depth. Thus the absorption coefficient has a key role in determining any optical property that is dependent on the radiance distribution, including the remotely sensed reflectance, the diffuse attenuation coefficient, and irradiance.
In addition to its importance for modeling radiative energy transfer in water, the absorption coefficient is important for studies of phytoplankton productivity and taxonomy. The total absorption coefficient can be partitioned into a sum of 1College of Atmospheric and Oceanic Science, Oregon State University, Corvallis. methods. We also examine the data for evidence of systematic deviations in absorption estimates which may result from the different measurement volumes, calibration techniques, and wavelength band-pass characteristics of the methods.
The Lake Pend Oreille site was selected primarily because Tyler's [1960] optical measurements there indicated that in late winter and early spring we could expect to find a well-mixed water column having a relatively homogeneous distribution of bio-optical properties. Unfortunately, the spring of 1992 was an unusually warm season and the lake had begun to stratify both thermally and bio-optically. These conditions resulted in significant spatial and temporal variability which detracted from our comparisons, but which made the lake a more typical optical environment.
A second important consideration in our choice of this site was the availability of a Navy barge moored in 200 m of water, which provided an ideal platform from which to deploy several optical systems simultaneously. It is rarely possible to deploy more than one measurement system at a time from a research vessel at sea. The barge and other essential logistical support facilities are maintained by the Acoustic Research Detachment of the U.S. Navy's David Taylor Research Center (DTRC) in and near Bayview, Idaho.
Methods
The six individual absorption measurement techniques used in the optical closure experiment and ancillary measurements made to characterize bio-optical variability associated with particles are briefly described in this section. The absorption measurement systems, in the order described below, are the reflecting tube absorption meter (RTAM), the tethered optical profiling system (TOPS), the isotropic point source (IPS), the compound radiometer (CR), the integrating cavity absorption meter (ICAM), and a spectrophotometer. The three wavelengths at which most of the instruments were operated were 456, 488, and 532 nm. Dates, measurement wavelengths, and sampling depths for each absorption measurement system are listed in Table 1 Chlorophyll a concentrations. Chlorophyll a concentrations were determined for water samples taken from Niskin bottle casts, typically twice daily at several discrete depths. The water samples were filtered through Whatman GF/F glass-fiber filters, and pigments were extracted in 90% acetone. Chlorophyll a concentrations reported here were measured using the standard fluorometric method [Strickland and Parsons, 1972] , although the pigment concentrations in each sample were also measured using the high-performance liquid chromatography (HPLC) method. Fluorometric chlorophyll a concentrations generally overestimated the HPLC concentration. The two measures are related by the regression equation Chl(fluorometric) -0.025 + 1.115 Chl(HPLC) (r e = 0.934).
In Situ Absorption Measurements
Reflecting tube absorption meter (RTAM). The RTAM uses a collimated beam light source and encloses the sample in a reflective tube. The reflective tube collects the nearforward scattered light so that the radiant flux lost due to absorption may be estimated [Zaneveld et el., 1990] . These instruments actually measure the absorption coefficient plus a small portion of the scattering coefficient associated with the uncollected scattered light. The uncorrected absorption coefficient au is obtained using: for pure water. Note that this is essentially the same approach as is used in a spectrophotometer. Rather than using a reference cell, the meter is calibrated in the laboratory. Algorithms using simultaneous measurements of the beam attenuation coefficient are then applied to remove the portion of the scattering coefficient included in the signal . We used the "standard" correction scheme described by Zaneveld et al. [1992] , atotal--au + 0.13b + awater,
where b is the total scattering coefficient. In order to determine the total absorption coefficient, we used the pure water absorption coefficients of Smith and Baker [1981] . Three RTAMs were used to determine absorption coefficients at wavelengths of 456, 488, and 532 nm during the closure experiment. Each of these instruments, manufactured by Sea Tech, Inc., measures absorption over a 25-cm path length at a single wavelength. The RTAMs were sampled at a frequency of 1 Hz and were lowered and raised at a rate to measure vertical absorption profiles with approxi- 
where E is the vector irradiance and E o is the scalar irradiance. The steady state plane parallel approximation to (3) can be written as:
where K = -1/E (dE/dz) and • = E/E o. 
and the lower hemispherical collector measures a hemispherical irradiance of Eh l oc 0.5(E ø -E).
Assuming only a relative calibration of the two detectors, values proportional to the vector and scalar irradiances can then be determined by solving (5) and (6). When the absorption coefficient is determined from these quantities using (3), the proportionality constants cancel (along with any absolute calibration error). The next three sections describe water measurement techniques that use some form of Gershun's equation. The TOPS Ea(A, z), Eu(A, z), Lu(A, z), and Eo(A, z) profiles were analyzed to determine K(A, z) and the value of each parameter just below the water surface using the integral least squares finite element method of Mueller [1991] . The data were then applied to (4) in order to obtain estimates of the absorption coefficient.
Tethered optical profiling system (TOPS). Vertical pro-
The estimation of scalar irradiance from the MER2040 with glass spherical diffusers was not straightforward. The optical configurations of the uplooking and downlooking collector assemblies differed from each other, and the collector surfaces were converted to hemispheres (using opaque plastic tape to mask the lower half of the globe) on May 5. Only the uplooking collector measurements were used for the present analysis. The uplooking collector was configured by placing the glass diffuser globe directly over the MER2040's cosine collector. In this configuration the unit has relatively uniform directional response to incident irradiance, except for the cone blocked by the instrument body itself (approximately a 1.83-sr solid angle centered on nadir). Assuming the radiance is constant over the blocked cone, we may use the upwelling radiance measured by the MER1032 to correct for the blocked portion of the light field Eo(A, z)-Eoa(A, z)+ 1.8302L•(A, z).
When the uplooking collector was configured as a hemisphere, its response was that given by (5). Using E(A, z) measured with the MER1032, scalar irradiance may be computed as
where Eht(A , z) is the measured irradiance using the hemi- 
t' where a is the absorption coefficient and r is the radial distance from the source. Thus, by measuring the irradiance from the source as a function of r, the absorption coefficient could be determined. The error in this result is the approximation that the path length in the exponent is the geometrical radial distance r, when, in fact, scattering increases the mean path by fir so that the expression should properly be 
where cI)0 is the radiant flux emitted by the source and g is the average cosine of the light field from the source. The only assumption implicit in (11) is that the water column within which E(r) is measured is homogeneous. Equation (11) can be solved for the absorption coefficient giving a= tx E dr
where KE is the diffuse attenuation coefficient for irradiance. Details of the current implementation of the IPS method are given by MaJfione et al. [1991, 1993] . To avoid errors due to ambient background light, IPS measurements were made either at night or deep in the water column. To determine the absorption coefficient, irradiance is measured at several distances from an isotropic source. A regression fit to the equation
which is derived from the approximate result given by (9) yields the absorption coefficient a as the slope of the regression. An example of the regressions from the data taken at Lake Pend Oreille is shown in 
Fry et al. [1992] developed a different analysis and cali-
bration scheme than was used for this data set. The calibration scheme and analysis method used for this data set was developed at Naval Research Laboratory (NRL) [Kennedy, 1992] . The algorithm developed by NRL calculates an "effective path length" for the cavity. The effective path length is critically dependent on the geometry Of the cavity, the refractive index of the sample, and the field of view of the detector [Kennedy, 1992] . The measurement is better thought of as a measurement of the change in energy density within the cavity due to the presence of a sample of known volume. Four central assumptions of this measurement are the following. (1) The light field within the cavity is isotropic. Although this cannot be true, it is sufficient that any anisotropy be small, localized, and the same when the cavity is empty. (2) The light field within the sample is isotropic. This assumption breaks down for large absorption values and establishes an upper limit on the cavity's performance. This assumption is valid for all samples taken at Lake Pend Oreille. (3) The change in energy density is due solely to the absorptance of the sample. (4) The absorptance of the empty cavity is zero. However, humid air present during the measurement of the "empty" cavity may cause an offset.
When an empty cavity reading is used as the zero absorptance value, the absorption coefficient can be determined from:
(empty a = effective path length (m) In [sample]' (14)
When used in this way, the integrating cavity absorption meter does not require standardization either by measuring known calibration samples with a spectrophotometer or by measuring absorption of "clean" water to determine the total absorption coefficient of the sample. Owing to the long integration times required, the ICAM was not operated in the full spectral mode but at the nine wavelengths given in Table 1. Spectrophotometer. Water samples from the Niskin bottles were analyzed using a spectrophotometer. The spectrophotometer was used to separately measure the particulate and the gelbstoff absorption coefficients. The total absorption coefficient was determined by summing the component contributions with the absorption coefficient of pure water.
The low concentration and absorption signal of suspended particles in the water column requires that the particles be concentrated before their absorption spectrum can be measured in a spectrophotometer [Yentsch, 1962] . Water samples (500 to 1130 mL) were filtered through Whatman GF/F (effective pore size, 0.7 tam) glass-fiber filters. Optical density (OD) spectra ( In order to include all size classes, gelbstoff is defined here as the material passing through a GF/F filter. Bricaud et al. [1981] showed that nonlinearity in logarithmic absorption spectra indicates scattering by particles in the dissolved sample; no nonlinearity is seen in these logarithmic absorption spectra. Bricaud et al. [1981] used GF/C glass fiber filters, which have an effective pore size of 1.5 tam. This larger pore size may account for the differences in scattering contamination of dissolved samples.
Filtrate from the concentration of particles on GF/F filters was collected for analysis of absorption by dissolved substances. Optical density spectra (300 to 800 nm) for gelbstoff were measured in 10-cm quartz cuvettes in the Kontron spectrophotometer at 4-nm spectral resolution using a blank consisting of water purified by reverse osmosis. Absorption (agelb(A)) was calculated as:
where l is the path length (in meters). No baseline adjustments or zero corrections were made to the spectra. The exponential slope for each spectrum was . The spectral information needed to use these algorithms was not available at Lake Pend Oreille so that the simpler and less accurate correction scheme of (2) was used. Use of this procedure provides a possible error of ___5% of the scattering coefficient. The precision of the instruments was approximately 0.003 m -1 so that the details in the vertical structure are well described using this method.
Two problems were encountered in the calibration of this particular set of reflecting tube absorption meters at Lake Pend Oreille. The first is that they displayed some instrumental drift that could not be entirely removed using pure water calibrations. The second problem was cavitation in the flow tubes of the instruments. While both problems degraded the accuracy of the measurements made at Lake Pend Oreille, they were problems with the particular set of instruments and not the method as such. By looking at the deep water (z -80 m) and correcting for long-term trends using the fluorometer data, it was concluded that the drift yielded an error with a standard deviation of 0.018 m -1. Another source of bias, common to all systems that use a pure water reference, is the possibility of contaminated "pure" water used in the calibration and is impossible to estimate. TOPS error analysis. Getshun's [1939, equation (4)] is used with TOPS irradiance profiles to calculate absorption coefficients with an estimated uncertainty of approximately 10%. The dominant uncertainty in TOPS irradiance measurements is an approximately 8% uncertainty in downwelling irradiances measured with the MER2040, either Eoa with the spherical collector or E ht with the hemispherical collector. This uncertainty includes up to 7% instrument noise observed during the instrument's characterization and calibration, which contributes significantly to the approximately 8% scatter in the "maximum surface mean cosine" adjustments we determined to account for the unknown amounts of lake water which leaked into the collector globe on each of three occasions when the instrument was reconfigured on the mooring. For determining the lake water corrections, TOPS surface irradiances were limited to cases when the solar zenith angle in air ranged between 30 and 50 ø . Therefore neglect of skylight in our estimates of the maximum surface mean cosine contributed <2% scatter and no significant bias [Morel, 1991, Figure 3 ] to the mean correction coefficients calculated for the MER2040 channels.
Uncertainty in the MER1032 Ea and Eu calibrations, and
therefore in E, is <2%. Because a single working standard source of spectral irradiance was used to calibrate all irradiance channels on both radiometers, any systematic errors in absolute spectral irradiance responsivity cancel when absorption is computed with Gershun's [1939, equation (4)] (K is independent of an instrument's absolute radiometric responsivity). The 5% uncertainty in directional response of the Eha collector on the MER2040 (and by assumption of the E o collector also) is less than the 7% electrical noise of the instrument (as observed during responsivity calibration). We conclude that for this particular instrument, errors in E ha due to this effect are indistinguishable from responsivity noise using normal laboratory sources.
With the E oa configuration the excluded integrated solid angle would include 20% to 50% of upward scalar irradiance Eo,, which is <3% of scalar irradiance [Voss, 1989] . We have partially corrected for this discrepancy using radiance measured over a 25 ø zenith cone with the MER1032 and assuming uniform radiance over a 40 ø cone. Even assuming this estimate is in error by as much as 30%, this uncertainty contributes <1% uncertainty to scalar irradiance estimated from the MER2040 E oa measurements. Deck cell records show no significant variability due to cloud shadows, and surface wave induced variations were confined to the top 2 m of the water column. Therefore the integral smoothing and K profile analysis [Mueller, 1991] should contribute <1% uncertainty in irradiance profiles or K for features in vertical profiles with scales of 4 to 5 m or greater.
IPS error analysis. Errors in the IPS method arise from several sources, and all of these errors, except for the assumption of water homogeneity, are due to the particular instrumental implementation and optical conditions in the lake during the experiment. The largest sources of error were (1) the assumption of constant radiant output of the isotropic source during each light flash since a reference detector was not used; (2) variable alignment of the source and detectors due to the variability in water movement; and (3) the assumption that • = 1 since only vector irradiance and not also scalar irradiance was measured. Errors from (1) and (2) should be random and therefore quantified in the standard error of the regression fit. Errors from (2) can also be systematic if instrument misalignment remains constant during a measurement. The error from the assumption that • = 1 is, however, systematic and more difficult to quantify. One thing that can be determined for certain about this systematic error is that it will always lead to an overestimate of a. To see this, consider (12) ICAM error analysis. This method does not require standardization with a spectrophotometer or the need of "clean" water to return the total absorption coefficient of the sample. Equation (14) does not include a small term for the absorption which occurs directly in front of the detector. This term can be shown to be about 1% of the a(532) value calculated from (14). Owing to the geometry of the cavity used at Lake Pend Oreille, this term could not be accurately determined and was therefore not included [Kennedy, 1992] . The values reported should be viewed as probably low, by about 1%, due to this error. An additional error arises from the assumption that absorption in an air-filled cavity is zero. The assumption of an isotropic field within the cavity sets the upper limit on the absorption coefficient which can be determined. A simple linear analysis, based on the product of the absorption coefficient and the path through the sample, shows that when this product is greater than 0.05, the field at that point will be decreased by about 2%. When the product is 0.01, the field is decreased by less than 0.01% [Kennedy, 1992] (Table 2 ) an important consideration in their interpretation (Figures 7a, 8a, and 9a) . On the other dates considered here, bio-optical variability was more random and showed no obvious temporal tendencies throughout the day so that the methods can be compared using the daily mean profiles. Table 1 for a summary of which instrument and wavelength combinations were used on each day. The only historical data with which we may compare our absorption coefficients from Lake Pend Oreille are those determined using Tyler's [1960] radiance distribution measurements which were made 34 years previous to the present Lake Pend Oreille experiment. The measured radiance distribution were integrated to obtain the vector and scalar irradiance profiles, and vector K, needed to compute ab- Figure 10 illustrates one example of the comparative profiles of chlorophyll a concentration and absorption coefficients for particles and gelbstoff at 456 nm taken from the same set of sampling bottles. The absorption coefficients for particulates and gelbstoff presented were measured using the spectrophotometer. These profiles illustrate that the particulate fractions of absorption and chlorophyll a concentration (the primary absorbing material in phytoplankton) follow similarly shaped vertical profiles, which closely mimic those seen in the total absorption profiles measured using most of the methods considered here. Furthermore, the gelbstoff absorption measurements do not follow a profile similar to any of the particle related optical measurements, and there is no evidence in the data to suggest that the dissolved organic concentrations are •orrelated with suspended particle con- all instruments at each depth, at 456 nm the spectrophotometer is 20% to 36% high, ICAM is 46% to 53% low, RTAM is 12% to 17% high, TOPS i s 22% high, IPS is 9• high', and CR is 3% high. At 532 nm the spectrophotometer is 1% to 17% low, the !CAM is 1% high, RTAM ranges from < 1% low to 6% high, TOPS is 13% high, and IPS is 5% low. This does not imply that the average value is the correct value. It merely highlights potential systematic differences. Table 5 are all referenced to the spectrophotometer estimates, simply because it is the only instrument which has enough paired observations (same days and depths) with all three of the others to form a common basis for intercomparisons; we do not suggest that the spectrophotometer absorption estimates should be regarded as a standard. Figures 4a and 6a) . We interpret these sequences as symptomatic of a spring bloom in the top 60 m, which was briefly interrupted by a strong Significant variability of particulate properties is also evident on timescales ranging from diurnal down to a few minutes. Within a given day, %(660) and chlorophyll a fluorescence in the water column vary from -+10% to -+>20% in the shallow maxima and in the range of -+4% to -+ 10% in the water column below 30 m (Figures 4b and 6b) . We interpret this diurnal variability as symptomatic of phytoplankton growth and particle sinking associated with the bloom Cycle described above, coupled with advective Figures 4a and  5a) , we may assume that the magnitude of short-term relative variability increases approximately in proportion to diurnal variability (i.e., 3% to 7% in the near-surface maxima). The time lapse between the ancillary measurements and individual absorption measurements with different methods was often as large as hours (Table 2) , and the measurements were separated horizontally by tens to hundreds of meters. Diurnal and short-term variability clearly contributes significantly to deviations between "daily average" absorption coefficients measured by any pair of instruments. This is especially true in cases where one (or both) of the "averages" being differenced is actually a single observation separated by several hours from the paired "average" measurements; on May 1, for example, the spectrophotometer absorption coefficients were measured from samples taken at 1138 PDT, the CR measurements were made between 1045 and 1340 PDT, the TOPS profiles were measured between 1700 and 1900 PDT, RTAM casts were distributed from 1445 to 2100 PDT, and IPS casts were made at 1100 and 1350
TOPS is unbiase•t (19% RMS deviation), and RTAM is biased 17% low (20% RMS deviation). At 488 nm, IPS is biased 18% low (25% RMS deviation) and TOPS is biased 8% high (19% RMS deviation). At 532 nm, IPS is unbiased (22% RMS deviation), TOPS is 26% high (32% RMS deviation), and RTAM is 19% high (22% RMS deviation). The bias and RMS comparisons in
PDT.
Profiles of absorption measured in situ with the TOPS and RTAMs are both characterized by vertical structure and spatio-temporal variabilities on weekly, daily, and diurnal timescales (Figures 7-9 Figures 8d and 8e) . Table 5 ). In general, all of the in situ measurements demonstrate comparable RMS deviations ranging from 17% to 30% relative to the spectrophotometer, with in many cases a mean bias accounting for a large fraction of the deviations. The dominant source of these deviations is the 16% uncertainty in the gelbstoff component of the absorption coefficient determined by the spectrophotometer. All of the other methods measured total absorption, and only the spectrophotometer was used to separate the particulate and dissolved components; unfortunately, its uncertainty in the gelbstoff component is by far the largest instrumental error contribution in this set. The in situ and spectrophotometer particle absorption measurement uncertainties are all <10%, as is the uncertainty associated with environmental variability.
The direct comparisons between TOPS and RTAM absorption coefficients show agreement within 8%, if May 1 a(456) data (which are obviously biased by a fixed offset) are excluded (Figure 1 l a and Table 4 ). This agreement is better than the 10% instrumental uncertainty associated separately with each technique.
The Scale Hypothesis and Other Potential Sources of Error
The "scale hypothesis" of ocean optics asserts that profile measurements of IOP measured over scales of tens of centimeters and representative of volumes ranging from < 1 We do not intend to imply that the spectrophotometer is a reference value. It is chosen because it has the most data in common with all the other instruments. Mean absorption coefficients are those of the spectrophotometer. At the levels of uncertainty in the present absorption comparisons (e.g., <8% for TOPS and RTAM, with similar uncertainties in more anecdotal comparisons between other combinations of instruments) there is no evidence of any systematic deviation between large-and small-volume absorption measurements which would contradict the scale hypothesis. There is also no evidence of systematic differences which might be traced to the 2-to 4-nm differences in center wavelengths and spectral band-pass characteristics between instruments at some nominal wavelengths.
The spectrophotometer and RTAM were both calibrated using pure water filtered by reverse osmosis (Table 4) is well within the uncertainty of both instrument's error budget and the 10% uncertainty of assumed pure water absorption. Likewise, the 20% to 30% uncertainties in comparisons between the spectrophotometer and both TOPS and IPS absorption (Table 5 ) are well within the combined instrumental uncertainties, which are dominated by 15% uncertainty (at 456 nm and perhaps 40% uncertainty at 532 nm) in the spectrophotometric gelbstoff absorption estimate. The results do not support a conclusion that impure reference water contributed a significant bias to absorption coefficients measured using either the spectrophotometer or the The measurements of Cp(660), fluorescence voltage, and chlorophyll a concentrations do not provide any information about the variability of the gelbstoff concentrations in the water. There is no evidence to indicate that the gelbstoff concentration should be proportional to the particle concentration or that the variability in gelbstoff concentration has the same magnitude or the same time and space scales as the particulate variability. Concentrations of gelbstoff were determined with the spectrophotometer and indicated that gelbstoff absorption was not correlated with particulate absorption. There are only three occasions where measurements of gelbstoff absorption were made twice in a day at the same depth. In these three cases the largest percent change in absorption by gelbstoff was 12.1% for samples taken at 5 m on May 1. The other two cases (May 5, 25 m and May 7, 5 m) showed changes in gelbstoff absorption of 6%. The day-to-day variability in the absorption coefficient attributed to changes in gelbstoff concentration by the spectrophotom-eter is not always evident in the total absorption coefficients of the other techniques.
Conclusions
The different techniques for the measurement of the absorption coefficient agreed within _+25% at 532 nm, with decreased agreement at shorter wavelengths, but with far better comparisons between certain methods. When the pure water absorption values are subtracted from all of the measurements at the three wavelengths, the margin of error is roughly constant. The reason is that pure water absorption is a larger fraction of the total absorption at longer wavelengths where better agreement was found. In a purely absorbing medium the methods would likely agree nearly perfectly. Owing to different geometries, the addition of scatterers affects the instruments differently. In the blue part of the spectrum, light sources have smaller outputs and detectors are less sensitive. Therefore comparisons of absorption methodologies (as opposed to specific instrumentation) are best carried out in the green part of the spectrum where purely instrumental problems are smaller. Future comparisons should thus start by making observations at 532 nm. At this wavelength there is sufficient penetration of solar radiation for the techniques that require a natural light field, long path lengths for the isotropic point source, and better signal to noise ratios for the reflecting tube absorption meter. This does not imply that other wavelengths should be ignored. An understanding of the differences in measurement techniques is needed at all wavelengths to compare measurements by investigators using a variety of equipment.
One of the more interesting results is the generally good agreement between the large-volume and small-volume techniques, as well as agreement between in situ measurements and laboratory measurements. There is generally good agreement, on all days and at all three comparable wavelengths, between the IPS method, an in situ large volume measurement, and the spectrophotometer, a bench-top system that uses water samples. On May 1 and 7 there is also good agreement at 532 nm between the RTAM, a smallvolume technique, and TOPS, a large-volume technique.
Comparison of the measurements at Lake Pend Oreille is complicated by the natural variability of the lake. The natural variability observed also highlights the difficulty in reporting optical properties of a given water mass. A single or even several profiles are not sufficient to properly define the optical properties of a water mass. For making comparisons of measurements made in a natural environment, the variability of that environment must be taken into account. It is important to be able to track the variability in both particle and gelbstoff properties. Future comparisons of absorption measurements should include some method of providing an intercalibrated reference measurement on all of the absorption measurement platforms, capable of detecting changes in particle and gelbstoff properties. Time series measurements from scales of minutes to days are necessary to properly define the optical properties of a water mass and could also be useful in interpreting the possible effects of natural variability on the different absorption measurements. If the short-timescale variability is large, however, the use of a time series to remove the natural variability from measurements by different techniques will be difficult unless the spatial scale between the location of the measurements is small. We thus recommend that in the future, instruments should be located as much as possible on the same instrument platform.
To improve the comparisons of instruments and the ability to measure the natural variability, new methods will need to be developed that can be used to measure the contributions of the individual components to the total absorption coefficient, both in the laboratory and in situ. As the spectral resolution of the different methods improve, it may be possible to apply inversion techniques to the data in order to identify contributions of the components to the absorption coefficient. It is also possible to filter the input of the RTAM, providing a separation of the components in a manner similar to laboratory techniques. The ability to differentiate the components of the total absorption coefficient will provide methods to check results from the spectrophotometer and help to isolate problem areas of individual measurement techniques. Measurement of component contributions using techniques of all volume scales will improve our understanding of the possible differences that may be associated with use of different sampling volumes.
It should be remembered that it is not possible to make simultaneous measurements on a single volume of water using all of the different methods available because of the differences in sampling volume and time required to obtain a measurement using the different instruments. If all methods are to be compared during a single experiment, then it would be desirable to have waters with little natural variability. Future experiments do not need to include all instrumentation to be in the water at the same time. Comparisons of large-scale techniques, comparison of large-versus smallvolume measurements, as well as comparisons between laboratory and in-water techniques, will all improve the understanding of the capabilities of the instrumentation and move us a step closer toward providing comparable measurements of the absorption coefficient by a variety of methods.
Many of the systems used at Lake Pend Oreille were relatively new, and the comparison among systems has shown areas where individual techniques required improvement in design or application (e.g., reduction of cavitation in the reflecting tubes, addition of a reference detector to the IPS, improved geometry for the ICAM). Data analysis techniques were also improved as a result of the experiment. Modifications to the instrumentation and analysis techniques since the Lake Pend Oreille experiment have improved our ability to provide precise, accurate, and dependable measurements of the absorption coefficient with the various techniques.
The Optical Closure Experiment at Lake Pend Oreille provides a benchmark for the measurement of the absorption coefficient of natural waters. Therefore this paper provides a review of most of the available methodologies for the measurement of absorption. Many of the instruments used in this experiment were of relatively new design. This comparison has also highlighted areas where the instrumentation or analysis techniques required improvement. Many of the instruments have been modified in the past 2 years to incorporate changes made obvious by this work. Because of this, we can expect much greater convergence of results at all wavelengths in the near future.
