The clustering of social media objects provides intrinsic understanding of the similarity relationships between documents, images, and their contextual sources. Both content and link structure provide important cues for an effective clustering algorithm of the underlying objects. While link information provides useful hints for improving the clustering process, it also contains a significant amount of noisy information. Therefore, a robust clustering algorithm is required to reduce the impact of noisy links. In order to address the aforementioned problems, we propose heterogeneous random fields to model the structure and content of social media networks. We design a probability measure on the social media networks which output a configuration of clusters that are consistent with both content and link structure. Furthermore, noisy links can also be detected, and their impact on the clustering algorithm can be significantly reduced. We conduct experiments on a real social media network and show the advantage of the method over other state-of-the-art algorithms.
INTRODUCTION
Social media networks represent social repositories for the sharing of multimedia objects between users, and a platform for interactions which are based on this content. The media Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. WSDM '12, February 8-12, 2012 objects may correspond to images, videos, or even text content. An example of such a network would be Flickr which provides a platform for the sharing of images between users. While the problem of clustering has been widely studied with the use of pure content, the social interactions in such networks provide vitally important information which can be used in order to improve the clustering process. The social links can be used as vital clues which can be used in order to cluster the media objects with consistent themes together. One interesting characteristic of such social media networks is that they provide a way to consistently cluster not just the social media objects, but also the users who contribute these objects. The content of the social media objects, and the user links to these objects provide mutually re-enforcing information which can be leveraged for a robust clustering process. In addition, user tagging information (or comments) are available to enhance the clustering process. A major challenge in this problem is that it requires us to simultaneously cluster data of many different kinds, such as images, user tags, user nodes and the links which represent the relationships between them. Clearly, an integrated and holistic approach to social media object clustering is required, which can help us understand the content themes in the different clusters with the help of user-centered social hints.
As illustrated in Figure 1 , there are two types of links in generic social media networks -the links between the users and the social media objects, as well as the context links between media objects and their context objects such as user tags or comments. These links, along with the associated content of the media objects, play an important role in determining the clustering of the social media objects with a holistic approach. In this paper we will use a heterogeneous random field to model the natural clusters in the social media content and their underlying linkages in a seamless framework.
The social links between objects and users are often noisy, in which the links between users and objects could be spam, erroneous, or incidental links. Thus, the presence of such links may actually reduce the quality of the clustering, if such misleading social cues are used blindly. The detection and removal of such outlier links are useful in improving the underlying clustering quality. The traditional problem of clustering focusses on determining the outliers in the underlying objects rather than the links. However, since links form one of the key social cues in the clustering process, it implies that the abnormalities in the linkages should be removed in order to enhance clustering quality. Our model will jointly detect the outlier links as well as model the underlying clustering structure. We will see that accurately identifying the abnormal links can improve the consistency of clustering the social media objects. On the other hand, a better understanding of the clustering structure can improve the accuracy of detecting of outlier links in the social networks. These two tasks enhance the effectiveness of each other, are therefore presented in a unified framework. The remainder of this paper is organized as follows. In section 2, we introduce related work on clustering with social media networks. We formally define the problem in Section 3 and propose the heterogeneous random fields for clustering in Section 4. In Section 5 we present efficient inference algorithms for determining the cluster configuration with the highest probability. We present experiments on real data sets in Section 6. Finally, we present the conclusions in Section 7.
RELATED WORK
The problem of clustering has been studied extensively in the database, machine learning, multi-media and text literature. An extensive overview of clustering algorithms from a very generic context may be found in [14] . In the context of different kinds of multi-media data, especially text and images, a variety of content based algorithms have also been proposed [1, 5, 8, 13, 16, 20, ?] . However, such methods do not use the rich information which are available in a social network, such as the linkage information and user activity in the form of tags and comments.
On the other hand, from a linkage viewpoint, clusters may be considered as a group of nodes which are densely connected by edges in the networks. For example, a variety of node clustering algorithms for graphs have been proposed in [7, 12, 4, 6, 15, 18] . Some recent work [17, 21, 22, 23] uses a combination of content and link structure for clustering purpose, however, they do not consider the noisy links, and other kinds of social cues which are helpful for clustering social media objects. In particular, some recent work has been focussed on clustering web images [3, 10] with the use of surrounding text from the web page. However, this approach requires a copious amount of text unlike the tags and comments in social media, and also does not use social linkage structure for the clustering process. In this paper, we develop a robust clustering algorithm that is sensitive to the noisy links in the networks for determining the underlying clusters. Our approach is much more general than the methods discussed in earlier work in terms of combining data of many different kinds such as multi-media objects, tags, and social-linkage structure of actors to objects.
PROBLEM DEFINITION
In this paper, we consider jointly clustering the media objects, textual context objects, and users in social media networks. As a mathematical abstraction, we use a tri-partite graph G = (U, D, T ) to denote the social media networks, where U = {u1, u2, · · · , un} is the set of users, D = {d1, d2, · · · , dm} is the set of social media objects, and T = {t1, t2, · · · , t l } is a set of tags or comment keywords made by users on the social media objects D. The users and objects in U and D are connected between each other by a set of links E(U, D) = {(ui, dj)} which correspond to user ui interest in object dj. In addition, collections of links E(D, T ) exist between D and T , which means one object dj in D is annotated with user tag keyword t l if the link (dj, t l ) ∈ E(D, T ). In the event that the comment or tag contains multiple keywords, then a link exists from multiple nodes to the corresponding objects. The content of each object dj in D is also summarized by a feature vector xj ∈ R d of dimensionality d. For example, this feature vector could be the image features such as the visual words, or the tf-idf scores of a text document. The goal is to cluster the social media objects, users, and tags in this tri-partite graph simultaneously by investigating the associated link structure between component graphs as well as the object content. Associated with each user ui, object dj and tag t l , there will be variables c(ui), c(dj) and c(t l ) taking the same set of values from {1, 2, · · · , k} to indicate their cluster membership. Intuitively, the links between graphs should connect the objects in the same cluster.
While the social media objects may be clustered purely with the use of content, this ignores the fact that similar social cues for different objects can provide very useful hints. For example, images which are preferred by similar users, or have similar tags are much more likely to belong to the same cluster. One complicating factor with such an approach is that the social links between social media objects, users, and tags are quite noisy and often inconsistent. In order to mitigate this negative effect, we propose a robust clustering algorithm that can detect and remove the noisy links during the clustering process. Associated with each link in E(U, D) we introduce the binary variable n(ui, dj ) to indicate that the link e(ui, dj ) is noisy if it makes on the value of 1. Similarly, we introduce the variable n(dj, t l ) to indicate that the link e(dj, t l ) is noisy.
HETEROGENEOUS RANDOM FIELD MODEL
In this section, we present our heterogeneous random field model (HRF), to determine the clusters of social media objects. In order to facilitate the random field model, we introduce an energy function on the edges. We show that minimizing the energy function will yield the most probable cluster configuration on G, which is consistent with the social media content and link structure. The noise on the links are detected and utilized in order to determine their relevance to the clustering process.
We define the following energy functions for model construction. The first type of energy function is defined on the social links connecting users and media objects. ε ≥ 0 denotes the confidence level of the links. A lower value of ε indicates a high level of noise on the links. In the extreme case, when ε = 0, all the links will be judged by the HRF as noisy links since the energy function will be minimized by n(ui, dj) = 1. On the other hand, when ε = 1, the links are treated as very relevant and the cluster membership of ui and dj will be regulated by this. We note that the clustering process outputs not just the membership of social media objects to clusters, but also the users to the analogous clusters. Thus, such an approach can also be used to facilitate recommendations in social media networks. The second type of energy function is defined on the links between objects and tags.
Here ≥ 0 denotes the confidence level on the quality of the context links between objects and tags. A larger value of indicates higher quality of the underlying social cues based on the context information for the clustering process.
In addition, we model the feature vector {x1, x2, · · · , xm} associated with the social media objects, given their cluster membership. For simplicity, we assume the objects are composed by a set of discrete features {w1, w2, · · · , wq}. For generality, we assume that such features may be of different kinds depending upon the kind of object at hand. For example, for an image object, the feature could correspond to visual words, whereas for a text object, it could correspond to the actual word. For each object dj, each element of
T counts the number of occurrences of this feature in the object. Now we use parameters γ k = {γ k1 , γ k2 , · · · , γ kq } to denote the probability of the features appearing in the k-th cluster, i.e., γcv = P (wv|c(dj ) = c), 1 ≤ v ≤ q. Then the feature counts xj of the object dj are generated following the multi-nomial distribution as follows:
Based on the above two types of energy functions and generative model of the feature vectors, we can define a random field on the heterogeneous tri-partite graph G as follows:
is the configuration of the cluster membership over the whole
} denotes the noisy links, and X = {x1, x2, · · · , xm} is the set of all feature vectors associated with the social media objects in the network. The optimal configuration of cluster memberships of the objects in G, which is consistent with the link structure and object content, can be solved by maximizing this probability measure given by P (C, N , X ). At the same time, the noise on the links can be detected by the edge-based variables, since these are included in the model.
Analysis
The probability measure given by Eq. (4) defines an interdependency structure between the cluster assignment C, the noisy link detection N and the social media object content D. Before giving the inference and learning algorithm of this probabilistic model, we discuss some of its properties which are beneficial to understanding the dependency between the cluster assignment task and the link relevance in the social media network.
From the probability measure in Eq. (4), we can obtain the conditional probability of the object dj belonging to cluster k when the cluster membership of the other objects, and the corresponding link relevance variables:
Here, C\c (dj) denotes the variables of cluster membership of the objects excluding the object dj , and Bj is the Markov Blanket upon which c (dj) is dependent. As illustrated in Figure 2 , c(dj ) only depends on the objects which are linked to dj as well as the noisy link variables that connect dj . Formally, we have
For each link e(ui, dj ) in E (U, D), there are the following two cases depending on the value of the associated link variable:
• when n(ui, dj ) = 1, it indicates e(ui, dj ) is a noisy link. Then, we have:
In this case, the membership of dj is uniformly distributed over all the clusters since the cluster membership of its adjacent user ui should not affect its membership since the link between the two is noisy.
• when n(ui, dj) = 0, it is a normal link, and we have:
In this case, when the linked user ui also belongs to the cluster k, the belief of the object di being in cluster k is enhanced; otherwise, such belief will be reduced.
On the other hand, the conditional probability of noisy link variables n(ui, dj ) and n(dj , t l ) is defined as follows:
with c(ui) and c(dj) in its Markov blanket. We differentiate two different cases for this conditional probability
• When c (ui) = c (dj ), user ui and social media object dj belong to the same cluster, and we have
The posterior that e(ui, dj ) is not a noisy link is greater than 0.5 in this case. This implies that the belief that the link is not noisy is greater than the opposite belief that the link is noisy.
• When c (ui) = c (dj), user ui and object dj are in different clusters, we have:
This enhances the belief that e(ui, dj) is a noisy link. Actually, when 0 ≤ ε ≤ 1, the posterior probability of e(ui, dj) being a normal link is less than 0.5. While ε > 1, the probability that e(ui, dj) is a normal link is greater than 0.5. It is reasonable since a larger ε means a stronger belief on normal links. When ε → +∞, P (n (ui, dj) = 0|c (ui) , c (dj )) → 1.
A similar discussion can be applied to links between social media objects and tags. The above property of the probability measure is consistent with our intuition that the objects connected by normal links should have similar cluster membership and the belief of a normal link can be enhanced by the linked objects belong to the same cluster.
INFERENCE AND PARAMETRIC ESTIMATION WITH HRF
In this section, we present an efficient algorithm to infer the most probable configuration of clusters on social media networks based on the probability measure in Equation (4), as well as the model parameters.
Inference
The most probable configuration of clusters and the detection of noisy links in social media networks can be jointly inferred as follows:
It is an NP -hard problem to find the exact solution to the above optimization problem. Fortunately, efficient algorithms exist to find the approximate solutions to the HRF model. In general, we use the Gibbs Sampling [11] algorithm to sample a sequence of values for the variables in 
Sample c(t l ) from {1, 2, · · · , k} according to the posterior probability
Sample n(ui, dj ) from {0, 1} according to the posterior probability
Sample n(dj, t l ) from {0, 1} according to the posterior probability
HRF. Then the most probable cluster configuration can be obtained by the most frequent samples for each cluster variables in C. Moreover, these sampled variables will also be used to estimate the model parameters as in the following subsection.
First, all the variables in C and N are randomly initialized. Then, in each sampling step, one variable is sampled based on the conditional probability of the current variable, given that others are fixed. In Eqn (5), we computes the conditional probability of cluster variables for each object given the other variables (including the other cluster variables in C and the link variables in N ) are fixed. A new variable is sampled according to this conditional probability. Algorithm 1 summarizes this sampling process and stores the number of sampled values in s(ui, c), s(dj, c), s(t l , c) and s(e(ui, dj ), 0), s(e(ui, dj), 1), s(e(dj, t l ), 0), s(e(dj, t l ), 0) for each variables in C and N . Accordingly, the most probable cluster configuration can be inferred by the most frequently sampled cluster of each object as follows: 
Parametric Estimation
The model parameters of the proposed HRF include Γ = {γc}, 1 ≤ q ≤ k, for the multinomial distribution of each cluster. The parameters can be obtained by maximizing the likelihood of the model from the observed social media objects X as follows:
It is intractable to directly optimize the above likelihood to obtain Γ since the marginalization of the hidden variables C and N involve an exponentially large number of terms. In this subsection, we use Expectation-Maximization (EM) [9] algorithm based on Gibbs Sampling results in the above subsection to obtain an efficient solution to the model parameters. The parameter Γ is first initialized by Γ (0) . At each step τ , an expectation of the complete joint distribution with respect to the posterior P (C, N |X , Γ (τ ) ) is computed as follows:
The new parameters are then updated by maximizing this expectation as follows:
It is not trivial to compute Q Γ|Γ (τ ) . Fortunately, we can approximate this expectation by the sampled values in Algorithm 1. It is not difficult to see that the model parameters Γ only depend on the variables c(dj) regarding the social media object clusters. Then, we have:
All the constant terms in the parameter set are merged into Const term above. Then we have:
s(dj, c)xjv
s(dj, c)xjv
It is equivalent to soft-counting the mean of the number of feature occurrences for each cluster in D based on the sampling results. The above update rule can iterate until convergence.
EXPERIMENTS
In this section, we will compare the effectiveness of the HRF model with the other state-of-the-art multimedia clustering algorithms on the social media networks. In the following, we will describe the data sets, performance metrics and the experimental setup in detail. 
Group Name Favored Images in the Group Top 10 tags in the group

Data Set
We collected the following Flickr Social Network Data Set for evaluation purpose.
• Flickr Social Network Data Set: This data set contained 121 popular Flickr user groups, including "family", "auto" , "concerts", "pet portraits", "kids and nature", "street art," "wide party," "folk music," "magic city," "party favors", "British politics", "youth basketball", "fast food", "fancy dress party", and "great sky." These groups are collected using the keyword-based group search functionality provided by Flickr. The most popular tags were used as queries. This social media network has 13, 826 users in these 121 groups, and each user can join more than one group. We note that users have the ability to mark their favored images in these groups. We use these favored images in order to create a graph of users in which the edges reflect an interest in the same image. In order to enable this, a total of 36, 300 favored images were collected from Flickr. Since these images belong to user groups, we were able to use their group membership as the ground truth of the clustering. In order to construct the social media network, two users are linked by edges if they favor the same images. For each image, users also tag some keywords to describe its content. The user tags are stemmed and the stop words and meaningless keywords are removed. This results in 5, 000 user tags in this Flickr data set. Figure 3 illustrates some favored images and top 10 user tags in five user groups of Flickr social media network data set. In general, the user tags provided a richly descriptive characterization of the underlying images as well as user sharing intention. These favored images and their associated user tags are collected to represent the edge content in social media graph. We also extract visual features in order to construct a multi-dimensional representation for image content. These include 8000 dimensional bag of words based on SIFT descriptions.
Performance Metrics
As mentioned in the previous section, each image is associated with cluster labels in addition to the content. These labels were used as the ground truth for measuring the effectiveness of the clustering process. Two metrics are used in the experiments. These were the pairwise F-measure (P-
(ui, ·), s(dj, ·), s(t l , ·), s(e(ui, dj), ·), s(e(dj, t l ), ·)
i n Algorithm 1.
repeat Sample a sequence of values from the current model, and count the occurrence of clusters for each object in s(dj, c).
Update the model parameters as
WF) and average cluster purity (ACP) respectively. These metrics are both supervised metrics, which are constructed with the use of the cluster ground truth (or class labels) collected in the data sets. Since clustering is an unsupervised problem, the ground truth information was not used during the clustering process. The class information about the communities is only used for evaluation purposes. This provides a robust evidentiary measure about the quality of the clustering.
Pairwise Precision, Recall and F-measure. We adopt the commonly used pairwise precision and recall measures for clustering algorithms [21] , in order to create a meaningful measure. Let G denote the set of images that share one cluster class. Similarly, let H denote the set of images that are assigned to the same cluster by the algorithm. Then, we can compute the pairwise precision and recall as follows:
The afore-mentioned measures of precision and recall can be used in order to define the pairwise F-measure as follows: PWF = 2 × pr × rc pr + rc A higher value of the pairwise F-measure (PWF) suggests that the underlying clustering is of good quality. Average Cluster Purity: The average cluster purity is computed as the average percentage of the dominant community in the different clusters. Formally, let C = {C1, · · · , CK } be the k clusters determined by the algorithms. Let us assume that the number of points in Ci, are denoted by ni. The corresponding set of ni vertices is denoted by {v1,i, · · · , vn i ,i}. Let M l,i denote the set of communities that v l,i truly belongs to in the ground truth of labels. Then, the average cluster purity (ACP) is defined as follows:
Here, δ(·) is an indicator function, which indicates whether the dominant class domi of cluster Ci matches with at least one of the labels for a vertex.
Compared Algorithms
In order to validate the effectiveness of our algorithms, we used the following baselines:
• We used a pure content-based approach where we are simply clustering the documents on the edges, with the use of a clustering approach. We used the LDA-WORD [2] algorithms in order to cluster the content of the data sets.
• We used some link-based techniques in which we cluster the nodes using known structural methods. In particular, we tested with the use of the normalized cut (NCUT) [19] which is a spectral clustering algorithm. In this algorithm, we consider two types of linksthe user favor link and tag links. Specifically, for user favor links, two images are considered to be linked if they are favored by the same user. For tag links, two images are linked together if they are annotated by the same tag. The link weights are defined by the number of times that two images are either co-favored or annotated by the same tag keywords. We apply NCUT on a graph that combines these two kinds of links. The link structure is used to partition the images without any content information.
• We also compare with the clustering algorithm with both social links and the image content. In particular, we tested with a graph theoretical clustering algorithm, which simultaneously integrates visual and textual features in a trigraph for efficient Web image clustering [17] . This algorithm is referred to as Consistent Isoperimetric High-order Co-clustering (CIHC), and it uses the user tags as well as image content to partition the object in social media networks.
We describe some implementation details about the initialization of the HRF clustering model. The Gibbs sampling approach needs to be be initialized with an initial cluster configuration. For this purpose, we apply the k-means clustering algorithm on the content of Flickr images without any link structure. Such content-based initialization may affect the first few iterations of Gibbs sampling process. However, the link structure will be gradually incorporated into the modeling process after several iterations.
Results
The results for the different algorithms on the Flickr image network are illustrated in Table 1 . The value of the parameter λ was fixed at 0.5. We present the results in terms of pairwise precision, recall and F-measure. The proposed HRF clustering algorithm outperforms the other algorithms, including the pure content and pure link-based algorithms, and also the algorithms which combine both link and content. This demonstrates that the combination of the different kinds of content and linkage information in a social media network provides more effective results. For example, CIHC, which combines both image content and the links to user tags in a trigraph, outperforms the LDA-WORD and NCUT. However, the CIHC algorithm is not quite as effective at incorporating different kinds of heterogeneous content such as the tags, the social structure and the object content. As the result, the HRF algorithm outperforms CIHC as well. An interesting observation is that the pure link-based clustering algorithm NCUT obtain better performances than pure content-based information. This suggests that the linkage information in the networks often contain more useful semantic information for the clustering process than the content. Our algorithm, which combines not only content but also the context and social links, achieves the best performances. This is because in social media networks, in addition to the content, both tag and social links provide important network structural information for the discovering the image clusters. In addition to modeling content and links, the proposed HRF algorithm detects and removes the noisy links from the clustering process. This improves the robustness of clustering algorithm, which avoids the negative effect of noisy links. Therefore, the HRF algorithm is able to determine the useful clustering by separating out the noise from the useful clustering hints. This is particularly important in social media networks which are known to be noisy for mining purposes.
One interesting aspect of the clustering algorithm is that it outputs user clusters, tag clusters, and object cluster simultaneously. This can be very useful for a wide variety of applications, because the tag clusters can be used in order to determine the semantic interpretability of the images, and the user clusters can be leveraged in order to do group recommendations. This is particularly useful in cases where the multi-media objects are available on social sharing platforms. For example, Figure 4 also illustrates five image clusters and the associated tag clusters obtained by the HRF clustering algorithm. We can find that the images and associated tags are well clustered based on their content and descriptive tag words. It is evident that the tag keywords provide the descriptive theme in each cluster very well. For example, the images in the first cluster correspond to restaurants, and the corresponding tag keywords reflect this semantic theme well. Such objects can be recommended to the corresponding users in this cluster. Furthermore, new images which are tagged with the corresponding keywords can also be immediately recommended to the users in the cluster. Alternatively, the new users containing the appropriate frequent keywords in their comments or profile can be recommended the appropriate images. Thus, this clustering process not only improves the quality of the clustering, but also provides useful social and semantic interpretability which can be leveraged for a wide variety of applications.
Parameter Sensitivity
We also tested the sensitivity of the HRF model to different choices of the parameter λ. This is a particularly im- Table 1 , we set the value of λ to 0.5, so that an approximately equal amount of importance is placed on linkage and content. Nevertheless, it is interesting to test how the quality of clustering is influenced by varying the value of this parameter. We illustrate the variation of the algorithm with λ in Figure 5 . The value of λ is illustrated on the X-axis, and it varies from 0.1 to 0.8 with 0.1 as the step size. The F-measure and cluster purity measures of clustering quality are illustrated on the Y -axis in the different charts. It is evident from the results that when little link information is incorporated (λ = 0.1), the HRF model does not perform well on the data sets. However, as λ increases, more link information is combined together with content and it performs better. However, the effectiveness starts reducing after a certain point, because the use of a value of λ which is too large discounts the importance of the content information. This verifies that both content and link information do help in modeling the clustering structure. One observation is that the two different measures provide slightly different peaks in terms of clustering quality, though they both suggest robustness within a wide range of parameter values. We find that in the interval [0.1, 0.8], the proposed HRF model consistently outperforms the other algorithms in terms of both the ACP and PWF measures.
Computational Efficiency
Finally, we also compare the computing time spent by different algorithms for performing the clustering. The comparison is performed on a Server platform with Intel Xeon CPU 2.4 GHz and 33 GM physical memory. For the sake of fair comparison, we apply all the algorithm to compute 50 clusters. Table 2 reports the computational time of the different algorithms. We find that the algorithm HRF is much faster than the other algorithms. In fact the the HRF algorithm was twice as fast as the next fastest algorithm, corresponding to the NCUT method. This is in spite of the fact that the NCUT method works with only the link struc- ture, whereas our approach uses both the content and links for clustering. The LDA-WORD algorithm was the slowest, and was about 2.5 times slower than the HRF method. The efficiency of our approach is because of our use of the Gibbs sampling strategy, which is able to provide robust results for samples of reasonable size. Thus, the approach presented in this paper provides an effective tradeoff between the quality and efficiency of the results.
CONCLUSIONS AND SUMMARY
In this paper, we present a robust clustering algorithm on social media networks based on heterogeneous random fields. We use a combination of linkage information and social cues in order to perform the clustering. These are used to infer the highest probability cluster configuration in an efficient way. The algorithm is able to explicitly detect the noisy links, which is particularly important in the noisy social media scenario. We present experimental results, which network demonstrate the effectiveness of our algorithm compared to other state-of-the-art methods. 
