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ABSTRACT 
 
The purposes of this thesis were to create a conceptual framework for progress, and to use that 
framework to measure Australia’s progress across the whole of the 20th Century. In measuring 
Australia’s progress over that period, the three central aims were to ascertain (1) whether 
Australia progressed overall, (2) what aspects of it progressed or not, and (3) which of the five 
identified models best explains the nature of the changes observed. Progress was defined as 
the enhancement of human wellbeing. Given the breadth of the topic, the thesis was by 
necessity a meta-study and multidisciplinary in nature. It was designed to shed light on the 
broad and significant issue of progress, not to provide an exhaustive critical analysis of the 
individual elements of progress. The conceptual framework identified five components of 
progress: knowledge, environment, economic, individual and social aspects of human 
wellbeing. The framework further categorised the five components into some sub-components 
and ultimately to 30 central elements. For these elements a total of 41 indicators was selected 
which met the inclusion criteria for analysis over the 100-year period. Secondary data were 
extracted from the archives of the Australian Bureau of Statistics, the Reserve Bank, the 
Victorian State Library and other government departments. The key finding was that Australia 
did progress overall. Results for each component were:  knowledge generally displayed an 
upward trajectory; the environment experienced overall decline; the economy increased in 
size but had mixed results in terms of efficiency, effectiveness and appropriateness; some 
aspects of individual wellbeing improved, but others reversed; and whilst some improvements 
were evident for social wellbeing, the majority of indicators displayed clear reversals. The 
indicators with sufficient data points were then subjected to further statistical analysis to 
determine possible relationships between components and elements of progress. The various 
time series were subject to correlation, autocorrelation, and cross correlation analysis, 
followed by Principal Component Analysis and Dynamic Factor Analysis. This revealed that 
with the exception of environmental indicators, which all trended negatively, indicators did 
not move consistently within each of the other four components. Consequently, no 
meaningful inter-component level relationships were apparent for Australia over the 20th 
Century and therefore none of the inter-component models of progress were supported. 
However statistically significant relationships were found between the individual elements, 
which trended, reversed or oscillated. These findings challenge some of the fundamental 
assumptions upon which much current Australian public policy is based. 
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Chapter 1  
Outline of Thesis 
 
1.0 Introduction 
 
This study is an investigation of progress in Australia over the 20th Century. Progress is defined here 
as the enhancement of human wellbeing. For the purposes of this study, human wellbeing will be 
characterised by five main components: knowledge, environment, economy, individual and social. 
Enhancement refers to positive directional change in terms of these components. This study firstly 
develops a framework to conceptualise progress. It then collects and uses statistical data in a 
descriptive study of what happened in Australia, over those 100 years, in terms of progress in general 
and in terms of its components. The study also develops a typology of relationships for models of 
progress, and examines which best explain the Australian data. This study finally explores some of the 
relationships between the elements that make up the components of progress and looks at ways to best 
explain what has been observed to happen.  
 
Aside from the fact that such a comprehensive study of progress has not been undertaken before in 
Australia, there are a number of other fundamental reasons why such a study is significant and 
worthwhile. First, progress is considered inherently desirable within the framing of much government 
policy. Yet, in spite of its long heritage as a philosophical construct, it is poorly understood. Any effort 
that could shed light on what has actually happened in terms of progress in Australia and how it may 
operate is clearly valuable in these terms and should lead to better policy formulation. In this sense 
even the simple assembling of the data has value. 
 
Another central reason for performing such a study is that Australia and much of the international 
community appears to be faced with a modern malaise. There seems to be a growing sense within 
Australia that our society has lost both its direction and a sense of a shared vision. Accompanying this, 
the last century has seen our society shift from having a strongly optimistic perception of the future to 
a highly pessimistic one. Very mixed results about progress have been presented over the last couple 
of decades and the reality or otherwise of progress occurring has been hotly debated. To better 
understand the significance of such recent changes, a long-term perspective is called for.  
 
This is a meta-study so consequently it has both the strengths and limitations of such an approach.  
Note also that this first chapter is primarily introductory in nature and that is intended to only give an 
overview of the rationale and structure of the thesis. Consequently many topics touched on here are 
explored in latter chapters in much more depth. Where relevant, reference to those sections will occur. 
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1.1 What is progress and is it desirable? 
 
Although progress clearly underpins much of the political policy and rhetoric in this country, there has 
been a lack of clarity in its use. The desirability or otherwise of progress is fundamentally important in 
terms of both where our society is heading and the type of future we will create. These concerns about 
progress have a long history. In fact they have been debated off and on for centuries and were first 
articulated during the classical period of Ancient Greece (Bronowski & Mazlish 1993).  
 
Therefore, before any study of progress can be performed the fundamental question of what progress 
is and whether it is desirable needs to be addressed. 
 
To answer this question first requires a careful definition of what progress is and what its major 
components are. In a broad sense this is easy, as progress is commonly accepted to be referring to an 
enhancement of human wellbeing or at the very least a reduction in human misery (Hamilton 1998). 
What, however, is meant by both ‘enhancement’ and ‘human wellbeing’ is much less clear. Sections 
2.1 through to 2.3 will explore more extensively some of the problems around defining these terms 
and attempt to resolve some of the debates about their meaning. For the purposes of this study 
however a broad definition of human wellbeing that includes individual, social, economic, knowledge 
and environmental components has been adopted and enhancement has been seen as referring to 
potential changes in human wellbeing, that are clearly directional and positive in nature.   
  
There are three main arguments why human progress is considered desirable. The first centres around 
the belief that improving or enhancing human wellbeing has intrinsic worth (Simon 1995). The second 
argument is that progress can be a tool for achieving social stability (Lasch 1991). The third primary 
argument for the desirability of progress is for its mythic value as the source of a positive utopian 
vision of the future (Thompson 1996).  
 
Clearly, to establish the validity of the concept of progress requires careful examination of the veracity 
of these arguments. Section 2.4 will explore these arguments and the criticisms commonly raised 
against them.   
 
1.2 Measuring the occurrence of progress 
 
To be able to measure the occurrence of progress requires three things: 
 
• the enhancement of human wellbeing is actually measurable; 
• a logical framework exists, or can be developed, for selecting suitable measures; and  
 3
• the said measures have been collected for a suitable length of time or can be derived from 
other data.  
 
Each of these will now be briefly considered in turn. 
  
1.2.1 Is the enhancement of human wellbeing measurable? 
 
It is one thing for a concept to be meaningful, it is yet another for it to be actually measurable. Many 
important concepts are empirically unmeasurable but are not discarded as a consequence. These 
include constructs such as the human soul. The fact that it cannot be measured does not diminish its 
value or its reality for many people.  
 
There is, however, strong evidence that many of the central elements of the components of human 
wellbeing are measurable. This will be practically demonstrated in later chapters of this thesis. The 
question of what should be included in such measures is, however, much less clear-cut. The history of 
efforts to measure progress is very long, rich and fractious and shall be explored in more depth in 
section 2.7. 
 
Although attempts to measure progress have been numerous and varied, the efforts tend to divide into 
three main approaches. The first is the selection of a single global representative variable, the second 
is the creation of an aggregate indicator using a number of key variables across multiple components, 
and the third is the use of multiple representative variables without any aggregation. For this study the 
third approach has primarily been adopted (see section 2.7.3 for an elaboration of the rationale).  
 
In adopting this third approach to measuring progress, certain limitations need to be recognised. 
Whilst individual trends may be clearer it can be very difficult to determine the general trends from a 
collection of separate indicators. This is compounded by the tendency to put as many indicators as 
possible into indicator tables. Some recent Australian statistical compilations on human wellbeing, for 
example, contain hundreds of indicators (ABS 2001). More is definitely not better (Churchland and 
Sejnowski 1993). Therefore, rather than aiming for diversity, the goal should be to identify the central 
elements of each of the components of human wellbeing and only include measures for those. This is 
clearly not an easy task.  
 
1.2.2 The need to create a logical framework for element selection 
 
There are a number of approaches that can help reduce the difficulty of the item selection process for 
elements. This starts with having clarity as to what the primary factors of interest are. Within each of 
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the components mentioned earlier, the key elements need to be carefully identified and it will be a 
central purpose of Chapters 3 to 7 to do so.  
 
Throughout this study the term component will refer to one of the five large divisions within human 
wellbeing, namely: knowledge, environment, economic, individual and social; and the term element 
will refer to the smallest divisions within the components that are of interest in this study. An example 
of an element within the component of individual wellbeing is quantity of physical health. An attempt 
was made to find at least one indicator for each of the elements. The term indicator will be used for 
data that have been selected as measures for the element. For example, one of the indicators for 
quantity of physical health is life expectancy. 
 
It is essential that components are carefully defined and that their primary elements are identified in 
terms of their predicted or known importance to observed variance and their capacity to tap into the 
primary purposes of that component. As an example, physical health is a primary element for 
individual wellbeing, but diet or the amounts of money spent on health are not. These factors may 
contribute to the primary element but are not primary elements themselves.    
 
These are not the only principles that can be applied to help this process. The very definition of and 
purposes espoused for progress impose two important constraints on variables:  
 
• elements chosen need to be primarily directional in nature and the positive direction needs to 
be clear and as open-ended as possible; and 
• elements need to be visionary in nature, being able to serve as something to strive for rather 
than being too easily achievable or pragmatic in nature. 
 
During item selection, the following broad principles are useful for completing the task: 
 
• the presence of theoretical support and, if possible, empirical evidence before considering any 
element for inclusion within the components of progress; 
• data are relatively available or at least easily derivable on the chosen element; and 
• the chosen indicators for elements meet the basic statistical requirements for data analysis 
operations performed in the study.  
 
These will each be elaborated on in section 2.9. The products of their application to the components of 
human wellbeing will be explored in Chapters 3 to 7. 
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1.2.3 Determination of a suitable timeframe and availability of data 
 
After selecting elements and suitable indicators the next task is to assess data availability over the 
desired timeframe. That first requires determining a suitable timeframe. Selecting an appropriate 
timeframe is a rather difficult task when measuring progress. Clearly the use of a timeframe of only a 
few years would be inadequate, as many causal relationships work over a longer timeframe. Some 
variables can be expected to span generations in terms of causal delays and some may be 
multigenerational. For example, the brunt of a current loss of social capital may not impact for a 
generation or more. In addition, short time spans are not adequate to differentiate whether a particular 
trend is linear or cyclical. Many human phenomena occur in distinct waves. Whilst some are very brief 
others can occur over decades or even centuries (Casti 2002). Therefore, the longer the time span the 
easier it is to ‘tease out’ real directional change. On the other hand the longer the chosen timeframe the 
less reliable the data become and the more onerous the task of collecting it. A century is probably long 
enough to cover most of the possible causal delays and cycle periods, but not too long to incur too 
many problems of the other kind.   
 
One hundred years is also long enough to provide sufficient sampling points for statistical analysis. 
That is, one hundred samples (data for each separate year) are comfortably sufficient to allow the time 
series analysis required for this study (Schumacker and Lomax 1996). 
 
Taking such a relatively long time span has consequences for data availability. Australia, however, has 
surprisingly good statistical records for most of the 20th Century. As will be demonstrated in later 
chapters, it is possible to obtain meaningful measures for nearly all of the elements of interest within 
the century time span. Given the timing of the study, one hundred years is also historically an 
appropriate timeframe because it matches both the passing of the last century and the first hundred 
years of federation in Australia. Problems in available data are explored more fully in sections 2.7 to 
2.9.      
 
1.3 Did progress occur in Australia? 
 
Assuming that the validity of progress as a concept can be established satisfactorily, and that it is 
measurable, it is then reasonable to test for it. To do that requires measurement of change over time in 
terms of aspects relevant to progress. This leads to the first two and most central research questions of 
this thesis:  
 
1. Did progress occur overall in Australia over the 20th Century? 
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2. Did progress occur in Australia specifically in terms of each of the separate components 
and of the elements within them? 
 
From these primary research questions a number of secondary ones naturally follow. For 
example each component would have its own secondary question, such as “Did an 
enhancement of individual wellbeing occur in Australia over the 20th Century?” 
 
Table 1.1: Summary of the components, sub-components and elements of progress 
 
Component Sub-component Element 
Knowledge  Contribution to knowledge expansion 
  Benefits of contribution 
  Capacity to utilise 
  Accessibility of knowledge 
Environment  Decline of renewable environmental resources 
  Habitat destruction 
  Biodiversity loss 
Economic  Economic size 
 Efficiency Labour 
  Capital 
  Financial 
  Energy 
  Resource 
  Appropriateness 
  Effectiveness 
Individual Physical Quantity of physical health 
  Quality of physical health 
 Mental Mental illness levels 
  Positive mental health levels 
 Spiritual Belonging 
  Balance 
  Identity 
Social Fairness Gender (power) 
  Class (economic) 
  Ethnicity (health) 
 Compassion Charity 
  Forgiveness 
 Tolerance Tolerance of diversity 
 Social functioning Social capital 
  Social stress 
 
Within each of the components the specific selected elements can then be used to generate further 
specific research questions, such as “Did an enhancement of the quantity of physical health occur for 
individuals in Australia over the 20th Century?” Table 1.1 shows the breakdown of all the components 
into their respective sub-components and elements. From this the full range of these secondary 
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research questions is apparent. The rationale for the selection of each of these elements will be made 
apparent in subsequent chapters. 
 
1.3.1 Other precedents for looking at progress in this way 
 
The author is not aware of any other single study that looks at progress over such a timeframe, which 
has not used either a specific representative indicator or an aggregate indicator approach. Some 
substantial edited texts have, however, been produced that include efforts to look at specific 
components or elements (Simon 1995). Whilst these are valuable in themselves, they have 
unavoidably lacked the internal consistency and logic that a single framework approach can generate. 
This is not to say that numerous historic compilations of indicators have not been produced in 
Australia or elsewhere. Clearly the Australian Bureau of Statistics (ABS) is most active in this way. 
None of these compilations have been produced to specifically explore the issue of the enhancement 
(or otherwise) of human wellbeing over the century in question. Since the commencement of this 
thesis the ABS did attempt to perform a similar study, but focused on only the last decade of the 20th 
Century not the entire century (ABS 2004). A more detailed summary of some of the relevant research 
can be found in section 2.7.  
 
1.4 The use of official statistics 
 
There are broad issues in terms of the use of the official statistics affecting this study. First there are 
the problems of interpretation. For example, whilst multiple observers may all agree on what suicide 
is, they will probably differ in their interpretations on whether a specific death is suicide or not 
(Hindess 1973). All measures are of course subject to such distortions of interpretation to some extent. 
The usefulness of any specific measure is a function of how extreme these temporal and individual 
influences might be. Unfortunately, there is no simple way of determining the extent to which a 
measure is subject to such influences. Whilst this problem is relevant to all aspects of progress, it is 
particularly so for individual and social progress indicators.  
 
Another more insidious problem regarding the use of official statistics is the deliberate distortion of 
them by governments for political or other ends. The deliberate under-reporting of the rate of Acquired 
Immune Deficiency Syndrome (AIDS), particularly in Sub-Saharan African nations, is a health-related 
example (Anderson 1993). Another common manipulation is the reporting of human rights violations. 
Most countries, including the United States of America (USA), will try and project a rosier picture 
than the reality experienced by their citizens (Pilger 1998).  
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Another common problem in the use of official statistics is the changing of the definition of a variable 
at some point in the selected timeframe. Some of this is for the political reasons mentioned previously. 
A good example is when the Australian government changed its measure of economic growth from 
Gross National Product (GNP) to Gross Domestic Product (GDP). It has been suggested that this was 
done to at least partly mask the impact that increasing foreign ownership was having on apparent 
economic performance (Stewart 1994). At other times it is simply due to improved sophistication in 
measurement tools or purely arbitrary changes in definition.   
 
1.4.1 Treatment of missing data 
 
Given that data are not going to be consistently available across the entire time span for all time series 
of interest, decisions need to be made on how missing data should be treated. There is a whole field of 
statistics that is dedicated to this issue. The primary alternatives usually include mean or median 
substitution, use of regression equations and multiple variable imputation approaches (Maxim 1999). 
With time series data these are not necessarily the best approaches, particularly when autocorrelation 
in the data are high for the proceeding year. In this situation, the best estimate of a single missing 
variable is simply averaging the values on either side (Hamilton 1994). Obviously the value of a 
stream of data declines the more such substitutions are required. As a consequence, a decision was 
made to not proceed with further analysis, beyond graphical presentations and simple correlations, of 
any data with less than 90 samples. In terms of the initial visual presentations of data, they will always 
be shown in their raw state without any missing variables being replaced. These adjustments will only 
be made prior to any statistical analysis. These matters are discussed further in Chapter 8.  
   
1.5 The nature and causes of progress in Australia  
 
Once the presence or absence of progress can be established in the Australian context, for each 
element, component and as a whole, it is then worth looking at the nature of the relationship between 
these various levels.   
 
This objective leads to the third primary research question for this study:  
 
3. Are any inter-component models of progress appropriate, and if so, which model best 
fits? 
  
To attempt to answer this question requires a series of intermediate steps. The first step requires the 
adequate identification of what the major models actually are. The next step is to look at how each 
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model could actually be tested for goodness of fit against the available data. Finally, some empirical 
testing is required.  
 
1.5.1 Developing models for progress in Australia 
 
The identification of the various models required two steps. First the literature had to be scanned for 
both clearly articulated and implied models. From this, literally hundreds of proposed explanatory 
models can be found. To simplify both analysis and understanding the author developed a typology of 
four types: deterministic (sequential) models, cyclic models, intrinsic emergent models and extrinsic 
(other factor) models. Each of these model types can also be considered in either a global or contextual 
way. Towards the end of the next chapter, each of these types will be explored in some depth, as well 
as examples of each type that have occurred in the literature (see section 2.10).  
 
1.5.2 Relationships between the elements 
 
Whatever the relationships between the five components, and the reality or otherwise for overall 
progress, the relationships between the individual elements is also worthy of analysis. This is because 
whatever model is supported, it is reasonable to assume that substantial variations in some of the 
elements may be linked to changes in others. This is particularly true if the ‘no relationship’ position is 
supported, for in that situation these relationships become pre-eminent.  
 
This leads to the fourth and fifth primary research questions:  
 
4. What are the significant relationships between the individual elements of progress within 
Australia? 
5. To which relationship model categories, if any, do these element relationships most 
closely conform? 
 
As well as exploring any patterns that may emerge, the proper answering of these questions requires 
development of logical rationales for the observed relationships between them. 
  
1.6 Reasons for selecting Australia for a study of this nature 
 
Whilst the parochial reasons for selecting Australia are valid, there are other good reasons for 
choosing Australia for a study of this nature. To summarise, these include: 
 
• Australia is an island continent; 
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• Australia has had a stable political system and geographical boundaries for the selected 
timeframe; 
• Australia has had relatively good data collection for the selected timeframe; 
• Australia has often embraced dominant international paradigms; and 
• over the 20th Century the major conflicts of the century have had relatively minor impact 
upon Australia’s physical infrastructure.  
 
As Australia is the only nation continent it has certain advantages, particularly in the exploration of 
environmental factors. Most of the environmental damage observed is primarily the responsibility of 
the local inhabitants (or at least what they allow to occur to their environment) rather than some other 
party.  
 
Australia has been a democracy and a single nation for the entire duration of the last century 
(Federation occurring on the 1st January 1901). During this time it has not experienced a major threat 
to its primary institutions nor had territorial disputes regarding its boundaries. This greatly eases 
problems of statistical comparisons over the span of the 20th Century.  
 
Due to a combination of Australia’s relatively high international affluence and educational levels at 
the start of the last century and its historical predilection for recording things, the nation has an 
extremely good set of statistical records. Many of its data collection efforts preceded most developed 
nations of the world by many decades (CBCS 1973). 
 
Due to Australia’s political size, official language and geographical location it often was an embracer 
of many of the dominant political, social and economic paradigms of the 20th Century (Dyster and 
Meredith 1997), so can serve as a good exemplar of the consequences, both positive and negative, for 
so doing. 
  
Whilst Australia has been a significant participant in a large number of the last century’s international 
conflicts, these have generally not spread to the continent itself; the only true exception being the 
bombing of Northern Territory towns and a single torpedo attack in Sydney Harbour during World 
War Two. Therefore the nation did not experience the major loss of infrastructure so many other 
countries experienced over that century. This is not to imply that the impacts on this nation were 
trivial. In both the first and second world wars Australia experienced very substantial casualties which 
left a long and lasting shadow across the nation. The wars have also not been devoid of economic 
costs. The two main conflicts left Australia with substantial debt burdens (Inglis 1987).     
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These special qualities however would also make generalisations to other contexts more difficult, 
especially in relation to the question about models of progress.   
 
1.7: The strengths and weaknesses of performing a meta-study  
 
One of the special features of this thesis is that it is a meta-study, and therefore multidisciplinary and 
integrative in nature.  The roots of meta-study lie in the social sciences. As an approach to 
research, meta-study is explained as involving analysis of the theory, methods and findings of 
primarily qualitative research and the synthesis of these insights into new ways of thinking 
about a phenomenon (Paterson, Thorne, Canarn and Jillings 2001).  It is however possible to 
perform such a study with a quantitative component as will be performed here.  
 
 
The blend of all this range of concepts from differing discipline backgrounds also requires judgement 
beyond that attained by a mere summing of the parts. Consequently the concept of synergism is 
important to understanding meta-studies (Mansueto 1995).  
 
A meta-study by its design is broad and overarching in its approach. Such a study is designed to 
explore the overview of a complex and important issue (in this case progress). Such a study cannot by 
its very nature provide the intricate detail that a more focused study can. That is, of course, both the 
strength and weakness of this approach.  
 
The literature has recently acknowledged the need for more meta-studies as the majority of research 
has become very narrow and tightly focussed (Paterson et al 2001). As a consequence of this focus 
on the detail, many broad and important questions have become lost or ignored. By analogy the forest 
has been forgotten by the focus on some of its trees. 
 
The meta-study approach was popular in the 19th century and early 20th Century but largely fall out of 
fashion for most of the 20th Century; due largely to the difficulty of doing such studies (having 
performed one I have a deep appreciation of this point). It is quite a discipline to keep the focus at the 
higher integrative level, as the tendency is to want to bore down into the detail.  
 
A painting analogy could be helpful in clarify the difference of approach. A meta-study is very like a 
large expressionist landscape painting of a valley. It has broad-brush strokes and gives an overall sense 
of the scene but misses much of a detail. A traditional study in comparison is more like a miniaturist 
etching of a blade of grass in that landscape; clearly beautifully rich in detail and magnificent in its 
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own way but quite different from the expressionist painting and unable to give any sense of the whole 
valley. 
 
Further, this meta-study approach allows the development of a strong conceptual framework that can 
link all the key components, sub-components and elements of the concept of progress. The scope and 
scale of the thesis also means that by necessity it will be slightly longer than many standard doctoral 
theses.  
 
1.8 Structure of the thesis 
 
The next chapter will focus on expanding the definition of progress, explore its validity as a concept, 
critically examine previous ways of measuring it and present the broad types of models that have been 
created to explain its underlying mechanisms. The subsequent five chapters will focus, in turn, on a 
particular component of progress, specifically: Chapter 3 on knowledge, Chapter 4 on the 
environment, Chapter 5 on the economy, Chapter 6 on individual wellbeing and Chapter 7 on social 
wellbeing. Each component of human wellbeing will be tackled in a similar way. First, the concept 
will be defined carefully and its key elements identified, taking into account the framework formulated 
in this chapter. In this context, broad criticisms of progress relating to the component and its elements 
will then be considered. That section will be followed by an exploration of measurement efforts in 
regard to each of the identified elements of that component. The shortcoming of various measures will 
be considered, as will the rationale for selecting the chosen measures as indicators. The selected 
measures will then be graphically presented to identify broad trends. The analysis for each chapter will 
conclude with some explanations of the observed data.  
 
Chapter 8 will explore what can be said about which of the models of progress best describes 
the Australian experience over the 20th Century. It will also look at the relationships that exist 
between the elements of progress and what models may best describe these. The last chapter 
will discuss the significance of the results and what conclusions can be drawn from them. 
 
1.9 Summary of main points 
 
For the human condition, progress is the enhancement of human wellbeing. This study uses multiple 
representative variables (without aggregation) as the measurement approach to explore progress in the 
Australian context; although a final aggregation will occur to answer the global question about 
progress for Australia. A 100-year timeframe was selected primarily as a compromise between cycle 
lengths and data availability. The choice of Australia for this study was based primarily on a parochial 
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desire to understand what has been happening regarding progress within our own country: having said 
that there are however many other good reasons for choosing Australia for this study. Four possible 
relationship models will be considered at both the component and element level: deterministic 
(sequential) models, cyclic models, intrinsic emergent models and extrinsic (other factor) models.   
 
Given the breadth of its topic the study is by necessity multidisciplinary and meta in nature. It has 
been designed to shed light on a broad and very important social issue, not to provide extensive details 
upon the individual elements that encompassed it.  
 
The purposes of this thesis were to, firstly, create a framework for progress and, secondly, to use that 
framework to measure Australia’s progress across the whole of the 20th Century.  In terms of the 
second purpose the three central aims were to try and help ascertain (1) whether Australia progressed 
overall, (2) what aspects of it progressed or not, and (3) which of the five identified relationship types 
best explains the dynamics of the changes observed at both a component and element level. Note that 
this thesis is therefore designed to develop two types of models about progress. The first type provides 
frameworks for understanding what progress is. The second type is for investigating mechanisms that 
might be driving the observed phenomena. 
 
To reiterate, the five primary research questions are: 
 
1. Did progress occur overall in Australia over the 20th Century? 
2. Did progress occur in Australia specifically in terms of each of the separate components and 
of the elements within them? 
3. Are any inter-component models of progress appropriate, and if so, which model best fits? 
4. What are the significant relationships between the individual elements of progress within 
Australia? 
5. To which relationship model categories, if any, do these element relationships most closely 
conform? 
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Chapter 2 
Progress: definition, history, measurement and 
modelling 
 
2.0 Introduction 
 
In this chapter the initial definition of progress given in the preceding chapter will be further 
elaborated. ‘Enhancement’ and ‘human wellbeing’ will be defined together with an elaboration of the 
five major components within the latter. This unpacking will occur in sections 2.1, 2.2 and 2.3.  
 
This is followed by an examination of the three main arguments for why human progress is desirable: 
 
• the belief that enhancing human wellbeing has intrinsic worth;  
• that progress can be a tool for achieving social stability; and  
• that progress has mythic value as the source of a positive utopian vision of the future.  
 
These arguments are covered sequentially in section 2.4. The arguments will be carefully explored and 
the common criticisms presented against them discussed.  This will lead to a brief exploration in 
section 2.5 of the evidence for at least some progress in the past and the likelihood of it continuing into 
the future. The relationship of progress to some of the contemporary concerns raised in Chapter 1 will 
then be examined in section 2.6, as well as other possible explanations for the raised concerns.  
 
In section 2.7, an examination will be made of the history of efforts to measure progress, with the 
emphasis on more recent efforts. Whilst attempts to measure progress have been numerous and varied, 
the efforts to do so tend to divide around three main approaches: 
 
• the selection of a single representative variable;  
• the creation of an aggregate indicator using a number of key variables; and 
• the use of multiple representative variables without any aggregation.  
 
These shall all be elaborated upon here, as will the reasons for this thesis adopting the third approach. 
 
A range of methodological issues will then be considered, including approaches to determining item 
and component weights in section 2.8, with the logical framework for subsequent chapters being 
developed in section 2.9. 
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There are literally hundreds of proposed explanatory models for progress in the literature. For the 
purposes of this study they have been categorised into four relationship groups. These are 
deterministic (sequential) models, cyclic models, intrinsic emergent models and extrinsic (other factor) 
models. In section 2.10, each of these broad relationship types will be explored in some depth and 
examples given. 
 
2.1 A broad definition of progress 
 
The concept of progress has been one of the fundamental philosophical ideas underpinning Western 
civilisation for most of the last 500 years and has been linked to the corresponding ascendancy of the 
West during that time (Landes 1998). While progress lost some of its lustre in the latter part of the last 
century (Clarke 1993), it is still generally either explicitly or implicitly considered in framing and 
formulating much of government policy.  
 
Progress, like many other broadly used social concepts, has, through common usage, become 
somewhat imprecise in its meaning (Davies 1997); whilst much of this is inadvertent or the result of 
careless use, some of this confusion has also been deliberately manufactured. This has occurred to 
either confuse people as to the merits of a particular project/policy or to lessen the value of the concept 
as a whole. Hellyer (1999) has argued that such deliberate misuse of concepts, such as progress or 
reform, became endemic in the 1980s and 1990s. 
 
As stated in Chapter 1 the broad definition is relatively clear. In terms of the human condition, 
progress is simply either the enhancement of human wellbeing or at the very least a reduction in 
human misery (Hamilton 1998).    
 
Whilst such broad consensus is possible, the meaning of the key concepts of ‘enhancement’ and 
‘human wellbeing’ are subject to considerable debate in the literature. This debate is explored in 
sections 2.2 and 2.3, with section 2.2 focusing on enhancement and section 2.3 on human wellbeing. 
 
2.2 Enhancement 
 
The word enhancement means to bring about an improvement in something by either raising the value 
or quality of it (Sklair 1970). For a positive change in value or quality to be possible in something, 
there needs to be clear directions that that thing can change in either a positive or negative way, 
otherwise raising, or conversely lowering, the value of it would be impossible. Thus both change and 
direction are essential aspects of enhancement. Section 2.2.1 will consider change and section 2.2.2 
direction. 
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2.2.1 Change 
 
The concept of change is central to an understanding of what enhancement means, so there is clearly 
some value in exploring what it actually is. Change can be considered in terms of either how it unfolds 
or the type it is. Both these factors create a synergism to influence the kind of change experienced. In 
regard to the first factor, change can unfold gradually or rapidly, peacefully or violently, continuously 
or spasmodically, and systematically or erratically (Moore 1963). 
 
In terms of type, in the West, prior to the First World War, change was generally considered to be 
either directional or cyclical in nature. Since then a number of other types of change have been 
identified, beginning with the cybernetic conceptualisations in the late 1930s, which identified that 
many changes observed in the natural world were about maintaining equilibrium (Flood 1990).  
 
The nomenclature for change is still not very clear. To aid conceptualisation, a framework that 
categorises change into seven basic types has been created for this study. These seven types of change 
are directional, cyclical, patterned, homeostatic, chaotic, random and faddish change. Whilst it is 
primarily directional change that is of relevance to the concept of progress, it is worth briefly 
considering all the other suggested major forms of change to help differentiate the nature of any given 
change.   
 
Directional change is change that can move towards one of only two didactic positions; for example, 
in the direction of longer or shorter life expectancies. Directional change itself can be further broken 
into a number of types. The main ones are: simple, staged, logistic and exponential (Moore 1963). 
Simple directional change is change that is relatively constant; an example over this century would be 
the growth of wealth in Australia (Vamplew 1987). Staged direction change is change that fluctuates 
between relatively fast bursts and slower ones. Fundamental technological innovation tends to follow 
such a pattern (Stewart 1989). Logistic directional change is change that starts slowly, becomes rapid 
and then flattens out again as it reaches towards some apparent natural limit, such as science funding 
in Australia. Exponential change is change that occurs at an accelerating rate. The memory capacity of 
computers and environmental pollution are two good 20th Century examples of this type of directional 
change (Paterson 1995).    
 
In cyclical change there is only one direction of movement, but that direction changes over time 
following a particular recurring cycle. In the human context many change processes are cyclical by 
nature, such as the business cycle. Intellectual preferences are also frequently cyclical in nature. A 
good example would be the philosophical swing between optimistic and pessimistic appraisals of the 
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benefits of technology. For the last three centuries these preferences have oscillated in a roughly 30 to 
40 year cycle (Blainey 1988). 
 
For patterned change, the observed change follows a distinct pattern: it generally repeats itself under 
similar circumstance. Crystal formation in the physical realm, plant and animal development in the 
biological and the rise and fall of civilisations in the social context are all good examples of patterned 
change (Fischer and Lazerson 1984).   
       
Homeostatic change maintains the equilibrium in a system. It tends to happen in complex systems, 
where too much change in any particular direction is drawn back by competing tensions. That is, the 
maximisation of one aspect in a system adversely impacts on another due to the mutual exclusivity of 
the outcomes. Due to this there is no perfect solution but a range of desirable compromises within a 
limited domain. This means that the change tends to fluctuate around some core point, forever trying 
to seek balance (Bowen 1978). The changing community attitude towards protective services for 
children is a good example. Some of the competing pressures in that cybernetic system include the 
rights of the child versus the rights of the parent, the benefits of institutional care versus home-based 
care, and public versus private agency auspices (Jones 1980). 
 
Chaotic change only occurs in very complex systems. Chaotic processes mean that at least at certain 
times or nodal points any predictability becomes impossible and at other times the process is 
reasonably predictable.  The weather is a prime example of a chaotic system. There is some contention 
about whether human systems are now so complex that chaotic concepts are relevant or not. However 
the point where the bursting of a bubble economy occurs is most likely an example of this process at 
work (Gleick 1998), although the forming of the bubble is clearly an example of patterned change. 
 
Random change is totally unpredictable in terms of specific outcomes, but can often be predictable in 
terms of large numbers of events. A good example is the rolling of dice. Whilst you cannot predict the 
outcome of the next roll of two dice, you do know that you have a 1/32 chance of it being double 
‘one’. Insurance is based on these premises, as are many other human activities (Bernstein 1996).  
 
Faddish change seems to be uniquely human. It is a form of change induced by the tensions in 
humans for both variety and consistency. The fad provides the variety and the consistency is in the 
shared nature of the interest. The most obvious would be the various fads that come and go in regard 
to fashion and recreational interests. Fads can also remerge but do so in unpredictable patterns. Many 
intellectual ideas and policy initiatives can however also be faddish in nature (Toohey 1994). A recent 
example is the reoccurrence of the fad for attempting to measure work performance in complex 
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professional jobs (Gathercole and DeMello 2002).  Whilst fads are generally short-lived they can 
occasionally last decades or longer (Gathercole and DeMello 2002).  
 
For human wellbeing, all seven types of change can play a significant role. In the context of progress 
the first type is of central interest. That is, the study of progress is primarily interested in things that 
can be subjected to directional change. The significance of this type of change for human wellbeing is 
a major source of contention.  
 
2.2.2 Significance of directional change for wellbeing 
 
As mentioned earlier, in the West most change has traditionally been viewed as either cyclical or 
directional in nature, which has led to the strong preference that still exists for logical and 
deterministic models in the social sciences (Saul 1993).  In the East the preference has been for a 
fuzzier, less reasoned, logic that lurks in the grey rather than the black and white of the West and is 
more cybernetic in nature (Kosko 1993).  
 
Whilst the traditional Western dualistic view that favoured directional change was blinkered, it would 
be equally wrong to completely reject the existence and importance of such change, as its occurrence 
can be clearly established. The possible greater relative importance of the other types of change does 
not reduce the need to understand progress provided there is at least some potential to enhance human 
wellbeing.  
 
2.2.3 Criticisms of the directional change focus of progress 
 
Most criticism of a directional change focus for human wellbeing is around the questionable 
desirability of the goal upon which it is focused. Clearly any direction chosen has to be based on value 
judgements about what constitutes an actual enhancement of human wellbeing. The direction 
requirement also contains a range of additional concerns. 
 
First, if a future state can be considered superior to a previous one, then a certain state (or civilisation) 
can also be considered superior to another, at least on those variables (Schrijvers 1993). The potential 
for racist assertions has made many wary of committing to such a position.  The existence of a desired 
direction can also be argued to imply the existence of either embedded purposefulness or of an 
underlying plan and therefore a possible planner. Although it may indeed be possible to deliberately 
engineer progress, this is not implied to have occurred by a directional change focus. While it is 
possible to assist or hinder movement in a direction, that does not mean that the movement itself was 
purposeful or that the assistance was always intended. Many things can move in a direction without 
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purposeful input but can also equally be assisted in that direction. An apple falling to the ground is an 
obvious example. Due to gravity it will fall to earth eventually; the apple does not plan to fall nor does 
gravity intend to make it hit the earth. Shaking the tree by a hungry person may however help the 
apple drop sooner. 
 
Postmodernists also find objection in the Universalist implications that a specific direction entails. 
These problems are a reason why many have chosen to exclude individual, social and moral aspects 
from their definitions of progress, as these are the most heavily value-laden and most subject to such 
concerns (Lasch 1991). Later chapters will explore the validity of these concerns for the various 
aspects of human wellbeing, but in general, it is surprising how high a consensus can be achieved on 
what constitutes positive change for many human wellbeing variables.    
 
Another criticism of a directional change focus is the assumption that this implies an underlying 
deterministic process in terms of the element and that progress in it is, in systemic language, a ‘tame’ 
problem or one that can be managed as a simple logical, linear sequence (Madron and Jopling 2003). 
Clearly very little to do with human wellbeing is so simple. Directional change however does not 
imply a specific goal (which would force it to be tame), only a desired direction of change. For 
example, for quantity of health the goal is to extend human life expectancy. It is not to cure a specific 
condition, change a specific behaviour or add a specific number of years to life.  
 
Having examined closely the meaning of enhancement and the directional change focus it implies, it is 
time to move on to consideration of some of the specifics of human wellbeing. 
 
2.3 Human wellbeing 
 
What constitutes human wellbeing is subject to considerable contention. The major disagreement is 
around how broadly the concept should be defined, but there is also contention regarding the primacy 
of the major components and how they interrelate. As stated in the opening chapter this study has 
adopted a very broad definition of human wellbeing that includes individual, social, economic, 
knowledge and environmental components. 
 
In terms of the breadth of the concept, some argue that human wellbeing should only be considered in 
the narrowest of senses to include nothing more than the growth of knowledge, economic wellbeing or 
some other single factor. At the other extreme are calls for very broad definitions that include a range 
of knowledge, economic, environmental, individual and social factors (Lasch 1991). For most of the 
last century, narrow definitions were more popular but the last couple of decades of the 20th Century 
saw pressure mount for broader and more inclusive meanings of progress (Hamilton 1998). This 
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preference appears to be continuing into this century (ABS 2004). A range of political, philosophical, 
historical and research design factors are all contributing to this. Let us therefore briefly look at some 
of these factors.  
 
2.3.1 Political dimensions 
 
Control of the breadth of the meaning of human wellbeing has very strong political dimensions 
because of the power the concept of progress still holds over Western societies. By controlling the 
meaning of words you control the people who use them and the boundaries of public debate (Chomsky 
1989). Given this, it is not at all surprising that narrow definitions focused on either 
knowledge/technology or economics have generally prevailed for much of the 20th Century. In 
Australia this elite perspective has been further reinforced by the dominance of the economic 
discipline within the public service (Pusey 1991). 
 
2.3.2 Research preferences 
 
From a research view, narrower definitions are particularly attractive due to the relative simplicity of 
measurement and interpretation they allow. This is further compounded by the greater difficulty in 
measuring certain components. Therefore narrow definitions are more likely to focus on knowledge or 
economics rather than individual or social dimensions due to the difficulty of measuring the latter. 
 
The measurement difficulty for individual and social wellbeing is caused by a combination of factors. 
An important component is the greater nebulousness that surrounds both individual and social 
wellbeing as concepts and the elements within them. When concepts are not clear the process of 
determining appropriate indicators for them becomes fraught with difficulties. 
 
Another reason for avoidance is the relative increase in the importance of values in determining what 
constitutes progress in those areas. This is not to say that knowledge or economic progress are value 
free, as there are certainly moral and political dimensions to determining what constitutes them, but 
that relatively speaking they are less value-laden areas than individual or social wellbeing (Schrijvers 
1993).  
 
These factors have combined to reduce the likelihood of someone focusing on these more difficult 
components. There is a much greater tendency to study the things that are easily measurable.   
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2.3.3 Historical perspectives on relative desirability of components of progress 
 
There has been a long history of debate on the relative desirability of the various components and what 
should be included in a definition of human wellbeing. Knowledge growth in and of itself has 
generally been considered desirable over the last 500 years, both in an individual and a societal sense. 
For the individual, knowledge was believed (and still is believed) to lead to greater happiness, 
enhanced wellbeing, personal growth, enlightenment and wisdom. For a society, the growth of 
knowledge has been seen as increasing the available options to that community and the potential 
wisdom of decisions made.  
 
Progress in economic wellbeing began to be considered desirable in the Enlightenment. This belief 
was based on the understanding that societies needed economic growth to be able to meet both the 
basic needs of their citizens and to be able to produce greater and fairer rewards for the toil of the mass 
of humanity (Galbraith 1977).    
   
Knowledge and economic wellbeing have also historically been considered as possible engines for 
progress in other areas of human wellbeing. During the Enlightenment, expanding knowledge was 
often seen as sufficient to raise humanity above the mire it was in. When expanding knowledge did not 
automatically lead to an improvement in moral behaviour and other human outcomes over the 18th and 
19th Centuries, such beliefs tended to lose some of their power. A similar process could be seen to be 
starting to occur in regard to economic wellbeing towards the later part of the 20th Century (Benjamin 
1998). Further discussion of these deterministic models occurs later in this chapter in section 2.10.2.  
 
The main historical perspective has however been to see human wellbeing primarily as the 
enhancement of the wellbeing of individuals and of society, and not of economies or technology. 
Individual wellbeing in this respect pertains to the quality of the lives of citizens in terms of their 
health in the broadest sense; societal wellbeing pertains to the level of moral behaviour and 
community functioning. Both knowledge and the economy have primarily been seen as instruments to 
enhance these two aspects, although their value in their own right has generally been accepted if 
somewhat discounted (Russell 1945).  
 
 Historically, philosophical debates about progress have focused almost exclusively on influences 
within the human domain. It has only been over the 20th Century that contextual factors, such as the 
environment, have gained importance in defining human wellbeing. This is not surprising, as even at 
the start of the last century the bounty of the environment seemed almost infinite and therefore 
irrelevant of consideration. After the First World War this viewpoint started to gradually change and 
by the 1980s it became almost impossible to consider progress outside of its environmental context. It 
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is now generally accepted that progress cannot continue indefinitely without appropriate consideration 
of environmental factors. The term ‘sustainable development’ was brought into common use by the 
World Commission on Environment and Development in 1987 to help describe this new 
conceptualisation of progress (Serageldin 1993).       
 
Given this, most modern global definitions of human wellbeing in regard to progress tend to 
incorporate the four traditional areas (knowledge, economic, individual and social) plus the newer one 
of the environment. Recently in Australia there have also been strong calls from a number of quarters 
to use such broad definitions of human wellbeing (Graetz, Wilson and Cambell 1995). Such models 
are also consistent with what surveys of the general community show to be the lay perception of what 
progress should include (Mackay 1993). Despite the inherent difficulties this would therefore seem to 
be the appropriate framework for a definition of wellbeing.       
 
Therefore for this study, as stated in the opening chapter, the concept of human wellbeing shall be 
defined as containing five core components: knowledge, environment, economic, individual and 
social. As this framework has not previously been used, consistent and coherent definitions of 
components are not available from the literature. Consequently the author has developed the following 
definitions. Note however that careful consideration of related definitions in the literature were 
considered in the formulation of them and these have been referenced in the appropriate sections of the 
thesis. Also note that the precise meaning of these components and the elements they themselves 
contain will be discussed in later chapters, with reference to available literature. My own definitions 
however will be used as starting points in those discussions.     
 
2.3.4 Definitions for the five components of wellbeing 
 
Knowledge is defined in this study as the body of ‘truths’ and ‘facts’ accumulated by humanity as a 
whole or a society in the singular. Progress in terms of this component can therefore be considered in 
terms of the growth of this body of truths and facts and the capacity for a society to benefit from it. 
The rationale for this is further explored in Chapter 3. 
 
The environment is defined as both the external context that humanity lives in and the background 
geophysical and biological planetary mechanisms that humanity depends upon, and the mechanisms 
that sustain both human and other biological life forms. The former is clearly very important in terms 
of current individual and social wellbeing. The latter is however more important in terms of the 
sustainability of human wellbeing and for that reason has been given greater emphasis by the author. 
The rationale for this decision is outlined in Chapter 4. Given this, progress in terms of this component 
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can be considered by the extent that the health of these sustaining biological and geophysical 
mechanisms is enhanced. 
 
Economic wellbeing occurs to the extent that an economy can produce the goods and services 
necessary for the health and contentment of its citizens. There are four factors central to the capacity 
of an economy to do so, namely the size of the economy, the efficiency of the economy, the 
effectiveness of the economy and the appropriateness of economic activity within it. A positive change 
in any of these dimensions therefore constitutes economic progress. The rationale for this definition is 
outlined in Chapter 5. 
   
Individual wellbeing occurs to the extent that a society is able to meet the individual needs of its 
citizens. The achievement of this should bring about the maximisation of the health of those 
individuals within a community. A positive change in terms of this health dimension therefore 
constitutes evidence of progress in terms of individual wellbeing. The rationale for this argument is 
extensively explored in Chapter 6. 
 
The level of social wellbeing in a community is a combination of how that community behaves 
morally towards its members and how well it is socially functioning. Key dimensions in the former are 
levels of fairness, compassion and tolerance. For the latter they include political stability, social capital 
and social stress levels. A positive change in the level of these moral and social functioning factors 
would constitute an enhancement of social wellbeing. The rationale for these arguments is extensively 
explored in Chapter 7. 
 
Let us now move onto looking at the major assumptions embedded within the broad definition of 
progress. The two main ones are that the enhancement of human wellbeing is desirable and that the 
enhancement of human wellbeing is actually possible. The latter also generally implies that progress 
has occurred in the past and should be able to occur in the future. Both assumptions also imply that the 
components, individual factors and measures within human wellbeing can be defined tightly enough 
so that adequate operationalisation can occur. Before proceeding further, the validity of each of these 
main assumptions needs to be explored.  
  
2.4 What makes progress desirable or undesirable? 
 
As mentioned in the introduction, there are three main arguments why human progress is desirable: 
 
• progress has intrinsic worth; 
• progress is a tool for achieving social stability; and  
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• progress has mythic value. 
 
Let us look at each of these in turn. 
 
2.4.1 The intrinsic value of progress 
 
It can be strongly argued that progress need serve no other purpose than what it actually describes. 
That is, the enhancement of human wellbeing has sufficient intrinsic value to make it worthwhile. The 
desirability of progress as a goal in itself has however been challenged in a number of ways. Four 
criticisms are: 
 
• its cost; 
• that it is a source of spiritual or social distraction; 
• that it is paternalistic; and  
• that it is human-centric.  
 
Let us briefly explore each of these criticisms in turn. 
 
2.4.1.1 The cost of progress 
 
The costs associated with progress are a frequent criticism. Many environmentalists claim that it is 
literally ‘costing the earth’ (Dobson 1996). A number of sociologists argue that the social costs are not 
justifiable (Bronfebrenner, McClelland, Wethington, Moen and Ceci 1996). These arguments however 
highlight more a definitional problem, than necessarily a criticism of progress per se. First, with a 
broad definition of progress these components are included and second, true progress requires a net 
benefit over all. If, after factoring in such variables along with other costs, a change does not produce 
a net benefit then that change cannot be considered progress overall. Determining the respective 
weights for any cost or benefit however is not any easy matter. This issue will be discussed separately 
later in this chapter.    
 
2.4.1.2 Spiritual or social distraction 
 
A number of philosophers have also challenged the desirability of progress because it is a distraction, 
particularly for social and spiritual pursuits. It is argued that the fixation on material prosperity that 
progress often engenders means that people are distracted from understanding themselves and their 
spiritual nature (Saraswati 1983).   
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At the start of the 20th Century a number of philosophers argued that religious belief would die as a 
consequence of a focus on progress (Bronowski and Mazlish 1993). Although the numbers attending 
church declined in the West, the number professing a belief in a God however remained relatively 
unchanged over the 20th Century. In America at the start of the 20th Century, 90% of the population 
professed a belief in a God and in 1995 it was still 85% (Bronfebrenner et al. 1996). Figures for those 
still professing spiritual beliefs at the end of the century were similarly high in Australia (Andrews and 
Curtis 1998).  
 
Moreover, there is some evidence that the proportion of the population claiming to seriously pursue 
spiritual aims has actually increased. This is consistent with psychological models, such as Maslow’s 
(1959) hierarchy of needs. Those models argue that individuals whose basic needs are satisfied are 
more likely to seek actualisation and the fulfilment of higher needs (Wright 1996).  
 
2.4.1.3 Paternalistic aspects of progress 
 
The paternalistic criticisms seem to take two main forms. Progress has been criticised for being either 
an inherently paternalistic concept or for being unduly influenced in its interpretation and operation by 
paternalistic viewpoints (King 1979).  
 
The criticisms in terms of innate paternalism are around the directional nature of progress and the 
masculine goal preference that this taps into. By the same argument females are meant to have a 
preference for process and balance. The psychological evidence for such gender biases in perception is 
however very slight and if it exists at all is only a tendency rather than a distinct gender trait. Females 
are generally as goal directed as males, although the goals and priorities may sometimes be different 
(Moir and Jessel 1994). 
 
The argument for paternalistic influence on how progress is interpreted is, however, much stronger. 
Given that the vast majority of the world’s elite is male some paternalistic impact could be assumed. 
This may at least partly explain the elite focus on economic and technological factors. Without 
refuting the reality of this bias, given that it is not innate to progress, careful framing of the meaning of 
human wellbeing and selection of the items can overcome it.      
 
2.4.1.4 Human-centric view 
 
The human-centric criticism of progress comes largely from environmentalists, but also from some 
spiritual perspectives (Marshall 1992). The inclusion of the environment in modern models of progress 
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is often not considered sufficient as some environmental deterioration is often accepted as a necessary 
trade-off.  
 
The more extreme position in this regard calls for an ethical focus that is on all planetary life forms, 
that is for a biocentric viewpoint rather than the current anthropocentric one (Nash 1989). The rights 
of all animals and plants are given equal weight within this framework (including those organisms that 
create diseases). To achieve this state of existence would require major restorative efforts, a substantial 
reduction in human numbers and a drastic change of lifestyle for the remaining humans. Such a 
solution would be considered morally repugnant to most people. 
 
Each of the separate components of progress has also been subject to criticisms regarding their 
desirability. These arguments will be looked at separately in Chapters 3 to 7. Let us now look at the 
non-intrinsic reasons for valuing progress.     
 
2.4.2 Social Stability 
 
The strong link between progress and social stability has often been used as a justification for 
encouraging progress. Whilst the relationship is undoubtedly strong the justification has been 
criticised on a number of grounds. The main criticism centres on the fact that whilst a relationship has 
been established, causation has not. The second major source of criticism accepts the existence of a 
relationship, but argues that other, possibly more effective methods for the maintenance of social 
stability exist. Let us expand on each of these in turn.  
 
2.4.2.1 The relationship between progress and social stability 
 
Whilst the relationship between progress and social stability is often taken to be self-evident, very few 
take time to consider the fact that the general assumption that progress causes social stability has not 
been firmly established. Some have argued that the relationship may in fact be reversed (that is social 
stability leads to progress) or that the factors are systemically linked rather than causally (Haan and 
Siermann 1996).  
 
2.4.2.2 Other methods for achieving social stability 
 
Whilst nearly all civilisations have appreciated the need for social stability and order, progress is not 
the only approach that has been used to try and achieve it. Other approaches have included the use of 
fear or power (Moore 1966), science or reason (Klapp 1973), organised religion (Carroll 1993), the 
market (Friedman and Friedman 1980), broad community participation and consensus (Klapp 1973), 
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good governance (Merson 1989) and an emphasis on personal morality (Freidel, Schele and Parker 
1993).  
 
There are some who argue, ironically, that social order actually requires ongoing struggle to be 
maintained (Klapp 1973). All of these approaches to maintaining social stability are still in use in most 
societies today to greater or lesser extents. In our Western and progress-dominated worldview it is 
sometimes difficult to give proper credit to some of these other approaches.  
 
2.4.3 Mythic value of progress 
 
A myth, according to Thompson (1996), can be defined in four ways: 
  
• a false statement popularly held but known not to be true by experts; 
• a statement whilst literally untrue that nevertheless expresses an emotional truth; 
• explanations of what we are, where we have been and where we are going; and 
• a means to aid performance by providing a utopian vision of what could be. 
 
The value of progress has been argued using each of these four meanings of myth. Only the last has 
major relevance to the perspective of this thesis.  
 
2.4.3.1 Utopian visions as a source of direction for progress 
 
Whilst the term utopia was not coined until the late Middle Ages, there is no doubt that humanity has 
had a long-term fascination with such positive visions of the ideal society. The word Utopia was 
derived from two separate Greek words Outopia (nowhere place) and Eutopia (good place) to signify 
an ideal or good place that does not exist (Kumar 1991).  
 
Utopian visions have traditionally been constructed in some mythical other place, some alleged golden 
past or some future perfect state. Clearly it is their use for the future, which has the greatest relevance 
to progress. In 1790 Mercier was the first person to create an idealised future society that human 
progress may achieve, but countless other Utopian visions for the future have been penned since then 
(Karp 1974).   
 
There appears to be a lot of ambivalence around the use of Utopian visions for the possible future. For 
many they are a wilful and dangerous distortion of reality that diverts attention from real concerns in 
the here and now; for others they serve as social models that can be both an inspiration and a 
benchmark to critique modern society (Walters 1989). This latter perspective is adopted in this thesis. 
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The inherent fictive nature of utopias is another source of common criticism. All expressions of social, 
economic and political theory can however be considered fictitious or idealised to some extent (Kumar 
1991), as in fact can all scientific theory. That is, they are based on models that are simplifications of 
reality and have embedded assumptions that are not always true in every situation. It is however the 
usefulness of the model or tool rather than its absolute approximation of reality that is more important.   
 
The main distinction from other social models is the way utopias reject negative assumptions about the 
potential human condition. That is, the way they hold the assumption that humanity is perfectible at 
least to some degree (Kumar 1991). 
 
Whilst utopian visions of the future were extremely popular in the 19th Century, the 20th Century saw a 
gradual shift from such positive visions of the future to more negative ones. By the later part of the 
20th Century it was dystopias that tended to capture the public imagination rather than the utopias, the 
main exception being some feminist utopias (Clarke 1993). This swing in fascination has clear links 
with the growing negativity discussed at the start of the last chapter.  
 
Having established the desirability of progress in terms of both its intrinsic worth and mythic values 
and left open a possible link to social stability, the focus will now shift to whether it has happened in 
the past and can occur in the future. 
  
2.5 Past and future occurrence 
 
The existence of progress in at least some areas over the 20th Century can be easily established. For 
example over the 20th Century life expectancy at birth and per capita GDP have very significantly 
improved in Australia (Eckersley 1998). For the broader concept of progress to be valid, these changes 
however need to be both broadly holistic and open-ended in their nature. In both senses progress has 
been subject to serious criticism. 
 
2.5.1 Overall progress in the past 
 
Whether progress has happened in each of the components will be carefully analysed in future 
chapters. This section will consider purely some of the broad criticisms raised about the reality of 
overall progress in the past. 
 
Postmodernism is probably the source of much of the current criticism of the reality of progress. 
Taking cultural relativity into account, postmodernists, such as Gendlin (1997), argue that what has 
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been observed in the past is change of a random form rather than actual progress. Inherent in such a 
belief is the non-existence of any absolutes regarding the human condition.  
 
Whilst it is clearly true that some moral beliefs only suit certain contextual or cultural situations, if all 
beliefs are relative and there are no actual absolutes, then no condition is better than any other. In such 
a framework any culturally based behaviour can be justifiable. Slavery, female genital mutilation and 
human sacrifice are therefore acceptable provided they fit within a cultural framework. Cross-cultural 
and modern anthropological studies are also indicating that when one moves beyond the apparent 
surface differences, common themes seem to exist. This suggests that a belief in a limited number of 
universal absolutes is probably valid. What these are will be explored in Chapter 7.    
 
2.5.2 Progress into the future 
 
Even if it can be proven that progress has occurred in the past this does not necessarily mean that it 
will occur into the future. This spectre has been raised in regard to the general concept of progress and 
for all of the main components.   
 
The main general argument against progress continuing relates to the idea of there being some natural 
barrier against things improving beyond a certain point. This issue is best considered in terms of each 
separate component and therefore will be revisited in Chapters 3 to 7. Let us now consider how some 
of the more modern concerns relate to progress.     
 
2.6 Some modern concerns and their relationship with progress 
 
It is worth briefly exploring some modern concerns raised about the future and their relationship to 
progress. At the turn of the current century, three concerns seem to stand out repeatedly in surveys of 
opinion in Australia. The first and most alarming of these concerns is the gradually increasing negative 
view of what the future would be like. These negative perceptions of the likely nature of change into 
the future seem to be held equally in regard to, human rights, the environment, social stability and 
general human wellbeing (Benjamin 1998). Such pessimism however is by no means universal in this 
country. In Australia various surveys seem to find just over two thirds of the population view the 
likely changes into future as being negative and only a third positive (Mackay 1993). 
 
The second commonly identified concern is the apparent uncertainty about what we want as a nation 
and the lack of any clear social vision. The third concern is a sense of losing control over the future 
along with a related incapacity to understand what is actually happening to our society (Mackay 1993). 
These concerns combine to create a clear social malaise.  
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2.6.1 Explanations offered for these beliefs 
 
Many explanations are given for this apparent social malaise. These include the rate of change, 
information overload, globalisation and postmodernism.  
 
Whilst increasing change is often blamed for this modern social malaise, contrary to popular opinion 
the current rate of change is not unprecedented. The rate of social and technological change was 
greater in certain parts of the 19th Century than now, and those periods in Europe were generally 
accompanied with optimism (Kerr-Jarrett 1993).  
 
Information overload, in terms of the knowledge available exceeding the capacity to learn, is another 
frequently cited explanation. This problem however has existed in the social domain since the start of 
civilisation and in regard to scientific information for well over three centuries (Gleick 1999).  
 
A third explanation is increased globalisation. The changes in global trade practices have undoubtedly 
unleashed severe pressures on many organizations and institutions. The impact on various parts of the 
community has been diverse, with some benefiting and others clearly losing ground (Ellwood 2000). 
There has also been noticeable pressure placed upon the social fabric of society. These negative 
consequences however may not be a product of globalisation per se. The level of global trade at the 
end of the century was not unprecedented. Australia had comparable levels of trade as a proportion of 
GDP in the years prior to the First World War. Alas, the impact of the War was so severe on the 
international exchange of goods and services that the proportional level of trade achieved in 1913 was 
not reached again until the mid 1980s (Dyster and Meredith 1997). Note that in comparison to the 
present mood, the pre-war period of globalisation in Australia was one of great optimism (Broadbent 
2005). 
 
Also, despite protestations to the contrary, communities do have alternatives and a choice regarding 
how far they travel down the globalisation path and what forms of interdependencies communities 
accept. Communities need to carefully weigh up the benefits and the costs of any course of action 
(Ellwood 2000a). In this regard, progress can provide a partial framework for determining whether we 
are better or worse off under this new regime than under previous ones. 
       
Another explanation for this malaise is the loss of absolutes that postmodern thinking has ushered in 
(Sokal and Bricmont 1999). This conclusion is probably valid, but only to the extent that the non-
existence of absolutes has been accepted by the community. This thesis argues for a contrary position. 
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If the postmodern position is rejected, a well-defined concept of progress can help provide a 
framework for a shared societal vision of the future. 
 
A fifth explanation is that things are actually getting worse and will continue to do so at an 
accelerating pace. The reality of this belief however is strongly contested, with people clearly divided 
in regard to their optimism and pessimism on this matter (Simon, 1995). Clearly an exploration of 
progress in Australia can illuminate this debate.  
 
Part of the disagreement is undoubtedly due to the earlier mentioned disputes concerning definition 
and value weighting. Some of the divergence in opinion has other sources, which are probably worth 
briefly exploring.   
    
2.6.2 Other sources of this divergence in opinion 
 
It can be argued that much of this divergence in opinion comes down to a person’s position in a given 
society and the position of that society in the global community. This is both in a hierarchical sense 
and in the focus of that individual or society. Those whose circumstances have generally improved 
(such as the elite of most countries) view the changes positively and expect positive things to continue, 
whereas those whose circumstances have worsened (such as middle Australia over the last 10 years) 
tend to see the future more negatively. The average Chinese person is also much more optimistic about 
the future than the average American for similar reasons (Wolman and Colamosca 1997).   
 
Within the academic environment, a person’s primary disciplinary background is also a strong 
predictor of one position on the optimism/pessimism continuum regarding the future. Technologists 
and economists tend to be in the optimist camp (Simon 1995), ecologists and environmentalists tend to 
generally be amongst the pessimists (Dobson 1996), whilst the social scientists tend to be somewhere 
in the middle, albeit with a slightly pessimistic leaning (Mackay 1993). It is probable that these 
attitudes may prove to be similar to the changes that have happened in their discipline of interest over 
the last few decades. 
 
This egocentricity in perspective also relates to the next factor: that is, the human tendency to have a 
current-generation focus. Therefore when considering a time-span, people generally give more weight 
to their more recent experiences than those in their own more distant past, with those of their parent’s 
and grand parent’s past being of much less weight (Churchland and Sejnowski 1993). For instance it is 
possible that over the span of a century, the change in an area could be overwhelmingly positive, but 
due to a slightly negative trend in the last ten years it is perceived to be bleaker overall.   
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Another factor is mood and personal disposition. Some people are by nature more optimistic than 
others, whilst people who are depressed tend to see things much more negatively than non-afflicted 
people. Depression has been a major and growing health concern over the 20th Century, particularly in 
the developed world (Gilbert 1992). In the Australian context for example, a third of the population 
can expect to experience clinical depression over their lifetime and a much higher proportion can 
expect to experience a lesser bout of depression (ABS 1997). Given this raised level of depression 
some of the current negativity regarding change may be due to mental illness rather than actual 
worsening of circumstances. Some caution however is needed in interpreting such data. For instance 
what is causing this change in the rate of depression? How much could it be that the perceived 
negative changes in circumstances are what lead to depression, rather than the depression that created 
the negative perceptions?    
 
Clearly the concept of progress and developments in its effective measurement can be quite useful in 
addressing certain aspects of these current societal malaises. Let us now move onto those issues that 
relate directly to the measurement of progress itself. 
 
2.7 Progress measurement issues 
 
There are a number of measurement issues that need to be resolved before moving onto any 
consideration of element and indicator selection for each of the five component areas (note 
components, elements and indicators were defined in section 1.2.2). These include an exploration of 
previous measurement efforts and the problems associated with them, along with the issue of 
weighting of indicators for elements. 
  
Whilst attempts to measure progress have been numerous and varied, the efforts tend to divide around 
three main approaches: 
 
• the selection of a single variable (or indices) from one component as a measure for progress 
overall;  
• the creation of aggregate indices using a number of key indices or variables from across a 
range of components; and 
• the use of multiple representative variables from a range of components without any 
aggregation.  
 
The decision on the approach is primarily made in regard to positions held on the causes of progress, 
on aggregation and on the weighting of variables. As stated in Chapter 1 the third approach has been 
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adopted for this thesis and the rationale for doing so shall be explored shortly. Before such 
considerations it is worth at least briefly looking at some key examples of each approach.    
 
2.7.1 Single representative variable approaches 
 
It is important to appreciate that the following comments are about the use of a single representative 
index or variable to measure the enhancement of human wellbeing as a whole and not the 
measurement of some component or element of the concept.  
 
Also note that by using the term ‘single representative variable’ there is not an implication here that it 
is a single measure.  In fact most of the measures discussed here are complex ones incorporating 
multiple statistics. The ‘single’ refers to the choice of a measure or measures from only a single 
component to represent all of the components.  
 
Amongst the single variable approaches to measuring progress, the best known would be the World 
Bank’s use of GDP Gross Domestic Product (GDP) per capita. Up until the early 1990s this was also 
the official United Nations (UN) measure of progress (Crump and Ellwood 1998). The most recent 
measures take into account price parity as well as simple conversions into $US to facilitate 
comparisons between countries over time. On this basis the World Bank divides the nations of the 
world into low income, middle income, upper middle income and high-income nations. By GDP per 
capita measures, in the 1990s, Mozambique was the least developed, Switzerland the most developed, 
with Australia rated at 19th place (The World Bank 1995).  
 
GDP however, is frequently a faulty measure of development or progress for third world countries 
because it gives little indication of the progress of the poor majority (as they are largely outside of the 
formal economy). For this reason United Nations International Children’s Emergency Fund (UNICEF) 
prefers to use an individual wellbeing indicator such as the under-five child mortality rate. Such a 
measure avoids the fallacy of the average; whilst it is possible for some citizens to have a thousand 
times more wealth than others, nature does not allow them to live a thousand times longer. A 
significant fall in under-five mortality rate cannot be achieved without the majority sharing in the 
advances that made such changes possible. By this method Niger is the least developed, Sweden the 
most developed with Australia being placed 17th (New Internationalist 1997). Interestingly, measured 
by GDP per capita, the gap between most developed and least developed is widening, but by under-
five mortality rate it is declining. 
 
Other less well known, single indicators for progress include the per capita Grain Consumption Index 
(GCI) and the Elementary Living Conditions Index (ELCI) (Crump and Ellwood 1998). 
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Inherent in the use of any single indicator to measure progress are certain assumptions regarding the 
nature of progress. The main assumption is that the various components and sub-components relating 
to progress correlate so highly that only one pertinent indicator needs to be measured, as progress in it 
will be reflected by progress in all the other important areas.  
 
As will be shown in the later chapters of this study, the correlation between indicators for different 
components is in fact far from absolute. There are also many quite notable international exceptions, 
for example there are countries that have economic growth accompanied by social decline, or social 
progress without economic advancement. The Indian State of Kerala, with very impressive social and 
individual wellbeing gains but rather poor ‘economic progress’, is a prime example (Baird 1993). 
 
On top of this, there is also some evidence that the measurement of only one indicator leads to a 
skewing of awareness and effort. The evidence for this phenomenon in small organizations is well 
established and it is not unreasonable to extend the concept to society as a whole (Fischer 1994). In the 
case of the USA there is strong circumstantial evidence supporting this proposition. Retrospective 
studies in the USA show a close tracking between economic indicators like GDP with individual or 
social wellbeing factors in the first half of the century, but a growing gap between them in the post war 
years when GDP became the key indicator. The indication is that GDP no longer (at least in the USA) 
tells us as much about general wellbeing as it once did (Miringoff, Miringoff and Opdycke 1996).  
   
Obviously single indicators have a certain elegant simplicity to them and a greater ease of 
measurement. However, given their inherent problems, using them as a broad measure of progress, is 
questionable. In fact in 1992 the UN declared, as part of Agenda 21, that single indicators were not 
appropriate measures of development and that separate measures were needed for economic, social 
and environmental factors. GNP is still, however, considered by many to be a suitable measure of 
economic progress (problems with its use will be discussed later in Chapter 4). 
 
2.7.2 Aggregate measures 
 
Due to the difficulties with the single global representative variable approach, the last two decades 
have seen a shift in favour of approaches that incorporate multiple variables in either aggregated or 
non-aggregated forms. 
 
Amongst the aggregated approaches, the one in longest popular use is the Human Development Index 
(HDI). The HDI was created by the United Nations Development Program (UNPD) and consists of a 
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combination of life expectancy, literacy level and GDP per capita, multiplied together and converted 
to an index score (New Internationalist 1997). 
 
By this approach, Australia fares better than under the previously mentioned single indicators, coming 
in at 11th position. The most developed nation by this scale in the late 20th Century was Canada and the 
least developed was Niger (New Internationalist 1997).  A number of adjustments to the HDI have 
been proposed over time, such as the inclusion of an inequality index, but these generally have not 
received widespread acceptance (Hicks 1997). 
 
Over the last two decades, the USA has developed many other aggregate measures. Most have been 
developed for the ‘unique’ aspects of particular communities, cities or states and are meant to reflect 
what is important for those communities. In fact nearly all major cities in the USA have adopted some 
measure of progress (Miringoff and Miringoff 1995). Unfortunately it is difficult to generalise many 
of these. 
 
Whilst there have also been a number of attempts to either track national trends or use scales to ‘rate’ 
communities in regard to human wellbeing, however many of these use a fairly restrictive definition of 
human wellbeing. Some such as the Index of Social Health (ISH), only use a subset of individual and 
social factors, selected to highlight growing social problems (Miringoff and Miringoff 1995). Other 
scales focus on factors such as cost of living, crime figures or recreational options to determine their 
rankings (Edmondson 1998).  
 
Of the broader-based aggregate measures, many of the popular ones such as the ‘Money best places to 
live in America’ or the ‘Places rated Almanac’ are heavily criticised for subjectivity and deliberately 
weighting variables to create volatility for news worthiness (Edmondson 1998). It was by one of these 
approaches that Melbourne was rated the most liveable city in the world one year and yet 14th the year 
after (Edmondson 1998).         
  
The ‘American Demographics Index of Wellbeing’ however is both broad and reasonably rigorous in 
its development. It incorporates information about the economy, the environment, social conditions 
and technological progress (Kacapyr 1997). Other prominent American aggregate measures include 
the Index of Sustainable Economic Development (ISED), the Physical Quality of life Index (PQI) and 
the Genuine Progress Indicator (GPI) (Crump and Ellwood 1998). The GPI is particularly relevant to 
Australia due to recent local efforts to create an Australian version (Hamilton 1998). 
 
Whilst aggregate measures avoid the problems of single indicators and retain the elegance of one 
measure, they still have a number of inherent problems. Foremost amongst these is the incapacity to 
 36
determine the separate contributions and trends of the contributing factors. This is not a concern for 
their intended use, but problems arise when attempting to apply them to an analysis of what is driving 
progress.  
 
Another problem is in determining appropriate weights for the different variables that are contained 
within the aggregate indicator, as well as what those variables should be. Weights for different 
variables are a problem to the extent that the various components move independently. Available 
evidence would seem to indicate that some degree of mutual exclusivity exists amongst progress-
related variables. Consequently an individual variable can either over-inflate or deflate movement in 
the indicator. Given these problems it is not uncommon for statisticians to prefer to simply use a 
selection of individual variables to measure progress. This is for example, the preferred position of the 
Australian Bureau of Statistics (ABS) (ABS 2001a).   
 
2.7.3 Measurement of progress by using multiple individual variables 
 
The use of multiple individual variables also has certain inherent advantages and disadvantages. 
Whilst individual trends may be clear it can be very difficult to determine both the aggregate picture 
and general trends from a collection of separate statistics. Due to human memory limitations, if a table 
contains more than seven variables most of us become incapable of considering all the variables at 
once (Kosslyn and Koenig 1995). Some Australian statistical compilations have contained hundreds of 
indicators. In such situations our natural biases come into play and we focus our attention on only a 
small part of the available field. One solution to this problem is to structure the table in levels with 
clusters that are manageable by human observers. This is one additional advantage of using the five-
component structure adopted in this thesis. For similar reasons, all efforts will be made to limit sub-
components (when used at all) and elements for each grouping (be it component or sub-component) to 
seven or less. This is not a serious design limitation, for whilst there may be thousands of variables 
impacting in any component of progress, most are inconsequential.  The effect of Pareto’s Law (that a 
small number of variables account for a large amount of variance, coincidentally usually less than 
seven) means that only certain key variables need to be identified to explain most variance (Barnes 
1980). This problem is eased further by the tendency for many variables in the human domain to 
correlate highly with each other (Hansfield 1992). 
 
This does not remove the problem of determining which statistics to include. Obviously many factors 
can be construed to contribute to human wellbeing. There have naturally been a number of attempts to 
identify what the key elements and their variables are.  
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2.7.4 International efforts to identify key variables 
 
From the 1960s, a number of major international efforts have been made to develop useful collections 
of indicators, which include measures for those broad aspects of human wellbeing that fall outside the 
economic and technical spheres. During the 1960s and 1970s the Organization for Economic Co-
operation and Development (OECD) primarily drove this social indicator movement. The OECD 
identified three phases to its process: the first was the identification of universal social concerns, the 
second was the development of indicators for them, and the third was the gathering, analysis and use 
of these data for social planning purposes. The first phase was completed in 1972 and serviceable 
indicators were available by 1979. Unfortunately the third phase was never fully implemented. Most 
countries were unable to fund the effort and many of those who could were reluctant to start collecting 
data that might show up the failure of their programs and policies (Castles 1992). The USA was 
notable for being one of the latter, despite being heavily involved in the development of the selected 
indicators (Eckersley 1998). In the 1990s the lack of suitable measures of social concerns in the USA 
was the primary driving force behind the development of some measures such as the GPI.  
 
2.7.5 Australian efforts to select and identify key variables of human wellbeing 
 
During the 1980s Australia funded the collection of these OECD recommended statistics, but found 
them problematic as indicators of the effectiveness of government programs. Whilst they could 
indicate the direction of broad social trends (as was their purpose), they were not very useful at 
illuminating the success or otherwise of specific programs (ABS 2001). Although the collection of 
them has continued, the primary statistical focus over the 1990s in Australia was the development of 
disaggregated social indicators that were more specific to individual programs. Such efforts however, 
somewhat defeat the original purpose of developing social indicators and also blur the distinction 
between them and simple social statistics (Castles 1992).    
 
Before considering the categorisation system used in this thesis, it is worth looking briefly at these key 
variables and considering some of their limitations. The OECD approach identified nine areas of 
fundamental social concern: 
 
• health; 
• individual development (through learning); 
• quality of working life; 
• time for leisure; 
• man made physical environment (including housing); 
• personal economic situation; 
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• the social environment; 
• personal safety and the administration of justice; and 
• social opportunity and participation. 
 
The first five of these are purely related to individual wellbeing, the sixth to economic wellbeing and 
the last three to a mixture of individual and social wellbeing factors. Note that whilst the OECD 
category had a special division for health, the focus was purely on physical health. By contrast the 
definition used in this thesis includes mental and spiritual health as well. 
 
Given the failure of the international effort, Australia’s categorisations over time evolved 
independently. At the end of the 20th Century social concerns in Australia were divided by the ABS 
into eight categories (ABS 2001): 
 
• family and community; 
• health; 
• education and training; 
• work; 
• economic resources; 
• housing; 
• crime and justice; and 
• culture and leisure. 
 
Clearly this Australian categorisation was similar to the earlier OECD system. Both categorisations 
also had similar flaws, in that indicators of individual wellbeing had been mixed with those for social 
and economic wellbeing. In both, needs and outcomes had also been confused. For example, housing 
(or more fundamentally shelter from the elements) is a basic human need and is listed with health, 
which is the purpose of meeting this basic need. In addition, shelter is a hurdle need, meaning that the 
provision of it beyond a certain standard does not improve life outcomes and may negatively impact 
through increasing isolation and alienation.   
 
In the early 21st Century the ABS made a further refinement of these social concerns and relabelled 
them Measures of Australia’s Progress (ABS 2004). These were divided into four clusters:  
 
• individuals, 
• the economy and economic resources, 
• the environment and 
• living together in our society. 
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These four clusters are not dissimilar to the ones utilised in this thesis. The major exception is the 
inclusion of a separate knowledge component. The rationale for a separate knowledge component has 
already been addressed in this chapter and will be explored more fully in Chapter 3. 
 
The four clusters used by the ABS (2004) included 15 headline dimensions that incorporated the eight 
categories of social concerns mentioned earlier, (with justice dropped from the crime and justice 
category), plus seven additional ones: 
 
• financial hardship, 
• productivity, 
• the natural landscape, 
• the human environment, 
• oceans and estuaries, 
• international environmental concerns and 
• democracy, governance and citizenship. 
 
The main additional inclusions are around the environment and these were incorporated for similar 
reasons to those discussed earlier in this chapter. 
 
In Australia the ABS is not the only body that has concerned itself with developing measures for 
human wellbeing. Another important contributor is the Australian Institute of Health and Welfare 
(AIHW), which was established in the early 1990s. Its primary objective is to develop indicators on 
the health of Australia’s citizens and the effectiveness of its health and welfare organizations. As well 
as developing new measures, its work has included some historical overviews. However, the data 
collected do not extend back more than a couple of decades (AIHW 1993). A number of other 
departments have played roles in developing more tightly focused indicators, but since these relate to 
specific components, discussion of these will be found in the context of the component they relate to. 
 
Aside from the government, many academic institutions in Australia have shown an interest in human 
wellbeing. Most researchers however have elected to focus on more narrow parts rather than on human 
wellbeing as a whole. Some cross-disciplinary collaboration has occurred, such as that drawn together 
by Eckersley (1998), to try and answer whether progress was happening in Australia. Whilst extremely 
valuable, such efforts lack an underlying framework to draw the pieces together for a broader 
understanding.  Let us then move onto considerations of how best to develop such a framework and 
how to select elements and indicators for it. Section 2.8 will consider weighting issues and 2.9 the 
logic for a suitable framework.  
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2.7.6: Validity issues around the use of poorer quality measures 
 
In terms of the validity of the indicators selected for this study, it has already been acknowledged that 
they will not always be of a quality that might be desired. The reasons for having to use less than 
perfect indicators have already been well articulated, but to recap, it is primarily related to the time 
span being looked at; that being the first 100 years of federation.   
 
In research it is not uncommon for poorer quality indicators to be used when others are not available, 
either when the question is very important (and some measure is better than none) or the quality of 
those indicators available is not poor enough to invalidate their use (Kirk and Miller 1985); it can be 
demonstrated that the indicator use in this thesis satisfies both criteria. In addition, it is not 
unreasonable to argue that within the behavioural, social and humanistic sciences the use of imperfect 
measures is the norm rather than the exception. Clearly if only perfect data were allowed to be used 
almost nothing would be researchable in our domain. 
 
The issue of progress is an extremely important one and some would argue the most important broad 
social issue currently facing Australia. It is a topic that has attracted much recent attention from the 
ABS, with such efforts as the Measuring Australia’s Progress project (ABS 2004). There have also 
been many other efforts at framework development have been attempted. The sheer scope of the topic 
has previously prevented the development of broad coherent frameworks let alone the selection of 
indicators across anything but the briefest of time spans. Given that it is such an important topic, any 
light shed upon it is useful. 
  
In terms of the second point, although the indicators used are acknowledged to not be of the highest 
quality that does not mean they are so poor as to be meaningless in their use. Many efforts will be 
made to make sure that the selected indicators are as valid as possible. 
 
For validity, there are a number of forms to consider; the most appropriate in this context are face 
validity, external validity, construct validity and content validity (Carmines and Zeller 1979). Face 
validity refers to whether indicators appear to be relevant and appropriate to the element they measure 
(Carmines and Zeller 1979). In this regard, all the indicators are logically linked to the element they 
are meant to measure. In addition, the results will show that most of the indicators do trend in ways 
that would be expected. Few display patterns that would be highly counter-intuitive. The indicators 
also easily meet external validity criteria (the capacity to generalise (Trochim 1985)), as there are no 
claims for generalizability. The population the indicators were taken from was the same as the one 
they were meant to describe; that being Australia over the 20th Century. In terms of content validity 
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(the extent that the indicators used have a sound framework and empirical support for inclusion 
(Trochim 1985)), the frameworks used to both determine elements and appropriate indicators were 
based on solid theory. Each indicator used also had at the very least clear logical linkage to the 
element it was meant to be measuring. 
 
That leaves only construct validity. Construct validity is the degree to which inferences can be made 
from the indicators selected (Trochim 1985). Overall, many efforts will be taken to maximise the 
construct validity of indicators selected. This will be done in several ways. First a series of rigorous 
rules will be used for both element and indicator selection (see section 2.9 for an elaboration of these 
rules). Second, only the most reliable sources of data available for a particular indicator will be used. 
This means that the a majority of indicators will come from sources such as the ABS, Reserve Bank, 
other government departments and respected institutions. Third, wherever possible comparisons with 
other related data sets will be performed. This will include comparing the longer trend data with 
shorter time sequences of more robust data (such as depression data with that for the suicide rate); 
comparing observed patterns with those from similar related studies (such as tracked reform trends in 
education with global reform trends); and on occasion two alternative approaches to measuring an 
element where available (such as causes of social stress versus consequences of social stress as a 
measure of the element social stress). The strength of these relationships will be reported. Note that it 
is anticipated that limitations in available data that will unfortunately prevent this form of analysis 
being performed for each indicator. 
 
Aside from these statistical validity issues, the sheer time scale of the thesis, corresponding number of 
data points, and the general strength of the trends over the century would wash out all but the most 
extreme contamination of the data. The indicators would in consequence have to bear almost no 
relationship with the central element they are meant to measure to in effect be meaningless, a rather 
absurd proposition. In terms of illustration it has been shown that even the poorest measures of things 
like inflation or economic growth over long time spans tend to converge with the best available 
measures. This has allowed for meaningful measures of these, dating back over 1000 years (Fischer 
1996). Clearly, the quality of the data in this thesis is of a substantially higher quality than that used 
from medieval times. It is also worth noting that a substantial proportion of the selected indicators that 
will be used in this thesis will actually still be the preferred measure of the given element at the end of 
the 20th Century (such as life expectancy for quantity of physical health). Whilst the long time frame 
was used to help tease out long-term trends and to facilitate meaningful statistical analysis, it also 
compensated in part for the deficiencies in the data. 
 
In addition, even if the measures were so poor as to render their use invalid, there would still be valid 
reasons for writing this thesis. The stated purpose and aims of the thesis (see section 1.9) included the 
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development of an integrative, multidisciplinary framework for conceptualising progress and the 
determination of methods to test relationships between components and elements. The development of 
a conceptual framework on its own is a substantive contribution to the field. In addition, the thesis will 
need to find creative ways to answer difficult questions about the relationships of the components, 
sub-components and elements. It would not be that difficult for a future historian to substitute 21st 
century measures of the elements and perform the analysis with more robust data. In addition those 
activities contribute significantly to the stated Australian National Research Priorities, in particular 
those relating to an environmentally sustainable future and the promotion and maintenance of good 
health. Its multidisciplinary focus on these issues is also strongly encouraged (ARC 2006). 
 
2.8 Approaches to determining item and component weights for 
constructing indicators for elements 
 
There are a number of approaches that can be taken to determining what the appropriate weights for 
individual items should be. These approaches divide into three main types: 
 
• utilise some form of pure statistical analysis to determine appropriate weights; 
• utilise values to determine the relative importance of each component and sub-component; and  
• ignore value conflicts and weight each component equally.  
 
The benefit of the first two approaches is that items with greater importance can be weighed more 
heavily. Such an approach is intuitively appealing, as it would appear obvious that some items have 
greater importance. 
 
2.8.1 Pure statistical methods for weighting variables 
 
A purely statistical approach would obviously be the most desirable, if it were available, due to the 
relative objectivity of the weights so derived. There are a number of statistical approaches, such as 
factor analysis, for determining appropriate weightings for items and their contribution to a central 
concept (Levin 1987).  
 
Unfortunately, these statistical approaches suffer from certain key flaws in terms of their use in this 
context. First any such weight has a problem of being self-referential. Secondly the weights 
themselves are very sensitive to the measures actually selected. Given that choice of measures is 
constrained by what is available this is problematic and could lead to excessive weightings of certain 
variables.    
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2.8.2 Value weighting of variables 
 
When pure statistical approaches are not possible, an alternative way to obtain weightings is to utilise 
human evaluation of importance. For some variables relative importance is obvious to all. 
Unfortunately this is not generally the case in terms of progress related variables. Much of the time the 
more important variable is not obvious and the degree of its importance is difficult to determine by 
logical processes alone (Shaw 1996).  
 
Invariably such a determination has the tendency to become subjective, as it is very difficult for the 
person determining the variable weighting not to let the individual’s value system interfere with the 
judgements made.   
 
One approach to this dilemma is to still utilise one’s own values in creating the various weights but 
state what these are. This is not as easy as it sounds as many of our value assumptions are hidden from 
us. As a result, this approach is subject to challenge by others with differing opinions.  
 
A less controversial way to utilise values in determining weights is to use a larger pool of people. The 
magazine “Money”, for example, uses its own readers to rate the importance of the selected variables 
for its “Best Places in America to Live” guide (Edmondson 1998).  
 
Risk management and forecasting approaches can be utilised to arrive at an even more sophisticated 
value weight utilising either a particular group of experts or a random sampling of society at large; one 
of the most accurate of these methods, although time consuming and expensive, is known as the 
Delphi approach. This approach refines weights by using feedback to members over a succession of 
rounds. Invariably some convergence in responses occurs (Schroeder 1982).  
 
Unfortunately, however applied, all such approaches have the same flaws. They assume that the 
average or consensus opinion somehow should hold more weight than any particular individual 
viewpoint, which is not always true, particularly where specialist information may be involved. There 
is also an assumption of stability to such weightings that does not exist. Whilst actual values held are 
relatively constant for adults (from around 25 years of age), the relative importance given to them 
fluctuates over time, being strongly influenced by contextual things (Shaw 1996). The large 
fluctuation in support for environmental initiatives in Australia is a prime example of this. Hence, 
beliefs in Australia regarding the environment did not rapidly change. What changed was the relative 
importance given to it compared to other factors.  During a recession, environmental concerns for 
example, frequently are less of a priority for many people (Mackay 1993).   
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2.8.3 Equal weighting of variables 
 
Although the equal weighting of variables approach seems to lack precision, it does overcome the 
value conflicts inherent in the previous approach. Of course it ignores the reality that some factors are 
more important in the overall scheme, but without any clear method of determining the weightings it is 
considered to be a better option and has been chosen as the one to be used in this thesis.    
 
2.9 Elaboration of the logical framework for element selection 
 
In Chapter 1 it was indicated that there are a number of approaches that can help to reduce the 
difficulty in selection of elements. The first was having clarity as to what the primary factors of 
interest are. This has already been explored in a global sense in this chapter and will be extended for 
each component in subsequent chapters. Certain other factors identified in Chapter 1, however, still 
require some further elaboration before application. Elements chosen were identified as needing to: 
 
• be primarily directional in nature with the positive and negative directions needing to be clear, 
generally accepted by the community and as open-ended as possible; 
• have a mythic aspect, being able to serve as something to strive for rather than being 
pragmatic or too easily achievable; 
• have theoretical support and, if possible, supporting empirical evidence before being 
considering for inclusion within the components of progress; and 
• have data that are relatively available, or at least easily derivable and meet the basic statistical 
requirements for any data analysis performed in the study.  
 
Let us now look at each of those in turn. 
   
2.9.1 Elements are directional  
 
A central part of the definition of progress is the word enhancement, which implies that the observed 
change of interest in human wellbeing needs to be directional, with the positive and negative direction 
well defined.   
 
Fortunately, some rules of thumb exist for determining whether the nature of change for some element 
is truly directional or not. If there is strong disagreement regarding what the current desired direction 
of change should be, the variable concerned is more likely to be either cyclical or cybernetic in nature. 
(Note this refers to the goal, not how to achieve it). The elements therefore need to be of a nature that 
the desired direction has either broad acceptance in the community or at least an implied acceptance. 
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This does not necessarily mean 100% acceptance within the community, but obviously the higher the 
acceptance level the better. 
 
Even when a consensus regarding the desired direction for change exists, the change is not necessarily 
directional if there is some perceived future point where the direction ceases to become positive. 
Having said that, where the limit is either primarily theoretical in nature or is sufficiently distant to 
make it an unlikely prospect for the medium to long-term future, this can occasionally be overlooked. 
Fairness would be a good example of where this should occur. A perfectly fair society where everyone 
receives the same could be unworkable and even undesirable, but the prospect would appear so distant 
and so unlikely that such an important variable should not be excluded on this consideration alone. 
 
As well as having general support for a particular direction, true directional change goals also tend to 
be relatively stable and long standing in terms of their support. Directions for change that are very 
recent in origin tend to be more prone to faddish influences. This observation however does not apply 
to goals that are purely extensions of pre-existing societal goals that have a stable underlying 
construct. For example, over the 20th Century the focus on fairness in our society expanded from that 
between men of the one race, to that between men and women of one race and to that between people 
of different races, religions or ethnic backgrounds. In the future this may further expand to include a 
range of other categories, such as disability and sexual orientation. However, the underlying principle 
of fairness is constant (see Chapter 7 for an elaboration of this example).     
 
2.9.2 Visionary in nature 
 
The visionary principle derives from one of the acknowledged central purposes of progress- namely 
the mythic (in the sense of utopian vision). Therefore as well as being directional by nature, a selected 
item needs to have a sense of the ideal about it rather than just being a reflection of what is currently 
acceptable. Chosen elements should therefore serve as inspirations as well as measures of change. For 
example, certain types of racism may be tolerated in a community, however the community may 
appreciate that racism is not desirable and could see value in choosing indicators, which measure the 
progress of its reduction. This of course is not meant to imply that the use of short-term pragmatic 
goals is not valid in other contexts. 
 
2.9.3 Theoretical and empirically supported 
 
Each element should be conceptually related to the others, as well as having some theoretical support 
for its inclusion. This is important both across components and within them. Indicators should also 
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ideally have some empirical support that change in them relates to the element of interest. Also, where 
possible, support for inclusion of an element or indicator should come from multiple perspectives. 
 
The selected element should also always be a primary factor. The main purpose of an element should 
therefore be purely the maximisation of that elements purpose and not of another higher order element 
within that component. Consider pollution as an as an example. Whilst pollution is a significant 
environmental concern, its concern is primarily a product of its impact on a higher order element, 
specifically biodiversity. Consequently, it should therefore not be selected as an element for the 
environment as it would be more important in to focus directly on changes in biodiversity itself. 
 
2.9.4 Indicator is both measurable with existing data and meets statistical requirements 
 
Whilst discussions of the merits of individual indicators should be the major determinant for inclusion, 
some pragmatism may also be essential. Ease of measurement over the timeframe is highly desirable, 
so where at all possible data recorded for the whole one hundred years should be chosen. 
Unfortunately, not all indicators of modern interest have been recorded for the entire century 
timeframe and some have not been recorded at all. If it is possible to make inferences from available 
(but less suitable) data that will be done, otherwise the indicator will not be utilised for this study.  
 
Any chosen measure for an indicator must meet certain statistical requirements. To start with its 
measure needs to be either an interval or ratio scale. The measures also need to be capable of being 
standardised so that changes in one variable are comparable to those in another (Schumacker and 
Lomax 1996).  
 
The selected variables also need to either have established reliability and validity or use multiple 
methods of measurement to reduce measurement error. For example, psychological health in a 
community does not have a measure with an established validity and reliability so multiple measures 
such as the frequency of mental illness along with the level of contentment would need to be used.  In 
addition, indicators selected need to be as mutually exclusive as possible. This is to enhance the 
likelihood that what is actually being measured are discrete elements rather than largely overlapping 
concepts of one element, thereby helping to minimise the number of elements required per component. 
In general most, if not all, of these have been achieved for the elements and indicators selected in this 
study. Let us now move onto considerations of models that may describe the possible relationships 
between components and their elements. 
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2.10 Models of progress 
 
As stated in the opening chapter, four different categories of models of progress can be identified from 
the literature. These are deterministic (sequential) models, [systemic] cyclic models, [systemic] 
intrinsic emergent models and extrinsic (other factor) models. These four models are summarised in 
Figure 2.1.  
 
Each of these four can be further divided into global or contextual models; global as in universal, and 
contextual in terms of either geographical/cultural or historical divisions. These relationship models 
are usually used to describe inter-component relationships and will be explored briefly here in that 
context. Note however that these categories of relationship have equal explanatory power for any other 
relationships that may exist between clusters of elements found outside of the component one.  
 
 
Model Category Illustration of Model 
Deterministic (sequential) models of 
component relationships  
Knowledge Economic Individual Social
 
[Systemic] cyclic models of component 
relationships 
Knowledge
Economic
Individual
Social
 
[Systemic] intrinsic emergent models of 
component relationships 
Knowledge
EnvironmentSocial
Individual
Economic
 
Extrinsic (other factor) models of 
component relationships 
Knowledge
Individual
Social EconomicOther
Factor/s
 
 
Figure 2.1: Categories of relationships that may exist between components.  
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Let us now spend some time looking at each of these model types in turn. For brevity, contextual 
arguments will only be raised in terms of deterministic models, as the arguments are similar for the 
other categories of relationships. 
 
2.10.1 Simple deterministic models of progress 
 
Of the five categories of relational models, simple deterministic models are by far the oldest and still 
the most popular in the broader community if political platforms can be taken as a guide. The first 
deterministic model of progress was actually a form of technological determinism and was first 
conceptualised during the early stages of the Enlightenment.  It proposed that a simple sequential 
chain of relationships existed between the components, with the growth of knowledge leading to 
improvements in technology, which in turn fuelled economic progress, then individual and finally 
social or moral progress (Landes 1998). This model is illustrated in Figure 2.2.  
 
Knowledge Economic Individual Social
 
Figure 2.2: An example of a deterministic model of progress 
 
As well as during the Enlightenment, this model was also particularly popular in 19th Century America 
(Smith 1996) and in many other countries during the various documented waves of technological 
advancement. In fact, technological determinism is experiencing a current renaissance in light of the 
new wave of technological innovation that is currently sweeping the world (DeGregori 1997).    
 
2.10.1.1 Other proposed component deterministic models 
 
Technological determinism is not however, the only deterministic model regarding how the 
components of progress may interrelate. With four separate components there are in fact 24 possible 
ways the components could interrelate sequentially. Whilst not all of these possible combinations have 
been argued for, each of the separate components have been declared to be the possible starting point 
for the deterministic chain. Currently, economic determinism appears to be more popular than 
technological determinism. Various economic determinist models have been proposed and/or 
supported by economists, but the bulk of support seems to come from politicians and bureaucrats, 
particularly in the Australian context (Pusey 1991).   
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A number of sociologists, such as Streeton (1981), have argued that it is in fact social progress that 
actually precedes economic and technological progress and have documented numerous historical 
examples to support this hypothesis; the strongest case example probably being the Dutch 
establishment of ‘free’ cities. This major advance in social wellbeing preceded the waves of 
innovation and economic growth that occurred in Holland in the 16th and 17th centuries. The 
environment is also occasionally raised in deterministic arguments, but usually as an explanation for 
the end rather than the trigger of progress in a number of different civilizations. In Europe, Africa, and 
North and South America the collapse of a number of civilizations have been directly attributed to 
environmental factors (Flannery 2001).  
 
2.10.1.2 Non component deterministic models of progress 
 
There are also a number of popular deterministic models for progress that operate outside of the 
aforementioned component framework, such as cultural, biological and geographical determinism. 
These are worth briefly considering due to possible trigger or contextual functions they could perform 
for other models. 
 
According to cultural determinists, progress is primarily a product of certain desirable cultural aspects, 
such as the spur of enterprise (Landes 1998).  
 
Biological determinists, argue that the differing degrees of progress flow from a genetic basis (Rose, 
Lewontin and Kamin 1985). Accordingly Europeans and Asians must have certain genes that are not 
present in Africans. It is also often used as an explanation for inequalities within societies. 
Understandably the racist undertones of such a position make it a generally unpalatable in the modern 
world.  
 
The geographical determinist position, argues that it is geography that determines the success or 
otherwise of nations and cities. According to this position it was the lack of resources and dreadful 
tropical diseases that held back most of Africa, Asia and South America. It is also claimed that such an 
approach can also be used to differentiate cities within nations and explain how civilisation itself 
began (Lemon 1996). There is a surprising degree of support for this argument. The world is very 
much divided by climatic zones with nearly all the poorest nations between the tropics of Cancer and 
Capricorn. The tropical and sub-tropical zones also have a substantially higher rate of endemic 
diseases. The soils of the tropics are also generally poorer and crops are subject to a much larger range 
of pests than in more temperate areas (Sachs, Mellinger and Gallup 2001). Each of these three models 
however need to link into one of the component deterministic models to explain what happens next 
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after this initial spur to action. These other deterministic components could also serve as the extrinsic 
factor in the fourth relationship model category (see section 2.12.5). 
 
As mentioned earlier, the dominance of particular deterministic models has fluctuated over time. This 
fluctuation seems to be a product of a number of factors. They include the elite perspective, the 
relative dominance of specific disciplines and intellectual fashion (Pusey 1991). 
 
2.10.1.3 Progression through the sequential component chain 
 
Once begun, progression through the sequential chain (whichever form it takes) has often been 
considered to be automatic, so that later stages did not need to be considered at all. In fact it was often 
argued that focus on them could be counterproductive. Currently this position is particularly strongly 
held by economic determinists. The impact that this belief has had on policy development in the 1980s 
and 1990s is quite substantial, particularly in the USA (Soros 1998). 
 
Such simple models are frequently attacked on the basis that there are just too many real world 
examples of countries having technological progress without economic returns or economic growth 
without social progress. The American experience of the last twenty years is a compelling modern 
example. The USA has experienced relatively good economic progress over the last two decades, but 
this has been associated with not only a lack of social progress, but with an actual regression in the 
social sphere (Miringoff et al. 1996). 
 
To resolve this reality gap, a number of determinists have modified their position and now argue that 
whilst a society needs to achieve progress in earlier stages before later benefits can be achieved, this is 
not enough in itself to make it happen. That is, progress at an earlier stage is a necessary, but not 
sufficient condition for long-term progress to occur at a later stage. What these other factors may be is 
hotly contested and is the subject of a number of models. Clearly, to the extent that this model is 
correct, it can be argued that efforts to work at later stages, if this compromises earlier stages, will still 
be counterproductive. The economic determinist model is one of the underlying rationales for avoiding 
redistributive efforts, for according to the model they impede economic progress and therefore long 
term social progress. That is, any short term social gains of redistribution are counteracted by long 
term social cost, resulting from less economic growth.    
 
2.10.1.4 Criticisms of deterministic models 
 
Deterministic models of progress have been criticised from their conception. Most of the initial 
criticisms related to the capacity of the higher-level components to be actually improved rather than to 
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a distrust of deterministic models per se. Since the Renaissance, few in the West have doubted the 
continuing progress in knowledge. From the 19th Century progress in economics was also generally 
accepted, but many have contested the reality of progress in regard to individual or social wellbeing 
(Pollard 1968).  
 
From the postmodern perspective, deterministic models are more frequently criticised for being too 
simplistic and linear. Relationships are argued to be far more complex than such models allow for 
(Gendlin 1997). However deterministic models can often adequately represent many changes in 
complex systems. This is because, however counterintuitive it may be, complex systems can have 
varying relationships with components depending on the level of detail or time scale looked at. 
Consider weather, for example. Over the time span of days it is reasonably predictable, weeks 
unpredictable, months/seasons predictable again, years unpredictable, but centuries predictable again. 
This pattern of moving in and out of relative predictability is surprisingly common. It is also 
established in regard to a number of human activities, including some in both the social and economic 
sciences. This order at the edge of chaos could theoretically exist for progress and should not be 
rejected without empirical evidence (Coveney and Highfield 1995).  
 
The existence of ‘support’ for so many different deterministic models in itself raises questions about 
their validity and has lead to the suggestion of a range of other models. Again support for other 
deterministic models does not in itself mean that a single deterministic model does not generally have 
the greater explanatory power, if the factors for it tend to normally dominate (Kosko 1993).  
 
2.10.2 Contextual deterministic position 
 
All relationship models can be considered to be either global or contextual in nature. The contextual 
deterministic position is one way of attempting to resolve the problem of evidence supporting various 
deterministic models. It rejects the position that only one linear relationship can exist between the 
various primary forms of progress, and argues that other relationships are possible and that it is the 
biological, geographical, historical, cultural or societal contexts that determine the causal 
relationships. This means that the relationship between the components could both change over time 
within the one society and be expected to differ between societies. An example of this model is 
illustrated in Figure 2.3. It shows various different chains being proposed for different contexts.  
 
However given that few models hold universally, the existence of supporting exceptions on their own 
do not make this model superior to any particular deterministic model if in the vast majority of times 
causality flows in only one direction. Therefore the actual frequency of these exceptions is very 
important. As stated in the opening paragraph of section 2.12, studies of this nature are quite rare. One 
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such study was undertaken recently by Mazumdar (1996), who attempted to find the level of causality 
between social and economic factors. The study involved 92 countries but was unable to find any 
uniform causal relationships. In fact causality varied even within countries in regard to specific 
indicators within the broader social or economic clusters, thus providing some support to the second 
relationship model type (Mazumdar 1996). Whilst this result provides support for the contextual 
deterministic model, the study had a number of conceptual limitations and has not been tested by 
others using different assumptions. The results can also be similarly used to support other non-
deterministic models. Note that given the limited data and timeframe of this thesis, possible contextual 
relationships will not be teased out. 
 
 
 
 
Knowledge               Technology              Economic                   Social              CONTEXT 1 
 
 
 
Technology              Knowledge                 Social                     Economic          CONTEXT 2 
 
 
 
    Social                   Knowledge              Technology               Economic          CONTEXT 3, etc 
 
 
Figure 2.3: Contextual deterministic model 
 
2.10.3 Systemic cyclic models 
 
Cyclic models are a sub-group of systemic models. The directional change in them is generated from a 
positive feedback process occurring between the components. Positive feedback is a deviation 
amplifying process as compared to negative feedback that dampens change to maintain homeostasis 
(Goding 1992). The deviation is either in the direction of improving or worsening the elements. An 
example of this is illustrated in Figure 2.4. A circular model still accepts the existence of some 
linearity between components, but not a simple causal one. No one component is responsible for 
starting the change and a problem in any of them will stop any directional change occurring. The 
circular model can take as many forms as the simple deterministic model, with various component 
orders being argued for. All such models however argue that due to the feedback process, unless 
progression occurs at each stage progress itself will die out.  
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For this model of progress to be sustainable, a focus needs to occur on all of the components, not just 
the earlier ones of the deterministic model.  
 
On the surface the real world experience would appear not to favour this model. Progress seems to be 
able to occur in some components when others appear to be going backwards. This model however 
could still be viable if either some progress is flowing through (but just not measured properly) in each 
component or the timeframe for progress grinding to a halt is longer than the model may appear to 
imply. The stopping time may in fact be a generation or longer.   
 
 
              
         Economic 
 
 
          Technological                                                       Individual 
 
 
 
 
                                                  Social 
                                    
 
Figure 2.4: An example of a systemic cyclic model of progress 
 
2.10.4 Systemic intrinsic emergent models 
 
Systemic intrinsic emergent models are a more sophisticated form of systemic model. Therefore, for 
directional change to occur, they are still reliant upon positive feedback processes. However, rather 
than being in a loop, each component or element interrelates with each other, with multiple positive 
feedback processes occurring at once (Goding 1992). In this kind of model, best results are achieved 
when all components or elements are moving in the same direction, although it is still possible for 
slower progress to occur with some components or elements moving in different directions. When 
components or elements are moving together this synergy creates what is described as an emergent 
property of the system (Johnson 2001). Emergence actually allows the whole to be greater than the 
sum of its parts. 
 
In systemic intrinsic emergent models, the environment is often included as an additional component. 
As a result these models often incorporate some concept of environmental progress. Whilst the 
environment can be considered in the previous models, it usually seen as a component of the other 
primary forms of progress, rather than a component in its own right. For example, damage to the 
environment could be seen as an economic cost, or as a loss of amenity regarding the social sphere. 
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An example of a systemic intrinsic emergent model is illustrated in Figure 2.5.  
Knowledge
Economic
Individual
Social
Environment
 
Figure 2.5: An example of a systemic intrinsic emergent model for the relationships of the 
components of progress. 
  
2.10.5 Extrinsic (other factor) model 
 
The extrinsic model, proposes that there is no real relationship between the various components and 
that any correlation observed is the product of a relationship between the various components and 
some other factor. A simple example would be that any claims that the strong correlation between 
drinking and the number of churches in 19th Century Wales is indicative of a causal relationship are 
quite spurious, as the growth in both is the product of a third factor namely population size (Levin 
1987). An example of this model is illustrated in Figure 2.6, with the arrow signifying direction of 
progress. 
 
 
 
                                   Technology                       Knowledge 
 
                                                     Other factor 
 
 
                          Economic 
 
                                                           
Social 
 
Figure 2.6: Extrinsic (Other factor) model of progress.  
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What is not particularly clear is what this other factor could be. Population growth has been cited as a 
possible contender, although many European countries are still experiencing economic growth in spite 
of a declining population and many third world countries are not growing despite having escalating 
population growth (Crump 1998). Another contender is social stability, as suggested by the 
relationship between progress and social stability identified raised earlier in this chapter. Equally, the 
other factors raised in section 2.12.1.2 could be contenders. 
 
2.10.6 No relationship position 
 
The position of no relationship between components contests that the belief in any relationship is 
wrong. From this position any apparent relationship is due to brief historical coincidences when 
components randomly changed at the same time. Statistically, components independently moving 
forward will on occasion appear to be correlated. A long-term perspective can tease out whether the 
apparent relationships are statistical aberrations or in fact real phenomena.  There are many examples 
of economic or social progress without the other. Proponents of the linear model counter that these 
observations are due to the lack of the additional factors, required in their stage models, rather than a 
lack of causality. There is also little evidence that such processes are stable in the long run. The often-
cited example of the state of Kerela in India is a case in point (Baird 1993). 
 
It is also possible that some composite of the various models is the correct explanation, or that some 
model yet to be postulated in fact better describes the true component relationships. In either case 
systematic testing of these relationships for best fit with historic data will provide insights into what 
this might be, as well as identifying which of the existing models has the greatest explanatory power. 
 
2.11 Summary of main points 
 
Progress in the human domain has been defined as the enhancement of human wellbeing. Given this, 
its focus is purely on directional (goal orientated) change and therefore on a fairly narrow range of 
changes that can impact on human wellbeing. Human wellbeing itself can be defined either narrowly 
or broadly. Given the current emphasis on broader definitions, this thesis has chosen to take as broad a 
definition as practical. Therefore, human wellbeing has been defined as containing aspects of 
knowledge, environmental, economic, individual and social concerns. The exploration of these five 
components will constitute the framework for the following five chapters. The concept of progress has 
many critics, but it is generally accepted to have intrinsic value. The concept is also believed to assist 
in the maintenance of social stability and to serve a range of mythic purposes. The insights it offers 
can also shed light on a number of the current malaises affecting our society and provide an 
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understanding of the dynamics of progress which are quite central to the formulation of good 
economic, social and environmental policy. 
 
Four broad types of models have been postulated to describe the relationships between components; 
these are deterministic (sequential) models, cyclic models, intrinsic emergent models and extrinsic 
(other factor) models. There is also some support for the null position of no relationship existing. The 
next chapter will start the exploration of the individual components of human wellbeing, commencing 
with knowledge. 
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Chapter 3 
Knowledge progress: an upward trajectory  
 
3.0 Introduction 
 
In Chapter 2, knowledge was defined as the accumulated body of ‘truths’ and ‘facts’. Progress in this 
component is therefore a growth of this body of truths and facts and an increase in the capacity for a 
society to benefit from them. In this chapter what these truths and facts entail will be teased out. Also 
how as a community we can determine whether we are accumulating or losing these, and how to 
determine if we are benefiting from this accumulation of these truths and facts will be investigated. 
Section 3.1 will tackle the first part of this question and explore the meaning of knowledge and 
identify the extent of global knowledge progress over the 20th Century. 
 
Whilst the reality of knowledge progress is rarely challenged, there is some debate about the capacity 
for knowledge progress to continue into the future and whether knowledge progress is even desirable. 
These issues will be teased out in sections 3.2 and 3.3.  
 
Although growth in the global pool of knowledge is clear-cut, it is much more difficult to determine 
the contribution Australia has made to this. This complex issue will be explored in section 3.4 in terms 
of societal outputs and in section 3.5 in terms of the tangible benefits generated from these 
innovations.  
 
The benefit gained from the growth of the global knowledge pool can be ascertained primarily by our 
capacity to utilise and access it. Our capacity to utilise the global knowledge pool will be explored in 
section 3.6. Capacity to utilise is dependent on two broad factors: - the general skill base of the 
community and the level of specialist knowledge holders within that community.   
 
Access issues will be explored in section 3.7. Accessibility to knowledge is a product of the size, 
quality and ease of retrieval of, knowledge resources available in the community. Due to changing 
methods of storing and retrieving knowledge, it would be inappropriate to measure this over the 20th 
Century with a single indicator. A flavour of the change can instead be obtained by looking at a range 
of measures.  All these aspects will be considered in section 3.7 including a set of conclusions that can 
be drawn from them. Section 3.8 will contain a summary of the measures considered and finally used. 
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Note only selected indicators are actually shown in graphs. No data were collected for those indicators 
rejected. Occasionally, an additional time series will be given to illuminate a selected indicator. When 
this occurs it will be clearly highlighted in the body of the text that it is only for illustrative purposes. 
 
3.1 The meaning of knowledge  
 
Knowledge has been defined in this thesis as the body of truths and facts accumulated. Whilst ‘truth’ 
in regard to the human condition was once considered as an absolute (that is something can only be 
true or false), it is now often seen as a more relative concept. Many, for example, would now consider 
a truth to be nothing more than a belief that is based on some model of reality held by an individual or 
community. Likewise, ‘facts’ which were once considered indisputable items of observed reality, are 
now often seen to be strongly influenced by the beliefs and conceptual models held by the observer 
(Gendlin 1997).  
 
The greyness referred to here is primarily a consequence of human cognitive limitations rather than a 
fundamental quality of reality. There is no intention to imply that absolute truths or facts do not exist. 
The human mind however can only model what is and is fundamentally unable to comprehend what is. 
As a simple illustration, the average human mind can hold seven concepts at once whilst the simplest 
human scenario usually contains thousands of variables (Lezak 1995). 
 
The acceptance of the greying of the distinctions between ‘what is’ and ‘what is not’ a fact also is not 
meant to imply that all observations are the same. Clearly some observations are more objective, 
repeatable and reliable than others. In the same way some models are better approximations of truth 
than others. So the better way to see this is to place a fact or truth on a continuum with the more 
reliable facts and truths at one end and the less reliable at the other.  
 
3.1.1 Broad ways to conceptualise the knowledge base of a community 
 
Given this greyness, what proportion of these truths and facts that exist within a population constitute 
the knowledge base of a community is often disputed. At one extreme it is possible to argue for the 
inclusion of only the most rigorously supported facts and truths, such as those contained within the 
currently best scientific theories in each field. At the other extreme is the argument put by some 
postmodernists that all truths and facts are valid, albeit of varying degrees of utility, and therefore the 
knowledge base of a community includes all the models and facts that have ever been recorded and all 
those that reside in the minds of living humans (Sokal and Bricmont 1999). Under the former position, 
all of human knowledge could be contained within a small number of texts. Under the latter the data 
storage requirements are well beyond the best information storage systems yet devised by several 
 59
degrees of magnitude, exceeding an estimated 10 exabytes of data (Morrison and Morrison 1998). 
(Data are any facts that can be observed and any truths that allows conclusions to be drawn). Whilst 
few may take either extreme position a consensus has not been achieved.     
 
3.1.2 Knowledge expansion over the last century 
 
Irrespective of which of the positions discussed in section 3.1.1 is taken, the conclusions in terms of 
growth in the knowledge base of society over the 20th Century is the same: the century saw an 
enormous expansion in the knowledge base (Morrison and Morrison 1998).   
 
Due to the strong focus the 20th Century had on science and the accumulation of knowledge, it has not 
been uncommon to call it the century of science (Hawking 2001). However, it is worth remembering 
that no matter which definition of knowledge is taken, the world’s accumulated knowledge is still 
quite small relative to all that could be known (Maddox 1998).  
 
3.1.3 Other related trends 
 
Technological innovation or the development of new tools was also prodigious over the 20th Century 
(Cipolla and Birdsall 1979). Whilst knowledge progress and technological innovation were 
inextricably linked in the 20th Century, this was not always so; prior to the first industrial revolution, 
science and innovation where only loosely linked. Before the 18th Century little innovation came from 
the learned elite, most originating from chance discoveries or non-systematic trial and error performed 
by tradesmen and artisans (Mowery and Rosenberg 1989). Also, up to and including most of the 19th 
Century, it was often technological advancement that led to the development of new scientific 
knowledge rather than the other way around (Lilley 1948). 
   
During the 20th Century, although the trajectory of knowledge growth cannot be easily plotted, 
technological innovation is much easier to track given its concrete nature. Technology followed a 
distinct waved pattern over the 20th Century with these waves of innovation being linked to key 
macro-innovations (innovations that lead to entirely new products and services). This pattern dates 
back for at least three centuries and during the 20th Century three such waves occurred. The first wave 
was fuelled by the macro-innovations discovered in the 1880s relating to electrification, automobiles, 
telephones, photographic film and anaesthetics in surgery; the second by the macro-innovations in the 
1930s of jet-air travel, television and hi-fi, synthetics, rocketry, nuclear physics, clinical testing of 
drugs and the discovery of antibiotics and finally the macro-innovations of the late 1960s and early 
1970s which included lasers, integrated circuits/chips, digital communication, tissue culture and 
bioengineering (Stewart 1989).  
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Due to the profoundness of this last wave of macro-innovations they are often described as being part 
of a second industrial revolution, where the focus shifts from the production of goods and services to 
the manipulation of information (Toffler 1990). If true, humanity is still in the early stages of this new 
industrial revolution and its full consequences will not be known until well into the 21st Century. 
 
As well as the growth in knowledge and technology, the first half of the 20th Century saw an almost 
exponential growth of commitment of resources to science and technological development around the 
world. Since then the rate of growth in resource commitment has generally diminished and in some 
countries (such as Australia), it has actually reversed (see later comments in section 3.4). Nevertheless, 
as a whole, the 20th Century saw an enormous commitment of resources to science (Hawking 2001).      
 
We can therefore say that the 20th Century saw a significant increase in the complexity and 
sophistication of the knowledge and technology available to humanity. However, this is not to say that 
the application of new technology has always been positive, or led to an improvement of the human 
condition. These issues are addressed in section 3.2.   
   
3.2 Desirability of expanding knowledge 
 
Knowledge expansion can be related to the enhancement of human wellbeing in a number of ways. 
Simply expanding the individual or social knowledge base has generally been considered to be 
intrinsically desirable. This knowledge accumulation is also often assumed to have a range of other 
benefits aside from its intrinsic worth. For the individual increased knowledge (and education) is often 
claimed to lead to greater happiness, enhanced wellbeing, personal growth, enlightenment and wisdom 
(Behrman 1997). For a society, knowledge growth is said to increase the available options and the 
potential wisdom and quality of the decisions made, leading to an enhancement of the wealth of that 
community. Whilst the intrinsic value argument may be rarely challenged, each of these points in 
terms of secondary benefits is quite contestable. These will be considered in section 3.2.1 and 3.2.2. 
 
3.2.1 Desirability of expanding knowledge for the individual 
 
In general the more educated an individual is, the higher they rate on a range of economic outcomes. 
They also tend to have better physical and mental health outcomes and also tend to be more socially 
integrated and happy. This strongly supports an argument for knowledge benefiting individual 
wellbeing (Heady and Wearing 1995).  
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Teasing out how much of this is a product of societal class and other related factors rather than 
knowledge (or educational attainment itself) is difficult. In Australian society and most Western 
nations, class is very strongly related to educational attainment and other opportunities. When such 
class factors are controlled for, the income effect becomes much harder to determine for a given 
individual (Behrman 1997). The education obtained beyond a base level also seems to have 
diminishing economic returns for the individual. In fact at high levels increased education may 
actually have an adverse impact on lifelong economic returns and other life outcomes for the 
individual (Altonji 1993).   
 
In terms of mental health outcomes there is also some ambiguity. The most educated, our university-
based intellectuals, have poorer mental health than comparable societal cohorts. Since first observed 
by Aristotle, depression has been commonly considered the curse of intellectuals (Porter 1997). Then 
again, it might be reflective of the type of learning rather than something inherent in knowledge per 
se. The modern intellectual elite has occasionally been criticised for narrowness of focus and a lack of 
spirituality and this in itself can lead to the observed mental health consequences (Saraswati 1983). 
Chapter 6 will further explore this concept. It could also be simply a consequence of the sometimes-
reported dysfunctional nature of the workplaces in tertiary institutes (Bacharach, O’Leary-Kelly, 
Collins and Griffin 1998). 
 
Whether modern knowledge leads to enlightenment and wisdom is equally contestable. In modern 
education, knowledge generally becomes more and more specialised the further it is pursued. Such 
specialisation does not lend itself readily to providing broad and profound insights on life (Saraswati 
1983). 
 
On the other hand, a range of non-income social benefits for the individual can be attributed directly to 
education when class factors are taken into account. These include better physical health, 
‘marriageability’, social engagement, family planning and a lower engagement in crime and most anti-
social behaviour (Behrman 1997). 
   
3.2.2 Desirability of expanding knowledge for a society 
  
The evidence for the societal benefits of expanding knowledge is also more mixed than one might 
expect. On the positive side, knowledge gains over the 20th Century contributed significantly to the 
expansion of life expectancy over that century along with many other benefits that give modern life its 
convenience and efficiency (Dinwiddie 2001). In the developed world, most people can now expect to 
live into old age. In Australia, for example, life expectancy for women rose from 55 to 81 over the 
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century (Mathers and Douglas 1998). Production efficiency gains also occurred to bring about an 
unheralded increase in the standard of living for the average citizen in the developed world.  
 
Unfortunately the knowledge expansion that brought these health benefits also brought about the 
possibility of our own mass destruction through sophisticated weapons of war and environmentally 
destructive technologies (thereby potentially completely wiping out those gains). Also ironically the 
convenience and efficiency that makes life potentially easier in practice has often done the opposite. 
The capacity to do more instead of generating a more leisurely life often generates instead a desire to 
do more. Bizarrely, people at the end of the 20th Century in Australia (and many other developed 
countries) had much less time for reflection and simple relaxing than those at the start (Gleick 1999). 
 
Benefits to a community from its human capital development are also not as clear-cut as might be 
expected. Undoubtedly the more human capital a society has, the greater its economic potential. This 
is particularly true in terms of poorer countries and economic growth prospects (Gemmel 1996). There 
is some evidence, although contested, that beyond a certain point a society may begin to experience 
diminishing economic returns for its investment in human capital. There is also an argument that the 
central issue is the matching of skills to the economic requirements rather than increasing skill levels 
per se. Whilst the 20th Century saw a growing need for more skilled workers as it proceeded this trend 
is not inevitable. For example, the19th Century saw an increase in the need for less skilled workers 
and a decreased need for many highly skilled ones (Kerr-Jarrett 1993). With the rise of artificial 
intelligence this also may be the case in the future (Martin 2000). 
 
In terms of the wisdom of public policy, more knowledge does not appear to automatically lead to 
better outcomes (Graycar 1979). There are three basic reasons that may impede such a process 
occurring. First, as knowledge becomes more extensive in an area it becomes easier to focus on 
smaller parts more effectively, but it also becomes harder to see the broader picture and intervene 
effectively on a large scale. Secondly, sometimes a little knowledge is more dangerous than none, as it 
can be tempting to apply that new knowledge inappropriately or to see the model as being more 
powerful than it is. This is a very common problem with new medicines and surgical techniques 
(Brown, V.A. 1998) and can be equally problematic in terms of social and economic policy (Pusey 
1991). (See Chapter 9 for some examples of this.) Thirdly, having access to better knowledge does not 
mean that it will be applied. In politics well-established facts are often ignored in framing policy (Emy 
and Hughes 1988). There is also no evidence that our current politicians and bureaucrats make sounder 
decisions than our forebears, and some evidence that in certain areas they make poorer ones; such as in 
terms of large scale urban planning or macro-economic reform (Horne 1987). This is in spite of having 
access to much better knowledge than their predecessors.  
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These counterpoints to arguments about the benefits of knowledge growth serve to highlight the 
potential two-edged sword nature of knowledge and therefore the need to look at the broad aspects of 
progress before determining whether an overall enhancement has occurred. 
 
3.3 The limits of knowledge growth into the future 
 
The potential growth of knowledge is generally accepted to be infinite. However, the growth in useful 
knowledge of a scientific nature is often argued to be far more finite. A number of modern scientific 
commentators have argued that pure science is rapidly facing a crisis of diminishing returns (Horgan 
1996). A clear example of this can be seen in current experiments on fundamental particles. The cost 
of individual experiments can be in the billions of dollars and yet the practical value of the results can 
be highly dubious to many. A number of other sciences would also appear to be rapidly approaching 
similar walls. This argument, whilst having some merit, is not new. Many physicists and chemists of 
the late 19th Century lamented the approaching end of the age of science, yet this century has seen 
enormous fundamental advances in both of these areas (Feldman and Ford 1989). The fact that this 
argument has been used in the past and found wrong does not in itself prove that its current use is 
wrong. For the examples given earlier the observation may prove valid. It is however not valid in 
regard to many of the sciences, which are still developing fruitful fundamental research at relatively 
cheap cost (Stewart 1989). Whilst it is possible that these may eventually also reach this possible 
barrier, such a result is probably decades if not centuries away and is therefore of little immediate 
consequence. There are also many who would contest the validity of the argument even in those 
circumscribed fields (Maddox 1998). 
 
Technology is also occasionally argued to be reaching its limits of improvement. As for science the 
improvement being defined, relates to the usefulness rather than the sophistication of the tools used 
(whose improvement is usually conceded to be virtually endless). Cars for example are enormously 
more advanced than 19th Century transport options, but often transport their passengers at a slower 
average rate and more dangerously than these earlier methods; so therefore can be argued to have 
provided no net practical advance. This of course is more a problem of the lack of infrastructure than 
the technology surrounding the car, as cars in the right environment are clearly capable of transporting 
people more rapidly and safer than a horse and buggy could (Horgan 1996). 
 
Given that current technology is far from exhausting current scientific knowledge, let alone that from 
further anticipated gains, any beliefs regarding limits of science and technology can generally be 
considered premature.     
 
Clearly some issues can be raised around the desirability of expanding knowledge and the capacity to 
continue doing so. These arguments however do not attack the intrinsic worth of knowledge expansion 
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per se, just the application of it. Application issues profoundly impact on the other dimensions of 
human wellbeing and will be revisited in subsequent chapters. Knowledge growth in the specific 
Australian context shall now be considered in more depth.  
 
3.4 Australia’s contribution to knowledge expansion 
 
Australia’s changing contribution to the pool of global knowledge can be considered in two broad 
ways: 
 
• the rate of output of new knowledge from our nation; and 
• the production of useful innovations as a consequence of those endeavours. 
 
To make any analysis possible for these two elements, some restrictions on the meaning of knowledge 
needs to be made. For the former, output of new knowledge will be restricted to academic and 
scientific research outputs, thus taking a more restrictive definition of what constitutes knowledge on 
the continuum discussed earlier. For the latter, only tangible innovations that can be exchanged 
between people will be considered.  
   
3.4.1 Academic and scientific output measures 
 
Measuring academic and scientific output is very problematic; let alone tracking changes in it over 
time. To start with, what do you measure? For example, do you measure the number of experiments 
performed, the quality or significance of the contribution made, the prolificness of publications/papers 
produced, or a range of other factors that relate to output?  
 
Aside from the problem of selecting a useful measure, each type of output has its own complications. 
For example, academic papers are one of the main ways that people with specialist skills inform others 
of their new ideas and discoveries and the volume of these is often suggested as a measure for a 
nation’s contribution to new knowledge. The volume of articles published by Australian academics 
has expanded over the century. Over the same time the capacity to publish has also expanded 
considerably. The consequence is that modern academics publish more prolifically per head than their 
predecessors. This greater capacity to produce can not in itself be considered indicative of a greater 
output of useful knowledge, as it is possible that what is now being produced is of a lower quality than 
what occurred earlier and therefore may not necessarily be contributing significantly more to 
knowledge. One could try and adjust for this publishing access change, but separating quality from 
quantity is both a difficult and subjective exercise. An additional problem with this method is the lack 
of reliable long-term statistics on the actual level of academic publications. Whilst the existence of 
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growth over the 20th Century is easily established, precise figures on its level are just not available in 
Australia. On top of this, globalisation has meant that much of the better research is published in 
international journals making such efforts relatively futile. Consequently this was not selected as a 
measure. 
 
Given this general difficulty in measuring actual outputs reliably, an alternative is to consider general 
inputs instead. This however assumes that inputs relate strongly to outputs. While some relationship 
must exist, it has been found that for public activities with clear output measures (such as health), the 
relationship between inputs and outputs has not proven to be as strong as might be assumed (Murray 
and Lopez 1996), so some proviso in the use of inputs is required.  
  
3.4.1.2 Resource commitments to knowledge growth 
 
In terms of inputs the most obvious and easily tracked is the provision of financial resources.  
Australian State governments have contributed to science funding since the middle of the 19th Century. 
Unfortunately State government expenditure data on science during earlier periods are both spasmodic 
and difficult to separate from other expenditures. There was also a lack of consistency in accountancy 
practices between the States. For these reasons it was decided to only consider Commonwealth 
expenditure, which was more consistently recorded.  
 
Prior to 1926 the Commonwealth Government’s only commitment to research was indirectly through 
the funding of universities. In addition it needs to be noted that for most of the first half of the last 
century university commitment to research was fairly scant, for the primary responsibility of 
academics then was seen as teaching. In 1926 the Science and Industry Research Act set up a 100,000 
pound fund to encourage persons engaged in scientific research. However it was not until the late 
1930s that the Commonwealth Government started earmarking regular funds to research. Since then, 
the Commonwealth Government has continuously allocated some monies for research and 
development and, except for the later decades, kept readily accessible records of the level of this 
expenditure. Unfortunately, changes to budget reporting processes meant that yearly expenditures on 
research and development were not automatically reported from the 1970s on and were dependent on 
the ABS and Departments choosing to gather the data. Changes in this per capita commonwealth 
government expenditure (adjusted to current prices) are included in Figure 3.1. 
 
As can be seen the increase in funding was quite prodigious following the Second World War and then 
peaked during the term of the Whitlam Labor Government. Some fluctuations occurred over the late 
1970s and 1980s but from the early 1990s there has been a slow but steady relative decline. A similar 
gradual decline has also occurred in higher education research expenditure and the total Australian 
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government commitment to research (including the states) in the 1990s so this is not simply a shift of 
resources from one government sector to another (ABS 2001a).  
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Note: The data was obtained from ABS sources, actual specific sources can be found in appendix A. The data for each 
year of the series can also be seen in appendix D. 
 
Figure 3.1: Constant (2000) dollars per capita Commonwealth government expenditure on 
research and development. 
 
In Australia not all research however is purely government funded. The private sector and the non-
profit sector also contribute to some extent, but all these combined have always been estimated to be 
considerably less than the Commonwealth Government contribution. This situation is rare. In many 
nations, (the USA in particular) it is the private sector that contributes the greater amount (ASTEC 
1990). There is also no evidence that the private sector has picked up some of this decline in 
government commitment as overall expenditure on research and development as proportion of GDP 
has also declined (ABS 2001a).  
 
This plateau and then reversal in expenditure growth can be attributed to a number of factors. This 
includes science simply maturing over the century and experiencing its own ‘S-curve’ and consequent 
slowing down in growth. It also happened partly due to the causal link between pure research and 
economic growth being challenged (Greenberg 1999). Philosophical objections from conservative 
sources to publicly sponsored endeavours also contributed to this decline, particularly the perception 
that much basic research was either frivolous or morally inappropriate (Lehrman 2003). It is worth 
noting however, that the vast majority of research being performed in the world, and more so in this 
country, had always been development focused rather than basic research. In the 1960s, at its peak, 
basic research represented only a third of that being performed in Australia and since then has 
considerably declined (Mowery and Rosenberg 1989). It can also be partly put down to shifting 
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philosophies on the role of Government versus the private sector. For example, whilst the 
Commonwealth Government restricted its own funding in the 1980s and 1990s it gave generous tax 
concessions and grants to encourage the private sector to take up more responsibility for Research and 
Development. These efforts however met with very limited success (ABS 2001a). This is at least 
partly a consequence of the foreign ownership of most large corporations in Australia. First, such 
corporations tend to do most of their research and development efforts in their home country. Second, 
as such multinational corporations do not have to pay corporate tax to their host country tax 
(Macmillian 2000), concessions in terms of paying that tax are unlikely to have much impact on 
behaviour. 
 
3.5 Tangible benefits from contribution to global knowledge growth 
 
Whilst the benefits and desirability of expanding the global pool of knowledge have already been 
discussed, it is also worth considering what tangible, specific benefits Australia could have achieved 
from this contribution aside from national pride and prestige. Many nations have benefited from this 
global effort without contributing much to it; so it can be said that contributing to its growth is not 
essential for national wellbeing, if that growth in knowledge can still be easily accessed. 
 
In terms of benefits specific to Australia, the most obvious would have to be in terms of potential 
economic returns from such innovation. These economic benefits could take the form of new 
industries, enhancement of existing ones or simple financial returns from practical innovations. Let us 
consider each of these aspects in turn. 
 
3.5.1 Creation of new industries and enhancement of existing ones 
      
There is some evidence that investment in knowledge growth has contributed directly to some new 
industries. For example the development of the cochlea ear implant led to the creation of a successful 
company (Dinwiddie 2001).  Also many existing industries have undoubtedly benefited from 
government-funded research. Agricultural industries, for example, have benefited from sustained 
methods to manage introduced pests such as rabbits and foxes (Brown, W.A. 1998). 
 
Overall the 20th Century saw a relative decline in Australian ownership of local industries and 
services; with the majority of such assets moving into overseas control, indicative at best of a rather 
small local benefit from such research efforts (Stewart 1994). 
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3.5.2 Changing levels of innovations 
 
The level of useful innovation is the second way of considering the tangible return from this 
contribution to global knowledge. Creativity in regard to innovations is reflected in a number of ways. 
Sometimes the idea is simply published or presented at a conference for the general good. At other 
times the creator seeks a patent so they can profit from the idea. The former is very difficult to track, 
however the latter is readily accessible.  
 
3.5.2.1 Patent rates 
 
Patents records have been kept in Australia for over a century. Figure 3.2 shows the changes in per 
capita patent creations over the 20th Century.  
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Note: These data were obtained from ABS sources for the years 1901 to 1971 and then from Patent, Trademark and 
Designs Office sources from 1972 to 2000, actual specific reference sources can be found in appendix A. The data for 
year of the series can also be seen in appendix D. 
 
Figure: 3.2: Patents granted per capita in Australia over the 20th Century. 
 
The trend shows a general, though not particularly substantial, increase over the century, with the peak 
occurring during the early 1970s. The fluctuations in the patent rate over the century however, seem 
more substantial than the overall increase. The magnitude of the fluctuations also seems to increase 
over the century.  
 
Some words of caution however are required in interpreting such records. First, not all patents are that 
creative or add to the world any thing of great or lasting value. In the USA where the application of 
patents is relatively high, less than 2% of patents get converted into a useful consumer product before 
the patent expires. Even fewer make money for their inventor (Wherry 1995). These figures are not 
 69
available in Australia but cannot be assumed to be any better. This, however, is unlikely to be 
substantially different at either end of the century. 
 
Secondly, part of the slight increase in patenting in Australia has also been due to the 
internationalisation of the patenting process. At the start of the last century, virtually all lodged patents 
were by people residing in the country, but by its close it was likely that a sizeable proportion were by 
international corporations or people seeking to protect their patent in the Australian market. Whilst 
international agreements regarding patents do exist (and have for more than thirty years) the only way 
someone can protect a patent in a given market is by lodging it with that country’s patent office 
(Auger 1992). Unfortunately, it is not easy to separate out these different sources of patents to make 
the trend more comparable over time.  Another factor that reduces the number of potential patents is 
the growing international consensus about what constitutes non-patentable subject matter (Auger 
1992). Working in the opposite direction however is the growing preference to use trade secrets as a 
means of protecting and exploiting company knowledge rather than patents. This has been the 
traditional Asian preference, but growing numbers of Western corporations are now adopting this 
approach (Auger 1992). 
 
3.5.3 Summary of the Australian contribution to knowledge growth 
  
Australia’s contribution to knowledge growth over the 20th Century is clearly significant as has been 
the increasing levels of resource commitment to that endeavour, although the tangible local returns 
from this appear negligible. The century saw a relative decline in locally-owned services and 
industries. There was also only a slight increase in the number of patentable products per capita, with 
notable fluctuations over the century.    
 
3.6 Capacity to utilise the knowledge base    
 
The next issue to explore is to what extent the Australian community was able to utilise this expanding 
knowledge base. The capacity to utilise this knowledge is clearly effected by a range of factors. The 
three main ones are: 
 
• the general community’s capacity to understand and utilise the knowledge; 
• the presence within the community of sufficient people with the specialised training to 
understand and utilise the more esoteric knowledge; and 
• the presence of a suitable diverse range of knowledge and qualifications amongst the 
educated. 
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3.6.1 General community capacity to utilise knowledge 
 
The main indicator of general capacity to utilise the information in the public domain is the level of 
literacy. Remember this is a measure of capacity to utilise, not actual utilisation. In this sense what 
people choose to read, or even if they read at all, is immaterial if they have the capacity to do so. In 
Australia, 99% of the adult population is currently considered literate in the sense they can identify 
letters and write words with them. Using the same definition, the level of literacy is practically the 
same as the 98% at the start of the 20th Century (ABS 1996). (The Indigenous population was not 
included in the earlier figure). In most of the Australian colonies, illiteracy was never very high. For 
example, the 1854 Victorian census found that only 8.7% of the adult population could not read to this 
basic level (CBCS 1973).   
 
In terms of literacy rates, Australia has performed better than most of the world. Simon and Bloggs 
(1995) showed that slightly over 50% of the citizens of the developed world were already literate at 
the start of the 20th Century and by the close of it, well over 90% were. Literacy rates have shown an 
even greater improvement for the third world over the 20th Century. At the turn of the century, less 
than 10% of the population outside of the developed world were literate, and at the close of the 
century it was estimated to be 56% of the adult population (Simon and Boggs 1995).  
 
This high level of literacy in Australia at both ends of the century makes absolute literacy a poor and 
crude measure for progress in Australia. This is particularly so given that literacy is now recognised as 
being much more complex than the capacity to simply read and write letters and recognise words. The 
capacity to utilise the information in text varies enormously amongst those defined as literate. The 
variation in functional literacy compared to absolute literacy between individuals and communities in 
Australia can be quite marked, and getting good comparable data on these levels of functional literacy 
is quite difficult. To this end, over the 1980s UNESCO and other international bodies worked at 
developing internationally comparable tools. The most popular tool contains measures for three 
aspects of functional literacy each containing five levels. The ABS has conducted surveys using this 
tool and in Australia found 19.2% at level 1, 15.2% at level 4 and only 2.4% at level 5 (ABS 1996).  
 
This surprisingly poor result is echoed in most major English speaking nations. In regard to levels 4 
and 5 combined, Canada has a similarly low 19.1% and the USA only a marginally better 22.5%. 
Nordic countries however perform considerably better. Sweden for example has 35.8% of its adult 
population functioning at a literacy level of 4 or 5 (ABS 1996). Unfortunately the very newness of the 
tools makes century-long comparisons using this method, impossible. The higher literacy scores have 
however been found to associate with a range of factors that have been measured for longer. These 
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include educational attainment, socio-economic background and intelligence as measured by 
psychological intelligence tests.  
 
3.6.2 Gains in average intelligence 
 
Whilst it has often been assumed that the quality measured by intelligence scales is innate and stable 
over time, there is no doubt that it varies greatly between and within groups over time. This variation 
is in fact so great that intelligence tests have to be re-normed every decade or so (Flynn 1998). Gains 
around the world appear to be almost universal with an average increase of around 20 points per 
generation (30 years). So called racial or age differences account for much less than the temporal 
changes that have been found to occur within any group tested so far (Flynn 1998). 
 
Whilst intelligence does undoubtedly have some genetic component, there is also a large range of 
environmental factors that can impact on it. These include the quality of the physical environment, the 
food supply, parenting and the education system. Improvements in any of these areas have been shown 
to have an impact on a child’s intelligence.    
 
Attempts to measure intelligence began in the 19th Century and were reasonably sophisticated by the 
start of the 20th Century. No single test was used for the whole of the last century, due to ever 
increasing knowledge of the nature and measurement of intelligence. Versions of some tests have been 
used for the most of the last century so comparisons over time are possible. For example, versions of 
the Stanford-Binet test have been used in Australia since the first decade of the 20th Century. The 1908 
version of Binet’s original intelligence test was adopted and normed in that same year for Australian 
conditions (Connell 1980). 
 
There are, of course, problems in using data from different versions of the one test, but they can give 
at least some insights into the movement of general intelligence over the span of the century. The 
evidence from this indicates that intelligence (at least as measured by tests) has improved substantially 
in Australia over the 20th Century. Interestingly, Australia has consistently performed better than most 
of the rest of the world on such tests. Therefore, it is reasonable to conclude that the average person’s 
capacity to utilise the knowledge available to the community has substantially improved over the 
century. Unfortunately, whilst a sense of progress is possible from a careful analysis of results, the 
problems inherent in the test content varying so significantly over time do not make the test results 
suitable as a measure for this thesis. 
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3.6.3 Presence and proportion of specialist knowledge holders 
 
In terms of this second aspect, it is undeniable that much of the information now available requires 
specialised skills and knowledge to interpret and understand it. Without those skills being available 
within a nation, the specialist information available is virtually useless. Education level is one method 
of measuring the capacity to utilise specialist information.   
 
Australian records of enrolments of university students have been kept since the first decade of the last 
century. Such enrolment levels can give a good sense of the changing proportion of the community 
being trained to use specialist knowledge. A complication arises however, for during the 20th Century, 
the definition of what constituted a university student changed. The biggest issue is how to treat 
students who attended colleges of advanced education. These were created in the late 1960s but where 
later absorbed into universities in the 1980s and 1990s. Given the similarity of qualifications available 
at both and the eventual absorption, it was elected to combine those figures for the period in question 
to give a better sense of the overall trend. Including this adjustment, Figure 3.3 shows the proportion 
of the community undertaking university training in any particular year. Note that this includes both 
undergraduate and postgraduate students. Clearly there has been a very substantial increase in the 
proportion of the community undergoing tertiary training.  
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Note: The data were obtained from ABS sources from 1906 to 2000. Estimates for the 1901 to 1905 were obtained 
from a combination of ABS sources, (Duncan and Leondard 1973), (Trivett 1909) and (Drake 1909). All specific 
reference sources can be found in Appendix A. The data for each year of the time series can be seen in Appendix D.  
 
Figure 3.3: Per capita numbers of tertiary students over the 20th Century 
  
There are however some problems in using these figures as an indicator of the number of individuals 
who are active, qualified professionals. Issues arise such as the lag between study and utilisation of 
information. Not all enrolled students graduate and, of those who do, not all go on to utilise their 
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specialist training. Graduate figures unfortunately were not kept until the middle of the century and 
graduate destinations have only been recorded for the last couple of decades. It is not feasible to try 
and project backwards as the data show that the proportion of students graduating fluctuates widely 
over time, as do those going on to use those skills. The changing age profile of students can also have 
an impact on such trends. Given that it is primarily younger people who seek tertiary training and that 
there has been a distinctive greying of the population over the century, this impact would primarily be 
ameliorative rather than contributive. There are also problems of interpretation created by possible 
shifts in the nature and quality of tertiary education. There is reasonable evidence to conclude that the 
massive increase in students has been combined with at least some diminution of standards (Mc 
Conville 2000).  
 
Irrespective of all these factors it is still reasonably safe to conclude that the proportion of the 
community with specialist skills substantially increased over the 20th Century. 
 
3.6.4 Diversity of qualifications within the skilled professional base 
 
The diversity of qualifications within the Australian community can be considered in terms of actual 
qualifications available to the community or by job classifications. The former is much more 
confinable and manageable than the latter.  
 
When considering qualifications, a decision needs to be made on whether to limit the parameter to 
tertiary qualifications or broaden it to also include technical qualifications. Ideally one would like to 
consider both. While nearly all trades now include some institutional educational component this was 
not always the case and records regarding skills obtained outside of educational facilities are hard to 
quantify for most of the last century.  
 
Records of tertiary qualifications on the other hand are quite good. The variety of courses on offer has 
been tabulated since the mid 19th Century. However, the data are still not collectively reported and the 
task of gathering information on courses available, year by year, was considered beyond the scope of 
this thesis. Given that in 1907 there were 16 different courses on offer in Australia and in 2000 there 
were several thousand (ABS 2001a), it is reasonable to conclude that the 20th Century also saw a very 
substantial increase in the range of specialist courses on offer in Australia. In terms of the areas of 
research, Australia was noticeably more diverse than comparably sized nations and also committed 
more to vocationally based research per capita than most nations (ASTEC 1990).   
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3.7 Accessibility of knowledge 
  
In terms of accessibility to non-electronic data knowledge sources, having repositories of this 
knowledge is a vital component, as is the proximity of these repositories to local communities and the 
actual size of the collections. It is well established that people are only likely to utilise information if it 
is readily accessible (Wilson 1994).   
 
 3.7.1 Size and quality of repositories 
 
Specialist research or academic libraries have existed in Australia since the middle of the 19th Century. 
They included those associated with the first universities and the State libraries of the major colonies. 
Accurate records of book collections in the State libraries began in the 19th Century and were kept for 
more than a century, although sadly such national record keeping efforts declined and ceased in the 
last quarter of the 20th Century. The first national survey of university and specialist libraries was not 
however conducted until 1934 (Munn and Pitt 1935). At that time the university libraries contained 
527,000 volumes, with only the Sydney University library considered adequate (it contained 233,000 
volumes). Even this was small when compared to any but the smallest British and North American 
University libraries (Biskup and Goodman 1982). Good national yearly record keeping of such 
collections began in the early 1950s, but dropped off in the last quarter of the century. Figure 3.4 
shows the growth in both State Libraries and University Libraries over the 20th Century.   
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Note: Data drawn from ABS and AARL sources. Actual specific reference sources can be found in Appendix A. The 
data for each year of the time series can also be seen in Appendix D.  
 
Figure 3.4 Total book collections in State and University libraries 
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As Figure 3.4 shows, the national book collections expanded almost exponentially over the second 
half of the century. This seems quite impressive until it is expressed relative to the number of students. 
This adjustment is shown in Figure 3.5. 
 
From Figure 3.5, it would seem that the number of books per student has remained rather static over 
the length of the century but during that time has undergone noticeable fluctuations.  
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Note: Data drawn from ABS and AARL sources. Actual specific reference sources can be found in Appendix A. The 
data for each year of the time series can also be seen in Appendix D. 
 
Figure 3.5: Ratio of University library books to tertiary students 
 
3.7.2 Proximity of information to the general community 
  
For the general community, access to information over most of the 20th Century can be considered by 
proximity to bricks and mortar-based public libraries. As the century progressed the capacity to access 
various electronic data sources also became important. Clearly only the former can be considered in a 
century timeframe. 
 
Over the last century, the number of public libraries in Australia expanded significantly as did the 
categories of libraries and size of their collections. Libraries have also become much more accessible 
to those living in remote areas. By the mid 1970s nearly all local government areas provided some sort 
of library service (Horton, Brown, McLamberton, Pickering, Trask and Harris 1976).      
 
Surprisingly, for general public libraries the initial record keeping was of a higher standard than for 
academic ones. Such records date back to well before the start of the 20th Century. Unfortunately, over 
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time the keeping of records deteriorated substantially as the number of libraries expanded. From the 
mid 20th Century onwards it became impossible to get an accurate indication of the size of public 
library collections.  
 
3.7.3 Electronic information sources 
 
During the 20th Century, electronic information dispersal went through three separate waves of 
innovation. The first of these was public radio in the 1920s, followed by television in the 1950s and 
the Internet in the 1990s. These coincided with the macro-innovation waves mentioned earlier in the 
chapter. 
 
For any of these forms of electronic data transmissions, the proportion of the community that had 
direct access to them is probably the best measure of accessibility. The uptake of radio was relatively 
slow. Radio broadcasts commenced in 1923 yet in 1929, (before the Depression started) there were 
only 290,000 radio sets in Australia (Australian Film and Television School 1983) or 4.6 sets per 100 
persons. Television uptake was much swifter. Within three years of introduction to Australia, 50% of 
households in Melbourne and Sydney had a television in their homes. The introduction of colour 
television achieved a similarly rapid penetration into city households (Beilby 1981).  
 
Uptake of the Internet has been much slower than for television, but faster than for radio. At the end of 
the century it still had achieved only a 33% penetration of households, although all universities 
allowed student access to the Internet, as did most secondary schools (ABS 2001a).  
 
Overall it would seem that the electronic uptake rates in Australia are quite good. Internationally, 
Australians are considered relatively rapid adopters of new technology (ABS 2001a). For the 
foreseeable future, both physical and electronic sources of data will be essential for any consideration 
of accessibility. Note that the question here was accessibility to electronic data sources, not the use for 
which they may be applied.  
 
3.7.4 Information in the public domain 
 
Another access factor is the proportion of information that is in the public domain. Some information 
has always been secret. Over the majority of the 20th Century, Governments were the repositories of 
most secret information, but over the last half century more and more scientific knowledge also 
become privately owned and therefore largely removed from the public domain. The degree of the 
removal of what could have been public domain knowledge by either means is unfortunately hard to 
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determine due to the very secrecy involved. This is further complicated by the fact most of the secret 
private information is held by multinationals (Martin and Schuman 1997).  
 
In regard to this accessibility question, it also needs to be acknowledged that written sources 
of information are not the generally preferred source for most people. People generally prefer 
to receive their needed information orally from a source they deem as credible (Wilson 1994). 
 
3.8 Summary of knowledge measures 
 
The following two tables summarise the primary measures both considered and ultimately selected in 
this chapter. A summary of rationales is also included for each decision. Table 3.1 focuses on those 
measures accepted and Table 3.2 on those not used. 
 
3.9 Summary of main points 
 
Knowledge growth and technological progress in the world over the 20th Century were both clearly 
substantial. By whatever definition of knowledge is chosen (broad or narrow), growth over the 20th 
Century can be demonstrated. Aside from the intrinsic value of increased knowledge, clear and 
tangible benefits from the growth in knowledge can be established. It is equally clear that this growth 
has not been without some costs. 
 
There does not appear to be any apparent approaching of the limits to knowledge growth, so there are 
no reasons why this growth cannot continue throughout the 21st Century. 
 
The Australian contribution to this knowledge base was quite significant and saw a growing 
commitment of resources to this endeavour as the 20th Century progressed. In terms of financial input, 
Commonwealth Government science funding increased almost exponentially for the first 75 years of 
the century. After that, however, it peaked and started to decline slowly in the last decade of the 
century. There is evidence that most investment in research in Australia followed this same pattern.  
 
Specific tangible benefits for Australia from this commitment are, however, much harder to identify. 
For example, there was no per capita growth in patents produced over the 20th Century and ownership 
of local industries declined. 
  
In terms of ability to utilise the global knowledge base, the number of students per capita training in 
Australia (and consequently those with tertiary qualifications) increased substantially over the whole 
century, as did the size of library collections. The number of books per student however did not 
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substantially improve and by international standards were low in the 1930s and equally low at the end 
of the century. In terms of the adoption of new electronic technology, Australia was quite a quick 
adopter if a relatively slow initiator. 
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Table 3.1: Summary of measures selected for the various elements of knowledge progress. 
 
 
Element Measure Comment 
Contribution to knowledge expansion Commonwealth Government 
resource commitment 
1. Data readily available 
2. Some years missing but data collection reasonably consistent 
3. Money spent is not necessarily the best measure of output.  
Benefits of contribution Patent rate 1. Data readily available for the whole of last century 
2. International corporations can patent in Australia 
Capacity to utilise Student rate 1. Record available for whole century 
2. Quality of graduates is not necessarily consistent over time 
State library collections 1. Data available from start of century, but many years missing  
2. Significance of State libraries as repositories of knowledge has declined 
over the century. 
Accessibility 
University library collections 1. Data only collected after Munn Report in 1934 
2. Significance of physical books and journals declined over last part of 
century. This century already more than half of references are accessed 
via electronic methods 
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Table 3.2: Summary of measures considered but not included for the various elements of knowledge progress and the reasons for their exclusion. 
 
 
Element Measure Comment 
Contribution to knowledge expansion Academic paper production rate 1. Capacity to produce papers has increased without necessarily a similar 
commitment to quality 
2. Identification of the number of papers produced is difficult, as many 
papers are published overseas 
Literacy rate 1. Little change in literacy levels has occurred over the century, primarily 
due to them being very high at both ends of the century. 
Consequentially this is probably a hurdle measure 
2. Does not measure a change in literacy abilities beyond the capacity to 
read and write. 
Functional literacy 1. Does catch changes in functional literacy, but 
2. Records have only been kept for last two decades 
Changes in IQ scores 1. Records have been kept for the whole of the century, they have been for 
different tests. 
2. Whilst changes in scores over time are well documented, what those 
changes actually represent is not so clear. 
Capacity to utilise 
Diversity of qualifications 1. Definitions of qualifications have changed over time 
2. Records of available qualifications have not been kept for most of the 
last century 
Accessibility Number of public libraries per 
head 
1. Very poor records kept for most of century 
2. Significance of numbers changes with greater personal mobility 
3. Written texts not preferred source of information for majority of people 
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Chapter 4  
Progress on the environment: considerations on the 
extent of environmental degradation 
 
4.0 Introduction 
 
Degradation of the natural environment as a consequence of human activity over the 20th Century is 
rarely disputed (Swift 2002). Some even consider it the century of environmental plunder (Alpin, 
Beggs, Brierly, Cleugh, Curson, Mitchell, Pitman and Rich 1999). There is, however, contention about 
the extent of the damage and its likely long-term consequences. Section 4.1 will consider some of the 
grounds for this disagreement. Section 4.2 will follow with what types of impact humans have on the 
environment, under the headings of, ‘modification of the natural environment for human use’, 
‘competition for natural resources’ and ‘pollution of the environment’.  
 
Section 4.3 examines the main consequence of the damaging human activities on the environment. 
This will include impacts such as environmental resource declines, native habitat destruction and 
biodiversity loss. Section 4.3 will also contain some selected indicators to help illustrate their impact 
on the Australian environment. These include commercial fish harvest levels as an indicator of 
environmental resource decline, the proportion of land available to the environment as an indicator of 
native habitat destruction, and the biodiversity loss of mammals as an indicator of general biodiversity 
loss. The rationale for their selection and the rejection of other possible indicators will also be 
discussed in that section. Additional data, where available, will also be introduced. 
 
Section 4.4 contains a review some of the positive signs and trends occurring regarding the 
environment and public attitudes towards it.  
 
A summary of the indicators selected for all these elements is presented in section 4.5.  
 
4.1 Sources of disagreement regarding the status of the environment 
 
The disagreement that exists amongst credible sources has a range of origins. The three main areas of 
disagreement appear to stem from: 
 
• what constitutes the environment; 
• what the consequences of the decline in the environment are; and  
• what the available evidence shows in terms of the extent of its decline. 
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In Chapter 2 the environment was defined as both the physical context that humanity lives in and the 
background physical and biological planetary mechanisms that humanity depends upon to sustain both 
human and other biological life forms. The former was acknowledged as very important in terms of 
more immediate individual and social wellbeing, but the latter was considered more important in terms 
of the long-term sustainability of human wellbeing and was therefore given greater emphasis in the 
definition. Progress in terms of this component was considered by the extent that the health of these 
sustaining biological and physical mechanisms is maintained or enhanced (enhanced to the extent that 
old equilibria are restored). However, not everyone agrees with that chosen emphasis. For many the 
health of the physical environment that people actually live in is more important than the health of the 
broader environment (LeVine and Upton 1994).   
 
The consequences of degrading of the environment are particularly strongly contested. A number of 
economists argue that they are trivial and an appropriate trade-off for the development and progress 
that has occurred for humanity (Simon 1995). Equally, some environmentalists argue that the 
consequences are so extreme that they could lead to the demise of our species (Dobson 1996).  
 
Another source of disagreement stems from a lack of clear-cut evidence. It is very difficult to measure 
pollution, environmental degradation and biodiversity loss. This is particularly so over longer 
timeframes like a century (Dobson 1996).  
 
Whilst accepting that determining the extent of damage to the environment is difficult, it will be 
demonstrated shortly that it is possible to get at least some sense of the current state of the 
environment and of the changes that have occurred over the last century.  Before doing so let us 
briefly consider the major ways humans impact on the environment. 
   
4.2 Human impact on the environment 
 
To simplify discussions I have divided human impacts on the environment into three major categories, 
these being: 
 
• modification of the environment for human use; 
• competition with other species for available natural resources; and 
• pollution of the environment causing harm to fauna and flora as a consequence of human 
activity. 
 
Let us expand on each of these in turn. 
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4.2.1 Modification of the natural environment for human use 
 
Humans modify the natural environment in many ways and have done so to some extent since the 
dawn of the species. Over the last 10,000 years, this modification of the environment has gradually 
increased as humans have become more efficient at things such as mining for minerals, clearing land 
for farming, building dams and creating towns and cities. 
 
Over the 20th Century, knowledge and economic progress has had both substantial direct and indirect 
impacts on this capacity to modify the environment. In terms of direct impacts, new technologies have 
enabled a significant improvement in resource extraction capacities. This has enabled access to 
previously inaccessible areas and resources, often on an unprecedented scale. This is noticeable for a 
range of resources, including things such as large factory ships for extracting timber from remote 
rivers such as the upper reaches of the Amazon, new deep sea fishing techniques to extract fish from 
hundreds of metres (and even kilometres) below the ocean surface and enormous excavation 
equipment that can extract more earth in a day than was possible in a century with traditional 
technologies (Worldwatch Institute 2004).    
 
This 20th Century technology has also allowed the construction of enormous infrastructure projects, 
like the Panama Canal in Central America at the start of the 20th Century and the 1930s Hoover dam in 
the USA. Both instances have had profound impacts on the surrounding environment. Without 20th 
Century concrete drying technologies and precision engineering, such large dams would never have 
been feasible (Winchester 1937). The impact of the current Three Gorges project in China is likely to 
be even more devastating this century (Godrej 2001). 
 
Indirect consequences are equally profound, largely stemming from the increasing total population 
which health improvements and other technological gains have facilitated. At the start of the century 
the world population was 1.6 billion and at its conclusion over 6 billion (Brazier 1999). Greater 
numbers of people have a greater capacity to modify the environment. In addition, due to increasing 
prosperity, the average impact of these people has increased, multiplying the potential for modification 
and damage to the environment (Brown 1995). 
 
4.2.2 Competition for natural resources 
 
Humans compete for a large range of resources with other inhabitants of the planet. Humans however 
not only require natural resources for the basics of sustenance and shelter but also to sustain the 
lifestyles that they lead.   
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To maintain the standards of living in the developed countries of Europe, USA, Japan and 
Australia at the end of the 20th Century required on average the consumption of over 80 
tonnes of natural resources per person annually (Brown 1995). Of particular concern within 
this figure is the proportion of the biomass that is consumed by humans. Biomass is defined 
by RISE (2004) as any recent organic matter that has been derived from living organisms as a 
result of the photosynthetic conversion process. Over the 20th Century the proportion of 
biomass consumed either directly or indirectly by humans grew steadily to an estimated 40% 
of that produced per year by the close of the century. If another doubling of population occurs 
(expected by the middle of this century) that would mean that less than 20% will be left for 
other species (Crump and Ellwood 1998).   
 
4.2.3 Pollution of the environment as a consequence of human activity 
 
The by-products of human activity can pollute the air, water or land. Human activities of any type do 
release pollutants into the environment, including non-technological societies. However the more 
industrialised a society is, the greater the potential variety of pollutants that may be released into the 
environment. It is worth noting that this diversity is not necessarily reflected in the scale of pollution 
produced. Pollution concerns varied over the 20th Century, with many waste products being found to 
be lethal to humans and other species. Towards the end of the century most such highly toxic chemical 
wastes where being tightly controlled in Australia (Davies 2004). Three less toxic waste categories 
however were still causing concerns. These include ozone depleting chemicals, global warming 
chemicals and non-lethal biologically disruptive chemicals. Let us briefly consider each of these in 
turn. 
 
4.2.3.1 Ozone depletion 
 
Whilst the production of ozone depleting products continues to drop in the 21st Century, those already 
released are expected to continue to be active for decades to come. Consequently ozone depletion is 
expected to continue at a rate of at least 3% every ten years till at least the middle of this century with 
consequential increases in cancers, cataracts and genetic mutations amongst many species (Brazier 
1997). Significant impacts have already been established on a number of more vulnerable species. 
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4.2.3.2 Global warming 
 
Whilst the link between global warming and human activity is still disputed, the evidence that global 
warming is actually occurring is now indisputable (Godrej 2001). The earth underwent greater heating 
over the 20th Century than for any comparable period since the end of the last ice age 10,000 years ago 
(Brazier 1997). Possible non-human causative explanations are rapidly disappearing; meanwhile the 
burning of fossil fuels continues at an accelerating rate. If the link between green house gas production 
through human activity and global warming prove correct, then anticipated sea level rises and climatic 
change will be rightly blamed on the release of these pollutants. Already a number of serious 
environmental impacts have been observed from global warming, including increases in drought, 
flooding and the disruption of a number of natural systems (Glick and Essick 2004).  In this context it 
needs to be noted that Australia is both a major producer of greenhouse gases and has one of the 
highest per capita production levels (Alpin et al. 1999). It is also one of the few nations that have 
refused to sign the Kyoto treaty.    
 
4.2.3.3 Biologically disruptive pollutants 
 
Many environmental pollutants have well-established biologically disruptive effects on both flora and 
fauna. Fortunately, most of the more dangerous agents with clear lethality (like DDT, lead and methyl 
mercury) are now well regulated in Australia (Coghlan 2004). 
 
Many pollutants are also responsible for a range of more subtle effects on the environment that are 
harder to detect and therefore regulate. These more subtle impacts were first noted by Carson (2000) 
in the 1960s. These pollutants include a range of cancer and mutation inducing agents (Epstein 1978), 
fertility effecting agents (Forman, Gilmon-White and Forman 1996), vitality and growth impacting 
agents (Goldsmith 1991), endocrine disrupting agents (Coghlan 2004) and neurological agents 
(Forman et al. 1996). These pollutants generally do not kill all the members of an affected species; 
rather they reduce their viability and long-term survival chances. 
 
Some of the pollutants that produce these subtle effects are simply low levels of known dangerous 
chemicals still present in the environment in residual amounts, such as the impact of low levels of 
DDT on nest building behaviour in falcons (Coghlan 2004). Others are chemicals, which were 
assumed to be safe until these links were made (Coghlan 2004). In addition, the possible consequences 
of the spread of most pollutants are still not fully known. On top of this problem, new varieties of 
pollutants are being created almost daily (Colborn, Dunmanoski and Myers 1996).   
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There is also evidence that many pollutants may work in synergy. The consequences of the lower level 
exposures to such a cocktail of chemicals for human and other life forms is not at all clear (Colborn et 
al. 1996). 
  
In terms of pollution, richer does often mean cleaner, particularly in regard to local air and water 
pollution. The cities in most developed countries (including Australia) now have much cleaner air and 
water than they did 50 years. For example, on average particulates have declined 79% and sulphur 
dioxide emissions 60%, in OECD countries over that timeframe (Goklany 1995).  
 
It is now cities and communities in the developing world that have the highest levels of pollution. 
There is also strong evidence from Asia that once countries pass an economic threshold, air quality 
improves with further development rather than declines (Goklany 1995). These two factors have led 
some to argue that anything that retards economic growth also retards a community’s capacity to clean 
up and is therefore environmentally damaging (Munasinge 1993). 
 
Whilst these points are valid, it needs to be remembered that land, air and water quality in a global 
sense declined continuously over the whole of the last century. Furthermore, there is very strong 
evidence that a lot of the improvement in quality of the city environments in developed nations was a 
consequence of exporting many of their dirtier industries to either remote areas in their own countries 
or compliant third world countries (Johnson 1993).  
 
4.3 Consequences of human impact 
 
The combination of these human impacts has led to a number of major environmental reversals. Again 
to simplify discussions I have elected to divide these into three main categories, these being: 
 
• resource loss to the environment; 
• habitat fragmentation and loss; and 
• biodiversity decline.  
 
Each of these will now be considered in turn, with evidence for the extent of the reversals in Australia 
being examined. Note here that the focus is on the impact on the environment; the impact of such 
changes on human health is considered separately in Chapter 6. 
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4.3.1 Environmental resource declines 
 
Environmental resources broadly divide into renewable, re-useable and non-renewable resources. All 
three quite markedly declined over the 20th Century and will be further explored in section 5.3.1. ‘The 
Club of Rome’ made projections about the possible imminent demise of re-useable and non-renewable 
resource stocks back in the 1970s. Whilst some of these eventuated, most were found to be baseless 
and there is a general consensus that there is no likelihood of general shortages of either minerals or 
fuels for the foreseeable future (Goeller 1995). Those few of concern (including oil) are not expected 
to create resource problems until at least the second half of the 21st Century (Cairncross 1991), 
although shortages may commence as early as the second decade of this century.  
 
Ironically the picture however is not as attractive for the renewable resources and these are the ones of 
most concern in consideration of the environment. Many at the end of the 20th Century were being 
exploited well above sustainable levels and possible collapses of some of those resources are 
considered imminent. Those of greatest concern include the world’s old growth forests, arable land, 
fresh water and world fish stock.  
 
4.3.1.1 Forest declines 
 
Total forest cover for the world over the last century declined by more than half to less than 27% land 
cover, with most of this decline after 1950 (Brown, V.A. 1998). In Australia, closed forests covered 
less than 10% of the landmass at the start of white settlement. Of this 61% still remains treed, although 
only 5% is pristine (O' Connor 1998). For open woodland, scrublands, heath and native grasslands the 
situation is of greater concern. Less than 10% of these still exist relatively intact, whilst none can be 
considered in pristine condition. Such areas were not considered suitable for national parks or 
preservation until the second half of the 20th Century and by then it was too late to find undisturbed 
areas.  
 
Rates of habitat destruction accelerated in Australian over the 20th Century, matching the changes in 
the world as a whole. It is worth noting that as much clearing of native vegetation occurred in 
Australia in the last 50 years of the 20th Century as in the previous 150 (O' Connor 1998). Australia, 
with only 4.8% of its land mass set aside, is the worst protector of its forests and native habitats of any 
OECD nation. This figure is half that of its closest rival (ABS 1992).  
   
A lot of myths surround this forest loss. Little is actually the result of logging. A large proportion of 
the wood used in Australia comes from the northern hemisphere (as does 75% of the world’s timber), 
and the temperate forests from which it is extracted are expanding. Australia’s loss of forest cover is 
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primarily a consequence of agricultural expansion. Whilst this pattern is atypical for a developed 
nation, it is the primary reason for deforestation in developing countries (Sedjo 1995). 
 
Putting aside other land clearing issues, Australian timber harvesting for logging purposes was closely 
controlled for most of the 20th Century in an attempt to maintain sustainability. Prior to the start of the 
20th Century the actual natural sustainable harvest level had been exceeded, with most of the great 
stands of timber being harvested in the prior century. In fact, if replanting efforts had not been 
established in the 19th Century it is unlikely that a viable timber industry would exist in Australia 
today. Most commercial timber in Australia is now farmed rather than extracted from native forests, 
these farms being a mix of regrowth forests and monoculture plantations (Cameron and Penna 1988).  
 
Given the long period between harvests, such farms do provide some habitat for native species, 
particularly the regrowth forests.  
 
4.3.1.2 Loss of arable land 
 
The loss of substantial amounts of arable land is also of great concern. The world is estimated to be 
losing at least seven million hectares of fertile land each year (about the size of Ireland) through soil 
degradation. Overgrazing is the single major factor, followed by other poor farming practices (Brazier 
1997). At the start of the 20th Century Australia had just under one million hectares of degraded land 
and at its close this figure was over 25 million (O' Connor 1998). Substantial amounts of fertile land 
are also being lost through city and mining expansion. These factors, plus the steady expansion of 
population, mean that the amount of arable land available per head has halved since the middle of the 
century to around 0.1 hectare per head (Brown 1995). Unfortunately there are no year-by-year 
estimates on the amounts of arable land still available in Australia. 
 
Whilst increasing fertiliser and pesticide use since the 1950s have allowed food production to keep up 
with population growth, there is substantial evidence that this approach has reached its peak yield 
increasing potential and that without some new method of increasing food production, demand will 
soon outstrip supply (Brown 1995). At present, there is some hope that new genetic engineering 
techniques may provide a stopgap measure. Others suggest that genetic engineering may yet produce a 
second green revolution (Melcher, Barrett, Carey, Smith and Ewing 1999). However, there is at some 
point, an upper limit to how much food a given area of land can produce as well as what proportion of 
the biomass humans can consume.  
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4.3.1.3 Declining fresh water supplies 
 
World fresh water supplies are also seriously threatened. The capacity to increase supplies of fresh 
water is rapidly approaching the limits of what is naturally produced. Some areas, (such as Libya), 
have already exceeded it. Twenty-five nations are currently identified as being water stressed 
(Anderson 1995). With an ever increasing world population and the above-mentioned limits to 
increasing the supply of fresh water, fresh water available per head is expected to soon start declining. 
Many inter-country conflicts of this century are expected to be about water (Brown 1995).  
 
Australia is the driest inhabited continent receiving 1/5 of the average runoff of Europe, Asia, North 
America or Africa and 1/15 of that for South America (ABS 1992). Water is currently exploited from 
direct precipitation, diversion of river runoff and drawing on ground water. In terms of direct 
precipitation, almost all falls on land currently being exploited for human use. Of direct precipitation 
only 13% is available as runoff into streams and rivers. Of the 397 million megalitres per year 
discharged from rivers and streams, 25% is currently diverted for human use. So, of the rain that falls, 
less than 10% is currently not being exploited by humans in some way (ABS 2001a).  
 
It is therefore not surprising that Australia is already facing very serious water management problems 
and associated declines in water quality. The almost regular annual algae blooms and ongoing salt 
problems in the Murray-Darling system are probably the greatest immediate concerns, but the misuse 
of ground water is a longer-term problem of equal magnitude. Eighty percent of the continent is 
dependent on ground water and this is already being extracted at well above replacement rates. 
Groundwater problems are already occurring in some parts of Australia and significant problems are 
anticipated by the middle of this century (O' Connor 1998).     
 
Another related concern in Australia is that river systems have undergone very significant 
modification since white settlement, much of this aimed at reducing turbidity or variability in water 
supply and flow. There is growing evidence that whilst such practices may not greatly affect the long 
term health of European or North American streams and lakes, they have major biodiversity impacts 
on Australian flora and fauna with concomitant long term economic and ecological impacts (Alpin et 
al. 1999). 
 
4.3.1.4 Fisheries declines  
 
Depletion of world fisheries reserves is another significant concern. All 17 major world fisheries have 
already reached or exceeded sustainable limits, with 9 in serious decline (Brazier 1999). In Australia, 
three major commercial species (blue fin tuna, gemfish and pilchards) are already being harvested 
 90
above sustainable levels and are in serious decline (O' Connor 1998). Good records have been kept in 
Australia on fish harvest levels for most of the 20th Century, making this a viable measure of progress. 
It is consequentially a suitable indicator for environmental resource declines. Figure 4.1 below shows 
the level of the total commercial fish harvest over the century.      
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Note: Whilst data are generally from ABS sources, refer to Appendix A for specific reference sources. The data for 
each year of the time series can be seen in Appendix D.     
 
Figure 4.1 Australian commercial fish harvests over the 20th Century 
 
It is clear from Figure 4.1 that the Australian total commercial fish harvest has steadily increased over 
the century to peak in the late 1980s. Due to over-exploitation, the early 1990s saw a decline in harvest 
levels, with some recovery being achieved by the enforcement of catch limits and the switching of fish 
of choice. This pattern is very similar to that seen internationally.  It is not coincidental that the 
Australian peak coincided with the international peak in fishing. This is primarily due to technological 
advances in fishing methods in the 1960s and 1970s, which allowed much larger catches. This allowed 
the increased demands from population growth to be met in the short term. Fishing catches 
internationally have also only been kept stable by switching the fish of choice and a major decline in 
catches is consequently expected soon. Ride (2000) suggests that fish farming will only be able to pick 
up some of this shortfall. There are also environmental consequences of this beyond the fish species 
being exploited. For example, most major fish predators, such as sharks, are also in serious decline 
(Camhi, Fowler, Musick, Brautigam and Fordham 1998). 
 
It needs to be acknowledged however that there has been a range of recent efforts to shift to much 
more sustainable harvesting practices. Most fisheries in Australia now have some form of restriction 
or catch quotas imposed and some industry groups have sought accreditation as sustainable fisheries 
(Bain 1985), such as the Western Australian Rock lobster industry (Western Rock Lobster Council 
2006). This might partly explain the end-of-century plateau observed in figure 4.2 
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4.3.2 Native habitat destruction 
 
Native habitat destruction in both the world and Australia specifically was quite substantial over the 
20th Century. Figures for loss of forests have already been quoted, but other natural landscapes have 
also been significantly degraded. These include woodlands, grasslands, waterways and even arid 
environments.  
 
4.3.2.1 Measures of habitat destruction. 
 
Trying to accurately estimate the rate of native habitat destruction is a complex and difficult process. It 
is not a simple matter of separating out wilderness areas from those exclusively human-occupied. 
Virtually no land in Australia (or nearly anywhere else) can be considered pristine, and all of the land 
exploited for human use also supports other wildlife to at least some extent. The most barren and over 
developed city landscape, or monoculture field of grain, still harbours some other life forms. At the 
other extreme, some regrowth plantations and low level grazing land only marginally reduce the 
biodiversity relative to undeveloped land. Much land use in Australia is for such low level grazing and 
forestry. So the level of human use of land can often over-inflate the reduction of resources available 
to the broader environment. Having said that, the proportion of land being utilised by humans or 
abandoned due to degradation gives the best estimate of what is still available to the environment. 
Whilst measures of the land being used for human endeavours have been kept for all of the last 
century, no substantive records exist on land that has been abandoned due to degradation.  
 
A very rough estimate only of that land still available for the Australian environment can therefore be 
obtained by subtracting the amount being used for human endeavours from the total land mass. 
Although imperfect, it is at least a rough indicator of overall habitat destruction. Figure 4.2 shows the 
changes in proportion of land still exclusively available to the environment in Australia using this 
method.  
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Note: The data were obtained from ABS sources, specific reference sources can be found in Appendix A. The data for 
each available year of the time series can be seen in Appendix D. 
  
Figure 4.2: Proportion of land in Australia not exploited by humans 
 
As Figure 4.2 shows, there has been a steady decline over the century of the land not exploited by 
humans. Most of the apparent ‘enhancement’ since the 1970s is due primarily to land being abandoned 
due to degradation. It is also worth noting that much of the land still not exploited by humans is 
generally arid with a relatively low level of biodiversity, and of the land being exploited, the intensity 
of use has also increased over the 20th Century. For example, much old grazing land has been cleared 
and other areas are being more intensively farmed. Such changes reduce overall biodiversity levels of 
the land being exploited by humans (O’Connor 1998).  
 
4.3.3 Biodiversity loss 
 
A country’s biodiversity is valuable on economic, aesthetic, social and moral grounds and are major 
reservoirs of genetic variability that may prove priceless to future generations (Dobson 1996). 
Australia is internationally recognised as being one of the most significant biological hotspots of 
biodiversity (Moore 1991). Given this, any loss of biodiversity in Australia is of both national and 
international concern.  
 
4.3.3.1 Measures of potential and past biodiversity loss 
 
Tracking general biodiversity loss over time is quite difficult. This is because such tracking requires 
both knowledge of what was there, and a capacity to be certain that something is no longer there or at 
risk of no longer being there.  
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In terms of the first aspect, at the end of the 20th Century the vast majority of flora and fauna on the 
planet had still not been identified and are unlikely to be for some time, if ever (Dobson 1996). Even 
in developed countries a large minority of species are still to be identified. Having said that, estimates 
of the numbers of endangered species of mammals, birds, reptiles and certain plant species are 
becoming reasonably accurate and the mapping of the risk of their loss possible in some developed 
countries. Currently, in the USA, monthly changes in the status of endangered animals and plants are 
given as a rough measure of the status of the environment (Kacapyr 1997).  
 
In Australian, whilst such a measure is not available, some effort at identification of species and their 
risk of extinction has nevertheless been made. By the end of the 20th Century it was confidently 
estimated that nearly all mammal, reptile and bird species had been identified in Australia, however 
many fish still remained to be identified and only half of the continent’s 100,000 plus insects had so 
far been identified and classified (ABS 1990).  
 
For earlier years in the 20th Century, information on the status of particular species becomes less 
reliable. In fact, it is probably only the status of mammal species that can be considered with any 
reliability for the first half of the 20th Century, due to the good mammal surveys that were conducted 
in the 19th Century (ABS 1992).  
 
Given there appears to be reliable data that show that species tend to decline across genera in 
relatively proportionate numbers (Dobson 1996), the tracking of mammal extinction could still give a 
broader estimate of species loss. It is consequently still a suitable indicator for biodiversity loss.  
 
The second problem of making determinations of extinction is equally problematic. With rare 
mammals, ascertaining whether they are extinct is far from easy. A number of species have reappeared 
more than a decade after being declared extinct. Clearly to be certain that an animal is extinct would 
require a substantial time lapse after the last sighting. No Australian mammal has reappeared after a 
50-year absence, so using this time period should give reasonable certainty of extinction. In fact, this 
is the position taken by the Australian and New Zealand Environment Conservation Council. Whilst 
many mammals may not be seen for a decade, twenty-year absences are rare. Such a time span is 
preferred by the Australian Museum. Although this less conservative approach may misidentify some 
extinctions, it does allow some estimate of biodiversity loss post World War 2. Table 4.1 below 
contains the names of mammals that were last seen between 1880 and 1980. The data for this table 
were obtained from the national index of wildlife (Strahan 1983) and the ABS (ABS 1992).  
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Table 4.1: Species assumed extinct and year last sighted 
 
Species Last 
sighted 
Species Last 
sighted 
Eastern Hare Wallaby 1890 Greater Rabbit Bandicoot 1930 
Alice Springs Mouse 1894 Dessert Bandicoot 1931 
Short Tail Hopping Mouse 1896 Central Hare-Wallaby 1932 
Bulldog Rat 1900 Lesser Stick Nest Rat 1933 
Christmas Island Musk Shrew 1900 Desert Rat Kangaroo 1935 
Gilbert Potoroo 1900 Thylacine 1936 
St Francis Island Potoroo 1900 Eastern Barred Bandicoot 1940 
Pig Footed Bandicoot 1907 Toolache Wallaby 1940 
Broad Faced Potoroo 1908 Lesser Bilby 1967 
Crescent Nail Tail Wallaby  1908 Julia Creek Dunnart 1972 
Western Barred Bandicoot 1910 Long Tailed Hoping Mouse 1977 
 
 
Over the last 200 years, 276 mammal species have been identified as living in Australia (Strahan 
1983). Of these, 18 are feral. Of the remainder, sightings of four ceased prior to 1880. Therefore, 254 
species of native mammals can be considered to have existed at the start of the last century. As seen in 
Table 4.1, 22 Australian mammal species probably became extinct over the 20th Century. Figure 4.3 
traces this biodiversity loss over the century by assuming that twenty years after the last sightings the 
mammal is extinct. This is a selected indicator. 
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Note: The data for each year of the time series can be seen in appendix D 
  
Figure 4.3: Biodiversity of mammal species over the 20th Century 
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The pattern for biodiversity loss appears to have alternating periods of stability and decline, with two 
twenty-plus periods of no loss. It is hard to find any easy explanation for this pattern and it may simply 
be either a consequence of random fluctuations in extinction rates or an artefact of the timing of major 
fauna surveys. It however might also, at least partly, be due to those previously mentioned waves of 
technological innovation (in Chapter 3). Perhaps they facilitate potential expansion of resource 
exploitation and put new native populations at risk.  
   
In terms of the whole century, this loss is equivalent to almost 10 percent of Australian mammal 
species. Internationally this is one of the highest losses of biodiversity reported by any nation (O' 
Connor 1998). In addition to what has been lost, another 23% of mammal species are endangered. 
Available evidence suggests that the situation for birds, reptiles, frogs and fish species loss is similar 
(O' Connor 1998). In regard to plants, at least 83 species became extinct in the last century and 233 
became endangered (ABS 1992).   
 
Internationally it has been estimated that between 10 and 20% of species now living could be extinct 
within the next 20 to 50 years (Dobson 1996). Australia and the world are therefore facing a species 
loss greater than any time except the natural mass extinctions that separate the five great geological 
epochs (Stanley 1987).   
 
4.4 Positive trends with the environment 
 
In terms of the environment the news is fortunately not all negative. Attitudes towards the 
environment have significantly shifted and the general populace is supportive of efforts to invest in 
sustainability and is responsive to environmental education efforts (Mackay 1993). Consequently 
many industries are now much cleaner than they were half a century ago (and this is not all due to 
exporting dirty industries). In fact most industries, operating in OECD nations like Australia, are 
orders of magnitude cleaner (Baumol and Oates 1995). It needs to be noted however that many of 
those changes are also a consequence of economic pressures (due to advances in technology utilising 
many environmentally benign approaches actually impact positively on the bottom line). Where this is 
not the case, industry has often resisted efforts to have a sustainable focus (Beder 1997). 
 
Energy use in Australia, whilst still increasing, is not doing so at rates predicted in the 1970s (Goeller 
1995). This is due to massive efficiency gains in industrial plants and major energy economy drives 
(Cairncross 1991). Cars, whilst still major sources of pollution, are now much more environmentally 
‘cleaner’ than they were a couple of decades ago, with ‘green cars’ possibly becoming available within 
a couple of decades (Burns, McCormick and Borroni-Bird 2002). Alternative energy sources are also 
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becoming more available, albeit at a slower rate than may be desired (Brazier 1997). The use of 
chlorofluorocarbons (CFC’s) and a range of other damaging pollutants have been banned, and the 
world community is trying to do something about global warming (Brazier 1997).  
 
Population wise, the Australian population is still increasing, but at a slower rate. What is more, the 
population on current trends may peak during the middle of the next decade and then start declining 
(ABS 2002).  
 
Recent technological changes and shifts in economic thinking may also allow for economic growth 
without increasing environmental damage. In fact it is feasible that certain types of growth can be 
associated with reduced environmental impact (Cairncross 1991).  
  
On balance, the bad news in terms of considerations of the 20th Century still outweighs the positive 
and at the end of the Century the political will to deal with both the local and global problems had not 
yet materialised to the extent probably required.  
 
4.5 Summary of environmental measures 
 
The following two tables summarise the primary measures both considered and ultimately selected in 
this chapter. A summary of rationales is also included for each decision. Table 4.2 focuses on those 
measures accepted, whilst Table 4.3 explains why certain other potential measures were not chosen. 
 
4.6 Summary of main points for environmental progress 
 
Humans impact on the environment in three major ways: 
 
•  modification of the natural environment;  
• competition for resources available; and  
• pollution by waste products of human activity.  
 
The consequences of these impacts on the environment primarily include resource loss, habitat 
fragmentation and biodiversity decline.  
 
The current status and outlook for the global environment is a source of concern and the Australian 
situation mirrors this. In Australia, reversals have been well documented in terms of natural resource 
loss to the environment, habitat destruction and biodiversity loss over the 20th Century. Both in 
Australia and internationally, many environmental resources reached levels of maximum exploitation 
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yields over the century (such as fish, land and timber) and others started to closely approach those 
limits (such as fresh water harvest levels). In Australia, the proportion of land not being exploited for 
human use significantly declined and was associated with a substantial decline in native habitats. In 
Australia, biodiversity loss over the Century was also significant with approximately 10% of native 
mammal species becoming extinct and probably a similar proportion from other genera. Towards the 
latter part of the 20th Century some positive trends in Australia were apparent in terms of societal 
attitudes to the environment and efforts to curb some of the human impacts.  
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Table 4.2: Summary of indicators used as measures for progress in terms of the environment 
 
Element Measure Comment 
Decline of renewable environmental 
resources  
Fishing level 1. Record keeping available for whole century but a little sporadic 
2. Fish farming commenced during the century 
Habitat destruction Land not being used for human 
activity 
1. Much of the land not being used in Australia is very marginal and whilst very 
alive biologically could not be considered major reservoirs of biodiversity or 
important hotspots 
2. Some of the land not being used has been simply abandoned due to major 
degradation 
3. Much of the land under human use also has some original habitat remaining 
4. How much of this is a question of habitat change rather than habitat 
destruction 
5. Increase use of available land by humans does reasonably reflect the amount 
of land still available to the rest of the environment 
Biodiversity loss Biodiversity decline in mammals 1. Extinction records available for whole of the last century as were accurate 
surveys of mammal species 
2. Actual date of extinction however cannot normally be pinpointed.  
3. Supposed extinct wildlife have been occasionally rediscovered decades after 
their supposed extinction 
 
 
 
 99 
Table 4.3: Summary of some of the indicators rejected as measures in terms of the environment and the reasons for doing so. 
 
Element Measure Comment 
General measures Pollution 1. Measures not available for the whole of the century 
2. Pollution is generally localised and is not spread at all evenly across the 
environment making global measures questionable  
3. Pollution is better considered as a cause environmental problems rather than 
a consequence of environmental impacts.  
Decline of renewable environmental 
resources  
Forestry 1.  Harvest levels already above sustainable levels at start of century 
2.  For most of the century forestry has generally been a form of farming with 
use of plantations and regrowth forests 
3.   Records of logging levels misleading due to above point 
 Water use 1.   Estimates of water use only available for last decade of 20th Century 
 Land degradation 1. Relatively accurate estimates only available for last couple of decades 
2. Available estimates are still hotly contested due to disagreements on what 
constitutes degradation 
 Arable land 1.   Records for land degradation very poor 
2.   Current level of degradation not accurately available 
Biodiversity loss Total biodiversity decline 1. Only a small majority of all fauna and flora in Australia has been recorded let 
alone their possible extinction. 
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Chapter 5 
Economic progress: general improvement with some 
mixed results  
 
5.0 Introduction 
In Chapter 2, the four sub-components that collectively make up economic wellbeing were briefly 
mentioned (these being the size of the economy, the efficiency of the economy, the effectiveness of 
the economy, and the appropriateness of all economic activity). A positive change in any of these sub-
components constitutes economic progress. This chapter will focus on an expansion of what 
constitutes economic progress, how it can be measured, and the actual evidence for its occurrence. 
 
 Section 5.1 will examine changes in the size of the economy with the selected indicator being GDP 
per capita. It will also explore the three types of capital that make up the size of an economy, namely 
natural, human and physical capital, but will not attempt to create a measure for them. Section 5.2 will 
consider the efficiency of the economy, using measures for labour efficiency, money capital 
efficiency, capital stock efficiency, financial efficiency and energy efficiency as the selected 
indicators. Section 5.3 will consider the effectiveness of the economy. Whilst no indicator is presented 
for economic effectiveness, possible methods for construction of one are given. Section 5.4 will 
consider the appropriateness of economic activity where the indicator is the ratio of government 
expenditure on positive versus negative activities. 
 
Economic progress over the 20th Century has generally been accepted as a desirable goal in both 
Australia, and the world as a whole. There is however a significant minority viewpoint, which disputes 
this. Therefore, the general issues around the desirability of economic progress, will be discussed in 
section 5.5. The related issue of limits to economic progress will follow in section 5.6. 
 
Whether the 20th Century has seen economic progress or not, the world economy has undoubtedly 
undergone considerable change in activity levels, resource consumption, complexity, financial 
structures and global reach. Some of the consequences and context of this will be considered in section 
5.7.  
 
Section 5.8 concludes the chapter with a summary of all the measures considered. Data were not 
collected on rejected items. Only selected indicators are shown in the graphs. Occasionally, an 
additional time series will be given in the chapter to illuminate some aspect of an element. When this 
occurs, it will be clearly highlighted in the body of the text that it is only for illustrative purposes. 
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5.1 The size of an economy  
 
The size of the economy is defined here as the total of all the resources available to a community 
(What these ‘resources’ actually encompass will be considered below). The bigger an economy per 
capita, the more such resources are available per person in that community. Creating a greater pool of 
resources for a community is considered a desirable goal because of the extra options such a wealth of 
resources allows a community to pursue. It has been strongly argued that the 20th Century welfare state 
would not have been possible without growth in the size of the economy (Galbraith 1977). 
 
In terms of the size of an economy, there is clear disagreement about what resources should be 
included and about how best to measure it. Most would readily agree that existing infrastructure is 
central to this (i.e. the total collection of buildings, roads, manufactured goods, utilities and other 
human-made things available to the community). Clearly, the more of these that are available, the 
more options a community has.  
 
However the size of an economy cannot be based solely on what resources it has, as these can be 
consumed over time. Equally important is what it can produce. Some of that capacity is clearly 
embedded in the infrastructure mentioned. For example, the factories can be used to produce things, 
the trucks are for transporting those goods and the roads are the means to distribute the goods 
produced. That however is a fairly sterile analysis. To actually utilise these resources requires two 
other important categories of resources. The first is the raw natural resources, as inputs to produce 
these new things, and the second is the human resources to both use the tools available and replace 
them when needed (Cairncross 1991).  
 
In terms of how to measure the size of an economy, the debate is primarily around whether to attempt 
to measure its size directly, or seek some indirect measure. The second has generally been seen as 
easier and so is therefore more popular. The first attempt to measure the size of an economy indirectly 
began over three centuries ago when, in 1665, Sir William Petty tried to estimate the size of England’s 
economy by looking at what it was capable of producing (Hosek 1975). However it was not until the 
middle of the 20th Century that serious efforts to measure national outputs were properly attempted. 
This was when both Gross Domestic Product (GDP) and Gross National Product (GNP) were first 
developed (Galbraith 1977). These are still the most popular method for estimating both the size and 
activity of an economy. Of the two, GDP would be better for the purposes of this study, as it focuses 
on the output produced within the geographical domain of a country, irrespective of the nationality of 
the producer, whilst GNP focuses on the output produced by the nationals of a country irrespective of 
where (Geerling and Bonnici 1990). Historically there was not a great deal of difference between the 
two, but with the increasing rise of transglobal corporations the distinction is now quite profound. 
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Whilst there are obvious important national sovereignty issues around ownership, these are not strictly 
relevant to an understanding of the size of an economy.  
 
Unfortunately whilst GDP may be the measure of choice, it was not recorded for the first half of the 
20th Century. The first official Australian national accounts statement was not released until 1945, a 
year after the United States, Canada and the United Kingdom established the first internationally 
agreed conventions for recording such statistics (Hosek 1975). A number of statisticians and 
economists have, however, collaborated to create serviceable estimates of GDP for the whole of the 
last century (and earlier). Of these, the estimates created by Butlin (1962) are considered the most 
thorough and reliable by the ABS, ABARE and the Reserve Bank (Vamplew 1987). Consequently 
these will be used here.  
 
To get a sense of real GDP growth, GDP first needs to be converted to constant dollars. In order to 
gauge the extent of change per person, this then needs to be converted into a per capita figure. 
Conversion to constant dollars is achieved by using a price indexed ‘deflator’. This converts data in 
other years to some selected base year. Throughout this study, the convention of using the last year of 
the study as the base year (2000 in this case) has been adopted. The level per capita in any given year 
is obtained by dividing the GDP (in year 2000-dollars) by the population in that year.  
 
Figure 5.1 below shows GDP per capita growth for the 20th Century in 2000-dollar terms. 
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Note: GDP data were obtained from Butlin (1962) for the years 1901 to 1949 and the ABS for years 1950 to 2000. 
Population data are from ABS sources as are the Consumer Price Index (CPI) changes to calculate constant dollar 
estimates. Specific sources of data can be found in Appendix A and the data for each year of the time series in 
Appendix D.   
 
Figure 5.1: Real GDP per capita, over the 20th Century. 
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The graph in Figure 5.1 shows a 4.8 fold increase in Australian real GDP per capita over the 100-year 
period. From this it can be inferred that the size of the economy also substantially increased. However, 
there are some fundamental problems with the use of GDP as a measure for the size of an economy, 
four of which are discussed below. 
 
First, the measure only includes activities or things made within the formal economy. Thus all unpaid 
work (for example volunteer work, carer duties or self sufficiency efforts) is excluded from 
consideration. This has long been an issue with feminists and government officials within many Third 
World nations (van der Gaag 1995). Aside from such symbolic objections about exclusion, this failure 
to account for the informal economy has serious measurement consequences. This is primarily due to 
the shift of activity that has occurred over time from the informal economy to the formal economy. 
This means that an increase in recorded activity level frequently occurs without any actual net increase 
in activity occurring, leading to inflated measures of growth. A good example of this was the 
enormous growth in childcare facilities in the 1970s. This ‘new’ industry was the consequence of 
substantial outsourcing of what had once been unpaid childcare responsibilities of women (the need 
being generated by large numbers of women with children entering the workforce). 
 
A second problem with GDP is that it excludes any measure of natural resources that have not already 
been exploited. This means that a false equivalency is assumed between natural resource-rich and poor 
communities. There are however, large structural differences between the economies of communities 
that have already fully utilised their natural resources and those that have not. For example, the latter 
are required to import the resources they require or make do without.  
 
A third issue with using GDP is that it is a very indirect method of estimating the true size of an 
economy. GDP primarily measures the activity occurring within an economy and assumes that it 
grows in direct relation to this activity. Making this assumption is generally reasonable but it does 
contain a number of flaws. To start with, the frequent rises and falls in economic activity associated 
with the business cycle do not really show changes in the resources available to the community or 
what the economy is capable of doing. During downturns, labour and machines sit idle rather than 
cease to exist. However if the measure is used over a longer period (such as a century) such 
fluctuations tend to ‘wash out’, thus reducing the impact of this problem. 
 
Lastly, measuring activity also does not take account the direction of that activity or its impact on 
resources available to a community. Clearly not all activity adds to the wealth of a community, war 
being an extreme example. During a war, human activity usually increases significantly, but this is 
directed towards destroying rather than creating resources. According to GNP measures, the American 
economy grew very strongly during the Second World War, but lost vast amounts of human and 
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physical resources fighting the conflict (Galbraith 1977). Other less extreme examples would include 
pollution cleanup costs (much activity to return to the same environmental state) and the demolition 
and replacement of sound buildings (the community still has the same number of buildings and 
possibly less sound and aesthetically pleasing ones).      
 
Given these concerns it would make sense to consider creating measures that account directly for the 
resources available to a community rather than just the activity within it. Clearly such measures need 
to take account of natural resources, human resources and physical resources. These different areas 
can be considered as the three primary forms of capital available to a community (that is the natural, 
human and physical capital). It is worth noting at this point that a number of commentators, such as 
Cox (2001), argue for a fourth form of capital known as social capital. Whilst this type of capital will 
not be considered as part of this chapter, it will be addressed in some depth in Chapter 7.   
 
For the remainder of section 5.1, each of the above mentioned forms of capital (natural, human and 
physical) will be elaborated upon. This will be done with the focus on giving a sense of the changes 
that have occurred over the 20th Century. Whilst the explorations are not geared at producing an 
alternative measure of economic size, and the graphs produced are purely for illustrative purposes, the 
principles discussed could be used as the foundation for an alternative measure of economic size. 
 
Note that declines in any one category do not preclude overall growth from occurring, provided that 
the returns from that decline are at least partially reinvested into the other forms of capital to a degree 
commensurate with the loss.  
 
5.1.1 Natural Capital 
 
The focus in this category is primarily on the remaining reserves of natural resources. Those resources 
being exploited already are incorporated into the other categories of the economy. For Australia, so 
far, no formal measures of this are available but it is possible to get some sense of the changes by 
tracking resource uses. 
  
The environmental or natural resource considerations in this context are purely economic. In this 
sense, natural resources, as exploitable commodities consist of three main types:  
 
• renewable, 
• recyclable, and   
• non-renewable.  
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In terms of renewable resources such as forests, cropland, water and fisheries, the absolute economic 
limit to ongoing exploitation is the sustainable harvest level. There are sometimes cost factors that put 
on economic restraints prior to that point being reached. For example, the costs involved in harvesting 
the remaining unexploited 10% of rainfall water in Australia far exceed the economic benefits.   
 
Recyclable resources, primarily minerals (for example iron and gold), are never truly lost to an 
economy unless exported; although extracting more of it might frequently be considered ‘cheaper’ 
than reusing it. Non-renewable resources (such as fossil fuels) once used are effectively lost to the 
economy forever.   
 
There is some debate regarding the absoluteness of the categorical distinctions. Many consumable 
resources are actually renewable, albeit at very slow rates. Coal, oil and shale for example are still 
being formed. Many renewable resources can also be consumed out of existence, if harvested above 
the sustainable harvest level. This has occurred repeatedly in the past, a classic example being 
American Courier Pigeons, which had been a major source of food for Native Americans for 
millennia, but were over-exploited to extinction in the 19th Century (Strahan 1983).  
 
There is also a debate on whether natural resources should be best considered in dollar or volume 
measures. The advantage of a dollar measure is that it allows easier comparison between natural and 
other resource categories. The disadvantage is that any dollar value is dependent on prevailing market 
conditions, which can fluctuate over time. For example, if demand for a commodity goes up and its 
availability down, its dollar value will clearly rise. Another problem with dollar values is that they 
vary with the degree of processing the mineral has undergone prior to exporting. Over the time span of 
a century, the degree of refinement in many of the minerals exported has varied considerably (for 
example iron has sometimes been exported as iron ore and at other times as steel). Volume measures 
do not have these disadvantages but are not as easily comparable across categories. Keeping in mind 
this limitation, in terms of this study it was deemed most appropriate to adopt the volume-based 
approach.     
 
Another conceptual difficulty with natural resources is their finiteness and relatively fixed state. 
Therefore, natural resources can in effect only decline over time, unless a country expands its 
boundaries. In addition, per capita levels are very sensitive to population changes. Consequently, the 
substantial population increase over the 20th Century has significantly reduced the natural capital 
resources available per head.  
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5.1.1.1 Renewable resources 
 
The reserve of a renewable resource is the proportion of the resource that is not being exploited. From 
an economic perspective, the presence of a positive resource gap between exploitation levels and 
maximum sustainable harvests is important for risk management and therefore sustainable use of the 
resource (Bernstein, 1996). There are also environmental consequences of such maximum exploitation 
of a resource as such usage levels leave little of the resource available for the rest of the environment. 
If a renewable resource is being consumed at levels above its sustainable harvest rate the problem is 
even more acute, as such harvesting is unsustainable and will lead to a collapse of that resource.  
Whilst some renewable resources can recover quickly from such abuse, most require a considerable 
timeframe before they can become economically exploitable again (if ever). 
 
As was demonstrated in Chapter 4, by the end of the 20th Century most renewable stocks in Australia 
were being exploited at close to maximum sustainable harvest levels. Consequently, opportunities for 
growth in exploitation levels are very small or non-existent.  Furthermore, some Australian renewable 
resource reserves (such as ground water, some fish stocks and a number of forest resources) were 
being over-exploited (see section 4.3.1 for an elaboration of this point).  
 
5.1.1.2 Recyclable resources 
 
Mining of various minerals has been a major component of the Australian economy for most of the 
last two centuries. As a general rule, the majority of this mining has been for export purposes. For 
example, around 90% of iron ore extracted has been exported (Bambrick 1979). This exporting of a 
reusable resource does clearly reduce the availability of that resource for later local exploitation. 
However, the loss of this availability only becomes an economic problem when local demand exceeds 
existing supplies. It is worth noting that the depletion of a recyclable resource is not necessarily a bad 
long-term economic practice providing that the profits from it are invested back into the human or 
physical capital stock of the economy in such a way that they compensate later generations for the loss 
of that resource.  
 
For any consideration of the changing availability of reusable resources, two estimates are essential. 
The first is the amount of the mineral that has been exploited for export purposes (domestic use does 
not matter as it is still available to the local economy) and the second is the amount of mineral or other 
resources still available in an unexploited state. In Australia, good records of such resource 
exploitation have been kept since European colonisation. From this it can be seen that only 19 
minerals have been mined in any significant commercial volume in Australia.  These have been 
asbestos, aluminium, beach sands, black coal, brown coal, copper, diamonds, gold, iron, lead, 
 107
manganese, nickel, natural gas, opals, petroleum, silver, tin, uranium and zinc (Bambrick 1979). Of 
these, four are not recyclable (brown and black coal, gas and petroleum) and will be discussed in the 
next section. Of the remainder only six have had significant net exports over the last century (gold, 
iron, lead, zinc, aluminium and uranium). Changes of recyclable resource levels for each of these six 
major commodities will therefore be examined here to get a sense of the changing levels of such 
resources. 
 
Estimates of remaining stock tend to vary by many degrees of magnitude. This large variation is 
primarily due to disagreements on what of the available resource should be included and secondly on 
how to best estimate how much of any given resource by that method of classification is still there 
(Bambrick 1979).  
 
Recently, in Australia significant efforts have been made to try and calculate absolute natural reserves 
for various commodities. For many resources such calculations are not meaningful, as the abundance 
well exceeds the deposits that were considered commercially viable over the 20th Century. The concept 
of economically viable reserves therefore tends to be the preferred estimate. This is not a perfect 
measure either as it is somewhat dependent on international demand. Many gold mines, for example, 
open and close dependent on the current value of gold, as their reserves switch from being 
economically viable to unviable. Another important factor that challenges such estimates is 
technological progress. Previously unobtainable resources can, and have, become economically 
accessible due to technical advances.  
  
Accepting these limitations, it is possible using these estimates to roughly track declines in Australian 
exported recyclable resource reserves over the 20th Century. Figure 5.2 shows declines in the reserves 
for the six mentioned above. For comparison purposes these Economic Deposits Remaining (EDR) are 
displayed in percentage terms.  
 
Clearly most of these commodities were substantially exploited over the 20th Century. Also, for many 
of the commodities, there seems to have been an accelerating level of exploitation occurring. At the 
current rates of extraction, and assuming limited advances in the technology of mining, it appears that 
many of these resources could be exhausted before the end of the 21st Century. 
 
 
 108
0
20
40
60
80
100
120
1 11 21 31 41 51 61 71 81 91
20th Century year
Pe
rc
en
ta
ge
 o
f o
rig
in
al
 re
se
rv
es
 le
ft
Gold reserves
Lead reserves
Zinc Reserves
Iron Reserves
Bauxite reserves
Uranium reserves
 
Note: These data were primarily obtained from ABS and ABARE sources: specific sources can be found in Appendix 
A. Actual data for each year can be seen in Appendix D.  
 
Figure 5.2: Percentage of recyclable resource reserves still available over the 20th Century 
  
5.1.1.3 Non-renewable resources 
 
In terms of non-renewable resources, fossil fuels are the dominant group. A similar approach can be 
used to track resource use over the 20th Century as was used for recyclable resources. Of Australia’s 
fossil fuel reserves only black/brown coal, gas and oil were substantially exploited over the 20th 
Century. Shale reserves, so far, have been left relatively untouched.  
 
Table 5.1: Summary table of recyclable and non-renewable resource use over the 19th and 20th 
Century  
Note: Data obtained from (Vamplew 1987), ABS and ABARE sources. 
 
Resource Pre-settlement 
resource levels 
19th Century 
extraction  
20th Century 
extraction 
EDR at end of 
20th Century 
Gold 14,363 tonnes 2,828 tonnes 7,081   tonnes 4,454 tonnes 
Lead 50,884 kt 1,625.9 kt 30,589.6 kt 18,669 kt 
Zinc 76,545.7 kt 50.5 kt 36,595.2 kt 39,900 kt 
Iron 21,235,160 kt 23 kt 3,434,137 kt 17,801,000 kt 
Bauxite 4,045,788 kt 0 1,021,788 kt 3,024,000 kt 
Uranium 717.757 kt 0 95.757 kt 622 kt 
Black coal 54,529,253 kt 99,873 kt 5,237,380 kt 49,192,000 kt 
Brown coal 42,819,920 kt 49 kt 1,647,871 kt 41,172,000 kt 
Oil 1,064,127 ML 0 824,127 ML 240,000 ML 
Gas 1,838,476 GL 0 478,476 GL 1,360,000 GL 
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From this it is clear that the rate of extraction for all of these commodities gradually increased over the 
20th Century. Whilst there are still substantial coal reserves, reverses for both natural gas and oil are 
quite limited. Australian oil reserves are likely to be exhausted some time during the second decade of 
this century, just at the time international extraction will start to also peak (Richards 2003). 
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Note: Data are from ABS and ABARE sources. Specific sources of data can be found in Appendix A and the data for 
each year of the time series in Appendix D.  
 
Figure 5.3:  Percentage of non-renewable resource reserves still available over the 20th Century 
 
 Figure 5.3 shows the changes in reserves for these four non-renewable resources over the 20th 
Century. For comparative purposes these have also been presented as percentages.   
 
5.1.2 Human capital resources 
 
Human capital is generally defined as the sum of the skills, capacities and abilities possessed by a 
country’s individuals that can be used to create wealth (Bannock, Baxter and Rees 1975). The two 
main variables that affect this are the skills and abilities present in the community and the proportion 
of the community who can contribute. From this definition, it follows that the human capital resources 
available to a community can significantly affect the size of an economy. 
 
The specific skills available to a community are dependent on the training that that community’s 
citizens have received. This training can be either ‘on the job’ or more formal in nature. Whilst 
informal training is difficult to track over time, records for formal training are quite good (Refer to 
section 3.6.3 for per capita level of Australians undergoing tertiary education over the 20th Century).  
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There are however some problems in attempting to interpret such data in a human resource context. 
First, the last century saw a massive formalisation of much of trade training into tertiary qualifications 
(for example nursing), thus inflating the figures for much of the latter part of the 20th Century. There is 
also considerable evidence that qualifications are not completely comparable over time. Despite these 
provisos, the magnitude of the change displayed still suggests that it is reasonable to conclude that the 
skill levels within the community have significantly increased (Note that non-economic benefits of 
this growth in human capital were explored in section 3.2.2). 
 
As well as having workers with specific skills, an economy also benefits from the general capacity of 
its workers to solve novel problems and to be creative. The strong positive movement in the capacity 
to solve problems that reflect general intelligence was discussed in section 3.6.2.  
 
5.1.2.1 Participation rates 
 
Participation rates also have some bearing on the resources available to the formal economy. 
Workforce participation figures (or the proportion of the population working) were kept for most of 
the last century. These have been presented below in Figure 5.4.    
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Note: Data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D. 
  
Figure 5.4 Workforce participation rates over the 20th Century 
 
Over the century the workforce participation rate clearly fluctuated to some extent, but overall it 
increased from slightly less than 40% of the population to just under 50% at the close of the century. 
This is a substantial increase overall.  
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A range of contextual, demographic, health and cultural factors are known to affect the workforce 
participation rate. The two peaks prior to 1960 (in 1916 and 1942) were caused by the increase in 
demand for workers during our major international conflicts. In both World Wars women and older 
people were substantially encouraged to take up jobs to relieve the shortage of personnel (Briggs 
2000). Since the 1960s, the gradual feminisation of the workplace is probably the most significant 
factor (see Figure 7.2). This was a consequence of female emancipation, the changing nature of work 
and declining median incomes for males (Andrews and Curtis 1998). There is also the impact of 
substitution of carer and voluntary work for paid employment. 
 
Factors ameliorating the increase include the impact of the gradual greying of the population (an 
increase in the proportion of the population of retirement age), a tendency to retire earlier (partially 
voluntarily but largely involuntarily), a reduction in the male participation rate (due to lower need for 
unskilled labourers), delayed onset of entry to the workforce (due to prolonged schooling 
requirements) and increasing difficulty for those with disabilities to access work. Without all these 
effects, the increase in the worker participation rates would probably be higher.  
 
5.1.3 Physical capital resources 
 
The physical capital resources available to an economy are probably the most obvious indicator of 
economic size. Such physical capital includes all the buildings (houses, shops, factories and 
community facilities), the improved farmland, the roads, the utilities and all the goods that have been 
produced and not yet consumed. Depreciation of physical capital also needs to be accounted for such 
size estimates, as does money expended in the maintenance of these assets and the extent they can 
actually be utilised.  
 
The total amount of physical capital existing at any given time in the economy is generally known as 
the capital stock (Bannock et al. 1975). However this is an extremely difficult figure to calculate. 
Clearly it is not possible to aggregate the amounts of different forms of physical capital. This means 
that some arbitrary method of combining these values is required. The usual one taken is the monetary 
value of the physical capital (Bannock et al. 1975). Some physical capital assets can be relatively 
easily valued by current market prices. Many types of capital however are not regularly sold, so such 
methods of valuation are not available. Economists are therefore forced to use either balance sheet 
estimates or insurance evaluations. Neither source is particularly reliable. Money valuations of assets 
also contain certain inherent flaws. They are market-based with their value therefore fluctuating with 
demand and market conditions. For example, the value of Melbourne houses may change enormously 
during an economic cycle but the amount and quality of the housing stock available may not change. 
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Fortunately, whilst the government only published capital stock estimates from the mid 1960s on, the 
expansion of the physical capital available to the economy has been calculated yearly since 1939. This 
measure is generally known as Gross Capital Formation (GCF). GCF includes all the additions to the 
stock of real capital and includes depreciation, repairs and maintenance expenditure (Bannock et al. 
1975).  
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Note: Data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D. 
  
Figure 5.5: Net capital stock per capita (in constant 2000 dollars) over the 20th Century 
    
Also whilst the official recording of this unit is relatively recent, Australia’s excellent accounting 
records mean that it can be effectively calculated back to the 1860s. The Australian economist and 
statistician Butlin (1962) collected these data to create meaningful estimates of GCF for the earlier 
part of the last century when official estimates were not made. These estimates have been used in this 
study to cover the pre-1939 period.  
 
GCF naturally experiences more fluctuations than net capital stock, given the large impact of the 
business cycle on what is added to stocks. Overall, the two do trend closely. For the 34 years that data 
are available for both, the correlation was 0.924. It is not therefore unreasonable to assume the trend 
reflected in GCF for the rest of the century would not be too dissimilar to net capital stocks and could 
substitute for it. The clear strength of the trend also greatly reduces the consequences of the 
measurement errors from this and other sources. Of the three resource estimates, this is also probably 
the tidiest. It seems reasonable to conclude that net capital stock probably had around a sevenfold 
increase over the 20th Century, which is not dissimilar to GDP growth. It is therefore also reasonable 
to conclude that physical capital increased over the 20th Century. 
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Note: Specific sources of data can be found in Appendix A and the data for each year of the time series in Appendix D.   
Figure 5.6: GCF per capita (in constant 2000 dollars) over the 20th Century 
  
5.1.4 Summary of changes in capital resources 
 
In summary, it would seem that physical capital and human capital available to Australians have 
steadily increased over the 20th Century whilst natural resources available have shown a decline 
overall with an accelerating decline in some areas. For the latter, the population increase in Australia 
from 4 to 19 million (see appendix D) explains a reasonable proportion of the decline in per capita 
resource levels, as natural resources are finite by nature. It is unfortunately not possible to give a 
definitive answer on the growth of the Australian economy by this descriptive approach. This is 
clearly an area that would benefit from the development of measurement tools. Overall, it would 
appear reasonable to conclude that there has been some growth in capital resources, particularly given 
the size of growth in physical and human capital. The result however is not likely to be as strong as 
that shown for real GDP per capita. 
 
5.2 Measuring economic efficiency 
 
The efficiency of an economy is defined here as the capacity of a community to use its resources in a 
non-wasteful fashion. Therefore, the more efficient an economy is, the more that can be done with the 
existing resources and the better off a community is in terms of resource options. The community can 
then either choose to do less for the same outcome, or have more for the same amount of effort. In the 
economic literature, this would most closely align with the productive meaning of efficiency (note that 
issues of allocative efficiency will be explored in Chapter 7). 
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For an economy, efficiency is important in terms of labour, capital, finance, physical resources and 
energy (Atack 1995). Exploring each of these in turn will be the subject of sections 5.2.1 to 5.2.5.  
 
5.2.1 Labour efficiency 
 
Labour efficiency is the capacity of a community to utilise its labour resources in the least wasteful 
fashion, that is, maximising the level of productivity of the existing labour resources in that 
community. The measurement of labour efficiency therefore requires an output measure of goods and 
services produced and an input measure of labour utilised. 
 
For an output measure, GDP is quite suitable (Geerling and Bonnici 1990). The problems inherent in 
using GDP as a measure for the size of an economy are not so severe in terms of its use in an 
efficiency measure. For efficiency, the nature of the work performed is not important nor are problems 
of substitution. GDP, however, does still have a number of shortcomings in being used in this way.  
 
The main shortcoming of a measure using GDP is that activity outside of the formal economy is 
ignored. Traditionally, it has been assumed that these have become more efficient at roughly the same 
rate as the formal economy, however this is a rather questionable assumption. It would appear, from 
available studies, that the informal economy tends to be much more traditional and slower to change 
than the formal economy (Black 2002). Unfortunately measures of the activity level in the informal 
economy are very difficult to come by, as are hours ‘worked’ and ‘capital’ expended. This means that 
making the above assumption is unavoidable. 
 
Another problem with using GDP is its treatment of services. Most services are purely measured by 
the dollars spent on them with an assumption of either zero productivity improvement or straight input 
conversions depending on the industry. This has serious implications for a productivity measures in an 
economy that is becoming more and more service-orientated. Unfortunately, at present no suitable 
outcome measures exist for the majority of services, and therefore a large part of modern economies 
cannot be adequately measured for productivity changes. Clearly, changes in the cost of a service do 
not necessarily imply changes in efficiencies. For instance, expenditure on a restaurant meal or health 
care, are examples of where price is a poor measure of efficiency. At present, some efforts are being 
made to remedy this problem but a good measure has yet to be derived, let alone one that could be 
used for the whole of the last century.  
 
Given that GDP is purely a measure of activity in the formal economy, the only inputs that should be 
measured are those to the formal economy. Fortunately, in regard to both labour and capital this is 
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actually much easier to do than measure general inputs. Labour inputs into the formal economy have 
been recorded by either the total number of people employed or by the total hours of employment. Of 
the two, total hours of employment is preferable, as average hours of work have changed significantly 
over the century. This has been due to both a reduction in hours worked by those in full-time 
employment and a significant increase in the number of those employed part-time.  
 
Efficiency measures of output per hour have, as a result of these changes, tended to give higher 
percentage changes than per person measures. Per hour and per person measures of efficiency are also 
more noticeably divergent during rapid changes in either full-time employment hours or the number of 
those working part-time. For example, per person efficiency grew by 1.7 % per year over the 1980s, 
whilst per hour efficiency grew by 2.0% (Dowrick 1990). This was primarily due to the enormous 
increase in part-time employment. Those wishing to show lower labour efficiency gains are therefore 
often tempted to use the per person rate. 
   
Again whilst this statistic has not been recorded for the whole century, it has since 1914 and valid 
conversions from the earlier time are fairly easy to make. Prior to the First World War most 
employment was full-time (when available) so conversion is not difficult. Statistics on the number in 
employment have been kept for the whole century.  
 
A reasonable measure of labour efficiency can be obtained from this combined with GDP. These data 
have been plotted in Figure 5.7. Labour efficiency is an indicator for this study.  
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Note: Data for employment and CPI changes were obtained from ABS sources and those for GDP were obtained from 
Butlin (1962) for years 1901 to 1949 and the ABS for years 1950 to 2000. Specific sources of data can be found in 
Appendix A and the data for each year of the time series are to be found in Appendix D.   
 
Figure 5.7: Labour efficiency over the 20th Century   
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As can be seen from Figure 5.11, labour efficiency underwent a five-fold improvement over the 20th 
Century. Note that the rate of change is not consistent over time. Most of the pre Second World War 
period showed relatively slow improvements in labour efficiency, but this was followed by a sustained 
period of greater growth from the 1940s through to the late 1970s. This was followed by another 
period of relatively poor growth through to the end of the century. This productivity improvement was 
the major source of the increase in the standard of living experienced over the century. The slower 
growth at the end of the century could have a number of causes. One of the likely factors is the 
dismantling of tariff protections during this period. This undermined much Australian manufacturing, 
resulting in the closure of many industries and forcing others off shore (Stewart 1994), removing many 
of the industries most able to achieve efficiency gains. The period also saw many local industries 
taken over by transglobal corporations with reduced interest in investing to improve efficiency locally 
(Rowbotham 1998). It was also a period of sustained high unemployment/under-employment, 
reducing the value of labour and therefore pressures for substitution for labour. Increasing costs of 
labour are one of the greatest spurs to labour efficiency gains (Galbraith 1977).     
 
5.2.1.1 Explanations of labour efficiency changes 
 
Whilst various perspectives on how best to improve labour efficiency exist, research findings have 
been surprisingly consistent over time for the primary causes of increases. At the start of the 20th 
Century capital investment had been clearly identified as the main cause of improvement in labour 
efficiency in the past, followed by knowledge gains and organisational restructuring (Walker 1957). 
An Australian study in the 1990s found similar results. It was found that changes in capital allocation 
were the most significant explanation, followed by changes in technology and management. Changes 
in hours worked or the quality of labour, whilst still significant, were relatively minor contributors 
(less than the impact of climatic or business cycle changes) (Argy 1991).  
  
5.2.2 Capital efficiency 
 
Capital efficiency is the capacity of a community to utilise its capital resources in the least wasteful 
fashion. The measurement of capital efficiency therefore requires an output measure of goods and 
services produced and an input measure of capital utilised. 
 
In terms of output measures, GDP again seems to be the most suitable measure with similar 
reservations to those raised in the last section. Before an input measure can be identified, it is 
necessary to consider what is meant by capital. 
 
 117
Capital can be considered in two broad ways. The first is in the sense of physical capital as defined in 
section 5.1.3. The second is in terms of stocks of money, which are the result of past savings (Bannock 
et al, 1975).  
 
Records for both are readily available. To differentiate the two meanings, the former will be called 
physical capital and the latter money capital. Unlike labour, not all capital is invested in the 
production of goods or services. In terms of money capital, much is used for speculation or the 
collection of scarce goods. Likewise, much of physical capital is for living in or for recreation and 
does not substantially contribute to economic activity. To the extent that this is true, both money and 
physical capital efficiency are underestimated by such figures. Separating productive capital 
investment (PCI) from other forms of investment is extremely hard to do, particularly when looking at 
the span of a century. A specific measure would need to tease out direct investment into production 
and service delivery from capital expenditure on labour, raw resources, speculation and acquisition. 
Meaningful attempts to measure PCI have been made by economists since the 1970s, but they are still 
quite controversial. For earlier periods not even these are available. Whilst it is not possible to 
calculate PCI for the whole economy over the 20th Century, it could be possible to tease this out for 
individual companies. An approximation could therefore be achieved by tracking at least 17 (this is a 
statistical requirement, see section 5.3.1 for explanation) public companies for the century. Finding 17 
large companies that have existed for the whole century in Australia and tracking their records is quite 
a difficult task and was felt beyond the scope of this doctoral study. Given these problems it was 
decided it to use total money supply to approximate for money capital and gross capital formation (as 
a substitute for net capital stock) to represent physical capital. 
 
To make the money supply (or the amount of money which exists in the economy at a given time) 
comparable over the century the values were converted to constant dollars using net present values for 
2000. The data for this selected indicator are shown in Figure 5.8.    
 
Figure 5.8 suggests that money capital, unlike labour, has undergone no efficiency gains over the 
century and in fact concluded the century on almost the same level it commenced. Capital efficiency 
seemed to peak in the 1980s, and was lowest in the 1930s and late 1940s. The 1930s low point relates 
to the reduced money supply precipitated by the Depression, with the 1940s dip probably due to a 
brief period of high inflation induced by the shortage of materials immediately post-war. The decline 
since the 1980s possibly relates to the various deregulation reforms. As wealth concentration goes up 
(a consequence of such reforms), a higher proportion of money gets consumed in speculation and 
scarcity acquisitions, thereby reducing capital efficiencies (Galbraith 1977). It also appears that gains 
when they have occurred do so in waves very similar to those for technology (Batra 1987). Strong 
periods of growth in efficiency seem to follow 30 years or so after a period of major macro-
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innovations (Stewart 1989). Whilst the easy assumption is to make some causal link, the direction of 
causality is not obvious. One might ask whether it is the macro-innovations that drive the economic 
efficiency gains, or the desperation of economic slowdown that encourages innovation. Alternatively 
some other factor may drive both. Whilst assumptions and explanations are numerous, the underlying 
relationship has not been established.  
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Note: The data for money supply were obtained from Reserve Bank sources. Specific sources of data can be found in 
Appendix A and the data for each year of the time series in Appendix D.  
  
Figure 5.8: Money capital efficiency over the 20th Century 
 
Data for physical capital efficiency over the 20th Century are shown in Figure 5.9. This is a selected 
indicator for this study. The pattern for physical capital efficiency is very similar to that for labour 
efficiency and probably for similar reasons. This is not surprising as capital investment and labour 
efficiency are closely related.  
 
Capital investment improves labour productivity by enhancing what a worker can do with a given 
amount of resources and by replacing labour with technology. Given that technology adaptation 
depends on the relative price of the factors of production, high labour cost countries generally have 
higher productivity (Zeira 1998).       
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Note: Data were obtained from ABS sources. Specific sources of data can be found in Appendix A and the data for 
each year of the time series in Appendix D. 
 
Figure 5.9: Efficiency in use of capital stock over the 20th Century 
 
Let us now look at some of the less traditional aspects of economic efficiency; namely financial, 
energy and resource use.  
 
5.2.3 Financial efficiency 
 
Financial efficiency is a rather difficult concept to quantify and has been subject to some ‘woolly’ 
interpretations. In a broad sense, the financial efficiency of an economy is generally accepted as 
relating to the amount of friction that exists between financial intermediaries and the recipients and 
suppliers of credit (Sanchoz-Robles 1997). This friction is considered for both the relative cost of 
capital and the application of that capital and is the cost to a community for utilising financial 
intermediaries.  
 
Over time, a number of measurement approaches have been considered for capturing this friction. One 
commonly chosen measure has been the real interest rate (current interest rate minus current inflation 
rate). This measure however is more an indication of the scarcity of money rather than the efficiency 
of the financial sector. The real interest rate can be shown to primarily vary with the business cycle 
and government policy, particularly monetary policy (Buchan 1997).  
 
Another common approach has been to look at the accessibility or availability of credit. Credit 
availability however is more a function of demand and the prevailing government approach to the 
creation of new money (Buchan 1997). Credit is always more available when demand for money is 
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low. It is also more available in societies that choose to expand the money supply through debt rather 
than credit creation. 
 
The rate of the creation of capital is also another possible measure of financial efficiency of an 
economy, but this is so closely related to the size of the economy that its inclusion provides little 
additional information. It also needs to be remembered that the creation of capital is separate from the 
form this capital creation takes, as money capital can be created by either creating more debt or credit. 
Money is created by debt when banks are allowed to lend money beyond the amount they hold on 
deposit, as is the current method of expanding money supply. Money is created as credit when 
governments spend more money than they raise as tax revenues or from borrowings (Hellyer 1999). 
Money creation by credit is not popular at present as it is argued to be inflationary. The evidence for 
this is quite weak when such money creation is done responsibly. Inflation clearly can also still occur 
in debt-based economies (Fischer 1999). Money created by credit also does not lead to as high levels 
of speculation as debt created money and is far more stable. Economies tend to go through cycles in 
money creation preferences. In fact, for a substantial part of the 20th Century Australia created its 
money by credit, and historically this is the norm. It was only after the rise of large financial 
institutions in the 19th Century that the idea of creating money from debt became conceivable. This 
cycling tends to occur because most debt-based economies are inherently unstable and eventually 
collapse. These collapses generally lead to a return to credit-based economies for a period of time 
(Shelton 1994). The return to debt-based money creation tends to occur during periods of inflation 
(Fischer 1999). 
    
Another more fruitful approach is to try and directly measure friction and consider the actual 
facilitation cost or the difference between the cost of money to the lender and the return to the 
investor. Clearly, any lender wishes to get the greatest return possible and any borrower the lowest 
rate. Therefore, for any given interest rate the closer the cost for the consumer is to the return for the 
investor, the greater is the potential maximisation of both interests.  Thus, the ratio of the average rate 
of return for an investor to the average interest rate charged to debtors gives a good indication on how 
efficient the financial market is operating in this regard. Unfortunately, average interest charges are 
still not being recorded in Australia let alone for the whole century.  
 
Banks for the whole of the last century have, however, recorded raw data on different types of bank 
interest rate charges. Unfortunately, there are two problems with utilising this raw data to ascertain 
averages. First there are so many different types of deposits and loans available and from so many 
different sources, that the task of collecting the data would be of ‘Herculean proportions’. The variety 
of financial types has been large for the whole century and the last couple of decades have seen an 
even greater expansion of categories following the deregulation of the financial markets. In regard to 
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these forms of finance, interest charges and deposit returns fluctuate widely depending on the 
perceived risk, the access timeframe and the banks perceived potential for profit. The second and more 
serious problem is that the relative proportion of each type of loan and deposit is not easily available to 
facilitate averaging.  
 
One solution to this dilemma is to simplify the comparison by only using certain categories of 
financial data. Obviously any meaningful comparison requires comparing accounts with risks and 
terms of similar magnitudes. It also requires identifying account types that have existed unchanged for 
the whole of the 20th Century. The two accounts that best meet these criteria are savings deposits and 
overdraft rates. The overdraft facility is one of the most common sources of short-term finance in 
Australia and is used by both corporate and retail consumers (Weaver 1994). It is also the closest in 
nature to savings deposits. The Reserve Bank has actively kept records of these two account categories 
since the end of the Second World War and has also made a number of efforts to gather data from 
earlier periods (Butlin, Hall and White 1971). Taking all this available data it is therefore possible to 
plot a rough estimate of changes in financial efficiency over the 20th Century. Given the fluctuating 
level of background inflation, a ratio between the two rather than a straight difference is the better way 
to track changes over time. The overdraft rate was selected as the denominator, therefore the larger the 
ratio the smaller the proportionate difference between returns for depositors and costs to investors and 
therefore the greater the financial efficiency. This ratio is the selected indicator for financial efficiency 
and is presented in Figure 5.10. Two things need to be noted here. The first is that the interest rates for 
saving deposits and overdrafts are calculated in slightly different ways (savings deposit on the lowest 
amount in the account during a month and overdraft on the daily amount overdrawn); this will lead to 
minor over-estimate of financial efficiency.  
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Note: the data for this were obtained from Reserve Bank sources and Butlin et al. (1971). Specific sources of data can 
be found in Appendix A and the data for each year of the time series in Appendix D. 
  
Figure 5.10: Ratio savings bank interest to overdraft interest over the 20th Century. 
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The second point to note is that the ratio, will particularly over-estimate more recent efficiencies. This 
is due to bank charges and other modern costs of banking becoming an alternative income stream for 
banks, thereby reducing their dependency on interest rates differentials (Weaver 1994). 
 
Figure 5.10 shows significant fluctuations in the ratio of savings bank interest to overdraft interest 
over the century, but no noticeable overall improvement. This indicator therefore suggests that there 
has been little gain in relative financial efficiency over the century, with an obvious worsening since 
deregulation of the banking sector commenced in the mid 1980s. The ratio therefore provides some 
evidence that deregulation may in fact worsen financial efficiency. This result is consistent with the 
reality that banks do not operate in a perfect market. In an oligopoly, the lack of regulation tends to 
increase the opportunity for collectively maximising profits rather than reducing costs (Ledyard 1991).   
 
Aside from the lack of overall improvement, the other obvious feature of the graph is the clear cycles 
in financial efficiency over the century. The decline, post Depression, is mostly generated from the 
government taking over money creating responsibilities. The improvement from the 1960s on was 
primarily driven by money creating responsibilities returning to the banks and the decline from the 
early 1980s associated with the deregulation of the banking sector (Hefferman 2005).   
 
It is also worth noting that this form of financial efficiency has very little to do with absolute rates of 
return for investors and may, in some situations, be inversely related to it. During periods of high 
speculation very large rates of return are possible to investors in those speculative markets, but this 
drains capital from more socially and economically useful investment areas.   
 
Note also that in a debt-based economic phase such as is currently occurring, financial efficiency can 
become grossly over-estimated by the measure used here. This is because much of the money lent at 
the peak of such a phase does not require interest payments to depositors, so is in fact pure profit 
(Hellyer 1999).  
 
5.2.4 Natural resource efficiency 
 
Natural resource efficiency is the capacity of a community to utilise its natural resources in the least 
wasteful fashion. Therefore levels of recycling and waste production are important considerations. An 
ideal system would not waste any component of a natural resource used and would perpetually reuse 
and recycle.  The measurement of natural resource efficiency therefore requires an output measure of 
wastes produced and an input measure of the activities that generated it. The volume of physical waste 
produced by a whole community should, in principle, be relatively easy to obtain, as responsibility for 
 123
waste management has generally been a government responsibility. Unfortunately, reliable records of 
waste received nationwide at rubbish disposal sites or transfer depots are not currently being kept nor 
were they kept for any of the 20th Century. 
 
In addition, using GDP as a measure of activity is far more problematic in terms of resource efficiency 
than for either labour or capital efficiency. This is because the waste being produced that ends in 
landfill, is being done so by both the formal and informal (domestic) economies to relatively 
equivalent extents (Godrej 2001) and GDP is only a measure of the formal economy. Over the length 
of the century there has also been considerable substitution between the formal and informal economy, 
with a sizeable proportion of the informal economy being subsumed into the formal one. For example, 
most women did not have formal employment at the start of the 20th Century and most food was 
produced, and in many cases, grown at home. Now most adult women have some paid employment 
and almost half the average Australian’s consumption of food is from out-sourced products (Goldberg 
and Smith 1989). Thus, using GDP gives an inflated picture of progress on resource efficiency. There 
are two obvious approaches to this problem, but both appear equally flawed. 
 
The first approach is to attempt to separate domestic from commercial waste production on the 
assumption that domestic use reflects the informal economy. This however has inherent problems, as a 
very large proportion of domestic waste is transferred commercial waste in the form of packaging 
(Davies 2004). Additionally (except for hazardous waste), there is no clear distinction in how waste is 
handled between the formal and informal economies, so is very difficult to collect meaningful data.  
 
The second approach is do the reverse, and try to estimate activity levels in the informal economy so 
that a total societal activity measure could be developed. This removes any need to separate out 
domestic from commercial waste production (or for that matter any other situations where this 
distinction arises). The number of hours engaged in this way can be relatively easily estimated from 
ABS and other surveys of personal time usage. The value and the consequences of this activity are 
however much more difficult to determine, given that transactions do not normally involve monetary 
payments and, when they do, they are typically not recorded.  
 
Therefore, given that at present there is both no available measure of waste production and any really 
suitable measure of activity in the formal economy, the creation of a measure for natural resource 
efficiency is beyond the scope of this study. 
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5.2.5 Energy efficiency 
 
Energy efficiency is the capacity of a community to utilise its energy resources in the least wasteful 
fashion. This means there are aspects of both using less (energy conservation), and doing more for the 
same or even less (energy productivity). The measurement of the former requires energy use per capita 
and for the latter an input measure of activity and an output measure of energy resource utilised to 
achieve that. Both clearly require an estimate of energy usage. 
 
Estimates of energy use for the whole economy are relatively easily obtained. The main method used 
is the aggregation of energy resources by their heating potential and measuring this by either Joules (J) 
or British thermal units (Btu) (Zarnikau 1999). This enables the aggregation of energy consumed from 
fossil fuels, with nuclear power, solar power, hydropower and any future possible form of energy. 
Energy production records have been kept in Australia for the whole of the last century and it is 
possible to convert these to either of these units. 
 
From these gross energy use figures, per capita usage levels can be easily estimated using population 
data. This has been done for Figure 5.11 in terms of Gigajoules (GJ) per capita. As Figure 5.11 shows, 
per capita energy use has significantly increased over the last century.  
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Note: Data on energy production were obtained from ABS and ABARE sources and data for population from ABS 
sources. Specific sources of data can be found in Appendix A and the data for each year of the time series in Appendix 
D. 
 
Figure 5.11: Energy consumption levels per capita over the 20th Century 
 
Consideration of the other aspect of energy efficiency requires a measure of activity. GDP is again the 
obvious unit of activity, but the same problems arise as for its use for resource efficiency, primarily 
 125
substitution between the formal and informal economy.  GDP can however still be used in this context 
if it is accepted that any result will show an inflated sense of progress due to this substitution. Energy 
consumption per $ of real GDP (In constant 2000 dollars) has been presented in Figure 5.12. 
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Note: Data are from ABS or ABARE sources. Specific sources of data can be found in Appendix A and the data for 
each year of the time series in Appendix D. 
 
Figure 5.12: Energy usage per $ real GDP produced over the 20th Century 
 
As can be seen from Figure 5.12, most energy efficiency gains occurred in the first half of the 20th 
Century. From the 1950s on there has been little change.  
  
There are, however, a number of general concerns with this measurement approach. First, not all 
energy sources are as equivalent as this method implies. Different energy sources do not have the 
same economic or environmental value. Economically, oil and electricity are valued more highly than 
coal or shale due to their ease of use and transportability (Zarnikau 1999). Environmentally, solar or 
wind generated power is more desirable than coal or nuclear. Although there is undeniably an issue 
around the efficient use of diverse resources and the none substitutability of certain energy resources, 
these factors impact rather more on the dimensions of appropriateness and the size of the economy 
than on efficiency.  
       
Another concern is how to separate energy efficiency from other variables that affect energy use such 
as prosperity and the cost of energy to the consumer. More prosperous communities consume far more 
than poorer ones because they can afford to do so. Demand for energy is also fairly sensitive to price 
variations. Over the span of the 20th Century the community in Australia has become more affluent, 
along with seeing the real price of energy drop (Ministry of Fuel and Power, State Electricity 
Commission of Victoria and Mine Department of Victoria 1977). This problem however tends to 
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impact much more on domestic consumption than productive consumption, so its removal from the 
formula greatly reduces this effect.        
 
A less significant concern is the growing community dependency on energy supplied from the formal 
economy and the negative impact of this substitution on the efficiency of the formal economy. For 
example, energy in the form of wood collected by residents for their own use at the turn of the century 
would be excluded but the gas consumed at the end of a century for the same purpose would be 
included. This impact works counter to the previously mentioned ones.  
 
5.2.6 General comments on efficiency 
 
Efficiency gains should never be considered in isolation of either effectiveness or size 
considerations as these aspects can be simply traded off with no actual net gains. For example, 
reducing the quality of a service such as health will improve the apparent ‘efficiency’ of the 
service provided but when this is done at the expense of health outcomes no net community 
gain has been achieved.  
 
5.3 Measuring the effectiveness of an economy 
 
The effectiveness of an economy is defined here as the level of the quality of the goods and services it 
produces. The more effective an economy is, the more value it creates in its goods and services for a 
given amount of effort. Value is used here in the sense of usefulness and utility for the consumer. 
Effectiveness is in some ways the counterbalance to efficiency, given that it aims to produce better 
with the same resources rather than produce more with less. This sub-component definition has been 
developed by the author due to the lack of appropriate definitions for this concept in the literature. 
 
The effectiveness of an economy is equally important as its efficiency, as an economy that is 
producing poorer quality products and services is having a negative impact upon the experiences of its 
citizens irrespective of apparent efficiency gains. In fact any gain in efficiency that comes at the cost 
of quality cannot be considered a true efficiency gain. Rather it is better seen as a trade-off between 
cost and quality.  
 
Generally, effectiveness issues are not measured particularly well in the Australian context (or 
anywhere in the world). This last point is particularly true when measuring the effectiveness of an 
economy as a whole, because measuring effectiveness requires the consideration of a range of quality-
related factors, which unfortunately are not universal across product and service categories. The aspect 
of quality that is most significant tends to be dependent on the product in question. Whilst no 
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economy-wide measures have been made, quite a number of multiple quality indicator studies have 
been made on specific industries and products. An example is the motor vehicle industry, in which late 
20th Century cars were demonstrated to be actually cheaper, safer and longer lasting than their 
predecessors (Womack, Jones and Roos 1990). These studies tend to show that the 20th Century saw a 
gradual improvement in the quality of goods and services produced and therefore probably an increase 
in the effectiveness of the economy.  
 
5.3.1 Possible method for measuring effectiveness 
 
Whilst developing a more precise measure for the effectiveness of the economy over the 20th Century 
is beyond the scope of this study, it is a conceptually achievable task. It is therefore worth discussing 
briefly how such a measure might be developed in the future. 
 
Although the most appropriate quality issues for a given good or service vary from product to product, 
the important aspects are usually fairly obvious for that particular product. In addition, although 
quality measures may not be universal, those that are applicable do come from a relatively limited 
pool. Certain quality aspects also tend to stand out in their frequency of applicability. These include 
such things as durability, safety and effectiveness at performing the task that the good or service is 
designed for. Given this it would not be that difficult to create a basic basket of major goods and 
services (similar to that for the Consumer Price Index (CPI)) and track them for changes in their 
selected quality measures over time. Like the CPI the items in the basket could be changed if demand 
patterns shifted. For goods and services that do not behave as commodities (and therefore are subject 
to significant natural variations in quality), such as cars or restaurant meals, a mid point example could 
be selected for the basket.  
 
This measure would give at least a crude estimate of overall changes in economic effectiveness over 
time and could be tracked from year to year. It is worth remembering that according to basic statistical 
principles any basket of 17 or more goods and services (of sufficient variety) will capture the general 
movement of goods and services and flatten out the effects of individual item variability (Levin 1987).  
 
5.4 Measuring the appropriateness of economic activity 
 
The appropriateness of an economy is defined here as how well the economy produces socially 
desirable outcomes from its activities. Therefore the more appropriate economic activity is, the greater 
is the utility a community derives from a given activity level.  Appropriateness naturally raises issues 
of market failure as unregulated markets can often produce inappropriate outcomes (Galbraith, 1977). 
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The appropriateness of the allocation of community resources is even more difficult to determine than 
economic effectiveness. Any determination of appropriateness is unavoidably based on a range of 
value decisions. Clearly whilst some activities are perceived to be negative or positive in nature by 
almost everyone, many activities fall into a grey area where differing moral perspectives determine 
one’s consideration of whether the activity is appropriate or not. For example, resources used 
primarily to kill, maim or harm individuals in some way would not be considered desirable by most 
people, but what of goods or services that may have other purposes but still impact on life in this way? 
Such things like tobacco, alcohol, prostitution, gambling or even driving a car can have these effects. 
How much protection should an individual have from pursuing dangerous practices or their own 
destructive impulses?  
 
To make things even more complex, contextual factors also impact on the desirability of certain 
activities. For instance, putting economic resources into defence is generally considered a negative use 
of resources, however when one’s neighbours have large standing armies not to do likewise is rather 
foolish. Likewise a larger allocation of resources to health is generally considered a positive thing, but 
if it is used to remedy an environmental disaster (like Chernobyl), then it is a necessary but not a 
positive use of resources. 
 
Given this, any collection of indicators used to measure appropriateness of economic activity will be 
strongly contested. Fortunately, a number of surveys have been conducted regarding community 
attitudes to resource use, which can provide a more commonly accepted starting point. In general most 
of the community perceive increasing resource commitments to health, education, welfare (at least to 
the ‘deserving poor’) and infrastructure as positive. Increasing commitments to defence, law and 
order, gambling, recreational drug use and prostitution are seen as negative (Davies 2004). This 
negative perception may relate either to the direct consequences of the resource commitments or the 
negative circumstances such an expenditure increase is necessitated by. For example people may 
actually demand more resources for policing, but do so due to a perceived worsening of safety in the 
community. 
 
Interestingly, over the time span of this century these perceptions are surprisingly stable. Evidence 
shows that Australians at both turns of the century did make similar judgements in terms of what was 
important (McMinn 1994). This might be because these values are consistent with a Judaeo-Christian 
framework and despite a decline in religious observations, most Australians still operate within that 
framework (Vamplew 1987). 
 
A sense of change in the appropriateness could be achieved by using a ratio of these two broad forms 
of expenditure (positive and negative expenditure). Ideally this would be done in terms of the 
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proportion of GDP committed to either positive or negative purposes. Unfortunately, due to the illegal 
nature of much of gambling, prostitution and non-prescription drug use, no accurate estimates are 
available for these dimensions.  
 
What evidence that is available, shows a mixed outcome with a decline in some and an increase in 
others. In terms of non-prescription drug use, consumption of legal drugs like tobacco and alcohol 
declined steadily over the century in GDP and per capita terms. When legal, at the start of the century, 
consumption of opiates and hashish appeared to be undergoing a similar, steady decline, but since 
being made illegal an increase in consumption has occurred (Epstein 1991). From the 1960s on a 
whole series of new synthetic illegal drugs entered the market increasing the variety of options for 
drug use. Most countries that went down the track of prohibition have experienced the same 
consequences (Epstein 1991). Therefore non-prescription drug use appears overall to have increased 
during the 20th Century. In terms of prostitution, the best estimate is that it steadily declined for most 
of the century until made legal and since then has experienced a steady growth (van der Gaag 1994). 
For legal gambling the trend over the century has clearly been upwards. A difficulty here is how to 
determine what level of substitution has occurred from previously illegal gambling activities (such as 
illegal casinos being replaced by legal ones). It is apparent that at least for the 1980s and 1990s (when 
most forms of gambling had been legalised), the trend was still consistently upward in a period of 
static household incomes (NCETA 2000)    
 
Although data is patchy in terms of some of the broader aspects of economic appropriateness, data is 
fortunately readily available for government social allocations of either type. Therefore it is possible to 
produce a ratio, which uses government expenditure in those areas in the list (resource commitments 
to health, education, welfare versus commitments to defence, law and order, gambling, recreational 
drug use and prostitution). Although not a perfect indicator this ratio can give a sense of shifting 
community priorities around appropriateness. Movements in the ratio are observable in Figure 5.13. 
Note that the denominator is negative activities. 
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Note: Data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D.  
 
Figure 5.13: Ratio of government expenditure on positive versus negative activities 
  
The four largest dips correspond to the First World War, Second World War, Korean War and 
Vietnam War. Prior to the First World War, and directly after, government expenditure on the military 
was minimal. During the interwar period and in particular during the depression the Australian 
Defence Force almost ceased to exist. Post Second World War, Australia has maintained a sizeable 
standing army. Consequently most of the variation in Figure 5.13 can be explained by changing 
military expenditure. The remaining variability caused by shifting priorities in terms of policing can be 
seen by removing military expenditure from the ratio. This has been done in Figure 5.14 for 
illustrative purposes.  
 
An interesting reversing shaped graph emerges from this. Clearly law and order expenditure slowly 
declined for the first half of the century, and then gradually increased over the second half. The causes 
of this are not immediately apparent. This will be explored more closely in Chapters 8 and 9 when a 
number of other variables, which follow this pattern, are examined.  
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Note: Data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D. Whilst it is included here only for illustrative purposes, this is data used towards 
producing the social stress indicator in Chapter 7, so it is also part of an indicator. 
 
Figure 5.14: Law and order as a proportion of government outlays 
 
5.5 Desirability of economic progress 
 
Progress in terms of the economy is considered desirable for a range of reasons. Some of these reasons 
are associated with the concept itself and others with the positive consequences of these economic 
activities. 
 
The positive arguments for improving an economy have already been raised so the focus here will 
primarily be on the contrary arguments. The most strident of these are for growth in the size of an 
economy. There are two main areas of criticism; those in regard to ultimate means and those for 
ultimate purpose. The ultimate means arguments generally centre on some natural limits that prevent 
unending growth from happening. These will be explored briefly in the following section, which 
addresses limits to economic progress. 
   
The ultimate purposes arguments focus on the desirability of endless growth. A threshold argument 
has been raised frequently for economic growth benefits to individual and social wellbeing. Beyond 
this, the negative consequences of extra wealth are meant to override any potential gains. For example, 
increasing wealth has been associated with increased selfishness and a greater materialistic focus. The 
need to service the growing and changing economy has also been claimed to radically change society 
in a negative fashion. All around the world there has been a relative depopulation of rural areas and a 
break up of communities as people have moved to larger settlements for work and the ‘good life’ 
(Black 2002). The difficulties with these arguments are showing where this threshold occurs and that 
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the effects are actually due to economic growth. Most of the negative consequences reported above 
have other possible explanations, such as wealth concentration, loss of social trust and negative social 
conditioning. Also, in many countries where this effect is most strongly claimed, the vast majority of 
citizens have been actually experiencing declining wealth. In New Zealand, for example, the bottom 
80% of workers were worse off financially at the end of the century than they were in the 1970s 
(Legge 1996). 
 
Some arguments have also been raised about the negative consequences of efficiency gains. Increased 
efficiency is said to increase the felt cost of leisure and reduces the marginal utility of income (Hirsch 
1977). The consequence of that is that greater affluence may make people more harried, rather than 
less. Increased productivity also increases the pressure to do more things in less time (Hirsch 1977). 
Whilst there is possibly some merit in this argument, it needs to be noted that most of this effect is 
meant to have occurred during a period of relative stagnancy in efficiency gains. In addition, pressure 
to work longer hours due to declining incomes for the majority may also explain this growing sense of 
being harried. 
 
5.6 Limits to economic progress 
 
The arguments for the existence of limits to economic progress are much more vigorously debated 
than are those for knowledge. Most critiques are based on the finiteness of the earth’s natural 
resources, upon which progress until now has been built. These arguments postulate that the inevitable 
depletion of these resources is the major limitation to future economic progress. Whilst Malthus is 
rightly credited with generating this notion, in a modern context it was the Club of Rome in the early 
1970s that gave immediacy to these concerns with predictions of imminent resource shortages 
(Meadows, Meadows, Randers and Behrens 1972).  
 
Whilst the spectre of those impending shortages never eventuated, the supporters of this viewpoint 
have nevertheless multiplied, particularly from within the environmental movement (Dobson 1996). 
Opponents of this viewpoint argue that the poor predictive successes of these models are a result of a 
failure to understand certain economic and industrial realities. The first is the confusion of known 
resource reserves with actual reserves. The mining industry generally has had only 10 to 20 years of 
known reserves at any given time. This is because the pressure to explore for new deposits is 
somewhat dependent on the current known reserve levels.  Due to this, efforts have been made to try 
and calculate absolute natural reserves for various commodities (as was discussed earlier in this 
chapter).  
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The second area that is not clearly understood is that of substitution. As a good starts to become 
scarce, its cost increases to a point where substitutes become economically viable. For example, as the 
wood for good charcoal became rare during the Renaissance, coal mining emerged to replace it. A 
second example is that of oil production that is predicted to peak early this century, at which point 
other energy sources (such as shale oils) will probably become commercially viable (Campbell and 
Laherrere 1998). Proponents of the limits view counter these arguments by pointing out that many raw 
resources do not have any substitute (let alone cheap ones), and that technology cannot always be 
relied upon to solve complex problems. Whilst history has repeatedly supported the optimists in this 
regard, there is reasonable environmental evidence that some of the pessimistic predictions must 
eventually come true, simply because the earth is finite. This is particularly true regarding the overuse 
of renewable resources such as arable land, fish, fresh water and forest (whose finiteness has already 
been previously discussed in Chapter 4).  
 
A further proviso to the above is that, whether natural resources are about to reach their limits of 
exploitation, or not, does not in itself necessarily mean that further economic progress is impossible. 
This is because the common belief that economic progress requires an ever-increasing consumption of 
raw resources is false. This view is based on a number of misunderstandings. The most common 
confusion surrounds the relationship between economic growth and economic progress. Growth of 
course is only one element of economic progress, therefore economic progress can occur without 
economic growth. For example, the economy could become more efficient or effective without 
necessarily growing in size. Such a situation does however have other consequences such as 
increasing unemployment and the maintenance of gross economic inequalities between and within 
nations (Galbraith 1977). 
 
A second confusion is that if the economy is truly focused on a sustainability model (which no country 
currently is), both growth and other forms of economic progress are possible with no necessary net 
increase in resource consumption or environmental degradation. In fact, they can be associated with a 
decline in resource use and an improvement to the environment due to improved recycling, pollution 
management and efficiency gains. Also, as developed economies move more and more into the 
provision of services as the major source of employment, growth also becomes less and less dependent 
on the use of natural resources. This is because growth is based on outcomes from human activity and 
most services are not generally natural resource intensive. This is particularly true of the information 
sector.   
 
The third confusion is that population growth is somehow necessary for economic growth. As many 
European countries currently demonstrate, it is possible to still have economic growth and progress 
with a declining population. In fact, contrary to popular belief, GDP per capita actually grows faster if 
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a population is stable or declining. Since the end of the Second World War, there has in fact been an 
inverse relationship between population growth and economic wellbeing. This potentially provides a 
partial explanation of Australia’s relative economic decline, given that through immigration and 
natural increases its population has increased much more rapidly that its main trading partners in the 
OECD (O' Connor 1998). This myth has probably been sustained as a growing population generally 
has faster overall growth in its economy even if a slower per capita growth.  
 
5.7 Globalisation and the economic context 
 
It is worth briefly considering the broad global and national economic context, as this can have 
explanatory power in terms of economic progress in Australia and possibly for other components of 
progress. Of these globalisation and inflation are probably the most important aspects. 
 
5.7.1 Globalisation 
 
Globalisation of the economy is usually seen as a hallmark and trend of the late 20th Century. This 
picture however is not completely accurate, for while the volume of trade has grown, most of this is 
commensurate with the actual growth of the world economy. In fact, from the start of the century to its 
end the relative importance of trade has only changed slightly. For the 17 countries for which there are 
century-long data, the export share of GDP on average was 14.5% in 1993, only slightly above the 
1913 level of 12.9% (UNDP 1997). Australia, traditionally a large trading nation, had only marginally 
changed the export share of GDP from 21% to 25% for those same dates. Whilst absolute change is 
not great over the 20th Century, there was however a substantial period in its middle when trade 
accounted for a relatively small proportion of GDP. The fluctuation in the importance of trade 
correlates with changes in both economic growth and the perceived benefits of trade (Batra 1993). 
Whilst the current general opinion is that free trade is beneficial to growth and economic progress, this 
viewpoint is not universally held. It is also worth noting that the viewpoint was not popular for much 
of the 20th Century (Batra 1993).  
 
Whether or not free trade is beneficial in a global sense, there is no doubt that free trade is not equally 
beneficial to all parties involved. As Porter (1990) points out, there are very clear winners and losers. 
Since Australian barriers to trade were reduced in the early 1970s the current account balance has been 
in deficit and has declined at a similar pace to the rate of the dismantling of trade barriers. This can be 
clearly seen in the first contextual indicator presented in Figure 5.15. Prior to the 1970s the current 
account did experience some other deficit periods but these were generally followed by rally periods 
usually within a decade. A sustained deficit period of more than 30 years is unprecedented for 
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Australia. That 30-year period also corresponds with a levelling out of both labour productivity and 
physical capital productivity as well as being a time of sustained chronic unemployment in Australia. 
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Note: Data were obtained from ABS sources.  Specific sources of data can be found in Appendix A and the data for 
each year of the time series in Appendix D.  
 
Figure 5.15: The Australian current account balance (in constant 2000 dollars) over the 20th 
Century  
 
Whilst the proportion of goods transferred has not radically changed, the amount of money flowing 
around the international economy has. Every day between $800 billion and $1,000 billion is traded in 
the international currency markets (Rowbotham 1998). At the turn of the century nearly all 
international capital flows were for trade or direct investment purposes. At the close of the century, 
most international capital flow was for speculative purposes. In fact, speculation activity exceeds trade 
and direct investment by at least 50 times with ¾ of it moving in and out of a currency in less than a 
week (Rowbotham 1998). Contrary to popular opinion, the actual sums invested in host countries have 
not grown greatly in regard to the percentage share of industrial countries economies and in fact are 
smaller than they were in the 1890s (UNDP 1997). In addition, the direction of this form of capital 
flow is primarily from the majority world to the developed world rather than the other way 
(Rowbotham 1998). 
 
This speculative money flow has little substantive benefit (except for those it enriches through 
speculation) but it does have significant negative consequences for those whose currencies are subject 
to speculative trading (Martin and Schuman 1997). It was an unexpected by-product of the 
deregulation of foreign exchange controls in the 1980s combined with computer technology, which 
enabled the swift movement of capital (Rowbotham 1998). Whilst solutions that do not damage trade 
exist, without almost universal international co-operation they are nearly impossible to implement 
(Wiseman 1998). It should be noted that if such co-operation is not forthcoming concerns regarding a 
possible international money ‘meltdown’ this century are very real (Shelton 1994). 
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This dominance of financial markets over the larger economy is often considered to be another unique 
feature of the late 20th Century. There are however, a number of historical precedents. The same 
problem happened when the British capitalist system reached its maturity in the late 19th Century and, 
before that, the Dutch system followed a similar trend. It is suggested that the current dominance may 
actually be indicative that the American-dominated capitalist system may be moving into its ‘autumn 
phase’ (Arrighi 1996). 
 
5.7.2 Inflation   
 
Inflation has often been considered the scourge of the 20th Century. Figure 5.16 shows the inflation 
rate in Australia over the 20th Century. This is the second contextual economic indicator. Inflation 
peaked at three points over the century, the early 1920s, the early 1950s and the mid 1970s. These 
peaks were very common internationally and were, for example, shared with the USA (Fischer 1999).  
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Note: The data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year 
of the time series in Appendix D. 
 
Figure 5.16: The inflation rate over the 20th Century 
 
Such multi-nation waves of inflation however are not unique to the 20th Century; in fact they can be 
traced back to the 13th Century and are known as global price revolutions. Whilst the duration and 
extent of the inflation waves have not been consistent, they seem to be primarily driven by levels of 
optimism in the dominant economy of the trading partners (Fischer 1999). 
 
The 20th Century has also seen international fluctuations in economic growth. This has been primarily 
been driven by the relatively short business cycle, but to some extent also by longer waves that tend to 
relate to the price revolutions just discussed. The Depression in the 1930s is the most obvious example 
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of a downturn in this longer economic cycle. Figure 5.17 shows the percentage change in growth in 
GDP and GDP per capita over the 20th Century in Australia. This is the third economic contextual 
indicator. Australia’s pattern is again very similar to most developed countries (Batra 1987). 
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Note: See Figure 5.1 for data sources 
Figure 5.17: Percentage changes in GDP and GDP per capita over the 20th Century 
 
Economic thought has also undergone some very significant changes over the century, but in terms of 
deeper philosophical issues saw more of an oscillation of opinions than any resolution. The underlying 
philosophical conflicts within economics such as the value of free trade, the causes of market failure, 
the causes of inflation and the role of government have progressed little. They were just as strongly 
contested and unresolved at the start of the 20th Century as they were at its end (Galbraith and Salinger 
1981).  
 
The cyclical nature of the dominance of particular positions in the debate on these issues has been well 
established. Much of the philosophy behind current economic policy is based on theories first 
developed in the 18th Century and recycled repeatedly since, albeit in more sophisticated forms; most 
significantly Adam Smith’s (1981) principles of the market and small government, and Ricardo’s 
(1951) model of free trade. In the 19th Century the loss of faith in the dominant economic principles 
led to both Bismarck’s creation of the principles of the welfare state (Williamson 1998) and Marx’s 
(1986) ‘creation’ of communism.  
 
The last century opened with these philosophical positions in ascendancy, but they already showed 
signs of decline; the gradual repudiation of these economic principles climaxed in an almost total 
rejection during the great depression. In the mid 20th Century Keyne’s (1997) principles filled the gap 
so created, but eventually there was a similar loss of faith in these ideas in the mid 1970s. When those 
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approaches did not seem to work as well as predicted, there was a return to a new form of classical 
principles (Davies 2004).  
 
The previously mentioned international financial deregulation was a product of these neo-classical 
beliefs, as has been the dismantling of tariffs, the encouragement of the selling off of local 
corporations and properties, removal of government control over money creation and interest rates, 
deregulation of wages, privatisation of government business and an aim for small government. 
Australia has been very strongly influenced by these trends, in fact more so than in most countries 
(Wiseman 1998). 
 
5.8 Summary of the measures of economic progress 
 
The following two tables summarise the primary measures both considered and ultimately selected in 
this chapter. A summary of rationales is also included for each decision, including the weaknesses of 
the accepted measures. Table 5.2 focuses on those measures selected, with Table 5.3 summarising the 
reasons for rejecting the other major contenders. 
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Table 5.2: Summary of indicators used as measures for progress in terms of the economy 
 
Element Measure Comments 
Economic size 
(General measure) 
GDP 1. Only recorded for the post war period, relatively accurate estimates however have been calculated for 
the earlier part of the century  
2. Excludes activities in the informal economy 
3. Measures activity rather than what resources actually exist 
4. Gives equal weight to activities that destroy resources (such as war) as those that build them up.  
Efficiency   
-Labour GDP/hours worked 1. Statistics on hours worked not available for the whole of the century, but can be estimated indirectly  
2. GDP estimates of activity levels in many services are still quite poor.  
-Capital GDP/Available Capital 1. Difficulties in selecting what measure of capital to use 
2. Debate about whether non productive use of capital is a desirable or a wasteful thing  
-Financial Credit interest rate/Debt 
interest rate  
1. Average debt and credit rate estimates only available for last decade and these are quite poor. It is 
however possible to select certain types of debt and credit rates and track them for most of the century 
2. Debate about what actually constitutes financial efficiency in a system  
-Energy GDP/ Energy use 1. Only includes energy resources purchased. Water, wind and firewood are all excluded 
2. Impossible to separate out domestic energy use from commercial 
Appropriateness Socially desirable 
government expenditure 
1. What has been considered health, education and welfare expenditures have change slightly over the 
century 
2. Measure excludes private expenditure in both domains. 
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Table 5.3: Summary of some of the indicators rejected as measures in terms of the economy and the reasons for doing so. 
 
Element Measure Comment 
Economic Size  The following indicators of economic size were used in a descriptive fashion in this chapter, but not taken as actual measures of changes in 
economic size 
-Natural resources Measures of stocks  1. Records not systematically kept and also fragmentary  
2. Extent of resources stocks difficult to measure in most cases 
-Human capital  Tertiary Qualifications per capita 
by proportion of population in 
workforce 
1. Proportion of population in the workforce and those with tertiary qualifications are available for most of the century. 
2. Quality of qualifications not necessarily consistent over time 
3. Proportion of those with tertiary qualifications reflects more the changing needs of the economy rather than an improvement in the quality of 
the workforce 
-Physical infrastructure Gross Capital Formation per 
capita 
1. Estimates can be obtained for whole of the century but often conversions are required 
2. There have always been significant difficulties in placing clear values on existing infrastructure. 
3. Changing technology also changes the relative value of certain infrastructures 
Efficiency   
-Financial True interest rate/ money creation 
rate 
1.   Not measuring well the definition of financial efficiency   
2.    Lack of data beyond last couple of decades of the century 
-Resource GDP/Waste produced 1.   Only land fill estimates available, waste dumped into rivers and the sea can not be calculated over the century 
2.   Includes domestic waste as well as industrial  
Effectiveness Changes in effectiveness of a 
basket of goods and services 
1. Global effectiveness of the economy is currently not being measured nor are efforts to do so occurring anywhere in the world. 
2. Determining an appropriate basket of goods and services is problematic 
3. Selecting the most important measures of changes of effectiveness is also problematic. 
4. A significant effort would be required to measures changes in these over a century timeframe. Around at least 600 data points 
would be required 
Appropriateness Expenditure on vices/GDP  1. Definitions of what constitutes vices have changed over the century  
2. For a large part of the century many now legal vices were illegal so estimates of expenditure are very flimsy. Even where legal, 
many illegal sources tended to operate in parallel 
3. Some vices are still illegal and the amount of money spent on them is extremely difficult to ascertain.  
4.      Absolute expenditure on vices can be misleading as economic growth can mask a growing social problem 
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5.9 Summary of economic results 
 
Economic progress in Australia was quite mixed over the 20th Century. The size of the economy, real 
GDP per capita, increased substantially over the century. This traditional approach to measuring the 
wealth of the community does, however, contain several flaws. Whilst incorporating considerations of 
these would deflate the apparent economic growth over the 20th Century, there would still seem to be 
reasonable evidence that Australia still progressed in terms of economic size during that time. A 
descriptive exploration of some of these aspects was also presented. 
 
For economic efficiency the results vary across the element considered. Labour and physical capital 
displayed substantial gains over the century, but levelled off both at the beginning and end of the 
century. Energy efficiency improved over the century, particularly in the first half, but at the same 
time Australia became much more profligate with its consumption of energy as a consequence of 
growing affluence and relative cheapness of supply. This could be described as doing more with less, 
but wanting to do a lot more at the same time. Money capital and financial capital efficiency fluctuated 
depending on prevailing economic and political situations. Deregulation, for example, reduced the 
efficiency of both.  
 
The issue of economic effectiveness was also discussed in this chapter, but not measured. Anecdotal 
evidence indicates that the quality of many goods and services substantially improved over the 20th 
Century. The problem of the appropriateness of economic activity was also explored. Available 
evidence indicated that it had probably undergone a reversal during the century. 
 
The desirability of this economic progress is clearly quite contestable, but the arguments in favour still 
seem to outweigh those against. The sustainability of this progress is also clearly greater than many 
critics would contend, although the nature of much of the current economic activity does need to 
change if it is to become sustainable.  
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Chapter 6: 
Progress in individual wellbeing: some gains, some 
losses and some reversals  
 
6.0 Introduction 
 
In Chapter 2, individual wellbeing was broadly defined as how well a society was able to meet the 
individual human needs of its citizens. Australia’s progress over the last century in individual 
wellbeing is strongly contested.  Much of this arises from disagreement over definitions and 
measurement.  
 
Section 6.1 will include a consideration of various definitions of what individual human needs are, 
with section 6.2 considering the ultimate purpose served by meeting them. Together these two sections 
explain why the health of the citizens within a community is a good indicator of how well individual 
human needs are being met in that community.  
 
In sections 6.3-6.6 the three components of the UN definition of health (physical, mental and 
spiritual) are carefully unpacked. The sections will then identify the key elements of each of these 
components, the best ways to measure them, and what the most appropriate available indicators for 
these elements are. In this way, section 6.4 will consider physical health, section 6.5 mental health, 
and section 6.6 spiritual health. 
 
Section 6.7 will then consider the arguments around whether humanity is possibly approaching the 
limits for ongoing improvements in health. Section 6.8 will briefly look at some of the broad sources 
of the observed changes in individual wellbeing, beyond those discussed for individual indicators 
earlier.  
 
A summary of the indicators selected for all these elements is presented in section 6.9. Note that only 
selected indicators are actually shown in graphs; data was not collected for indicators that were 
rejected. Occasionally an additional time series will be given to illuminate a selected indicator. When 
this occurs it will be clearly highlighted in the body of the text that it is only for illustrative purposes. 
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6.1 What are individual human needs? 
 
An understanding of the nature of human needs is central to any understanding of individual 
wellbeing. A need is something required to achieve an end and a human need is something required to 
achieve the end of individual wellbeing (Simpson and Weiner 1989). 
 
It is important to distinguish needs from wants. A want is something desired or wished for. Needs are 
therefore limited by nature, whereas wants can be endless. For example, you may need shelter from 
extreme conditions, but you may want to live in a mansion. Wants link to needs because they are a 
way to get a variety of psychological needs meet; such as feeling good about oneself or being 
respected. Needs, however, are always separate from the want, and can be met in a variety of ways 
other than by getting the object desired (Rosenberg 2003).   
 
It is also important to make a distinction between basic and derivative needs. Basic needs are 
physiologically based and are a requirement of existence. For example, a person needs air to live. 
Derivative needs are those that are requirements to achieve a certain end. To be rich for example one 
needs lots of money (Thompson 1987). In individual wellbeing, it is clearly the former type of need 
that is implied. 
 
Needs are, of course, not all of equal importance. For example, a person can survive about three 
minutes without oxygen, a couple of days without water, a few weeks without food and even longer 
without meaning. It is also important to remember that more of something needed is not always better; 
too much food, water and even oxygen, for example, are harmful to health. In that case beyond a 
certain point the need become less of those factors rather than more. Needs are often not linear or 
directional in nature and therefore do not individually fit neatly into a progress paradigm. Given this, it 
makes sense to consider the purpose of the various needs rather than to try and take measures of the 
competing needed things.  
 
6.2 What purpose is served by meeting basic human needs? 
 
Given the ‘requirement of existence’ focus of basic needs, the most obvious ultimate purpose is the 
maximisation of the survival of the individual. Such survival potential can be expressed in the level of 
health displayed by the individuals within a community. However, this is not the only possible 
ultimate purpose behind meeting these basic human needs. There are in fact, several other competing 
purposes that have been argued for. The major ones of these are reproductive success, hedonism, 
happiness and spiritual growth. The arguments for each of these being the end point for meeting 
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human needs do however have certain limitations. Let us look briefly at these limitations, before 
proceeding with any further consideration of the health perspective. 
 
6.2.1 Reproductive success 
 
From a genetic perspective, the reproductive success of the individual is the ultimate purpose of 
survival (Dawkins 1978). Whilst health is important for this end, fertility and progeny survival is more 
so. Taking this perspective, the inhabitants of Australia became less and less successful as the century 
has unfolded, both in the sense of the number of children per couple surviving to adulthood and in the 
actual fertility of the adult population. Whilst childhood deaths have become rare over the century the 
average family size has declined to an even greater extent. The female net reproduction rate (the 
number of daughters born to women) has fallen from around 2.1 at the start of the 20th Century 
(Vamplew 1987) to 0.86 in 1996 (Andrews and Curtis 1998). This later figure is well below 
replacement level and if fertility continues at this rate the Australian population will start to decline by 
mid century and in three centuries the population will have become negligible, without extensive 
immigration.    
 
From a species or planetary perspective however these demographic changes are quite desirable, or at 
least they are in the short to medium term. The mounting environmental pressure that population 
growth is placing on the world is not sustainable (see Chapter 4 for more details on the pressure of 
human numbers). Therefore, if population growth is not reduced by declining fertility rates increasing 
death rates will reduce it. In this context it would not seem desirable to measure success in individual 
wellbeing by population growth.     
 
6.2.2 Gives opportunity to achieve hedonistic goals 
 
Hedonism (or the maximisation of pleasure) has been seen by some to be the ultimate objective of 
human life for over 2000 years. Epicurus was probably the first pleasure theorist. He argued that 
humans were driven to seek pleasure and avoid pain and the successful life was one that maximised 
the first and minimised the second. Therefore the amount of pleasure in people’s lives would be the 
best indication of success in meeting basic human needs. He acknowledged doing so required letting 
go of anxiety and a change of one’s attitudes and beliefs. His philosophy was quite popular for at least 
700 years after his death in both ancient Greece and Rome (Reis 2001).  
 
Christianity however, took almost the opposite stance with hedonism coming to be seen as quite 
negative and associated with the pagan past. In spite of the desirability of pleasure as a concept fitting 
uncomfortably with Current Era (CE) Western tradition, there is a large amount of evidence 
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supporting the argument that it is an ultimate goal for many people. In affluent developed countries, 
the largest industries are all pleasure related. The biggest industry in the world by far is tourism, 
clearly an activity that is primarily engaged in for the pleasure of the traveller. Equally the more 
affluent nations are the more resources that get committed to the pursuit of pleasure. Furthermore, 
within a country the richer an individual is, the more proportionately they spent on pursuing pleasure. 
All of these factors point to the pursuit of pleasure as being some sort of pinnacle activity (Tiger 
1992). 
 
Pleasure is a very primitive emotion and whilst always desired, there is clear evidence that too much 
pleasure can become a bad thing for the long-term health of the individual. An obvious example is the 
issue of the over-consumption of food. Obesity is associated with diabetes and a range of other health 
problems (Willett and Stampfer 2003). This argument can equally be applied to nearly all kinds of 
pleasures. Too many drugs damage the brain, too much casual sex may lead to venereal disease and 
too much of most desired things leads to addictive behaviour and cravings (Snyder 1986). 
 
To be able to fully experience ongoing pleasure requires an individual to show restraint, to be healthy 
and to plan at least partially for the future. This longer-term more sophisticated version of pleasure 
seeking is generally labelled under the umbrella of the pursuit of happiness.  
 
6.2.3 The pursuit of happiness 
 
The maximisation of happiness nicely combines the pagan pursuit of pure pleasure with the Christian 
ideals of postponement and restraint. The desirability of the pursuit of happiness was a key part of 
many enlightenment discourses and is enshrined as a central plank for most modern democracies 
(Myers 1992). Its pursuit is even written into the American constitution (Kelly, Harbison and Belz 
1990). Happiness and its associated dimension of contentment are generally seen as very important 
aspect of mental health dimension. These can easily be incorporated into a health framework, if 
dimensions other than just physical health are considered. 
 
6.2.4 Spiritual growth 
 
Spiritual growth is frequently cited as the ultimate purpose for meeting basic human needs 
(Subramuniyaswami 2004). Using this as a goal, the level of success achieved in meeting basic human 
needs in a society could be gauged from the level of spiritual health and enlightenment in that society. 
Again, as for the reproductive success perspective, health is still considered an important outcome, but 
only a secondary one. Good health is still the obvious outcome of meeting basic needs, but the purpose 
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of this health is to allow the person to be free to focus on spiritual growth making it a means, but not 
an end in itself.  
 
It should be noted that the spiritual growth argument is not limited to religious or philosophical 
paradigms: a number of psychologists have also argued along similar lines. Maslow’s (1959) hierarchy 
of need model is probably the best-known example of this.  
 
Spiritual growth, like improving mental health, is however a dimension that can be incorporated into 
broader health frameworks. Thus using a health-based framework would again not necessarily ignore 
these aspects. 
 
To summarise, two of these four other endpoints of meeting needs (reproductive success and 
hedonism) were significantly flawed and the other two (happiness and spiritual growth) could be 
incorporated into a broad definition of health. Let us now move on to considerations of the meaning of 
the term ‘health’. 
 
6.3 What is health? 
  
Whilst health as a concept has many interrelated aspects, the three core components are generally 
accepted as being physical, mental and spiritual. This division is currently accepted by the United 
Nations (UN) and is used by most countries in the world (New Internationalist 1997). Each of these 
three aspects will now be considered in turn.    
 
6.4 Physical Health 
 
Physical health is usually conceptualised in regard to both the quantity (or length) of life that can be 
expected by the average individual and the quality of the physical health that can be expected over that 
life span for those individuals. Whilst nearly all communities and the individuals within them consider 
both of these to be desirable goals, the relative importance of each would vary, as would the 
acceptable trade-off between them.   
 
6.4.1 Quantity of life measures 
 
Life expectancy at birth is the most common method for estimating the length of life that someone 
may ‘expect’ (ABS 2001b). In a century of changing life expectancies, these measures will rarely 
reflect the actual average length of life for those born in that year, but do give a good indication of 
progress over time in quantity of life. In Australia these data are simply compiled from death 
 147
certificates. Whilst death and its registration may seem to have little ambiguity, care is still required 
when using this measure over the timeframe of a century. Firstly not all deaths required registration 
throughout the century, the most notable being Indigenous deaths. Prior to 1967 they were not 
included at all (AIHW 1998). Given the poor health outcomes of Indigenous citizens, their exclusion 
would inflate earlier measures of life expectancy for the Australian community as a whole. Secondly 
not all deaths have been considered deaths for the whole of the statistical period. The most notable in 
the earlier part of the century were stillbirths and deaths within the first week of life, neither of which 
was recorded as deaths until the 1920s (Lancaster 1990). 
 
Another problem in using life expectancy measures is the reliability of the actual recorded age at 
death. Whilst it is a rare problem now, earlier this century it was not uncommon for relatives to not 
know the age of the deceased.  
 
Whilst reliable life expectancy estimates have been made over the whole of the last century, they were 
only made on a yearly basis from 1973. Prior to that life expectancy estimates where only made every 
five or so years as part of the census process. Figure 6.1 shows the plotted life expectancies over the 
last century. This is a selected indicator for physical health.  
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Note: Data is from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of the 
time series in Appendix D.  
 
Figure 6.1: Life expectancy changes in Australia over the 20th Century for both males and 
females. 
 
There is a clear positive change in Australian life expectancy over the 20th Century for both males and 
females. The trend over the century is also interesting in other ways. The gains in life expectancy have 
not been at a consistent rate over the whole century. Life expectancy has gone through a series of 
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growth spurts followed by plateau periods of little change. The longest plateau was from the late 
1940s until the early 1970s, but there were also substantial plateaus between the 1920s and 1930s. 
 
One partial explanation for this pattern could be the changing political philosophies on resource 
provisions to health. It is not completely coincidental that the longest plateau period coincided with a 
long period of conservative government. The establishment of Medicare by the Whitlam government 
is also credited with contributing to at least some of improvements in health outcomes experienced by 
Australians in the early 1970s (Emy and Hughes 1988). This, however, is not the only explanation as 
other developed countries without long reining conservative governments have also experienced some 
plateaus, with the post Second World War one being common.  
 
Another explanation for this pattern comes from the separate waves of medical innovations that have 
occurred. In line with broad technological innovation, health related technology has followed distinct 
waves (these waves were explored at some length back in Chapter 3). The start of the century saw the 
benefits of health related public works (i.e. sewerage systems, safe water and good food), community 
health education, and the start of infant health care systems flow through. During the Second World 
War major gains where made in emergency medicine, surgery and antibiotics and the benefits of these 
unfolded straight after the war. In the 1970s there was a massive expansion in pharmacological and 
surgical treatments, particularly in geriatric medicine (Stewart 1989). Associated with this last wave of 
innovation was a change in the age groups that contributed to extending life expectancy. From the start 
of the century until the start of this last transition life expectancy at 65 was basically unchanged for 
males and only slightly improved for females. Since the late 1970s there has been a major gain for 
both (Mathers and Douglas 1998).     
 
6.4.1.1 National life expectancy masking subgroup differences 
 
Average life expectancy figures can however mask gross inequities within nations. Within our own 
nation life expectancies vary quite significantly in regard to ethnicity, class and geographical location.  
 
Indigenous life expectancy at the end of the 20th Century (56.9 years for males and 61.7 years for 
females) was the starkest of these contrasts, being almost 20 years below the life expectancy of the 
general population (AIHW 1998). To a lesser extent however a person born to an upper class 
household can expect to live longer than their working class neighbours and a city person to live 
longer than one from the country. In terms of geographical location, this disparity can be as great as 
eight years (McIntyre 1999). It is also worth noting that whilst life expectancy was generally going up 
over the last decade of the 20th Century, for some disadvantaged geographical locations, such as those 
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living in the two Victorian health divisions of Wimmera and Latrobe Valley, it actually declined 
(McIntyre 1999). These issues around equity will be explored in more depth in the Chapter 7.  
 
6.4.2 Quality of physical health measures 
 
In Australia, and the West in general, physical health was traditionally considered as simply the 
absence of disease or infirmity (Porter 1997). Using such a definition, the health, or lack of, for a 
community could therefore be easily measured by the level or prevalence of various disease states in 
that community. With such an approach, in 1995 for example, 42% of Australian males and 52% of 
females had some medical disorder (AIHW 1998). Such figures however give little indication of true 
disability, as many of the conditions reported are very trivial in their impact on quality of life. Such 
global measures are also difficult to compare over time or between countries. For instance, many 
minor conditions in poorer countries go undiagnosed and the progress of medical knowledge results in 
more conditions becoming recognised and therefore diagnosable as disorders. To overcome this 
problem international efforts have been made to cluster conditions by their severity (Murray and 
Lopez 1997).  
 
Whilst positive health results regarding quantity of life are generally undisputed, there has been debate 
about whether there has or has not been a corresponding increase in the quality of health. There are 
three types of theories about the changes in quality of health that occur with increasing life 
expectancy. The first postulates that the prevalence of disability has and will continue to decrease due 
to improvements in survival and treatment of chronic conditions (Fries 1980). The second model type 
suggests that disability levels go up with increasing life expectancy due to people with chronic 
conditions surviving longer (Alter and Riley 1989). The third theory type works with the idea that the 
advances of medicine will slow the progression of chronic diseases thereby reducing the rate of severe 
disability, but at the same time increasing the rate of mild disability due to enhanced survivorship 
(Manton 1982).  
 
The limited research that has been done to test these theories has produced very mixed results. A 
French study found support for a compression of morbidity occurring, whilst an American study found 
the opposite and an Australian study supported the third model (Murray and Lopez 1997). 
Interestingly the international comparisons performed recently by Global Burden of Disease have 
found that economically mature nations have much lower incidences of disability than poorer nations, 
at all levels of severity, which tends to support the compression of morbidity theories (Murray and 
Lopez 1997).  
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Unfortunately, whilst this method can be useful into the future it has limited use in an historical 
context, especially prior to 1980. The reason for this is, although cause of death has been recorded for 
the whole century in most developed countries, the rates of non-lethal medical problems have not. It 
was not even clearly appreciated, until the 1920s, that the cause of death was frequently unrelated to 
that of chronic disabilities or other sources of chronic ill health. The regular recording of these medical 
problems did not occur until much later (Newcomer and Benjamin 1997). As well as this, since the 
middle of this century physical health has gradually been viewed in a much broader sense. Physical 
health is now usually defined as including positive health aspects such as fitness and vigour as well as 
the absence of disease. In other words the physical health of individuals is now viewed to exist on a 
continuum from peak fitness at one end to dead at the other (AIHW 1998).   
 
Another method of measuring the quality of physical health that encapsulates this concern is the use of 
either subjective self-report surveys or more thorough objective population health checks. By the 
former just over one half (55%) of Australians over 15 who were recently surveyed indicated that they 
considered themselves to have very good or excellent health and only 4% considered their health poor 
(AIHW 1998). In regard to the second method, whilst some local surveys have been performed no 
national one has yet been completed, let alone comparison studies from earlier periods. Self-report 
surveys have been replicated but only for the last two decades. Given that such surveys are an even 
more recent innovation than collecting disability statistics it would be impossible to determine such 
perceptions for most of the last century. Self-report surveys also have significant problems in regard to 
influences of education, culture and changing community standards. The starkness of these influences 
can be shown by the fact that the poor of some third world countries claim by self-report to have better 
health than the elites of those countries in spite of the very clear objective evidence that is contrary to 
these (Worldwatch Institute 2004). There are also some psychological factors that impact on the 
reliability of such self-reports. These will be discussed later in the mental health section.     
 
6.4.2.1 Handicap measures 
 
Another way to consider physical health is the life impact or consequent handicap that a disease or 
injury has on someone. Most modern considerations of handicap tend to be role focused. That is, the 
focus is on the limitations that an impairment or disability place on a person, after the application of 
technological aids, on the fulfilment of a role that is normal for a person of a given age, sex and 
culture. The consideration of the aid in this context is vital, as 20th Century technology was frequently 
able to minimise the consequences of particular disabilities or impairments on a person’s life. For 
example, whilst 82% of those aged 45 –54 in Australia during the late 20th Century had some sight 
disorder (AIHW 1998), most were still able to see almost normally by wearing glasses or contact 
lenses and so had minimal resulting handicap.  
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In regard to possible handicaps, the World Health Organization (WHO) divides these into seven 
domains. These are personal maintenance; mobility; exchange of information; social relationships; 
education, work, leisure and spirituality; economic life; and civic and community life (AIHW 1997). 
Aside from mobility, the area in life most greatly impacted on is generally employment. This is 
particularly true in Australia (AIHW 1998). Whilst most handicaps have not been measured for more 
than a decade, an indirect measure for employment handicap is available for most of the last century. 
For Australia, people are eligible for pensions if their health status prevents them from working full-
time. This means that the proportion of the adult working population on such pensions at any given 
time can be taken as a measure of the level of handicap in the community for work. Given how low 
the pension has always been in relative monetary terms, few people have chosen to live on it if they 
had meaningful employment prospects. 
 
The Australian constitution was framed to allow the Commonwealth of Australia to provide age and 
invalid pensions (the original name for disability support pensions which shall be used throughout this 
thesis as the descriptive label) from the commencement of federation. Unfortunately whilst it was 
technically possible from 1901, a practical means to fund such pensions was not found until 1908 
(Dixon 1977). Data therefore were not available for the entire century. In addition, prior to its 
introduction most people unable to work were supported by a range of other welfare mechanisms 
(such as benevolent homes), so during the first ten or so years after its introduction the rapid increase 
in recipients reflects a transition across from these other sources of support rather than a rapid increase 
in those unable to work. The period sees a comparable decline in the number of those supported in 
benevolent homes, so the level of handicap was probably relatively stable in those decades (Dicky 
1981). To further complicate matters, there was a major change in eligibility criteria made in 1940. 
Prior to that, a person once on an invalid pension was on it for life (unless they recovered). After 1940 
they transferred across to age pensions once they reached retirement age (Dixon 1977). Removing 
older people from invalid pension data for the pre 1940 period however can compensate for this 
change in definition. Figure 6.2 shows the change in the proportion of the population on disability 
support pension for the last century, in regard to males, females and persons in general. Note that these 
figures have been adjusted for the previously mentioned change in definition.  
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Note: Data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D.   
 
Figure 6.2: Per capita rates of invalid pensions (currently called disability support pensions) for 
males, females and combined over the 20th Century. 
 
From Figure 6.2, it is clear that there was an increase over the century in the proportion of the adult 
population on invalid pensions and therefore, presumably, experiencing a handicap in employment. 
Some words of caution are required however, in interpreting the meaning of such a trend. First, the 
increase until the mid 1920s was largely due to the substitution effects mentioned previously. Second, 
disability rates and handicap levels have always been known to increase with age. Figure 6.3 shows 
median age in Australia over the 20th Century. Note it is not an indicator and is only included for 
illustrative purposes.  
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Note: Data sources are ABS. Specific sources of data can be found in Appendix A and the data for each year of the 
time series in Appendix D.  
 
Figure 6.3:  Median age of the Australian population over the 20th Century 
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As Figure 6.3 shows there was a slight ‘greying’ of the population over the second half of the last 
century. This shift in median age undoubtedly accounts for some of the observed increase in pension 
take up. Likewise the observed decline in female pension rates in the late 1950s and early 1960s can 
be at least partly explained by the period of decreasing median age during those decades. 
 
Third, except for the slight increase in female pension rates in the 1990s, most of the observed 
increase has been driven by male demand. Whilst the male and female uptake rates were fairly similar 
from the beginning of the century up to the 1960s, from then on gender differences became more and 
more pronounced. Separate measures of disability indicated that whilst working age males are more 
prone to disability than females, this difference is slight and definitely not of the magnitude observed 
in invalid pension rates. Such alternative measures of physical health are also showing a slight 
increase in disability levels for males compared to females during the last couple of decades, but again 
clearly not at the magnitude observed in pension rates.  
 
What is more, even without median age adjustment the female increase in invalid pension uptake was 
fairly modest between the late 1920s and the early 1990s. The increase in female demand for pensions 
in the 1990s can be almost completely explained by changes in female entitlement to other pensions 
and benefits; primarily the gradual increase in the age for age pension eligibility and the declining 
widow pension entitlement.    
  
This gender difference most probably stems from factors related to the fundamental nature of 
handicap. Handicaps relate to social roles and the capacity to meet any social role is invariably 
influenced as much by access, equity and prevailing rights appreciation in a community as by the 
actual ability to participate. That is:  
 
 Handicap = inability to participate + lack of access, equity and rights 
 
To try and get a better sense of these gender differences, teasing out of these aspects is most valuable. 
In regard to socio-economic factors, three of the main influences on the take-up rate of male disability 
support pensions would appear to be the long term unemployment rate, the changing nature of work 
and female participation rates (Cooper and Madigan 2000). The first is self-evident; high 
unemployment rates have been known to impact most negatively on the disabled for some time and 
these impacts affect males more than females. The other two factors however require some 
elaboration.  
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Whilst the feminisation of the workforce is generally considered a positive force it has not been 
without some negative consequences. The impact on disabled men has been one of these. There are 
three main factors that can explain this observed relationship. First, the increase in the female 
participation rate has not seen a corresponding increase in total worker participation rates (see Figures 
5.8 and 7.2). Therefore, there has had to be a requisite decline in male participation rates to facilitate 
this. Some of this has been achieved in positive ways, by such things as extending the period of 
education and reducing the age of retirement. This transition however has not been achieved without 
forcing some males out of the job market. In this regard the most vulnerable males are frequently those 
with disabilities. 
 
The second factor has been changes to the nature of work itself. During this period there has been a 
major decline in traditional low skilled male jobs that primarily required strength, and a growth in 
occupations requiring communication and other skills that were traditionally considered feminine 
(Toffler 1990). Older disabled males in particular have had difficulty adjusting to this changing job 
market. In this context it needs to be noted that these most marginal males where generally competing 
against much more able females. At the start of this work transition in the 1960s almost 90% of work-
aged males did actually work. Currently, despite major gains, only 50% of women in the same age 
group work.  
 
The third factor is that disabled males tend to have fewer alternatives to receiving an invalid pension if 
they cannot work. Women with mild disabilities are more likely to find alternative roles and to be 
financially supported in them, than men are. Marriage patterns also favour disabled women. Virtually 
all-high status males are in relationships, but the lower the status (including disabilities) the less likely 
this is. For females the pattern is almost reversed, in that many high status females are not part of a 
couple but most low status women are in relationships. The difference whilst long standing became 
most stark during the 1980s and 1990s. This is also the more likely explanation for the observed health 
difference between married men and women, rather than some negative impact of marriage on women 
(Dollery and Soul 2000). Until the 1990s women also had more alternative pension options (such as an 
earlier age pension and widows’ pension).  
 
Work has also changed in ways other than just the work performed. Most significant has been the 
breakdown in many of the old social contracts. Companies, for example, are now much less inclined to 
reward loyalty, as well as being much more likely to remove under functioning employees. Whilst 
unspeakable even 20 years ago, the firing of slower older workers, to put on younger quicker ones is 
now considered good business practice (Wolman and Colamosca 1997). Ironically feminism also 
played a part in this by challenging old rules such as last on first off, which tended to discriminate 
against women (Faludi 1999).  
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Thus given the capacity of socio-economic factors to explain most of the increases in male pension 
take up, the female pension rate can serve as a de facto measure of baseline changes in disability rates 
and therefore as the indicator for quantity of physical health. To the extent that this is true there would 
not appear to be much evidence supporting a belief in a strong direct causal link between improving 
quantity of health and a decline in its quality at least during pre-retirement years. 
 
6.4.3 Composite measures for quality and quantity of physical health     
 
Given this complex relationship there is some validity in considering the use of composite measures to 
get a sense of the general progress for physical health. The two most popular composite approaches 
are the UN Disability Adjusted Life Years (DALY) (Murray and Lopez 1996a) and the British Quality 
Adjusted Life Years (QALY) measures (Draper 1997). Both approaches use the same principle of 
adjusting life expectancy by incorporating some disability deflator. A similar thing could be achieved 
using a ratio of our handicap level measure to life expectancy.     
 
Unfortunately such approaches do have certain conceptual problems. The main one is the assumption 
that there is some direct trade-off between length of life and the quality of that life. The previous 
section indicated that this is at least not likely in the Australian context. Also whilst this trade-off 
might be ‘useful for resource allocation’ by economist or insurers, those who are disabled (except 
perhaps the most extremely disabled) do not generally consider their years of life to be worth less than 
those of ‘normal’ people. There is also strong evidence that the general community share this view 
(Draper 1997). It would therefore seem better to consider these aspects of physical health separately. 
The improvement in the quality of health and the length of life are therefore two desirable but separate 
aspects of physical health.               
 
6.4.4 Infant mortality rate 
 
In the context of physical health it is worth briefly mentioning infant mortality rates, for this has often 
been used as an indicator of broad progress in physical health. The infant mortality rate is the number 
of infant deaths that occur per thousand live births. It is popular with aid agencies because unlike 
disability levels or life expectancy, it requires substantial resource commitments to the poorer 
segments of a community for a significant improvement to occur (New Internationalist 1997). Figure 
6.4 shows the changes in the Australian infant mortality rate over the 20th Century. This is a good 
general indicator of physical health and is one of the indicators for this study.  
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Figure 6.4 shows an almost continuous decline in infant mortality over the 20th Century. Note that 
except for the 1930s, the plateaus seen for life expectancy are not evident in infant mortality. 
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Note: Data is from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of the 
time series in Appendix D.   
 
Figure 6.4: Australian infant mortality rates over the 20th Century. 
 
6.4.5 Summary of physical health 
 
It would appear reasonable to conclude that for the 20th Century the quantity of health increased 
significantly without any major trade-off for quality of health at least prior to retirement age, and that 
quality of health remained relatively stable. The data do not support some simple trade-off between 
increasing life expectancy and reducing quality of health, as the increase in quantity of life is much 
more significant than the observed increase in handicap level. The three selected indicator measures 
for physical health were life expectancy, female invalid pension rates and infant mortality rate. 
 
6.5 Mental Health 
 
Mental health is defined here as both the absence of mental illness and the presence of positive 
mental health. So progress in terms of mental health occurs when either mental illness levels decline 
or positive mental health increases. Let us begin by an exploration of mental illness.  
 
6.5.1 Mental illness 
 
What actually constitutes mental illness was contested over most of the 20th Century and is still being 
heavily debated now. The term illness generally connotes organic cause, but this is not always the case 
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for mental illnesses. Most mental illnesses are quite distinct from brain diseases in that they do not 
have clear organic causes. In addition, whilst global surveys have found evidence of the more serious 
mental illnesses in all modern cultures, the rates vary enormously, and few animal analogies seem to 
exist (Leff 1988). This lack of clear organic causes has led many to challenge the actual existence of 
mental illness and even of the concept of sanity (Stout 2001).  
 
6.5.1.1 Definitions of mental illness 
 
For much of the last century mental illness was defined in four main ways, each with their own 
conceptual problems. These were:  
 
• statistical models; 
• social deviance models; 
• levels of subjective discomfort models; and 
• theoretically based models.  
 
The statistical models approach has primarily been based on statistical clusters, where the cluster of 
symptoms is recognised as a syndrome. Unfortunately whilst there is some consistency across studies, 
different studies invariably find some different clusters (Gilbert 1992).  
 
The social deviance approach is based on classifying unusual, odd or deviant behaviour as mental 
illness. Unfortunately by such an approach unusual traits like highly moral behaviour would also be 
considered a sign of mental illness. It is also highly culturally and temporally bound. In the West a 
belief that your neighbour has put a curse on you would be considered a sign of paranoia and mental 
illness but in parts of Africa it would be culturally accepted as an obvious explanation for bad luck 
(Leff 1988). A temporal example in Australia would be homosexuality which until recently was 
considered both a crime and a mental illness (Garber 1995). 
 
The subjective discomfort approach is based on the level of distress symptoms cause patients. Whilst 
most patients are distressed by their symptoms, many of the most seriously mentally ill patients do not 
experience any subjective discomfort. Fairly high proportions of clients in mental health facilities are 
there involuntarily and lack of insight is very common in patients with a psychosis (Amador and 
Kronengold 1998). 
 
The theoretical approach is based on using current theory to explain mental illness. There is however, 
no convincing theoretical framework that can explain all serious mental illness adequately. Currently 
the closest framework for achieving this is the biological/medical model of mental illness (American 
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Psychiatric Association 2000). Unfortunately the emphasis in this conceptualisation ignores some very 
significant factors. The first of these is whilst mental illness is associated with altered brain states, 
psychosocial and biological causes of these are only differentiable prior to entry to the central nervous 
system (CNS) (Gathercole 2004).  
 
Secondly, the identification of genetic factors also does not necessarily support a purely biological 
model, as a phenomenon having a genetic cause does not mean that it is an illness. For example, the 
fact that homosexuality may have a genetic component, no more makes it a disease than does the 
existence of certain genes for certain eye colours make those eye colours a disease. Additionally, 
although a genetic risk may exist, twin studies have emphatically shown that it is not enough on its 
own. Less than half of the identical twins with the most serious mental illnesses display the same 
symptoms. Therefore, there has to be at least some psychosocial and environmental factors involved 
(Nurberger and Gerson 1992). 
 
6.5.1.2 Measurement of mental illness 
 
Given all these problems, universal classification systems are difficult to develop and generally 
contain some composite of these approaches. This leads to a certain arbitrariness in the classifications 
created. Consequently, it also means that all serious mental illnesses have shadow syndromes where 
some, but not sufficient of the diagnostic characteristics are present (Ratay and Johnson 1997). The 
inclusion point for many mental disorders changes with each new edition of the Diagnostic and 
Statistical manual of Mental disorders (DSM), thereby altering the rate of particular forms of mental 
illness (American Psychiatric Association 2000). Even when using the diagnostic classification 
systems, individual ways of interpreting categories affect diagnostic rates. The large disparity of rates 
of depression in Britain and America are testament to this, given that other factors (including careful 
inter-country comparisons) indicate that the true rates only vary by a small extent (Leff 1988).   
 
Whilst an obvious way of measuring the level of mental illness in a community would appear to be by 
the rate of serious mental illnesses, all the above problems indicate how flawed such an approach 
would be. After more than a century of development efforts mental illnesses are still not defined 
anywhere near as clearly as physical illnesses. The rates of particular mental illnesses substantially 
differ from country to country, time to time and even expert-to-expert (Hubble, Duncan and Miller 
1999).  
 
In addition the rates of specific mental illness have not been recorded for most of the century. Whilst 
they may severely blight a person’s life they are rarely the cause of death, so show up rarely in the 
early ABS records (CBCS 1908). 
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6.5.1.3 Community treatment rates as a measure of serious mental illness 
 
Whilst rates of specific mental illness rates cannot be tracked over the 20th Century, this does not mean 
that rates of mental illness in the broadest sense cannot be tracked. As such an approach only requires 
ascertaining the proportion of the community mentally ill, not what they may be diagnosed as having. 
One method of determining that rate is to simply consider the proportion of the community that 
receives treatment from mental health services. Due to the stigma and ongoing poor funding of such 
services only the most ill have ever tried to seek out treatment or been ‘encouraged’ to have it.  
 
Data on treatment rates are available for the whole of the last century, albeit not in a consistent format. 
During the first decade or so the number receiving treatment was recorded, but this ceased for the 
following two decades when only data on the average number in care was kept. From the 1930s on 
figures were once more kept for the number who actually received treatments but there are enormous 
gaps during the later part of the century; the most noticeable during the 1970s and early 1980s. Figure 
6.5 shows the movement in the per capita rate of those treated and those incarcerated over the 20th 
Century. Both of these will be used as indicators of serious mental illness.  
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Figure 6.5: Per capita rates of those treated and those incarcerated for mental illnesses over the 
20th Century. 
 
The graph shows a noticeable increase in the number treated and a corresponding decline in those kept 
in institutional settings. The pattern however also contains some interesting deviations from this, such 
as the decline in the numbers treated in the 1940s and 1950s. That reduction can largely be explained 
by the introduction of antibiotics to treat general infections. Whilst sometimes targeted at syphilis, 
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more commonly they tended to cure undiagnosed syphilis as well as the infection it was given for. 
This consequently reduced the numbers who developed full-blown syphilis and its associated mental 
illness (Freedman, Kaplan and Sadock 1976). 
 
The decline in the number of patients kept in institutions from the 1960s on also has a number of 
obvious explanations. The primary one has undoubtedly been improvements in medical treatment, 
during the decades following the 1960s enormous strides where achieved in regard to pharmacological 
treatments (Australian Medical Association 1990). Accompanying this positive trend has also been a 
major philosophical change in regard to care provision. Two almost oppositely positioned viewpoints 
seem to have worked in parallel. The first has been the liberal human rights paradigm, which had 
attached the negative consequences of keeping people in care from the late 1940s. Criticisms of the 
conditions for inmates in psychiatric facilities became more vocal over time and a number of royal 
commissions were finally called (Garton 1987). 
 
The second philosophy was fiscally driven, as the provision of institutional care was very expensive. 
By closing institutions governments have been able to save enormous amounts of money in terms of 
their mental health expenditure (Meadows and Singh 2001). As a consequence of this society can be 
said to have simply moved many of the mentally ill from the ‘back wards’ to the ‘back streets’. The 
mentally ill in fact make up a large proportion of Australia’s blossoming homeless population and 
many of the remaining live in sub-standard accommodation (Jordan 1994).     
 
There are also some problems interpreting the broad upward trend for mental illness treatment 
particularly post 1970. Whilst the core clientele of such services would appear to be reasonably stable 
a range of cultural, political and economic factors have influenced how many people are actually 
treated by mental health services. Even at the start of the 20th Century it was recognised that 
‘improving treatments’ were increasing the numbers treated and therefore the proportion of the 
population considered insane (CBCS 1912). This trend undoubtedly continued across the century with, 
over time, more people being both identified and treated for mental illness.  
 
There is however evidence that at least some of this increase is due to the worsening mental health of 
the community. Surveys over the last few decades are clearly identifying an increase in certain mental 
illnesses, particularly depression (McIntyre 1999). There is a range of possible explanations for this 
(see section 6.5.2.4 and Gathercole (2004) for a further elaboration). 
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6.5.2 Positive mental health 
 
As for physical health, mental health was conceptualised as being somewhat more than the absence of 
mental illness for most of the last century. It has generally been seen to also include some aspect of 
positive mental health at the other end of the continuum (Jahoda 1958). Again as for physical health, 
positive mental health can be considered in either an objective or subjective sense. 
 
The objective method of considering positive mental health is by the presence of external signs of 
mental health. That is by the presence of things such as the level of personal integration, the capacity 
to manage stress, the adequacy of perceptions of reality and environmental mastery (Duncan and 
Miller 2000).  
 
In comparison, the subjective sense of positive mental health is generally conceptualised as the sense 
of contentment or satisfaction that a person experiences with their life (Myers 1992). It is worth noting 
that contentment and mental health, whilst clearly related, do not necessarily go together. It is quite 
possible to have contentment but lack objective mental health and vice versa. In this context it could 
be argued that being content in our modern society is a sign of mental illness in itself. Conversely, 
those with certain perceptual distortions have been shown to be happier than the non-afflicted: the 
most obvious example is the extreme optimist who is generally very happy but has a very distorted 
view of reality. Research has also shown that many happy marriages are dependent on seriously 
flawed perceptions in regard to how each partner perceives the other’s intent (Dalton 1999). In general 
however, the better the objectively measured mental health of an individual the better is their 
subjectively experienced contentment. 
 
6.5.2.1 Results of subjective positive mental health surveys 
  
In Australia, positive mental health is currently being annually measured by a number of subjective 
and objective scales. Amongst the subjective ones being used is a good internationally comparable 
tool known as the Appreciation of Life scale. On this Australia performs well compared with other 
countries, with only Ireland, Iceland, Netherlands and Sweden performing better (Wearing and Heady 
1998).  
 
There are however a lot of problems with the use of such subjective tests. Whilst most people report 
that they are content within themselves, paradoxically around the world they generally report that 
others are not so happy. This discrepancy in perception is not limited to contentment; people do tend 
to over report good things and under report bad ones. For example, less volunteer work also happens 
than people claim, and more cigarettes are sold than smokers claim to smoke (Myers 1992). This 
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raises an obvious contention in terms of how reliable such self-reports are and how much projection is 
going on. Another bias that affects such self-reports is the strong impact of current mood. When we 
feel good the world has always been a great place and when depressed a dark and gloomy one. Even 
the simple task of completing a contentment scale is likely to make you feel happier as the completion 
of a depression scale will make you feel sadder (Dalhstrom, Brooks and Peterson 1990). These biases 
however cannot explain the general strength of the results. The belief that most people are not happy is 
probably also at least partly due to an inbuilt bias of another sort. Humans have a very strong self-
optimism bias. They tend to see their future as being better than others and their abilities as greater 
than most. For example 85% of untested people believe they have above average intelligence (Dawes 
1994).  
 
In addition such scales are very recent in origin and in Australia data has only been kept for the last 
couple of decades (AIHW 1998). This lack of availability makes such scales unsuitable as measures 
for considering contentment over the 20th Century. 
 
6.5.2.2 Measuring contentment through external factors 
 
Whilst contentment is clearly a subjective experience, a range of efforts has been made to develop 
external measures of contentment that can be tabulated in order to get an historic sense of it. A popular 
approach has been to look at the material factors that should lead to greater happiness. This was the 
basis for the construction of the quality of life measures mentioned in Chapter 2.  
 
Unfortunately, such approaches have been shown to have serious flaws when attempts have been 
made to link them with relative differences in subjective contentment in the present. International 
comparison studies have strongly indicated that relative wealth factors are a poor indicator of 
contentment above a basic level. Many poorer countries have higher subjective contentment levels 
than their richer neighbours. Within countries, although the rich tend to be more contented than the 
poor, many poor people are content and many of the rich are not. The greater contentment of the rich 
is also related to a lot of other factors than the sheer wealth they have accumulated, such as the greater 
freedom, the higher status and the access to more power. It is also worth noting that America doubled 
its average wealth between 1950 and 1980 without any noticeable increase in the level of subjective 
contentment amongst its citizens (Myers 1992).      
 
This raises the broad issue as to what factors are actually associated with the subjective experience of 
contentment. In general contentment seems to be associated with high self-esteem, a sense of hope or 
optimism, a feeling of being in control, having a purpose and having a group of close friends (Myers 
1992).  
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6.5.2.3 Depression as an inverse measure of contentment 
 
Whilst these factors mentioned at the end of 6.5.2.2 are hard to track individually, the consequence of 
their absence is quite traceable as it is associated with depression, particularly contextual forms. Most 
studies performed have found a fairly high negative correlation between depression and contentment. 
This includes a recent Australian study that found a local correlation of -0.59 (Heady and Wearing 
1995). This means that depression rates could be used as an inverse measure of the level of 
contentment in a community. 
 
6.5.2.4 The nature of depression 
 
Whilst a cluster of specific symptoms defines depression, this does not mean that it is a single illness 
with a single cause. In fact it has been recognised for some time that depression has multiple probable 
causes. A number of attempts have been made to classify the causes of depression but these methods 
have been generally unsatisfactory. At present, in keeping with the earlier mentioned biological focus 
in psychiatry, genetic factors and pharmacological cures are receiving the greatest attention. Whilst 
there is an undeniable genetic component to depression and people do vary in their underlying 
dispositions, it cannot be the whole explanation. The rate of depression has been demonstrated to 
fluctuate greatly over time and from country to country. In Australia its rate has increased threefold 
since the Second World War. It is expected to be the third major contributor to years of life lost by 
2016 (McIntyre 1999). Aside from the genetic explanation for depression, there are three other factors 
that can be identified in the literature that may account for some of this fluctuation. These are 
developmental trauma, resilience deficits and contextual factors (Gathercole 2004). Unsurprisingly, 
each of these explanations also link directly to contentment. 
 
Therefore to the extent that such models explain depression, fluctuations in depression could clearly 
serve as a reverse measure of contentment. As the rate of depression has been steadily rising since the 
Second World War a corresponding decline in contentment could reasonably be speculated over the 
same timeframe (Beutler, Clarkin and Banger 2000). Unfortunately whilst the rate of depression has 
been tracked since the end of the Second World War, data from earlier periods is not available.  
 
6.5.2.5 The suicide rate and its relationship to contentment 
 
Whilst depression rates were not recorded for the whole of the last century, the suicide rate was, and 
this has been demonstrated to fluctuate closely with the rate of depression (Maris 1992).  
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There are also sound grounds for conceptually linking some forms of suicide inversely with 
contentment levels. It has been known for more than a century that suicide can have a number of 
different root causes. Some of these relate to cultural factors and attitudes whilst others relate to how 
dysfunctional a society is. Durkheim identified three categories in his landmark 19th century study on 
suicide, which he named egoistic, altruistic and anomie (Durkheim 1952). The first category involves 
people who suicide to avoid further pain (either physical or mental). Their decision is personal and 
somewhat disengaged from social factors. Altruistic suicides on the other hand are very engaged in the 
society and belief that in some way they are dying for the common good. Kamikaze pilots during the 
Second World War or the self-immolation of Buddhist monks during the Vietnam War are examples. 
In an Australian context it is those people who suicide so as not to be a burden to their loved ones. The 
last category of anomie is also socially related, but reflects a break down in social supports and 
cultural meanings. The victim suicides because they feel shamed, excluded or are leading a life that 
has no meaning or value for them. This source of suicide is closely linked to the contextual aspects of 
depression. In Australia and most Western countries suicides tend to fall into the first or last of 
Durkheim’s categories (Stone 1999).  
 
This division of suicides is still in general use, although a number of sociologists have divided the 
anomie category into a range of sub types (Zimmerman 1993).  Cultural factors play very important 
roles in the frequency of both egoistic and altruistic suicides. Societies with strong taboos on suicide, 
such as traditional Christian or Muslim communities, will report lower rates of these forms of suicide. 
The rates of egoistic and altruistic suicides are postulated to be relatively stable within any given 
society. From the 19th Century on, debate has existed as to whether the observed fluctuation in suicide 
rates within the Western world was due to changing numbers of anomie-related suicides and therefore 
changes in dysfunction and contentment within society (Durkheim 1952).    
 
In modern studies, factors linked to anomie seem in general to have the greatest predictive component 
for the likelihood of suicide. That is, factors such as alienation; lack of purpose and a general sense of 
hopelessness are most linked to the likelihood of suicide (Maris 1992). To the extent that the broad 
fluctuations in suicide rate can be explained by anomie, the suicide rate can be used as a crude inverse 
measure of changes in contentment.  
 
6.5.2.6 Changes in the Australian suicide rate 
 
The suicide rate can be measured by either the number of suicides per unit of population (usually 
100,000) or as the proportion of deaths. The first method is the most commonly used and is the one 
preferred by the ABS. Fluctuations in life expectancy and population structure can however artificially 
influence this figure. If people live longer, the rate can appear to decline even though the same 
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proportion of the population are killing themselves. For this reason the author has elected to use the 
second approach in this thesis. Figure 6.6 shows the changing rate of suicide in Australia over the last 
century by per capita estimates and 6.7 by proportion of deaths method. 
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Note: Data was from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D. 
   
Figure 6.6: Suicide rates by per capita estimate method 
 
The difference in the two graphs highlights the point made earlier. By the per capita approach the 
suicide rate did not noticeably change over the century and by the latter approach, suicide rates as a 
whole did increase and in fact almost doubled, with a particularly noticeable increase post Second 
World War. This increase is consistent with the changes observed in the rate of depression.  
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Note: Data was from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D. 
 
Figure 6.7: Suicide rate as proportion of deaths 
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Of as great an interest as the overall increase is the wide swings that occurred over the century. The 
lowest point was towards the end of the Second World War, but there were smaller troughs in the 
early 1910s and late 1970s early 1980s and the high points being the 1920s and 1960s in what would 
appear to be a thirty to forty year cycle. In addition there appears to be a mid-century reversal.   
 
6.5.2.7 Other explanations for these fluctuations and the increase 
 
Whilst much of this fluctuation could reflect inverse changes in contentment levels other factors do 
need to be considered. The low point during the Second World War is partly explained by the well-
observed tendency for suicides to decline during periods of conflict. In spite of speculation that wars 
just mask suicides (i.e. there are many additional ways you can kill yourself if you are a combatant), it 
is worth noting that most of the observed decline is in non-combatant groups. It is also worth noting 
that the decline is even more marked in neighbouring non-belligerent nations during such periods of 
crisis. Sweden, Denmark and Switzerland for example experienced greater declines than Australia 
during the Second World War (Halbwacks 1978). It is worth noting that the effect of the First World 
War on suicide rates was much less marked and the return to ‘normal’ much quicker, so the dip in the 
1940s must have other explanations than just this war effect.  
 
Likewise the high point in the 1920-30s and 1960s can be at least partly attributed to the economic 
difficulties experienced at those times. International links between negative economic circumstances 
and increased suicide rates is well established (Halbwacks 1978). The economic downturn in the 
1960s however was very slight and before the observed suicide peak.  
 
It is worth noting that the 19th Century also followed a similar pattern of little noticeable overall 
increase accompanied by a marked oscillation. Intriguingly both the period (around 40 years) and the 
amplitude of the oscillation were similar to that observed in the 20th Century. The 1890s saw a peak 
and troughs occurred in the 1870s and 1910s (CBCS 1912). Given the century started in a trough and 
finished at a peak, any apparent growth in suicide over the century may not be indicative of a trend.  
 
6.5.2.8 Possible drivers of these fluctuations in suicide and by extension contentment 
 
Whilst on the surface, such a cycle may seem inexplicable there are some possible explanations. 
Intriguingly, this 40-year pattern appears to roughly coincide with the social cycle of attitudes towards 
science and the environment mentioned in Chapter 3 (Blainey 1988). The higher suicides coincide 
with the prevalence of the more pessimistic views of modern society. 
 
 167
The observed reversal over the century could be linked to a range of things. Many indicators appear to 
also follow this, so it could be linked to changes in them. These possibilities will be explored further in 
Chapters 8 and 9.  
 
Finally, the increase over the century may also be linked to a related national shift in mood. Australia 
at the start of the century was very optimistic about its economic and social prospects. At the end of 
the century the mood was quite different with Australians in general had a more negative outlook on 
the future (Andrews and Curtis 1998). Such influences link to anomie-related explanations for suicide.     
  
It also needs to be noted that the possible overall increase in suicide over the century masks a number 
of quite significant shifts in the actual nature of the suicide occurring in Australia. The rate of youth 
suicide in Australia had, for example, tripled over the last three decades of the 20th Century, making it 
one of the highest over all in the world. In Australia, suicide is now the fourth most common cause of 
death and the most common for young men (McIntyre 1999). Whilst youth suicide tends to get the 
most attention in our community, it is worth noting that they are actually not the group most at risk. 
Middle-aged men are much more likely to kill themselves in Australia than young men. This was the 
case for the whole of the last century. Most of the counterbalancing decline has been in suicide 
amongst the elderly. This may be a reflection of improved treatment, particularly in terms of pain 
management (Goldberg 1997), there must however be other factors as America started and ended the 
century with this same pattern (Motto 1993), although they also had some reduction in elder suicide 
(Chesnais 1995). There is thus some evidence that these figures may actually underestimate the 
anomie effect. That is the decline in the elderly suicide rate is likely to be primarily a reduction in 
egoistic suicide. To the extent this is the case overall suicide rate would also under represent declines 
in contentment.  
 
When considering these changes there is also a possibility of some under reporting in the earlier part 
of the last century. However Motto’s (1993) investigations into a possible bias in reporting (both 
Australia and overseas) have not been able to establish a clear effect. 
 
There are also other grounds for suggesting that the suicide rate may not be a perfect reflector of 
changes in average contentment levels. It is conceptually possible for both average contentment and 
suicide to go up together. If the majority are experiencing greater contentment the minority who are 
marginalised may experience a greater sense of disempowerment. Whilst there is strong evidence that 
suicide rates are much higher in those groups that are marginalised in Australia, such as Indigenous 
communities, this does not appear to be occurring contrary to trends in the broader community (ABS 
2002). 
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Clearly, using suicide rate as an inverse measure for contentment is crude so the result should only be 
considered suggestive. Having said that, even though the inverse link between contentment and 
suicide is problematic the patterns are nevertheless illuminating. There are also strong grounds for 
including suicide as a mental health measure in its own right.     
 
6.5.3 Summary of mental health 
 
In summary, the indicators selected to measure mental health were the psychiatric treatment rate, the 
psychiatric incarceration rate and the suicide rate. 
 
The limited data from these sources reveal an increase in the incidence of both mental illness and at 
least a reversal in earlier gains in positive mental health and a possible overall decline over the span of 
the last century. There are however many more problems with this data than there are for those drawn 
on in regard to physical health. It is also worth noting that whilst the declines in contentment and 
positive mental health are consistent with popular conceptualisations, they are not large in terms of 
possible declines and much of the change reported could have a range of other explanations. Also 
whilst the overall trend has been towards a possible negative change in mental health, this has not been 
a consistent trend for all of the century and the fluctuations may be equally significant.     
 
6.6 Spiritual health 
 
Whilst spirituality has always been considered to be a central component of the human experience, its 
conceptual relationship to health is much more recent. The term spiritual health was only first recorded 
in 1975 at a meeting of the US National Inter-faith Coalition on Ageing. At that meeting it was 
conceptualised as the quality of a person’s relationship with themselves, the community, the 
environment and the transcendental (Ellison 1983). Since that time, whilst there has been much debate 
about what each component should contain, broad acceptance of this framework was still apparent in 
the literature at the end of the century (Fisher 1999).  
 
Some consensus also exists for the primary aspects of each component. For the personal it is generally 
accepted as the search for values, meaning and purpose; for the communal, issues around morality and 
culture; for the environment, issues around care, nurture and steward-ship; and for the transcendental, 
issues around cosmic force, ultimate concern and God (Ellison 1983). Those concerns relating to the 
communal will be discussed in the following chapter on social wellbeing so shall be left alone here. 
Likewise the environmental concerns dimension has already been explored in some depth back in 
Chapter 4, so does not need to be revisited here. That leaves only the personal and transcendental for 
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further consideration here. Let us commence with an exploration of the more problematic 
transcendental domain first.       
 
6.6.1 Transcendental domain of spiritual health 
 
Consideration of this domain is complicated by a number of factors. Whilst belief in it may still be 
strong, the transcendental is quite problematic from a rationalist perspective. This is primarily around 
issues of logic and the lack of independent proof.  
 
6.6.1.1 The irrationality of belief in the transcendental 
 
A belief in the transcendental cannot be proved purely on the basis of logic alone so therefore cannot 
be considered rational. Whilst there have been numerous attempts to logically argue for the reality of 
the transcendental, none can be considered completely satisfactory from a rationalist perspective.  
 
To reach such a conclusion, rationalists however do frequently need to utilise ironic reasoning. That is, 
the successful deconstruction of the better transcendental arguments require direct attacks on the core 
underlying assumptions made by transcendental proponents, rather than the logic built upon them. 
Nearly all philosophical arguments however (including all scientific ones), begin with certain 
assumptions that are accepted as a starting premise and are generally unprovable. If these are 
challenged the whole argument in most cases will collapse, not just the transcendental ones (Chalmers 
1979).  
 
Another counter-argument relates to innate human limitations. The human capacity for logic and 
reasoned thought is quite limited. The average person can only consciously handle seven variables at a 
time. In addition there is a very strong human preference for dualism, for example, to see things as, 
good/evil, male/female or black/white (Churchland and Sejnowski 1993).  
 
6.6.1.2 The lack of proof for the transcendental 
 
Given that the logic of the transcendental may be simply beyond human reasoning rather than invalid, 
there is still the issue of proof. Although most of the assumptions underpinning science may not be 
provable there is a good body of evidence supporting many of its premises and its better models do 
have a high level of predictive validity (Shermer 1997).  
 
In this context there have also been numerous ‘scientific’ attempts over the 20th Century to uncover 
proof of the existence of either a soul or the transcendental from which it came. None of those efforts 
so far can be considered successful although a number of supernatural phenomena have been proven 
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to occur (Gordon 2000). The problem with evidence for such psychic phenomena (such as ESP) is that 
equally valid non-spiritual explanations exist for what has been observed (Broughton 1991). A 
substantial prize set up by the Sceptics’ Society still awaits the first person or research team to provide 
substantive proof of the transcendental (Iserson 1996). 
 
Whilst strictly irrational and without any solid proof, belief in a divinity of some form or another is 
nevertheless still well entrenched in the community. At the close of the 20th Century 80% of the 
Australian community still professed a belief in God, although structured religious participation had 
become quite minimal (with less than 10% of the community indicating active religious involvement). 
This was only slightly less than the 90% of the Australian community that professed a belief in god at 
the start of the century (Andrews and Curtis 1998).  
 
Amongst the scientific and philosophical elite at the start of the 20th Century was a strong belief that 
the fires of rationale debate would lead to the rapid demise of religion over the 20th Century. Not only 
did that not eventuate but also a smaller proportion of the scientific community now endorses atheistic 
philosophies than 100 years ago (Hobsbawm 1996).     
 
6.6.1.3 Importance of transcendental relationships and inability to measure 
 
A number of surveys have found that in terms of spiritual health, only a small proportion of the 
community places much emphasis on maintaining the transcendental relationship, preferring instead to 
focus on the more mundane levels of spirituality (Fisher 1999). 
 
Given that all the attempts to obtain objective proof of the transcendental have been fruitless, 
obviously attempts to ascertain the quality of a person’s relationship with it have been equally 
fruitless. It has even been argued that, as the transcendental is an internal phenomenon, such 
measurement will never be possible (Saraswati 1983).    
 
It needs to be emphasised that the inability to externally measure this transcendental domain does not 
invalidate its possible reality. However, including it in a study focused on the measurement of 
progress is somewhat problematic. 
 
Given the rationalist objections, the low community importance given to the domain and most 
importantly the inability to objectively measure it, a decision was made to exclude it from the 
framework of progress as developed in this thesis. 
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6.6.2 Personal spiritual health 
 
For this thesis the spiritual health of individuals in a community shall therefore be defined purely in 
terms of the personal domain. That is, the extent to which individuals within a community have a 
capacity to obtain values and create a sense of meaning and purpose in their life. Whilst the human 
need for meaning and purpose is well appreciated the measurement of its presence is rarely pursued by 
most nations. 
 
This reluctance to measure meaning and purpose stems from a number of factors. To start with, 
spiritual health unavoidably has some potential religious connotations. This makes it an anathema to 
many trained in scientific orientations and makes others reluctant to explore it. This is unfortunate, as 
whilst many do acquire their sense of meaning and purpose from a religious paradigm, there is also 
reasonably sound evidence that this is not a prerequisite (Brickman, Golin, Grendinetti and Liberman 
1990). The human need for purpose and meaning is also not at all inconsistent with a rationalist 
perspective.  
 
Another aspect of this reluctance relates to status quo issues. Personal spiritual health generally 
requires self-reflection. Too much reflection within the community can lead to challenges of current 
paradigms and ways of running our society. A focus on spiritual health can also highlight the lack of it 
in the community along with other deficits. Both aspects can clearly have an impact on the status quo 
(Chomsky 1989). 
 
 Another reason why it is not frequently measured is that the concepts of meaning and purpose are 
quite nebulous and considerably subjective concepts. Whether an individual human life has meaning 
or not, is primarily a subjective determination of that individual. Efforts during the last century to 
philosophically determine the relative value of different lives were generally lacking in logical 
consistency, subject to high levels of contestability and on occasion had extreme consequences, such 
as the eugenics movement that partly spawned Nazi ideology (Burchmore 1993).  
 
Within liberal paradigms, it is generally accepted that the only person able to assign value and 
meaning to an individual life is the individual in question. That means, aside from direct questioning 
of subjects, its absence or presence cannot be properly ascertained for a particular individual. In the 
last couple of decades a number of efforts have been made to develop subjective questionnaires to tap 
into these personal beliefs. These include instruments that look at all four dimensions of spiritual 
health as well as those just measuring the personal domain (Fisher 1999). Such methods however are 
not available for any longer time period.  
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Whilst the presence or absence of meaning or purpose is difficult to indirectly ascertain, studies have 
shown that societies do require certain qualities to be available in a community to facilitate the 
individual’s quest for meaning and purpose in their life. The potential to obtain meaning and purpose 
of course does not mean that any particular individual will choose to obtain them. It is reasonable to 
assume however that the easier it is to obtain meaning and purpose in one’s life, the more individuals 
will be able to choose to obtain them. This is particularly true given the strong evidence that meaning 
and purpose are basic human needs. Therefore progress in this direction can indirectly be considered 
an enhancement of personal spiritual health.  
 
6.6.3 Qualities that can lead to improved spiritual health 
 
Whilst there is clearly much contention in the field, there does also appear to be some general 
consensus around the need for certain primary qualities such as opportunities to belong, balance 
commitments and develop healthy identities in a community to facilitate this development of meaning 
and purpose (Brickman et al. 1990).  
 
Whilst these qualities are still difficult to conceptualise they are much more accessible to external 
objective measures than are meaning or purpose. Let us look at each of these qualities in turn.   
 
6.6.4 Need to belong 
 
Someone belongs by having a place or role in a social grouping. There would appear to be a 
fundamental human need to belong. The absence of a sense of belonging in an individual is usually 
associated with negative mental and physical health consequences (Brickman et al. 1990). This need to 
belong seems to stem from the inherent social nature of humans.  
 
Whilst all people need to belong in some way or other, individuals choose to belong in different ways. 
Not all people, for example, choose to belong by joining a religion, working in a paid job or by 
belonging to a traditional couple. Equally different ways of belonging have different significance for 
different individuals. For some their occupation provides the strongest sense of belonging, while for 
others it might be their family relationships.  
 
There are however ways to systemise belonging. Whilst the possible methods of its expression are 
broad, the various ways fall into three primary domains: 
 
• occupations, 
• family and social contacts, and 
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• community affiliations. 
   
Within these domains belonging is closely linked to life roles. In occupations people belong by the 
jobs they do and in families by being a parent, child, sibling or other relational role. One way to 
conceptualise belonging that overcomes the individualistic dimension of the concept is to look at 
common major life roles that people want to fulfil but are to varying degrees thwarted in doing so. For 
example, whilst not everyone wants to work in paid employment, all those who do should be able to 
do so. Therefore the unemployment rate can be taken as a measure of the difficulties in belonging in 
this fashion, as the higher it is the less this opportunity exists. There is no implication that all those 
‘thwarted’ do not desire that state, but just that the majority do not (Fryer and Payne 1984).  
 
Given the diverse ways people can belong and the softness of the relationships, multiple ways of 
belonging need to be considered to get an accurate sense of any trend. Examples will therefore be 
considered from each of the three domains.  
 
6.6.4.1 Belonging through employment 
 
Some form of unemployment statistics has been kept for the whole of the last century, so this is one 
indicator that is relatively easy to obtain. Unfortunately some loss of utility has occurred due to 
definition change in the late 20th century. After the mid 1980s a person came to be defined as 
employed if they worked as little as one hour per week. Consequently late 20th Century unemployment 
rates underestimate underemployment rates vis-a-vis the earlier parts of the century.  Having said that, 
the unemployment rate for the various years of the 20th Century is included below in Figure 6.8.  
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Note: This data was obtained from ABS sources. Specific sources of data can be found in Appendix A and the data for 
each year of the time series in Appendix D.   
 
Figure 6.8: Unemployment rate over the 20th Century.   
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Unemployment statistics are useful to include in any measure of individual wellbeing for many 
reasons. First, for many people, work in itself is also either a direct source of identity or at least the 
gateway to the resources that may facilitate identity formation (Conway 1998). The resources that 
work provides can also help facilitate a sense of personal freedom in many individuals. In addition 
work can be a source of interpersonal contact and social position (Warr 1999). The nexus between 
work and individual wellbeing is in fact so strong that the lack of it is associated with physical and 
psychological health problems (Warr 1987).  
 
Secondly, unemployment rates are also worth including for the rate is also linked to social stress. The 
higher unemployment is, the less secure a community’s citizen’s feel and the higher the social stress. 
The next chapter will elaborate on this concept.  
 
Clearly the rate of unemployment has oscillated over the 20th Century. This has generally been in 
relation to the business cycle and other broader economic cycles. Thus clear high points in the early 
1930s and late 1980s to early 1990s corresponding to economic downturns and the low points in the 
1910s and the 1950s correspond to economic boom times (Hobsbawm 1996). The late 20th Century 
saw an exception to this rule, with boom times having unemployment considerably higher than that 
experienced in similar periods. Attempts have been made to explain this trend by changing 
technological and global conditions that prevent full employment. Australia however, whilst not 
unique in this combination, was at variance to many countries with similar growth over the period. 
Many countries in the late 1990s (particularly European ones) were able to achieve considerably lower 
levels of unemployment and higher worker participation rates. Most of the relative higher 
unemployment in Australia was the product of direct policy intervention to maintain ‘natural 
unemployment rates’ (Manning 1998). 
 
In addition there is a strong argument that whilst unemployment rates do normally appear to vary with 
economic activity levels in most capitalist nations, the unemployment rate is not primarily due to 
either a shortage of work (there are always many important things not being done within our 
communities), nor in the West a shortage of capital (the level of international speculation is a clear 
indicator that there is no shortage (Soros 1998)). It is generally caused by unwillingness to pay for the 
work that the unemployed could do; that is a desire not to redistribute wealth (Martin and Schuman 
1997). This becomes more acute during periods of slow growth.  
 
There are also certain limitations in how official unemployment rates can be interpreted. The 
unemployment rate is not a perfect measure of the proportion of people thwarted in their endeavours to 
find work. Many potential job seekers become discouraged by the difficulties of obtaining work and 
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therefore choose to cease seeking employment. In addition unemployment figures also miss the large 
proportion of people who are under-employed, as a person only has to work an hour a week to be 
considered employed. 
 
6.6.4.2 Belonging in families 
 
Most of the roles people have in families have no element of choice, nor are people generally thwarted 
in achieving them in any meaningful sense, although the degree of belonging achieved by the roles can 
vary substantially. The two obvious exceptions are in becoming a parent and living within an intact 
family. Clearly not everyone in our society can become a parent or avoid family disintegration. Let us 
look at each of these in turn.    
 
6.6.4.2.1 Parenting 
 
The proportion of people thwarted in becoming parents has by necessity to be considered in terms of 
the entire lifecycle as otherwise one may only be looking at postponement.  The proportion of people 
in any generation who do not become parents can be tracked by simply looking at what percentage of 
people from that generation died childless. Traditionally this has been determined by female 
parenthood, with an assumption that the male rate will be similar. Because very few women in 
Australia (less than a dozen a year) have children after 50, one doesn’t have to wait until all women in 
a generation have died to determine this rate (ABS 2001c). Given that this cut-off point is primarily 
due to biological rather than cultural factors, different attitudes are not likely to change this in the 
future.  
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Data: Data is from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of the 
time series in Appendix D.   
 
Figure 6.9: Childless women rates over the 20th Century.   
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This means lifetime childless rates can be determined with a high level of certainty up to women born 
in 1950. Figure 6.9 shows this data for the 20th Century, covering women born from 1850 to 1950. 
This is a selected indicator.    
 
The available statistic shows a pronounced cyclical change over the last 100 years or so. Such data do 
not however throw much light on the choices currently being made by women of childbearing ages or 
the year-to-year differences in choices that women made in regard to having children. Changes in 
fertility rates can however give some insights in both of these more ephemeral dimensions. Figure 
6.10 shows the changes in fertility rates over the 20th Century from inception of record keeping in the 
1920s (these data are obtained from ABS sources). Two additional estimates, for 1901 and 1911, by 
Hugo (2001) are included which give a clearer picture of the pattern over the century. Specific sources 
of data can be found in Appendix A and the data for each year of the time series in Appendix D. 
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Note: Specific sources of data can be found in Appendix A and the data for each year of the time series in Appendix D. 
 
Figure 6.10: The fertility rate of women over the 20th Century 
 
Clearly there was a low point during the early 1930s, an upsurge from the late 1930s that lasted until 
the late 1950s and then a gradual decline from the 1960s. What is more, after the mid 1970s the rate 
has been below long-term replacement levels for sustaining population. This would also indicate that 
fairly high proportions of these younger women are likely to only have a single child or die childless. 
Using these data in conjunction with historical chid-birth patterns the ABS has estimated the likely 
lifetime childless rates for women born in the years 1955 through to 1980. These five yearly estimates 
have been added to the available data mentioned earlier and can be seen below in Table 6.1 (ABS 
1998). 
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Table 6.1: Projected childless women rates  
 
Year Percentage Year Percentage 
1955 13.0 1960 14.9 
1965 20.2 1970 25.7 
1975 27.8 1980 26.6 
  
It needs to be acknowledged that such projections are speculative and based on historic fertility 
patterns. Already younger women on average are electing to have their first child at much later ages 
than their parents. If this trend accelerates it is possible that a sizeable proportion of these younger 
women may not in fact remain childless. Due to declining fertility with age there is however only a 
limited extent to which this can happen. Therefore childless levels at least above those rates that 
occurred in the middle of the century are highly likely. 
 
There is an additional complication in considering these figures, in that they unavoidably combine 
those who have deliberately chosen not to have children with those who have been unable to do so due 
to personal or financial circumstances. This probably would not matter if the proportion of deliberately 
childless women was constant. There is evidence that indicates that growing proportions of women are 
in fact electing to remain childless. This seems to be for a wide range of reasons. Some people are now 
choosing not to become parents on philosophical grounds (most commonly that there are too many 
people). Others recognise a lack of personal nurturing skills and yet others chose alternative life goals 
such as a spiritual life or accumulating material goods (Mackay 1993). Whilst the proportion of people 
making such choices is probably going up, the limited evidence that does exist also indicates that 
currently and for the whole of the last century the majority of childless women have actually wanted to 
have children, but felt prevented from doing so (Mackay 1993). The main thing driving such decisions 
to remain childless would appear to be social stress (see Chapters 7 and 9 for a further expansion of 
this theme).   
 
Fertility rates of course are affected by more than decisions to have or not have children. Women 
having children have been electing to have fewer children as the century progressed. This was largely 
the product of massive improvements in the survivability of children. Changes in infant mortality rates 
correlate highly with fertility drops a generation later (Tiger 1999). Economic and lifestyle choices 
also reduce family size; increasing female participation in the workforce for example is also highly 
correlated with fertility declines in Australia over the 20th Century (calculated as -0.885 from data in 
this thesis). There is also evidence for declining biological fertility levels for both males and females 
that would contribute to some extent to this decline (Forman et al. 1996). This however represents 
another category of those unable to have children. 
 178
 
6.6.4.2.2 Being in an intact family 
 
 There are a number of different ways to consider this variable but the most common is the divorce 
rate. The divorce rate is usually calculated as the ratio between divorces and marriages. The changes in 
this ratio over the 20th Century can be seen in Figure 6.11. This is a selected indicator.  
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Note: Data for this was obtained from ABS sources. Specific sources of data can be found in Appendix A and the data 
for each year of the time series in Appendix D.   
 
Figure 6.11: The divorce rate over the 20th Century 
 
Figure 6.11 clearly shows an increase in the divorce rate in Australia over the 20th Century, with most 
of the increase occurring post World War Two. The sharp peak in the mid 1970s was caused by the 
introduction of the Family Law Act, allowing many already separated couples to divorce. The actual 
rate of relationship breakdowns can be considered to have increased more gradually over the 1960s 
and 1970s. The slight decline observable in the late 1990s is also a little deceptive. During the 1980s 
and 1990s the proportion of relationships that moved through to marriage significantly declined being 
replaced by de facto relationships. By the late 20th Century 23% of births were outside of marriage in 
Australia. A similar trend away from marriage has occurred in most developed nations with Norway 
being the most extreme having more than half (55%) of children born out of wedlock (Doyle 2002).  
This shift is probably masking an actual increase in overall relationship breakdown because de facto 
relationships have been demonstrated to be far less stable than actual marriages, with over 80% 
breaking down (Mackay 1993). 
 
The phenomenon of increasing relationship breakdowns is not unique to Australia, with most countries 
having experienced some increase; however, Australia has witnessed one of the larger increases (New 
Internationalist 1997).  
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Many explanations have been given for this increase. There would however appear to be five broad 
social trends that primarily contribute to the rising divorce rate. These are: (1) rising expectations 
about relationships and marriages (Richards 1995),  (2) alternatives for females rather than staying in a 
marriage (Mackay 1993), (3) changing social attitudes to divorce (Bullough, Shelton and Slavin 1988), 
(4) reducing parenting burdens due to outsourcing and fewer children (Clark-Stewart 1982) and (5) 
social stress (Dollery and Soul 2000).  
 
Some popularly held explanations, such as declining religiosity (Castle and Flood 1993) and reactions 
to patriarchal power (Sarantakos 2000) are unsupported in the literature. 
 
6.6.4.3 Belonging by participation in community activities 
 
Participation rates in community activities outside of work are another way of getting a sense of levels 
of belonging in a community. This can include levels of religious, sporting, political, community and 
volunteer related affiliations. Some of these are explored in the next chapter in terms of issues of 
societal trust. In general the last half of the century has seen a decline in such affiliations (see section 
7.10).  
 
6.6.4.4 Belonging and its relationship to other factors of individual wellbeing 
 
Available research indicates that belonging is closely linked to both physical and mental wellbeing. 
People who feel they belong generally live longer, have fewer chronic disabilities, fewer mental 
illnesses and are generally more contented. Despite these general tendencies it is important to note that 
belonging is not an automatic precursor to these as people can have certain ways of belonging that 
shorten life, effect mental wellbeing and may not lead to contentment. The practices of some extreme 
cults or political groups definitely do not enhance these other wellbeing factors, the most extreme 
being those that encourage some form of suicide (Morgan 2001). 
 
6.6.5 Need for balance 
 
Balance is not a concept that fits well with the directional nature of progress. The importance of 
balance in life has however been an essential concept for Australians for more than a century so needs 
at least passing consideration here. This early importance was reflected in the 19th Century battle for 
the eight-hour workday. The amount of time that had to be spent in work was seen as taking away 
from the opportunities to spend time with family and friends and therefore having a balanced life. 
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Measuring the non-work time available to pursue other interests has been a long-standing progress 
indicator in Australia (Palmer, Shanahan and Shanahan 1999). 
 
The statistic on average hours worked has been kept for well over a century. Figure 6.12 shows 
average weekly hours worked over the 20th Century. This is a selected indicator.  
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Note: Data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D.   
 
Figure 6.12: Average hours worked per week over the 20th Century 
 
From Figure 6.12 it can be seen that for the first half of the century a steady decline in the average 
hours worked occurred. The middle of the century saw stagnation in this improvement, followed by a 
second period of reducing working hours. The final part of the observed period saw a partial reversal 
of the downward trend. A corollary of this reversal would be a possible increase in difficulty to 
balance work and other commitments.    
 
Unfortunately, like the previous measures for belonging, this measure of ‘balance’ has some notable 
flaws. These problems relate to the changing nature of work, issues around gender exclusion and how 
our society chooses to define success. 
 
Over the 20th Century the nature of work changed considerably. Work has become more casualised 
and part time in nature, more enjoyable and rewarding in nature and significantly feminised (Robinson 
1995). Whilst the majority of employment is still full time, a very substantial proportion has become 
part time and casualised (ABS 2002a). 
 
For most people at the start of the 20th Century work was seen primarily as either a role or a means to 
achieve other desirable ends. By the end of the 20th Century work itself became a source of meaning 
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and purpose for a growing number of people. Some people want to work longer hours because they 
love their work and cannot consider a better way to achieve fulfilment (Natalie, Rothschild, Sara and 
Madden 1995). 
 
Definitions of success also get caught up in this question of balance. Whilst the idea of balance has 
been central to Australian culture, the societal definitions of success have often worked against the 
achievement of this. Australian culture has traditionally valued hard work and the fruits it could bear. 
Success, particularly for males, has often been defined by external factors such as power, money and 
possessions, which tend to be strongly related to ones’ dedication to work. Inner experiences and 
relationships may not have been completely devalued, but they certainly have never been given the 
same prominence (Biggs and Horgan 1999). Even taking into account all the above factors, it is still 
not unreasonable to conclude that opportunities to find a balance in life have gone through the pattern 
described earlier. There is also undoubtedly a growing societal sense of insufficient time that is 
consistent with the reversal in the trend described earlier (Gleick 1999). 
 
6.6.6 Need for identity 
 
The development of identity is a complex psychological process. A person’s identity tends to develop 
during the time spent in pursuits other than meeting primary basic needs. That is in relation to work, 
social and leisure activities. Identity is related to understanding ones’ personality, needs and abilities 
and creating a positive sense of self. It is also largely a social construct that develops through 
relationships with others (Ornstein 1993).  
 
Given the natural diversity of personality and abilities, the greater the opportunities for self-expression 
and to find something that one is good at and enjoys the greater the likelihood of creating a positive 
identity. Therefore it can be argued that the more careers, recreational options and general choices 
available in a given community, the more potential there is for a person to be able to develop a 
positive sense of self. This is a major premise behind the numerous quality of life indicators developed 
in the USA (Precourt and Faircloth 1996). 
 
For careers there is no doubt that there has been an enormous expansion of the options available, even 
if these cannot be tracked year to year. The early census results showed that the number of people 
identifying themselves as purely labourers was over 60% (CBCS 1912) and the number and variety of 
trades and professions available was relatively low, compared to the close of the century (ABS 2002).  
 
There is also fairly strong evidence that in terms of sports, hobbies and community associations, 
leisure options have greatly expanded (Cashman 1997). Changes in these options are fortunately easier 
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to track over time. One simple measure that reflects the changing numbers of sporting options 
available in this country is the number of sports Australia competed in at the various Olympic games. 
A sport needs to be relatively accessible before talent could develop to the extent to be able to 
effectively compete internationally. Changes in the numbers of Olympic sports Australia competed in 
can be seen in Figure 6.13. This is a selected indicator. Note that Australia has never competed in all 
Olympic sports on offer at any Game, so this increase is not purely a product of the increasing number 
of Olympic sports available.  
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Note: Data for this was obtained from (Gordon 1994) and (Clark 2003), the data for each year of the time series in 
Appendix D.   
 
Figure 6.13: Number of sports Australia participated in the various Summer Olympic games 
 
As can be seen from Figure 6.13 the sporting options available to Australians would appear to have 
steadily expanded over the 20th Century and therefore presumably so too have the opportunities for 
people to find sports they like and can get satisfaction from. It needs to be noted that this indicator is 
perhaps the weakest in this thesis. Having said that, the available anecdotal evidence does support the 
pattern shown; that of a steady and significant increase in the choices available in terms of sport 
(Adair and Vamplew 1998). The pattern also does appear intuitively correct in terms of sporting 
options available. 
    
The value of this type of indicator is premised on the belief that people have a sense of lack of purpose 
or meaning due to a certain degree of dissatisfaction with the options available. Therefore the more 
options they have the greater the likelihood that they will find something that satisfies them.  
 
Unfortunately, as well as problems with the quality of the indicator, there are also some problems with 
this line of reasoning. First more does not necessarily mean better. Increasing options of lower quality 
would obviously be a very large source of frustration rather than a source of opportunity.  
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There is also an assumption of equality of access. For many it may be the inability to access the 
available options rather than the quantity or quality of them that may be leading to a sense of 
purposelessness. In fact there is strong evidence that the disempowerment from not being able to 
access the fruits of modern society is behind the rising level of depression and suicide in our 
community (Weissman, Markowitz and Klerman 2000). This issue, whilst valid, is more of a social 
wellbeing concern around equity and will be explored separately in the next chapter.  
 
There is also some evidence that at least for a substantial minority of people, too much choice can lead 
to overload due to the ever-increasing difficulty in making a decision. The rationale for this is that 
when you have a lot of choices, it becomes impossible to assess the relative value of all of them and 
the possibility for regret or making the wrong decision goes up. Too many choices can also heighten a 
sense of relativism in people (that is a belief that every option is equally valuable) (Schwartz 2004).   
 
Another problem with increasing choice is the increasing time pressures it creates if a person simply 
wants to do more rather than be selective in what they do. The inability to do everything that you want 
to do can create frustration and a sense of meaninglessness (Gleick 1999). 
 
6.6.7 Changes in spiritual beliefs and the impact on spiritual health 
 
As stated at the start of this section, spiritual wellbeing does not necessarily entail following a spiritual 
life but doing so is one of the more common ways of belonging and getting a sense of purpose. 
Therefore a section on spiritual wellbeing could not be concluded without some look at the changing 
nature of spiritual beliefs within the Australian community.  
 
Over the span of the last century there are three notable trends. The first is a decline in active 
participation in all religious activity. The second is a major expansion in the number of adherents to 
non-Christian religions. The third is a small increase in the numbers who profess no belief in a God 
(Vamplew 1987). These changes in combination greatly expand the available choices for the 
expression of religiosity.  
 
These trends are also evident in many other Western nations, in particular, for other high migrant 
destination nations like Britain the USA and Canada (Bronfebrenner et al. 1996). 
    
Whilst interest in organised religions seem to have declined, interest in spirituality itself seems to have 
actually increased towards the end of the century and with it the range and variety of spiritual practices 
on offering. Yoga for example, had no teachers in Australia at the start of the century, but there were 
 184
dozens of different styles and teachers in almost any location by the end of the 20th Century (Sullivan 
2002). 
 
6.6.8 Summary for spiritual health 
 
The indicators selected for spiritual health included the childless woman rate, fertility rate, 
unemployment rate, divorce rate, average hours worked and Olympic sports participated in. 
 
Spiritual wellbeing is probably the most difficult concept to operationalise in this entire study. Having 
said that, at least some sense of the underlying patterns can be obtained by careful consideration of the 
factors that create opportunities for spiritual wellbeing. For belonging, the last century saw some clear 
fluctuations but the general trend would appear to be for fewer opportunities, in terms of both familial 
and societal roles. 
 
In terms of opportunity to find meaning, the century saw a significant increase in opportunities and 
therefore by inference the finding of such meaning, in terms of work, recreation and spiritual paths. 
 
The century also saw a decline in religious expression, but at the same time an increase in the varieties 
of that expression occurred along with more opportunities for spiritual expression.  
 
6.7 Limits to enhancing individual wellbeing 
 
Limit arguments have been raised for individual wellbeing factors, both in the sense of absolute limits 
and in terms of useful ones. Life expectancy is perhaps the most strongly cited for absolute limits. 
Death has always been an unavoidable part of life and as more and more people start to live close to 
the maximum natural human life span, it is argued that gains will become harder and harder to 
achieve. 
 
Up to the present nearly all gains in life expectancy have been achieved by increasing the likelihood of 
individuals being able to reach their natural life span (depending on individual constitutions 
somewhere between 80 and 120 years) rather than actually extending that life span. Whilst this has 
generally been associated with an improvement in health throughout the life span, ever-increasing 
proportions of the health resource commitments are to the later years of life. In fact in Australia the 
average person can now expect to consume 70% of their health dollars in the last year of their life 
(AIHW 1998). The additional returns to life expectancy are therefore becoming more and more costly 
to achieve and have more dubious societal value. 
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Having said that, with advances in genetic engineering and tissue culture, it may soon become possible 
to extend life expectancy well beyond the natural limit and with minimal economic cost (Rose 1999). 
At this stage, such possibilities are still speculative and this paradigm shift may not occur. For most 
other factors absolute limits are much further off, if they exist at all. 
 
There are however some serious trends in physical health that may, if unchecked, reverse the health 
gains of the last century, both globally and potentially locally. These include global problems, such as 
antibiotic resistant bacteria strains being on the increase, control programs for malaria and other 
vector-born diseases being in decline and that the full impact from the AIDS epidemic still to be felt 
(Koop, Pearson and Schwarz 2002). Also, on a global level if the second green revolution does not 
deliver the productivity gains expected, the numbers of people malnourished would undoubtedly start 
increasing (Schlosser, Heintzman and Soloman 2005). Most of these global trends however may not 
directly impact on life expectancies in Australia, given the quality of our health system and relatively 
small population.  There is however some speculation that local lifestyle issues, such as obesity may 
lead to declining life expectancy for future generations of Australians (Tatamella, Herscher and 
Woolston 2006). 
 
The reversals in mental health mentioned earlier may also impact on potential future gains in life 
expectancy. The 21st century is already being called the Age of Anxiety by some (Johnson 2005); so 
mental health problems are likely to continue to increase. There is evidence that either stress or a 
decrease in resilience will increase vulnerability to a range of physical ailments (Lovallo 2004). That 
is, the ‘worried well’ may be vulnerable to becoming the ‘worried ill’.  
 
6.7.1 Other consequences of increasing individual wellbeing 
 
Changes in individual wellbeing have also had a marked consequence on society. Declining infant 
mortality rates have a generation later been associated with declining birth rates. Smaller families and 
less experience with young deaths have had a profound cultural impact on the members of such 
families. Living longer has also impacted on society in regard to a noticeable extension of the apparent 
living memory and in the influence of the elderly on culture.   
 
6.8 Sources of changes in individual wellbeing 
 
A number of potential sources of change in individual wellbeing have already been discussed in each 
of the previous sections of this chapter, however it is worth briefly exploring some of the more global 
explanations for the observed changes in health.   
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The observed positive changes have frequently been associated with the increasing global knowledge 
base and rising economic prosperity. There is however strong evidence that they are not sufficient on 
their own to create improvements in individual wellbeing and that gains in individual wellbeing are 
possible without them.  
 
Given sufficient commitment some very poor countries/states have been able to achieve much better 
results on these individual well-being factors than their more affluent neighbours. A prime example of 
this is the Indian state of Kerala. Kerala is a poor state in a poor country and yet its people have a 
quality of physical health approaching that of Western nations. Life expectancy is 70 (India 55), infant 
mortality rate is 20 per 1000 life births (India 90), literacy rate is 91% (India 52%) and yet on 
conventional economic indicators it lags behind the rest of India (Baird 1993). These issues will be 
explored more fully in Chapter 9.    
 
Another frequently presented explanation of a nation’s improvement in individual wellbeing is its 
commitment of resources to health care. Whilst a strong global relationship can be found between 
resource commitments and health outcomes, within nation of similar prosperity the relationship is 
surprisingly poor. Given how imperfect that relationship is, it would seem redundant and foolish to 
look at expenditure when outcome, the desired object, can be measured itself. Fundamentally it is what 
happens regarding health rather than the size of the budget that counts.  
 
6.9 Summary of individual wellbeing measures 
 
The following two tables summarise the primary measures both considered and ultimately selected in 
this chapter. A summary of rationales is also included for each decision, including the weakness of the 
accepted measures. Table 6.2 focuses on those measures accepted and Table 6.3 on those not used. 
 
6.10 Summary of results 
 
Individual wellbeing appears to have undergone inconsistent changes over the 20th Century; within 
this the results for physical health where quite positive, for mental health mixed and for spiritual 
health generally negative.  
 
In terms of physical health, significant positive change over the time span of the 20th Century had been 
achieved in quantity of health in measures such as life expectancy. This would appear to have been 
achieved with only a possible slight decline in quality of health as measured by the handicap measure 
of employment. At the same time reductions in infant mortality rates have been quite substantial. 
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In terms of mental health the picture is less attractive. Whilst treatments have improved, the trends for 
the numbers requiring treatment and therefore the number assumed to be displaying psychological 
distress would appear substantially negative. This however may partly be a product of those same 
improvements in treatment and also of growing affluence allowing more to be treated. In terms of 
psychological wellbeing and more specifically contentment, the selected indicator of inverted suicide 
rate showed a reversal over the century, with substantial improvement in the first half of the century 
with an equally marked decline in the second. The reversal was large enough to create a marked net 
decline over the 20th Century as a whole. This indicator also displayed marked fluctuations outside of 
that general trend. 
 
Spiritual health saw a general decline in opportunities to belong towards the close of the century, with 
all the selected measures of unemployment rate, divorce rate and parenting rate following this pattern. 
In terms of opportunity for balance the selected measure of work hours showed a reversal towards the 
end of the century. In terms of spiritual health it was only the opportunity to form identity that showed 
a marked improvement. This was true for the various factors considered and in particular for the 
selected measure of Olympic sports participation. 
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Table 6.2: Summary of indicators used as measures for progress in terms of individual wellbeing 
 
Element Measure Comments 
Physical   
Quantity of physical 
health 
Life expectancy 1. Recorded for the whole of the century but only yearly from the 1970s 
2. Non-inclusion of aboriginal in data until late 1960s.  
Quality of physical 
health 
Invalid pension rates per 
capita 
1. Not available for first decade and uptake did not stabilise until the mid 1920s. Measure however available for 
longer than any competing measure 
2. Definition of pension has changed over time. The most significant changes can be adjusted for however. 
3. Pensions are a measure of employment handicap, which includes more than just the underlying disability. 
Handicap however is a reasonable approximation for disability. 
General measure of 
physical health 
Infant mortality 1. Available for the whole of the century  
2. Requires the health of the poor to be improved to make significant gains in it so measure has high level of equity 
built in. 
3. Can lead to gaming for national pride and a distortion of resource allocations if given to great significance 
internationally. 
Mental   
Level of mental illness 
in the community 
Incarceration rates in 
psychiatric facilities 
1. Statistic is available from the start of the last century, but collection was sporadic 
2. As treatment has changed the number of inpatients has become less and less reflective of the numbers with mental 
illness 
 Treatment rates 1. Statistics are available for whole of the last century but collection was not consistent 
2. Those deemed suitable for state treatment change over time, exaggerating the trend but not invalidating it. 
Positive mental health Inverse relationship with 
suicide rate 
1. Suicide rates have been kept for more than a century 
2. Suicide is not a perfect inverse correlation for contentment, but is still a reasonable approximation 
3. What constitutes suicide has undergone some change over the century, but this is not marked  
Spiritual   
Belonging Childless woman rate 1. Significant changes have occurred in regard to those actively seeking parenthood 
 Divorce rate 1. Considered separately as a measure of social stress 
 Unemployment rate 1. Can also be considered a measure in regard to economics and social stress 
Balance Average hours worked 1. Significant gender issues exist in regard to the use of this measure 
2. Debate in regard to whether reducing work hours actually leads to a more balanced life 
Identity Olympic games 
participation 
1. Good records have been kept and Australia is one of only four nations to have competed in all Olympics 
2. Some sports have been pursued for many years prior to becoming available at the games. Major Australian sports 
(like Australian rules football) are still not contested 
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Table 6.3: Summary of some of the indicators rejected as measures in terms of individual wellbeing and the reasons for doing so. 
 
Element Measure Comment 
Physical Health   
Quality of physical 
health 
Disability rates 1. Not recorded for most of the century 
2. Definition of disability and illness have significantly changed over the century 
 Subjective measures of 
health 
1. Not recorded for most of the century 
2. Education and community standards strongly effect perceptions of an individual’s health status. 
3. Psychological factors distort self reports 
Mental health   
Level of mental illness 
in the community 
Rates of serious mental 
illness 
1. Difficulty in determining what is a mental illness still exists let alone over the whole century 
2. Mental illness categories undergo continuous change 
3. Not recorded for most of the century 
Positive mental health Level of positive mental 
health in community 
1. Much disagreement in regard to what constitutes positive mental health 
2. No attempt has yet been made to measure its extent in Australia 
 Level of contentment 1. Self reports of happiness are subject to a range of psychological distortions 
2. Contentment is not always synonymous with positive mental health 
3. Has only been recorded for the last couple of decades 
 Inverse relationship with 
depression 
1. Only partially correlates with positive mental health 
2. Has only been recorded since the end of the second world war 
3. Meaning of depression has changed over time 
Spiritual   
 Career options 1. Poorly differentiated statistics exist 
2. Definitions of professions and trades have changed over time 
 190
Chapter 7:  
Progress in social wellbeing: a number of reversals 
evident 
 
7.0 Introduction 
 
In this Chapter the concept of social wellbeing will be carefully considered, as will methods for 
measuring its central elements.  The level of social wellbeing in a community was defined in Chapter 
2 as a combination of how morally that community behaves towards its members and how well it was 
socially functioning. Key dimensions in the former were said to be the levels of fairness, compassion 
and tolerance. For the latter, they include political stability, social capital and social stress levels.   
 
Section 7.1 will consider briefly the issue of moral universalism that underpins this definition. Whilst 
some degree of cultural relativism in accepted it will be argued that the primary conclusion drawn 
from available evidence is that core morality is a valid construct. Section 7.2 will follow with how the 
most significant moral dimensions of fairness, compassion and tolerance were identified and how the 
level of morality in a community may be measured.  These core aspects will be explored in sections 
7.3, 7.4 and 7.5 respectively.  
 
Section 7.3 will encompass fairness. Fairness is defined as equity of access to desired resources. 
Discrimination in access to the key elements of power, economic and health resources, in terms of the 
examples of gender, class and ethnicity will be considered in this section. Selected indicators include: 
proportion of parliamentarians who are female, the proportion of workforce female, proportional life 
expectancy for the Indigenous community and the gini-coefficient. Section 7.4 will include 
compassion and its two key elements of charity and forgiveness. The indicator for charity is 
proportion of government outlays spent on welfare and for forgiveness the imprisonment rate. Sections 
7.5 will then follow with an examination of tolerance of diversity within a human rights framework, 
with the indicator being progress in human rights. In section 7.6 a brief summary of the selected moral 
indicators will be made, along with a review of their movements over the 20th century. 
 
Section 7.7 will then consider the broad issue of social functioning and outline its two key elements of 
stability and harmony. Section 7.8 will then explore the concept of social stability and the related 
concepts of social decline and political instability. The key elements of social harmony will in turn be 
considered in sections 7.10 (social capital) and 7.11 (social stress). It was only possible to generate an 
indicator for social stress. A summary of the findings of social functioning is then made in section 
7.12. 
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A summary of the indicators selected for all these elements is presented in section 7.13 and a final 
summary of the chapter’s results will be found in section 7.14. Note that only selected indicators are 
actually shown in graphs; data was not collected for indicators that were rejected. Occasionally an 
additional time series will be given to illuminate a selected indicator: when this occurs it will be 
clearly highlighted in the body of the text that it is only for illustrative purposes. 
 
7.1 Can any aspect of morality be considered to be universal? 
  
The principle of moral universalism that is central to the construct of social wellbeing has been 
contested in the literature. In particular the postmodern viewpoint holds a strong disbelief in 
universalism and sees a logical non-aporetic, non-ambivalent morality an oxymoron (Bauman 1993). 
As Crisoz (1974) points out, if true, such a perspective is quite bleak, for its cultural relativism leaves 
no grounds to criticise a society (from within or without) and it leaves no opportunities to improve 
conditions as no existing condition is superior to another.  
 
Leaving aside the issue of its bleakness, it is worth questioning the validity of this position. By any 
cursory observation, it is clear that both societies and the individuals within them differ greatly in 
regard to their concepts of what constitutes moral behaviour. What is more, no individual specific type 
of moral behaviour can be shown to be universal. Even the supposed universal taboo on parental incest 
does have exceptions. For example, in medieval Japanese society, it was a relatively common practice 
for mothers to introduce their sons to a variety of sexual practices (Bornoff 1992). 
 
These observations however do not necessarily mean that arguments for universal human values are 
invalid. Humans may still have underlying universal core moral values, but different cultures could 
effect how they are expressed due to a combination of historical factors and their particular adaptation 
to the existing environment. Thus one needs to ask whether these observed differences reflect 
superficial or fundamental differences.  
 
To answer this question requires an exploration of the fundamental causes of cultural differences in 
morality, along with the range of possible accepted moral behaviours. Central to this is the 
nature/nurture debate: for there to be no core moral values restricting behaviours implies there to be no 
innate influences. That is, all human moral behaviour would have to be purely learnt.  
 
This can be tested easily in a number of ways. Firstly something that is purely learnt will not be 
universally present. Moral behaviour and taboos on its violation are however observable in all human 
cultures (Wright 1996). In fact they are also observable in the more intelligent social animals. For 
example, some higher primates, elephants, cetaceans and certain bird species do display moral 
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behaviours towards others of their species, similar to those found in humans (Whitten and Boesch 
2001).  
 
Secondly something purely learnt would not require complex psychological defences to override it, yet 
nearly all people or cultures that commit atrocities need to use a complex mix of collusion and denial 
to perform their evil (Pierrakos 1991).    
 
Given these observations it is therefore not unreasonable to conclude that human morality has at least 
some innate universal component. This assumption of innateness for core moral values will 
consequently be made for the purpose of this thesis.  
 
Note that whilst these results support the conclusion of the existence of at least some core moral 
values, the innateness so found is not conclusively biological in nature or necessarily of a type residing 
within the individual. The innateness may also possibly be spiritually derived (Saraswati 1983) or may 
be an emergent property of successful social cultures (Johnson 2002). 
 
7.2: Identifying core moral values 
 
Having accepted the potential existence of core moral values the next question is how to identify what 
they are.  
 
There are three general approaches to this problem: 
 
• observation of cultures for commonalities; 
• comparative religious studies; and 
• surveying of people for what they consider core moral virtues. 
  
By the first approach, the last twenty years has seen both anthropological and archaeological efforts to 
explore this question. These diverse observations have generally supported the existence of some core 
human morality around the desirability of non-violence (or minimising harm) and for moral virtues 
such as fairness, compassion and tolerance to achieve these (Handwerker 1997).  
 
By the second approach, comparative religious studies do identify many differences between religions. 
These differences however seem more about the beliefs that underpin moral behaviour and the relative 
importance of virtues rather than what are actually considered as moral virtues. Such studies also tend 
to show consistent moral threads across religions giving support for the aforementioned moral virtues 
(Saraswati 1983). 
 
 193
By the third approach, surveys of moral beliefs have frequently identified these moral virtues. In 
addition surveys specifically conducted within Australia have shown very high levels of support for 
the moral virtues of fairness, compassion and tolerance (Mackay 1993).  The author has also 
performed workshops on these issues with similar results. 
 
Whilst some common threads do appear to be coming from the literature, this debate cannot be 
considered fully resolved. However, as these approaches appear to more commonly generate the core 
moral virtues of fairness, compassion and tolerance this thesis will make an assumption that they are 
valid constructs. In addition these moral virtues also have the advantage that few would argue against 
them. Accepting this assumption, however, leaves the issues of both meaning and measurement 
unanswered. 
  
7.2.2 Measurement approaches to morality 
 
If a concept of moral universality is accepted as having the core virtues of fairness, compassion and 
tolerance, then three broad approaches can be taken to measure progress in morality. The first 
approach is to observe signs of their presence. The second approach is to look for the evidence of the 
consequences of their absence. The third approach is to utilise some measure of the collective 
individual moral maturity of a community’s citizens and compare shifts in average scores over time. 
Let us consider each of these approaches in more depth as each has its own advantages and limitations. 
 
7.2.2.1 Presence of positive moral qualities in a society 
 
The presence of positive moral qualities in a society in principle can be shown by measuring how 
evident are the moral virtues required for minimising violence and maximising the meeting of 
individual human needs.  
 
This would mean measuring fairness, compassion and tolerance over time. Whilst this approach may 
appear the most rational and direct, it can however be criticised for being based on principles so 
general that they are little more than motherhood statements. Undoubtedly the very vagueness of 
moral virtues does make them difficult to operationally define and therefore to measure. This 
challenge however is not insurmountable. 
 
7.2.2.2 Lack of moral virtues and consequent non-compliance with international treaties 
     
The lack of moral virtues in a society can be identified by the violations that occur against their 
citizens. In this regard, violations against international human rights treaties can be used. These have 
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the main advantage that compliance or non-compliance with agreements is relatively easy to ascertain 
and is frequently done. For example, each year the United Nations (UN) produces a scoring of most 
countries in regard to their compliance with the UN Covenant on Human Rights (van der Gaag 1998). 
Whilst the underlying core morality that such treaties are based on may be universal, they are 
nevertheless primarily shaped by dominant nations and are therefore much more open to criticism for 
being a form of cultural imperialism (Sen 1998). There is no doubt that documents, such as the UN 
Covenant on Human Rights, are largely influenced by Western philosophical traditions. However, 
having said that, such documents are heavily debated before adoption by any country and signing them 
is ‘voluntary’. More importantly, most opponents generally have difficulty pointing out where the 
cultural insensitivity lies. This is particularly so when many Asian nations (most notably Japan and 
Taiwan) seem better able to comply with them than many Western nations, particularly the USA 
(Amnesty International 2000).   
    
7.2.2.3 Moral maturity of citizens 
 
The primary advantage of directly measuring the moral maturity of individuals in a community is that 
it gives a sense of where citizens fall on a range of moral issues. Many attempts to try and develop 
unbiased tools for doing this have been made. This includes Kohlberg’s famous stages of moral 
development model. Unfortunately no tool yet developed has been able to avoid at least some cultural 
bias. There is also reasonable evidence that one’s level of moral reasoning does not strongly reflect the 
behaviour one engages in. A number of studies have found that psychopaths score only marginally 
poorer than healthy children and adults on such tests (Schulman and Mekler 1985).  
 
Given that each of these approaches has different strengths and limitations it becomes difficult to 
determine which is best to use. In some regard it would seem reasonable to utilise all three. 
Unfortunately pragmatic factors and data availability prevent this and for the third approach this not 
possible over a century time span as such measures have only existed for the last couple of decades. 
Likewise with the second approach, no suitable international treaties have existed long enough, let 
alone efforts to rank countries on them. Therefore, only the first approach is left. Let us therefore 
consider each of the identified moral virtues in turn. 
 
7.3 Fairness 
 
Fairness within a society can be defined in a number of ways.  Aside from its cynical use as a means to 
cloak self-interest, fairness can primarily be considered in either a legal sense, that is the degree of 
adherence to societal rules; or in an ethical sense in terms of the proper distribution of societal 
resources (Young 1994). It is the latter emphasis that has been adapted for this thesis. Given this, 
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fairness can be operationalised as the level of discrimination to the access to desired resources. This 
definition of fairness therefore needs an elaboration of discrimination and desired resources.  
 
7.3.1 Discrimination 
 
Over the last century the conceptualisation of what constitutes discrimination has undergone 
significant changes. Underlying these understandings is the central liberal tenet of equality (the belief 
everyone should be treated equally). Schlesinger (1997) shows this to be equally familiar to those 
living at both ends of the 20th Century.  
 
Indeed, the rhetoric of equality is not a recent phenomenon; its origins can be traced to the very roots 
of Western civilisation. The Ancient Greeks enshrined the importance of equality within their concept 
of democracy and the Judaeo-Christian tradition has always had a strong core belief in the principle 
that all people are equal in the sight of God (Russell 1945)     
 
Having said that, there has been an equally long held recognition of the existence of natural 
differences between human beings. For example, some people are male, others female; some white 
and others black; some are bright while others are not intelligent. The central question therefore 
becomes at what point does separate or varying treatment of people with these differences becomes 
inequality and discrimination. Glaring inequalities through the ages have of course been justified 
because they have been meant to emanate from some spurious ‘natural’ difference. For example at the 
start of the 20th Century a lot of pseudo-scientific literature existed in Australia (and the West in 
general) that was meant to demonstrate ‘conclusively’ that aborigines where inferior to whites, and 
that women were inferior to men (Furtado 1993). 
 
The resolution primarily adopted in 20th Century Australia to this dilemma was to focus on individual 
merit and try to ensure that only relevant criteria would be allowed to interfere with the opportunities 
or treatment a person receives. However, determining what constitutes relevant in any particular 
context is both difficult and complex. It is in terms of such determinations that most of the observed 
change to conceptualisation of discrimination over the last century has occurred.       
 
Over the 20th Century the grounds for discrimination gradually extended. By the end of the century 
anti-discrimination legislation existed in terms of race, class, sex, political and religious convictions, 
marital status, physical, mental or intellectual impairment and sexuality (Swift 2002a). The first three 
were recognised at the start of the 20th Century but the contexts where they apply have been extended, 
the later areas however became recognised over the century. Given the century long legitimacy of the 
first three, changes in them could serve as a basis for measuring change in fairness overall.  
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These arguments are not meant to imply that all societies do not engage in some form of 
discrimination, and could not function without it. The very concept of merit itself requires 
discrimination, be it on the basis of skill, talent, beauty, intelligence or even exertion. Even in such 
areas where discrimination is highly tolerated, most societies still however believe that fairness 
dictates that limits should exist in the rewards given to those deemed to have merit and what is left for 
the remainder (this is clearly illustrated in debates on senior executive salaries). 
 
Having established the forms of discrimination to focus on let us move onto a consideration of what 
resource access is being discriminated.   
 
7.3.2 Denial of access to resources 
  
There would appear to be three primary resources that people generally compete for and therefore can 
feel discriminated in regard to. These are access to economic resources, health and power (Seabrook 
2002). Whilst determining relative access to economic resources and health are conceptually relatively 
straightforward, power is a much more difficult concept to operationalise.    
 
7.3.2.1 Power 
 
Whilst power can be conceptualised in a number of ways, its basic nature is relative in that the 
presence in one requires the absence in another. A exercises power over B only when A can affect B in 
a manner contrary to B’s interest (Mac Kenzie 1999). This power can be seen as residing in 
individuals, groupings of people (such as classes) or systems.  
 
In terms of individuals, it is self-evident that some individuals in a society are simply more powerful 
than others. The various forms this individual power can take are quite diverse. To name just a few, it 
can include formal, expert, resource, moral and personal power (Wade 1994). 
 
Power also clearly resides in certain groupings of people. These groupings could for example be in 
terms of class, gender or ethnicity. The radical perspective sees that almost all conflict in a society 
stems from the differential access to power experienced by such different groupings (Marx 1986). 
 
There is also evidence that the social system itself holds power. That is, an individual or group only 
displays power due to the role they may perform in a social system, and that power is circumscribed. 
The most obvious example is a judge. In Australia a judge can deprive an individual of considerable 
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liberties. The judge however can only do so by the power invested in his or her role and must follow 
clear protocols when exercising that power.  
 
Clearly all three conceptualisations of power have explanatory value. However for exploring issues of 
discrimination the power differentials between social groupings is the most relevant. 
  
Let us next explore discrimination in the previously mentioned century long categories of gender, 
class and ethnicity in terms of access to power, economic resources and health with the emphasis on 
the parameter considered most relevant to each of these.  
 
7.3.3 Gender 
 
In terms of reducing gender discrimination, the 20th Century saw significant progress. Female 
emancipation and its feminist roots have radically reshaped many developed countries including 
Australia.   
 
Whilst generally considered a positive change, female emancipation still has its critics and some 
backlash against its achievements have been documented (van der Gaag 1995). The effects have also 
not been all positive, for example, it has undoubtedly contributed to increasing rate of family 
breakdown (Lingard and Mills 1997), although is far from being the sole factor fuelling that change. 
Whilst independent women are more inclined to leave bad relationships, living in nuclear families 
rather than traditional extended family structures, dislocation and the general pressures of late 20th 
Century living have not only also contributed to family breakdown they probably have done so to a 
greater extent. (See also previous comments on divorce in section 6.6.4.2.2). 
 
7.3.3.1 Female access to power 
 
For gender the major contention over the century has been in terms of access to power. As mentioned 
earlier, power can exist in terms of the political, knowledge, economic and the social domains. In the 
political domain, women in Australia achieved the right to vote federally in 1902 and in most of the 
States by 1912. In comparison adult Australian male suffrage was achieved by 1859 in all states 
except Tasmania (Macintyre 1991). 
 
The capacity for women to actively participate in the Australian political process however came much 
later. Whilst the first female candidate in Australia was Vida Goldstein in 1903, a woman was not 
elected to an Australian parliament until 1921, and it took until 1943 before women were elected to the 
Commonwealth parliament (McAllister, Mackerras and Boldiston 1997). Extensions beyond these 
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initial gains were also very slow in coming. From the 1940s through to the late 1970s it was not 
uncommon for there to be only one female in parliament. Figure 7.1 shows the proportion of federal 
politicians who where female during the 20th Century, and is an indicator for this study.  
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Figure 7.1: Proportion of female members in the Senate and House of Representatives 
 
At the end of the 20th Century women were still considerably under-represented, but major gains in 
representation had clearly been achieved. For much of this century it was undoubtedly very difficult 
for women to get elected to parliament, the resistance coming as much from the broader community as 
the parties themselves. Female candidacies out-numbered elected members quite significantly until the 
late 1980s (McAllister et al. 1997). It is also worth noting that for much of the century it was women 
who tended to vote more strongly for the status quo and against female candidates than men did 
(Henderson 1999). By the mid 1990s the mind set against female members had however shifted 
strongly (Henderson 1999).  
 
In regard to access to education and employment, women have seen considerable gains over the 
century. At the start of the century the proportion of post-compulsory students who were female was 
quite low. In tertiary placements, for example, women in 1906 held only 270 of 2617 positions. By the 
early 1980s women were in equal numbers to men. At the end of the century the pendulum had 
however swung the other way, and women made up over 60% of tertiary students (ABS 2001a).  
 
Similar gains were made in terms of female access to employment and their consequent access to 
economic resources. As can be seen in Figure 7.2, the proportion of the Australian workforce that is 
female more than doubled over the 20th Century. This is a selected indicator. The proportion in senior 
positions has also improved but to a lesser extent.  
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Figure 7.2: Proportion of the Australian workforce that is female 
 
It is worth noting there is still a large degree of segregation in the types of work performed by each 
gender, and this has not changed greatly over the century. Most female jobs are still either in the 
clerical or helping professions (Robert and Wilson 1993). These forms of employment have simply 
become more plentiful (Toffler 1990).     
 
In terms of social power the reality of discrimination for women is strongly contested. From a feminist 
perspective, it has been argued that women have been suppressed within both the family and social 
domain by the constraints of patriarchal society (Summers 1975; Summers 2001), others such as 
Faludi (1999) have argued that this is more myth than reality. The facts on this issue are very mixed. 
Domestic violence victims are predominantly female but the victims of violence in general are 
predominantly men. In legal matters women receive better outcomes in custody matters and lighter 
sentences in terms of all equivalent crimes committed (Farrell 1994). 
 
7.3.3.2 Female access to wealth  
 
For wealth, discrimination against women is much more difficult to determine than it may appear on 
the surface. On the one hand, there has in Australia and internationally been a gradual feminisation of 
poverty, with the proportion of the poor who are female increasing (Andrews and Curtis 1998). 
Consistent with this is the observation that the vast majority of the wealthiest individuals are still male, 
and most of the women in those ranks inherited their wealth (Baird 1992). Men are also still 
undoubtedly the greater income earners than women and have been for all of the last century. In the 
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late 1990s women in Australia still only earned 38% of the average male wage (New Internationalist 
1997). 
 
On the other hand, it can be demonstrated that on average women spent more money than men 
(Ambler 1992). The reasons for these conflicting statistics are quite complex. The most central reason 
however, is that whilst traditional family structures are breaking down the majority of women still 
belong to couples and family units, with money within such units being distributed differently from 
how it is earned. This is partly due to gender roles. Women are still generally the ones expected to 
purchase groceries and other commodities for most households (Coverman 1983). But other factors 
seem to be at work as well. In regard to personal items women undoubtedly spend more on themselves 
than men do. This is particularly true for clothes and most other items of a personal nature (Ambler 
1992).  
 
7.3.3.3 Female health outcomes  
 
In terms of health, the trend for most of the 20th Century was for women to both live longer and have 
more disability free years than men (AIHW 1998). See the previous chapter for an elaboration on this. 
Interestingly biological explanations were commonly touted in the late 20th Century for these 
differences, just as they were used to explain discrimination against women at the start of the century 
(Hrdy 1999). 
 
There are however some other obvious explanations. Many more health dollars are still spent on 
researching female specific conditions than for male ones. For example much more money is spent on 
breast cancer research than for prostate cancer (Farrell 1994). Men are also conditioned to accept 
certain stereotypes that make them feel more expendable, much less inclined to care properly about 
their health than women, and to take much greater risks with their lives (Farrell 1994).  
 
7.3.4 Class  
 
For class, access to economic resources is the central issue. By definition the upper classes will hold 
more wealth than those beneath them, so the central concerns are not the existence of a disparity but 
the extent of it. The degree of fluidity or movement between classes is also an important consideration 
in regard to this issue. 
 
Differences however also exist in regard to health and power. As mentioned in the last chapter, class 
has a major impact on both physical and mental health outcomes (Brunner and Marmot 1999). The 
economically advantaged also have a proportionately greater access to power. In fact changing power 
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relationships are extremely important for understanding changing relativities in income (Stilwell 
1976). 
 
7.3.4.1 Access to economic resources and class 
 
There are many ways to measure the inequality of access to economic resources. These however tend 
to divide around efforts to measure either wealth or income differences. (Wealth is the stock of assets 
through which persons can generate income or obtain benefits directly and income is the flow of 
personal receipts from the provision or use of labour, land investment or transfer (Clare and Johnston 
1995)).  
 
Given the centrality of the issue for ascertaining fairness it is surprising how poor data collection on 
the issue was for most of the last century. The 1915 census was the first and only time that data was 
gathered on wealth and income from the whole community. Since then a number of less complete 
surveys have been conducted. The 1933 census collected information on income only, as did the 1976 
and subsequent censuses. Aside from these nationwide efforts some significant sample surveys were 
conducted, the most notable being in 1968 (Clare and Johnston 1995).   
 
7.3.4.2 Changes in income inequality 
 
In terms of income inequality the preferred measure of the ABS is producing Gini-coefficients. The 
Gini coefficient is a measure of the inequality of a distribution and is a number between 0 and 
1, where 0 corresponds to perfect equality (i.e. everyone has the same income) and 1 
corresponds to perfect inequality (i.e. one person has all the income, while everyone else has 
zero income). Note therefore that the higher the ratio the greater the inequality (Sen 1987). 
Gini-coefficients can be calculated on the income inequality for those years that data are available. 
These have been graphed in Figure 7.3 for all years that such data were collected. 
 
Whilst the data are very incomplete, it would appear that the century started with a slight period of 
increasing inequality until the 1930s, followed by a sustained decline in income inequality for the 
middle decades of the century and concluding with a period of rising inequality. Given the gradual 
way inequality normally changes and the high quality of the early data sets, this conclusion is quite 
reasonable. This conclusion is further supported by the observation of a similar century long pattern in 
other OECD countries with more robust data including the USA  (Lindert and Williamson 1995). Over 
the last two decades measured changes in inequality of income from year to year has at best been static 
with few, if any, real recorded falls and many years of increased earning dispersion. The Labor 
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government’s redistributive efforts in the early 1990s reduced these impacts, but clearly did not 
completely ameliorate them (EPAC 1995). 
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Figure 7.3: Available Gini-coefficients in regard in income distribution 
 
Most evidence points to wealth concentration being much higher than for income so it is reasonable to 
assume that actual changes in inequality is much greater than these figures would indicate (Seabrook 
2003). What then drove the mid-century decline in inequality and the subsequent reversal in the trend 
from the 1960s? 
 
There would seem to be a number of factors possibly driving the first part of the process. During that 
first phase there was a relatively strong economy (see section 5.2), rapidly increasing labour 
productivity (see section 5.4.1), relatively powerful trade unions, a strong belief during the period that 
a capitalist economy required both democratic principles and an expanding internal consumer base to 
grow effectively (Galbraith 1977), a powerful and focused liberal agenda (Hobsbawm and Polito 
2000) and a positive perception of the future (Blainey 1988). Significantly the recent period of 
declining equity, from the late 1960s on showed a reversal in nearly all these factors. The rate of 
labour efficiency gains declined, trade union power was severely eroded, the liberal agenda lost focus, 
perceptions of the future became darker and dominant economic theory no longer saw a need for 
enhancing equity for growth and in fact encouraged concepts such as natural unemployment. The 
period also saw an erosion of compassion and social capital. The question of such interrelationships 
shall be explored in much more depth in Chapter 9.   
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7.3.4.3 Possible consequences of rising class inequality 
 
Whilst growing inequality of income in itself is clearly a significant social and moral concern there are 
other impacts that such trends have which make them even less desirable. 
 
International studies show that whilst the link between absolute national income and crime is almost 
non-existent, that between relative income differentials within a country and crime is quite high 
(Tullock 1997). There is also strong international evidence gathered by Park (1996) that indicates that 
wealth concentration, far from aiding economic development, actually hinders it. Surprisingly this 
result is consistent with long established economic theory. According to the Lerner Rule, economic 
development is hindered, because wealth concentration does not maximise the utility of money, as 
progressively higher incomes have a declining margin of utility. This declining utility means that the 
wealthier you are the greater is the use of your money to speculative purchase items of scarcity value 
not produced by the productive economy thereby reducing overall demand for goods and services 
(Lerner 1944). Economic progress can also be adversely impacted by the growing political instability 
that rising inequality tends to generate (Park 1996). 
 
Research by Dasgupta (1995) has indicated that inequality of income correlates very highly with 
political instability. Aside from the aforementioned economic consequences, this is undesirable on 
many other grounds. See later discussions in this chapter for further elaboration of this point. 
 
As inequality increases so does squalor amongst the poor, thereby increasing the likelihood of 
contagious disease outbreaks. Such epidemics however tend not to distinguish purely on class grounds 
(Tullock 1997). 
 
Having said that, the greater the inequality in a society the greater the health difference between social 
groups as measured by life expectancy. Some of these growing differences in life expectancy in 
Australia were mentioned in the previous chapter, particularly the growing disparity between 
metropolitan and country, rich and poor suburbs and Indigenous health and that of the general 
community. The latter is also further explored the next section. 
 
The evidence is clear that these differences are almost entirely due to inequality. International studies 
have established that the commonly used explanations of genetics, class behavioural differences, 
downward social mobility from illness and even differential access to medical treatment only accounts 
for small parts of these observed differences (Wilkinson 2001).     
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7.3.4.4: Consideration of some of the counter arguments 
 
There are those who argue against the desirability of equity on the grounds of its impact on economic 
factors. It has been argued that greater levels of inequity are associated with greater growth and 
therefore more wealth for the whole community as a whole. The less fortunate are meant to benefit by 
a ‘trickle down’ process generated as part of this. Therefore, this argument concludes that increasing 
inequality is actually desirable rather than a social evil (Bishop 2001).  
 
There has been a considerable research effort to find evidence to support this argument. A substantial 
amount of this effort centres on exploring the so-called impact of minimal wage laws. The 
conventional wisdom is that increasing minimum wages reduces demand for labour due to demand 
and supply laws or a substitution effect. The Brown, Gilroy and Kehan (1982) meta-analysis is the 
most frequently cited article and it was only able to identify a very weak effect. A subsequent less 
cited meta-analysis by Brown (1988) himself was unable to find a positive impact on employment 
from a 20% drop in the minimum wage. Very careful meta-analysis of papers in fact indicates the 
presence of a selection bias and a negative correlation between t-ratios and sample size. The actual 
trend is either negligible or marginally positive (Carol and Krueger 1995).   
 
There have also been a number of attempts to raise social and moral arguments of the benefits of 
allowing increasing inequality. The five main ones are the social Darwinist argument, the argument 
from just dessert, the argument from property rights and voluntary exchange, the imposition 
argument and the utilitarian argument. Wright (2004) was able to demonstrate the logical flaws and 
weaknesses of each of these arguments.   
 
Considering that societies with more equity generally function better than those with less of it, as well 
as containing considerably less human misery, such a position is also hard to morally sustain.       
 
7.3.5 Race 
 
For race, discrimination in all three areas (power, economic and health resources) is quite evident but 
the most concerning would have to be in health outcomes. In Australia the most extreme example are 
the differences in health outcomes of Indigenous Australians versus that for the general Australian 
population. 
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7.3.5.1 Indigenous health 
 
The number of Indigenous people had declined significantly from an estimated 750,000 prior to white 
settlement to less than 50,000 at the start of the 20th Century. Some turn of the century commentators 
actually expected the Indigenous community to die out (White and Mulvaney 1987). 
 
Records of first contact state that the Indigenous population appeared in good health and free of 
disease. After white settlement commenced, the Indigenous population was subjected to repeated 
violence as they tried to resist the take over of their land. An estimated 30,000 died in such one-sided 
battles (Tucker 1999). Aside from these actual deliberate extermination efforts disease was 
undoubtedly the major factor in the decline of aboriginal numbers. This can be considered in terms of 
the impact of introduced diseases such as smallpox, the consequences of lifestyle changes imposed on 
the Indigenous population and the emotional trauma of dispossession (White and Mulvaney 1987). 
    
Early 20th Century health reports on the Indigenous community were quite gloomy, indicating an 
overall disease ravaged state. From these studies it can be summated that aboriginal life expectancy at 
the start of the century was probably much worse than most nomadic populations. Given that the 
average nomadic life expectancy at the turn of the century was 25 this could be considered a very 
conservative estimate for the local Indigenous population at the time (Preston 1995).  
 
Systematic efforts to measure Indigenous health have however only been made since the early 1970s. 
Moodie (1973) estimated that the life expectancy for an Indigenous person in 1962 was only 48.5. 
This however masked even worse situations in some states as the variation was between 25 in the 
Northern Territory and 60 in Queensland (note the previous mentioned gender difference is also 
present in Indigenous populations so the life expectancy for Indigenous males was even lower than 
these quoted figures). 
 
The same study also reported extremely high infant mortality rates amongst the Indigenous 
communities. In 1960 it was 173 deaths per 1000 live births compared to 21.5 for the general 
population (Moodie 1973). 
 
A couple of other studies were conducted in the 1970s and 1980s finding little progress had occurred 
in regard to life expectancy. In 1976 it was estimated at 50 and in 1981 at 52 (Thomson 1985). From 
1989 on the ABS began to create yearly estimates. At the end of the century, life expectancy for an 
Indigenous person were still only 53. Given that the same period has seen a significant decline in 
infant mortality rates, there has probably been an actual worsening of general health in the adult 
population (Thomson 1985). The period also saw an ongoing improvement in the general life 
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expectancy in Australia so this gain in fact reflects a relative decline. Figure 7.4 shows the shift in the 
Indigenous community’s life expectancy as a proportion of the general populations.    
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Figure 7.4: Indigenous life expectancy as a proportion of the general life expectancy    
 
As mentioned in the last section, any possible growing disparity in life expectancy from the 1970s on, 
can primarily be put down to worsening equity. In addition however, there has been increasing rates of 
incarceration for Indigenous populations (and therefore more deaths in custody) and a relative winding 
back of welfare services (ABS 2001h).  
 
7.3.5.2 Problems in using life expectancy comparisons. 
 
In the later part of the 20th Century, full blood aborigines constituted much less than half of the 
Indigenous population and in some states such as Victoria and Tasmania, none of it. Whilst most 
researchers have long accepted the Indigenous community’s definition of an aborigine “as someone of 
aboriginal descent who regards him/herself as aboriginal and is regarded as such by the community 
they live in” (Moodie 1973) this definition can be somewhat untidy, as many people of mixed decent 
tend to change their identification over time (ABS 2002c). 
 
7.3.5.3 Other outcomes for Indigenous Australians 
 
In economic, educational and political power the aboriginal community in Australia also lags well 
behind the general community (Gregory 1997). Given that the primary factor behind life expectancy 
differences is social inequality these results are consistent (Wilkinson 2001).  
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7.4 Compassion 
 
Compassion can be defined in a number of ways but generally there is some implied sense of humane 
understanding of the suffering of another and a desire to want to do something about it (Bar-On and 
Parker 2000). The former involves having a degree of empathy for another and the latter, when acted 
on, could involve a range of actions but usually those would involve acts of either mercy or charity. 
When examining a whole society it is only this active aspect of compassion that is readily visible. 
Compassion is therefore operationalised for this thesis as a society’s level of mercy (forgiveness) and 
its preparedness to look after its less fortunate members (charity). These two aspects need further 
elaboration to properly understand compassion in a societal sense. 
 
7.4.1 Charity 
 
Since Elizabethan times, charity has had a clear and consistent legal definition that can be used as a 
foundation for considerations here. Charity is simply the relief of poverty, the education of the citizens 
and assistance for the aged and impotent (disabled/sick) (Dal Pont 2000). The level of charity in a 
community can therefore be measured by (a) the proportion of that community’s resources committed 
to this activity and (b) the quality of the results of such intervention. One way of measuring the first 
component is to consider the proportion of government outlays in regard to revenue or broader 
economic resources (i.e. GDP) that is dedicated to this task. Given the quality of Australian 
Government record keeping, such state and commonwealth government outlays are relatively easy to 
obtain. Relative expenditure on welfare in terms of Government outlays over the 20th Century can be 
seen in Figure 7.5 and in terms of GDP in Figure 7.6. The former is a selected indicator and the latter 
is provided for illustrative purposes only.  
 
There are some limitations with this measure. Firstly, it does not capture private benevolence. For 
most of the 20th Century that, however, was quite small in comparison to government expenditures on 
welfare. Secondly, government welfare expenditure has started to include what is loosely called 
business welfare (special grants and concessions given to business), so the results for the last couple of 
decades are actually slightly inflated, as these cannot be easily separated out. Thirdly, relative decline 
in welfare spending is not always a bad thing. For example if the population is getting healthier or 
inequality is declining, such declines may reflect declining need rather than lower levels of charity. 
This latter problem however is not that significant for Australia, as the data tends to generally indicate 
the opposite. That is, the greater relative expenditures on welfare where during periods of prosperity 
(such as in the 1950s and early 1960s). Note also that the decline in welfare expenditure from the 
1960s links to a period of rising inequality (see Figure 7.3) and increasing relative disability levels 
(see Figure 6.2).  
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Note: The data on government Outlays was obtained from ABS sources. Specific sources of data can be found in 
Appendix A and the data for each year of the time series in Appendix D. 
 
Figure 7.5: Proportion of government expenditure (excluding defence) spent on welfare  
 
The data clearly show a reversal in terms of government outlays, with progress in the first half of the 
century and reversals later on. It is one of a number of elements that appears to have reversed over the 
20th Century. These variables and what may be driving this process are discussed collectively in 
Chapter 9.  
 
In terms of Government welfare expenditure as a proportion of GDP, the pattern is slightly different, 
showing much greater oscillation. Most of the observed variance however is the product of the shifting 
proportion of total government outlays to GDP, the exception being the big dip in the large 1940s and 
the small one in the 1910s, which were caused by the two world wars. This can be confirmed by 
looking at Figure 7.7, which shows government outlays as a proportion of GDP. This is purely 
provided for illustrative purposes. Note there is no general upward trend as some conservative 
politicians have claimed (Gibbs, A. 1995) and excluding periods of War, the range that oscillations 
have occurred within has been surprisingly consistent over the century. That is somewhere between 30 
and 40% (excluding the two establishment decades at the start of the century). Government has 
become larger, but so has the economy as a whole. 
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Note: The data on government outlays were obtained from ABS sources and on GDP from Reserve Bank sources. 
Specific sources of data can be found in Appendix A and the data for each year of the time series in Appendix D. 
 
Figure 7.6: Government welfare expenditure as proportion of GDP  
 
Excluding periods of war, there are three separate peaks for both government outlays and welfare 
expenditure: one in the 1930s, one in the late 1940s early 1950s and the last in the late 1970s to early 
1980s. The 1930s peak is primarily a product of the economic contraction caused by the Depression 
and the emergency relief the government had to provide.  
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Note: The data on government outlays were obtained from ABS sources and on GDP from Reserve Bank sources. 
Specific sources of data can be found in Appendix A and the data for each year of the time series in Appendix D. 
 
Figure 7.7: Government outlays as a proportion of GDP. 
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The other two peaks are not so obvious. The increases definitely do not correspond with economic 
downturns nor do they correspond with governments of a particular persuasion. Intriguingly, they do 
however follow after periods of positive expansion in terms of human rights (see section 7.6 for more 
details). The advancements in human rights may trigger increases in government outlays that the 
economy takes sometime to digest. Another possible explanation is shifting economic and political 
opinions around the desirability of large government. 
 
In the 1950s and 1960s smaller government was popular as it was again in the 1980s and 1990s. The 
later wave of contraction in the relative size of Government was strongly associated with the rise of 
neo-classical economics (Gibbs, A. 1995). 
 
Thus far in this section, we have discussed the proportion of the Australia’s resources committed to 
the care of victims of circumstances. The second aspect of charity (the quality of the results of 
government ‘sponsored’ interventions) is much harder to measure. The outcomes would impact on a 
large range of individual and social wellbeing factors. What evidence that does exist shows that the 
relationship between expenditure and outcomes is weaker than is generally assumed (Straus and 
Thomas 1996). 
    
7.4.2 Forgiveness 
 
Forgiveness is the act of granting pardon for or remission of something (Dowrick 1997). It has a 
potential impact on both the giver and receiver, but it is the impact on the receiver that is usually most 
visible. This impact is even more observable in terms of responses to the more extreme behaviours for 
which society metes out punishments, for those the harsher the penalties the less forgiveness that is 
obviously present. The general level of forgiveness in a community can consequently be considered 
simply by examining the severity of the penalties imposed on those who transgress societal rules. 
 
Those who most severely transgress societal rules are either imprisoned or executed. The less 
forgiving a community is, the harsher the penalties delivered for any given crime. Thus the rate of 
imprisonment and executions can serve as a measure of changes in government policy on offender 
treatment and indirectly that of the broader communities that elect such governments. Given that most 
states abolished capital punishment around the middle of the last century, imprisonment rates are the 
better long-term measure in Australia. Figure 7.8 shows imprisonment rates over the 20th Century.  
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Note: Data were obtained from ABS sources. Specific sources of data can be found in Appendix A and the data for 
each year of the time series in Appendix D. 
   
Figure 7.8: Imprisonment rate over the 20th Century 
 
The level of incarceration has fluctuated somewhat over the century. The general trend however is 
clearly one of decline over the first half of the century followed by a gradual increase over the second 
half. By extension, the level of forgiveness can be assumed to have first increased and then declined 
over the 20th Century. This is therefore another variable showing a negative reversal over the century. 
 
There are however some problems with a simple interpretation of the result. The level of forgiveness 
or mercy is not the only factor that can influence the rate of imprisonment. The level of crime being 
committed can also obviously have a direct impact. Changing social circumstances can on their own 
increase or decrease the rate of various crimes and thus change imprisonment levels without any other 
change in policy or compassion. 
 
In this regard it is a common perception that crime has increased recently and this is the driving force 
behind harsher penalties and the rising imprisonment rate. Reported crime has indeed gone up and 
down over the century, mirroring changes with imprisonment rates (see section 7.11.3), but this does 
not prove that it drives it; in fact the evidence from this thesis would indicate an opposite relationship. 
This issue shall be explored later in Chapter 9. Most importantly crime rate on its own does not 
explain the majority of the increase in the imprisonment rate and there is strong circumstantial 
evidence that increasing harshness in sentencing was the primary driver for the late 20th Century 
increase (Mukherjee 1995).     
 
In addition the increasing crime that has occurred would not invalidate its use as a measure of 
forgiveness. First, much of the increasing crime, in at least the latter part of the 20th Century, was 
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driven by an expansion of what was considered a crime, such as the raft of new crimes created by the 
either the new terrorism or industrial relations laws (see section 9.6.2.3 for more details on this issue). 
Increasing the number of laws for which crimes can be committed is indicative of a declining level of 
forgiveness in a community. In addition, for that increase in crime that has historically existed, it 
needs to be noted that most factors that increase criminogenic behaviour are also linked to the level of 
compassion in a society (or rather the lack of it).   
 
The level of forgiveness in our society has also been generally in decline for the last 20 years in a 
range of measures other than just the imprisonment rate. Workplaces and the community as a whole 
seem to have been becoming more punitive in diverse ways. For example, reported levels of 
enjoyment at work have significantly declined and levels of bullying have gone up (Field 1999). 
 
7.5 Tolerance 
 
Tolerance is a very paradoxical concept, as its freedoms are only achievable through the application of 
constraints of another kind. For example, the condoning of a woman’s freedom to walk a street 
unmolested is premised on restriction of the right for men to rape who they chose. All societies are 
therefore forced to determine what they should tolerate and what they should condemn.  
 
John Stuart Mill’s premise that “the only purpose for which power can be rightfully exercised over any 
member of a civilised community, against his will, is to prevent harm to others” is a frequently 
accepted starting point in making such determinations (Mill 1978). 
 
One way to determine which acts are harmful to others is to separate acts into what are called self-
regarding and other-regarding acts. A self-regarding act is one that primarily affects the individual or 
the subculture they belong to. That is it is based on culturally bound beliefs, values and customs that 
prescribe certain actions to the individual and are primarily the concern of the individual and the group 
they belong to. In comparison to this, other-regarding acts are ones that primarily involve interfacing 
with others and therefore have to involve those other person/s’ rights. Progress can therefore be 
measured in regard to the tolerance of the former and the proscription of the latter. In other words, the 
point of interest is how much a community tolerates diversity.  
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7.5.1 Measuring tolerance of diversity 
 
Tolerance of diversity is rather difficult to measure. The presence of diversity in itself is not a good 
indicator as it may simply reflect immigration patterns in regard to both ethnicity and lifestyle choices. 
The degree of friction between groups, and particularly that displayed towards minority groups, is 
perhaps more indicative, but this is only useful in comparing identical groups as otherwise the mix 
may be the cause of the observed differences.  
 
One way to get a sense of the level of tolerance for diversity is the degree of intermarriage between 
different communities, be they religious or ethnic in origin. Within Australia intermarriage rates have 
always been relatively high by international comparisons, but well below random rates (Vamplew 
1987). 
   
A second way to ascertain the level of tolerance is to explore the level of discrimination experienced 
by minority groups. In other words some aspects of tolerance can be picked up in how fair a society is 
towards its various ethnic groupings. This aspect was treated to some extent in section 7.3.5 of this 
chapter. 
 
A third approach is to track progress in tolerance of diversity itself over time. One framework for 
doing so is the United Nations Declaration on Human Rights.  
 
7.5.2 Measuring tolerance of diversity using a human rights framework 
 
The United Nations Declaration on Human Rights itself can serve as a good framework for 
ascertaining progress in the tolerance of diversity within a society. The covenant was declared in 1948 
and Australia was a very significant player in its drafting. It was one of the major achievements of Dr 
Evatt, the first UN president (van der Gaag 1998a). 
  
The declaration contains 30 articles, 26 of which refer to specific rights or freedoms. Some of those 
rights are simple hurdle activities that either occur or do not occur in a given society, for example the 
proscription against slavery. Most of that type of article Australia has upheld for the entirety of the last 
century, with the exception of some brief periods during the two world wars. The remainder consists 
of much more nebulous rights that serve more as utopian goals than simple targets to achieve. These 
include goals such as freedom from discrimination and freedom of expression. There are 11 articles 
that are of this type. They are related to discrimination, the nature of punishments, equality before the 
law, privacy, freedom of speech, democracy, social security/poverty reduction provisions, work, 
leisure and education (van der Gaag 1998a).  
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Even at the start of the last century Australia was relatively progressed in these and probably was in a 
better position that most nations currently are. It is therefore not appropriate to start at zero for the 
index year. In recognition of this prior progress it was decided that an arbitrary starting point of 100 
for the index score in Figure 7.9 would be more apt than zero. 
  
Over the last century movement in these 11 categories can be relatively easily tracked by identifying 
key historical events in each of them. The convention of using equal weighting (discussed in Chapter 
2) will be used here, so a plus 1 is awarded for a positive change or minus 1 if it is a reversal.     
 
The determination of what to include is based on utilising major historical surveys in the specific 
dimension. It is acknowledge that the selection of sources will impact somewhat on the distribution, 
but it is assumed that this would not generally be of an order that would significantly alter the 
perceived direction and pattern of change. Three primary sources have been utilised to obtain these 
key events.  The events were taken primarily from Aplin, Foster and McKernan (1987), Ross (1993) 
and Fraser (1998), with the last four years of the century being determined by the author. (The selected 
events are elaborated in Appendix B). 
 
Note that many years have multiple key events, not all moving in the same direction. Many of the 
years showing no change are actually years in which the negative changes have balanced out the 
positive. Figure 7.9 converts this century-long change into a graphical representation.  
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Note: The data for each year of the time series can be seen in Appendix D.    
 
Figure 7.9: Summary of human rights advances and retreats over the 20th Century 
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The century has seen a generally positive progression in human rights and therefore tolerance of 
diversity. This change however has not been constant. There have been a number of periods of strong 
positive activity punctuated by lengthy periods of little positive change and even some slippage. The 
last 20 years of the century was one of those less positive periods. There was another 20 year plus 
stagnation in the teens through to the late thirties and a short one in the fifties.  
 
7.5.2.1 Possible causes of these waves of human rights progress 
  
The cause of these periods of progress and stagnation are not obvious. They do not relate to the 
political party in power, to economic cycles or any other obvious phenomena. 
 
This phenomenon has been previously recognised in some of the separate components. For example 
Barcon (1980) recognised that the incredible changes to education over the last century appeared to 
have occurred in distinct waves. That is there were periods of major reforms and changes that were 
followed by ones of consolidation and occasional reversals. Education is of course primarily a state 
matter and unfortunately each wave of reform tended to be led by a different state. The first wave of 
reform was led by Victoria and lasted approximately from 1902-16, the second wave of reforms 
occurred between 1938-47 and the third and final wave of reform for the 20th Century occurred 
between 1967-75 (Barcan 1980).  
 
This last wave of reform undoubtedly had a greater reactionary response than the previous two. The 
end of the 1970s saw nearly all of the experimental education programs dropped. The principle of free 
tertiary education was also abandoned during the 1980s and tertiary education was again seen to be 
much more primarily vocational in focus. These dates identified by Barcan (1980) are surprisingly 
similar to those for the combined measure.  
 
One speculation is that there might be various waves of liberal agenda that once implemented may 
exhaust themselves, until another generation comes up with more. What, however, might drive that is 
not at all clear. It is possible that some of the great social themes may have driven this, in particular 
the great ideological conflicts; such as the ones between socialism, fascism and capitalism, between 
totalitarianism and democratic principles for societal management and between radicalism and 
conservative influences. 
 
7.6 Summary of results on moral virtues 
 
The indicators selected for measuring the moral virtues included: 
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• four for fairness: (a) the proportion of senate members who are female, (b) proportion of the 
workforce who is female, (c) gini-coefficients and (d) proportional Indigenous life 
expectancy; 
• two for compassion: (a) proportion of government expenditure spent on welfare and (b) the 
imprisonment rate; and  
• one for tolerance: (a) human rights progress. 
 
These indicators showed a very mixed outcome over the 20th Century. Some showed signs of marked 
improvement, whilst others declined or at best showed some reversal. In the latter category a relatively 
common pattern was a gain over the first half of the century with a reversal in the second. 
 
7.7 Social functioning 
 
In Chapter 2 social functioning was defined as being a combination of the avoidance of social decline 
and the attainment of social harmony. These two aspects of social functioning are best seen as 
interacting tensions that drive movement towards opposite ends of a spectrum. Note: as mentioned in 
Chapter 2, there are many other ways that social functioning and stability may be maintained, such as 
through coercion or struggle (section 2.4.2.2), but those are outside of a progress paradigm. 
 
7.8 Social decline and political instability 
 
Social decline in a society leads to a rise in political instability. Political instability in a society is not 
absolute and the degrees of it can be quite variable. Gupta (1990) tried to operationalise this variability 
in political instability by attempting to identify the key variables involved in it. These included the 
degree of democracy, violence against the regime, violence by the regime and violence within the 
regime. Societies experiencing political instability beyond a certain point have been repeatedly 
demonstrated to collapse into a period of anarchy as a consequence (Gupta 1990).  
 
Australia over the last century has displayed few signs of any of these variables. The century saw a 
continuous period of democracy, no violence within the regime in terms of attempted or actual coup 
d’etat (although one was contemplated in the 1920s), almost no lethal violence by the regime (except 
for the isolated Indigenous massacres or strike related deaths), no internal wars and only small-scale 
anomic violence against the regime (ie riots, political demonstrations and political strikes).  
 
Of more relevance to Australia are the precursor factors that have been shown to correlate highly with 
political instability in the longer term. These include a decline in general individual wellbeing, social 
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factors (such as low levels of social mobility, tolerance and equality) and economic factors (growth, 
fairness and appropriateness of allocations) (Taylor and Jodice 1983).  
 
Of these, growing economic inequality is one of the better indicators of looming political instability 
(Park 1996).  From historical data there is strong evidence that when Nations pass a threshold point in 
wealth concentration there is a high probability that social cohesion will break down and political 
instability will follow. As further evidence for this link it can be noted that nearly all nations currently 
politically unstable have crossed that threshold (Buchanan 2000). There are a number of plausible 
reasons for this link, the strongest relating to the concepts of social contract and perceived fairness.      
 
As mentioned earlier in this chapter, whilst Australia experienced declines in inequality over the first 
half of the century, a growing inequality over the second half of the century was equally marked. 
Whilst this growing inequality is often justified on economic grounds, it is worth noting that political 
instability tends to be particularly disastrous for an economy. In fact one of the strongest correlates 
with economic stagnation is the extent of political instability (Haan and Siermann 1996).  
 
7.9 Social harmony 
 
The degree of social harmony present in a community can be considered a reflection of the quality of 
the relationships that exist between its citizens. It is not the absence of strife but the capacity of a 
society to constructively manage its tensions and resolve its conflicts in ways that that community sees 
as fair. Such high quality relationships allow for greater complexity and diversity within a community.    
 
Whilst many factors can impinge on the quality of a community’s relationships, these tend to primarily 
work through impacts on levels of social capital and social stress in the community. It is therefore 
worth spending some time elaborating these two concepts.   
 
7.10 Social capital 
 
Social capital is generally defined as the extent to which individual actions are guided by social norms 
of trust and reciprocity (Winter 2000). There are thus three central ideas in the concept, those being 
trust, reciprocity and social norms. These civic virtues can be nurtured or destroyed in much the same 
way as the other forms of capital discussed in Chapter 5. As a consequence it is sometimes considered 
the fourth type of resource available to a community (Cox 2001). Social capital is a relatively 
controversial concept within Australia, not so much in terms of what it is but in how to achieve it (Lin 
2001).  
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Social capital can reside within individuals or within a social system. An individual with high social 
capital has extensive networks that can be drawn upon to overcome difficulties or simply to enrich 
their lives. For the individual, investment in social relations occurs due to the expected returns for 
them (Lin 2001). In a similar sense a society with high social capital has networks and relationships 
which can be drawn on in times of difficulties and has more free flowing information and resource 
pathways to facilitate the enrichment of the whole community. Thus, the individual and social 
perspectives can be seen as complementary rather than mutually exclusive. It is in fact unlikely that 
one could exist without the other. There is however a tension between them as the focus of each is 
different. Whilst acknowledging the importance of the former, the emphasis in this chapter however 
needs to be on the system location of social capital. Let us then look at each of the three aspects of 
social capital (trust, reciprocity and social norms) within a systems framework.  
 
7.10.1 Trust 
 
In a society, trust can exist in regard to the interpersonal, social and the civic.  Interpersonal trust is 
the propensity of people to trust family, friends and well-known associates. Social trust refers to the 
readiness of people to trust members of their society in general (particularly strangers). The third 
concept, civic trust, is the level of faith and trust displayed by people towards their societal 
institutions. 
 
Interpersonal trust has little impact on changes in social capital, as the propensity towards co-operation 
between individuals known to one another tends to be very stable and falls within a certain narrow 
range (Nowak, May and Sigmund 1995). That is, whilst the large majority of interactions tend to be 
trustworthy, eliminating cheating seems impossible with such associates. Too little co-operation and 
nothing will get done, too much and the opportunities for cheating and exploitation become too great 
for some to avoid. This limited range for variation in interpersonal co-operation is also supported by 
games theory and other mathematical models (Nowak et al 1995). 
 
On the other hand, social and civic trusts, are much more variable, with each having quite different 
impacts on social capital levels. A reduction in social trust reduces spontaneous cooperation in regard 
to large-scale endeavours that by necessity involve strangers. Societies can compensate for this by 
either only co-operating at a local level or using laws and institutional methods of control (However, 
laws and institutional control methods require relatively high levels of civic trust in institutions). As a 
consequence, whilst most people would indicate a preference to live in a society defined as high in 
social trust, it is worth noting that in terms of economic and work power factors, societies deemed to 
be high in social trust, tend not to be noticeably more successful than low social trust societies 
(Fukuyama 1995). 
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Civic trust on the other hand is essential for the healthy functioning of a democracy. As the institutions 
in a society both mould and contain its citizens a loss of faith in them can have long-term 
consequences for social stability and inevitably lead to social decline (Henningham 1995). 
 
The most common method of measurement of both social and civic trust is to simply seek opinions. In 
Australia, such self-reports show that the last couple of decades have seen a marked drop in people’s 
trust of strangers and of community organizations. Through such surveys it has been found in 
Australia that the trust of strangers has dropped from 46% in 1975 to 39% in 1996 with trust of civic 
organizations falling from 56% to 26% over the same period (Winter 2000).  These surveys are also 
finding significant declines in reported trust for politicians, the legal system, the churches and almost 
all other important social institutions.  
 
Of course all the problems in self-report measures raised in the last chapter are equally valid here. In 
particular self-reports tend to be more reflectors of perceived social orthodoxy than personal belief and 
do not always correspond with actual behaviour. Given the rise in cynicism within Australian society 
much of this reported decline in trust might reflect that change rather an actual decline in trust. The 
fact that such questions have only been asked in Australia for the last couple of decades also makes 
longer term tracking of such movement impossible and therefore the use of these results as a measure. 
Unfortunately no better measure would seem to be available so the greater part of the 20th Century 
cannot be commented on. 
 
There is a range of possible explanations for the observed loss of social and civic trust during the last 
two decades of the 20th Century. This loss could relate to changes in the some of the social indicators 
mentioned earlier, such as levels of compassion and equity, which have also declined in the last couple 
of decades. Other possible explanations could include the public perception that politicians and other 
elites are behaving less honourably and therefore the reporting of such behaviour has gone up (Frum 
2000). Another could be that political diversity has declined and major parities are no longer seen as 
representing the broader community as much as they did in the past (Robinson 1999).  
 
7.10.2 Reciprocity 
 
Reciprocity in a social system context refers to the extent to which the citizens of a community freely 
give of themselves for the social good. Primarily it relates to the level of volunteerism displayed in a 
community but it does also include other forms of self-sacrifice (Onyx and Leonard 2000). It has been 
recognised since the early 19th Century that democracy cannot operate without a willingness of its 
citizens to act in this way for the common good. As a consequence the level of volunteerism has 
frequently been considered to double as a measure of the health of a democracy (Oppenheimer 2000).    
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Volunteering in Australia, like democracy, was a well-established component of our culture prior to 
the start of the 20th Century. Over the century it however underwent a series of transformations. As the 
century unfolded, state bureaucracies took over much of the welfare function performed earlier by 
volunteers (Oppenheimer 2000). Even so by the end of the century the number of volunteers (255,426) 
working in the community sector was roughly equivalent to those employed in the sector (257,049). 
This contraction of need for volunteers in the welfare sector however did not lead to a withering of 
volunteering. It just moved into new areas such as sporting clubs, community groups and groups for 
social change (Oppenheimer 2000).    
 
7.10.2.1 Measuring reciprocity 
 
Given the centrality of volunteering to reciprocity, the level of reciprocity in a community should then 
be able to be measured by the level of volunteerism or involvement in major civic functions (Cox 
2001). Records on volunteering in Australia are unfortunately somewhat sporadic and difficult to 
obtain and until very recently have never been collected on a national level. Given this it is not 
possible to use it as a measure for this thesis. The poor evidence available indicates that levels of 
volunteering probably steadily grew until the 1970s and has since declined. The work by Lyons and 
Fabiansson (1998) demonstrated a very clear decline over the 1980s and 1990s. This probable reversal 
for volunteering is supported by related changes in social stress and equity levels (see sections 7.3 and 
7.11 in this chapter). There is substantial evidence that volunteering rates are highly sensitive to 
changes in these areas (Pusey 2000).    
 
As volunteerism is also affected by changes in levels of social trust and social norms, it has often been 
considered to be a suitable overall measure of social capital and not just reciprocity. A decline in 
citizen participation during the later part of the century has also been reported in other Anglo-Saxon 
cultures most notably the USA (Gittell 1980; Frum 2000). 
 
7.10.3 Forming pro-social capital behavioural norms 
 
Social norms provide a means of informal social control that obviates the necessity of more 
institutionalised legal sanctions (Onyx and Leonard 2000). Whilst the prevailing patterns of societal 
trust and reciprocity impact directly on norm building, it is not the only way to enhance it. Provided 
prevailing levels of trust and reciprocity are above certain threshold points, people can also to some 
extent be socialised into such behaviour (Kohn 1990). Such pro-social socialisation is undoubtedly an 
important part of the education system, although no obvious direct measure yet exists. It has however 
been established that the more education a person has, irrespective of class, the more likely they are to 
 221
acquire such pro-social norms (Behrman 1997). This sadly makes the declines of the last few decades 
in reciprocity and trust even more tragic as overall levels of education have been going up (See 
Chapter 4 for more details).  
 
Aside from schools, peer processes and the prevailing culture are also very important in generating 
pro-social norms (Wuthnow 1995). There is strong evidence that in the last two decades of the 20th 
Century both of these were declining (Frum 2000). This decline in a pro-social cultural context could 
have also contributed to the decline in trust and reciprocity previously discussed. 
 
7.11 Social stress 
 
Social stress is a rather complex phenomenon that is best understood by first making reference to 
stress in individuals. Individual stress is generally defined in terms of external and internal factors. 
Cohen, Kessler and Gordon (1995, p.3) for example defined stress as occurring when “environmental 
demands exceed the adaptive capacity of an organism, resulting in [adverse] psychological and 
biological changes”.   
 
The significance of environmental and social factors in generating stress in individuals was first 
recognised in the 1930s. Efforts to systematically measure them however did not commence until 
much later. The first such checklist measure was the Schedule of Recent Experiences (SRE), which 
was introduced in 1957. Since then many other scales have been produced and a plethora of studies 
conducted. Importantly it is now well established that the more stressors an individual experiences in 
their lives, the more likely they are to experience stress responses (Turner and Wheaton 1995).  
 
The impact of such stressors is apparent in both inter and intra-national comparisons. Those nations or 
social groupings exposed to more stressors have poorer health outcomes in a range of physical and 
mental health variables than their less stressed brethren (Brunner and Marmot 1999). As well as these 
physical and mental health consequences, stressed individuals tend to also have poorer relationships 
and are prone to either withdraw or lash out at those around them (Linsky, Bachman and Straus 1995). 
 
Whilst it has been recognised for some time that societies vary in the stress they inflect on their 
members, systematic attempts to measure this did not commence until the 1980s. What research that 
has been done has supported the idea that high stress societies have less cooperation, higher crime and 
other signs of disharmony (Linsky et al. 1995).    
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7.11.1 The measurement of social stress 
 
There are a number of ways to approach the measurement of social stress. The most direct method is 
to measure the actual stress levels in a community’s citizens or at least a representative sample of them 
by the levels of the biological stress hormones. Unfortunately, such an approach is obviously not 
possible retrospectively.     
 
The alternative to direct measurement is to imply the level by either the level of community stressors 
that could lead to stress, or of the behaviours that would be a consequence of that stress. The former 
has been the more common approach overseas. The measures of collective stressors can simply be 
extrapolated from the collective level of stressors that have been linked to individual stress levels. For 
example the divorce rate or unemployment rate are suitable, as both divorce and unemployment have 
been shown to be stressful for the average person.  
 
Such an approach has a number of embedded assumptions. The main one is that the greater the 
number of stressful events the higher the proportion who cannot cope. This assumption is only valid if 
stressful events are relatively evenly distributed, and clearly the extents to which they congregate in 
clusters, the less true is the assumption.   
 
Over the last twenty years a number of refinements have been made to this approach. Many of the 
early checklists for individuals (and the latter ones for societies as a whole) tended to contain both 
positive and negative events on the assumption that it was change itself rather than the nature of 
change that was stressful. Recent meta-analysis however has shown a clear positive relationship for 
negative events and very weak and often reverse relationship in respect to positive events (Turner and 
Wheaton 1995). Therefore social stress scales should exclusively focus on predominately negative 
events. 
 
There is also significant evidence that weighting of variables in stress checklists do not significantly 
enhance their predictive powers, so it is generally best to leave them unweighted (Turner and Wheaton 
1995). In addition, because these measures are indirect indicators of likely stress rather than partial 
measures of stress, methods such as factor analysis to obtain weightings are inappropriate. Further 
more, some of these potential stressors could conceptually have high levels of mutual exclusivity.  
Finally, not weighting stressors is also consistent with the general approach adopted in this thesis 
regarding variable weighting. 
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One popular measure is the State Stress Index, which has taken the factors of focusing on negative 
events and non-weighting of variables into account in its construction. The index includes measures of 
economic, family and community/environmental stressors (Linsky et al. 1995).  
 
Many of the scale items are available in Australia for the whole of the last century, particularly in the 
economic and family ones. These include the economic ones of bankruptcies, unemployment and 
strikes and the family ones of divorces and infant mortality rates. The measure however was designed 
for small communities and has some problems translating to a nation as large as Australia. Most 
natural disasters for example are very localised in their impact and would tend not to greatly impact on 
global stress levels.  
 
7.11.2 Selecting items for an Australian measure 
 
Given there appears not to be any scales developed to measure social stress at a national level, some 
conceptual shifting of the frameworks for these other scales is required to meet such ends. In 
constructing a scale of this nature, the kinds of social stresses to capture for a nation therefore need to 
be considered. A National social stress scale should ideally include some of the main national negative 
event categories in regard to the economic, family, health, crime, and external conflict domains.  
 
In the economic domain, things such as the rate of unemployment, industrial disputes and bankruptcies 
would all impact on the level of stress experienced by a community. Such economic stresses have 
been well established to impact negatively on both health and family functioning (Weatherburn, Lind 
and Ku 1997). Data for all of these variables in Australia is readily available for the whole of the last 
century.  
 
For families, divorce, relocation/moving and child deaths would all be sources of major stress within a 
nation. Statistics on infant mortality rates and divorce are readily available. Records on relocation 
however have not been kept for more than a couple of decades although preliminary research does 
indicate both its increase over the century and its negative impact (Weatherburn et al. 1997).  
 
For health, infant mortality rates serves as a good measure of overall physical health. In Australia it 
correlates very highly with life expectancy (male -.965, female -.933), which has not been as reliably 
kept for the whole century. It also conveniently moves in the same direction in terms of stress as the 
other variables being considered. The impact of poor physical health on stress levels has been well 
established for some time (Dodge and Martin 1970) and was also discussed in the last chapter at some 
length. For mental health the suicide rate is a good choice and readily available.  
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As mentioned earlier, general crime statistics outside of murder rates are particularly unreliable when 
considering a century timeframe. Since the murder rate is being used separately here as a consequence 
measure, it cannot be included in a composite measure against which it is being compared. There does 
however seem to be a reasonably strong relationship between the crime rate and expenditure on law 
and order, so this can serve as an approximate for the level of crime in the community (O’Brien 1996).  
The direction of causality is however not clear, as proportionate increases in expenditure on law and 
order correspond with proportionate decreases in expenditure on health and welfare.      
 
It is worth noting that evidence of relationships between some of the separate variables has previously 
been established, but the direction of causality is not clear. Also many of the variables can equally be 
considered in part to be an expression of social stress as well as a cause. Divorce is a good example, 
whilst it is a major source of stress for the family involved it is more likely to occur during periods of 
increased stress. 
 
The next step was to scale the variables so they could be effectively compared and summed. There are 
three possible approaches; conversion to z-scores, rank scaling and range scaling. The latter was 
selected on pragmatic grounds. Some of the variables selected had numerous zeros in them so rank 
scaling would have been very misleading. The data did not contain any obvious outliers, so z scoring 
was not necessary. The use of z scores would have also distorted the previous mentioned variables 
with zero scores. Figure 7.10 shows these separate variables after scaling. Note: This is shown 
primarily for reference purposes. 
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Note: Data for these variables came from a range of sources. Specific sources of data can be found in Appendix A and 
the data for each year of the time series in Appendix D. 
 
Figure 7.10: Various stress variables over the 20th Century 
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Figure 7.10 shows these separate variables after scaling. Note: This is shown for illustrative purposes 
only. 
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Note: Data for this variable came from a range of sources. Specific sources of data can be found in Appendix A and 
the data for each year of the time series in Appendix D. 
 
Figure 7.11: Composite social stress scores over 20th Century 
The patterns are clearly quite different from variable to variable, and the degree of mutual exclusivity 
is good. Some correlations between the variables are significant (but not high), such as those between 
some of the selected economic indicators. The additivity power at .602 is also quite high. By summing 
these scaled variables it is possible to create a reasonably good national social stress index for 
Australia over the whole of the century. The results of this can be seen in Figure 7.11. This is a 
selected indicator.  
 
It would appear that social stress is another variable that displays a reversal during the 20th Century. It 
also has separate spikes that appear to correspond with both the First World War and the depression.  
 
7.11.3 The quality of individual interactions 
 
As stated earlier, the other indirect way to consider the impact of social stress is to look at the 
consequences. Given that higher level of social stress would be expected to increase both the levels of 
social withdrawal and interpersonal conflict, the levels of either of these could be tracked as 
alternative measures.  
 
The primary visible indicators of social withdrawal are of course suicide and depression, and these 
were explored at some length in the last chapter. Let us then briefly consider the dimension of 
interpersonal conflict. 
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The level of interpersonal conflict in a community can be indirectly assessed by the damage performed 
to each other as a consequence of that conflict. This includes damage to both property and person. 
Offences against property and good order are very sensitive to economic and external conditions. 
Those against persons tend to reflect longer-term changes. 
 
7.11.3.1 Homicide rate 
 
As a measure of extreme interpersonal conflict, an obvious candidate is the murder rate. Murders have 
been recorded for the whole of the last century (and most of the one before) so is a readily available 
statistic. It is also a form of violence whose occurrence would appear to be subject to little contention.  
 
Nevertheless, like suicide there has been some variation in the interpretation of what actually 
constitutes murder. Over the last century definitions of murder as a crime have undergone quite 
significant changes within each of the Australian states. Furthermore for most of the 20th Century there 
was also a high degree of variability between the definitions used in each of the states. In fact a 
consistent definition between states was not achieved until the 1990s. Examples of the variability 
include that many states have included road deaths as murders and presently some are currently calling 
for industrial accidents to be called murders.  
 
For this reason cause of death statistics have been chosen in preference to crime statistics for tracking 
Australian murder rates. Recording of these has been a commonwealth responsibility and definitions 
have changed little over the period. These were available from 1910, whilst for the earlier years of the 
last century crime statistics can be used as a substitute provided some modifications are made to the 
differing state definitions. (Note the use of individual state crime statistics in this way was only 
possible because definitions, whilst differing, did not change for the first two decades of the 20th 
Century providing a comparison reference decade).  
 
The murder rate has been shown to correlate highly with other forms of interpersonal conflict 
including such diverse items as physical assault, road rage and even litigation (Mukherjee, Jacobson, 
Walker and Fitzgerald 1983). For most of the last century homicides in Australia were consistently 
around 2% of offences against persons (Mukherjee et al 1983). The last decade however saw a slight 
departure from this pattern with a decline in the murder rate as a percentage of offences against 
persons. This was primarily due to the wave of legislative change around gun ownership that followed 
the Port Arthur massacre. With that proviso, the homicide rate on its own can serve as a measure of 
the underlying level of interpersonal conflict for most of the 20th Century. This can be seen in Figure 
7.12.  
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Note: Data are from ABS sources. Specific sources of data can be found in Appendix A and the data for each year of 
the time series in Appendix D.   
 
Figure 7.12: The homicide rate over the 20th Century 
 
As Figure 7.12 shows, the homicide rate displays a pattern similar to the other measure of social stress. 
That is, there was however a constant reduction over the first half of the century following by an 
equally stark reversal from the 1950s. The decline in the 1990s can primarily be put down to the 
changing gun control laws mentioned previously. It is worth noting however, that the homicide rate in 
Australia has been relatively low for most of the last century in comparison to the majority of other 
nations in the world (Chesnais 1995). 
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Figure 7.13: Scaled homicide rate superimposed on the graph for the composite social stress 
score  
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Figure 7.13 shows theses two measures superimposed on the same graph, and the similarity is 
immediately apparent. Statistically the correlation between the two is also high at 0.73. If the last ten 
years are excluded this correlation is raised to 0.82. The similarity adds weight to the idea that there is 
validity in the observed pattern for social stress. The generated pattern from both methods is consistent 
with the fairly common perception that social stress has been going up in the last half of the 20th 
Century (Mackay 1993). 
 
As discussed earlier a number of social progress measures have also followed a reversal pattern. These 
included some measures of inequality and compassion.  
 
7.11.3.2 Other explanations of varying homicide rates  
    
Whilst social stability and particularly social stress may be a major component of these observed 
variations, other explanation have been given to explain the differences in homicide rates observed 
within and between nations. Some time therefore needs to be spent looking at the strength of those 
arguments. 
 
One popular explanation for a high murder rate is the prevalence of guns in the community. Amongst 
Western industrial nations this correlation is reasonably strong. For example, England with very strict 
gun controls has a rate of only 1.3, whereas Finland with a very high gun ownership level has a rate of 
2.7. However, if this explanation was the primary one, the USA rate should be less than half what it is 
and the Russian rate a 10th of its current level (Doyle 2000).  There is also a causality question: are 
societies with high gun ownership that way due to the high murder rate or is the high murder rate due 
to the gun ownership levels?   
 
Another identified contributing factor is demographic profile. As adolescent males are the most likely 
to murder (and commit most crimes in fact) the proportion of the population that is in that age group 
impacts on the overall rate. Changing demographics have been used to explain the surprising drop in 
the murder rate observed in the 1990s in the USA (Doyle 2000). A related demographic explanation is 
the availability of birth control methods and abortions and the related number of unplanned births. 
Unwanted children are much more likely to offend than children conceived by choice (Holloway 
1999). This relationship however may not hold as strongly outside of the USA as within it.  
     
Some American commentators put the high USA rate down to existence of cultures of honour within 
their society. Certainly in the Southern states of the USA where that culture is prevalent, the murder 
rate is higher (Doyle 2000). However, these states also have higher rates of social stress as ascertained 
by other methods (such as social stress scales) (Linsky et al. 1995). Another possible explanation for 
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varying murder rates is biological disposition and founder effect (Gibbs, W.W. 1995). However if that 
effect was strong, Australia should have a much higher murder rate than the USA having been 
founded as a ‘convict penitentiary’, versus a ‘puritan haven’.   
 
Given the above, whilst murder rates are undoubtedly impacted on by factors other than social stress, 
it would still appear to be a reasonable alternative measure for social stress.  
 
7.12 Summary of findings on social functioning 
 
Many variables were discussed in this section but only two for social stress were finally accepted as 
indicators to be used in this thesis. Those were the murder rate and a composite measure of social 
stressors. 
 
Unlike the variables discussed in the moral virtues section, the results for social functioning appear to 
be extremely consistent. The available evidence would indicate that political stability in Australia has 
undergone a significant reversal over the century, as has social capital and social stress. This is 
particularly troubling as these variables as conceptually distinct and their action in unison does not 
bode well for longer-term social functioning. Whilst Australia is still very politically stable, the 
synergy of these trends could lead to problems if no remedial action is taken. These are part of a 
cluster of reversing indicators results that will be explored further in Chapters 8 and 9.      
 
7.13 Summary of measures used as indicators for social wellbeing  
 
The following two tables summarise the primary measures both considered and ultimately selected in 
this chapter. A summary of rationales is also included for each decision, including the weakness of 
those measures actually accepted. Table 7.1 focuses on those measures accepted and Table 7.2 on 
those rejected. 
 
7.14 Summary of Results 
 
In summary, progress in social wellbeing was very mixed over the 20th Century. Whilst some variables 
have undergone clear advancement, others have declined and others have experienced at least some 
reverses during the century. The variety is so great that it is hard to make any overall conclusions.  
 
For the moral virtues of fairness, compassion and tolerance, this variability was quite marked. 
Specifically, in terms of the indicators selected for fairness, those for women showed positive gains 
 230
over the whole century, whilst those for both class and ethnicity showed clear improvements followed 
by sustained reversals. 
 
This reversing pattern was repeated for all the measures selected for compassion, in terms of the 
indicators selected for both charity and forgiveness. 
 
Tolerance of diversity, as measured by human rights progress, however showed a general 
improvement for the majority of the century, with only a small appreciable reversal in the last two 
decades of the 20th Century. 
 
Social functioning in comparison has predominately undergone a marked reversal over the 20th 
Century, showing improvement over the first half and decline in the second. This includes the 
available evidence for political stability, social capital and social stress. Only the latter had a suitable 
indicator. 
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Table 7.1: Summary of indicators used as measures for progress in terms of social wellbeing and social stability 
Element Measure Comment 
Fairness   
Gender (power) Proportion of representatives that 
are female 
1. Data available for the whole of the century 
 Proportion of workforce female 1. Contentious due to the difference between earnings and expenditure 
2.  Debate about whether economic power is the capacity to consume or direct where resources should go  
Class (economic resources) Income distribution 1. Measures rarely taken, except for last couple of decades 
2. Can not separate out generation factors ie people tend to earn more as they age.  
3. For most of the wealthy income is a poor measure of actual wealth due to the capacity to hide income for much of the last century. 
Ethnicity (health outcomes) Proportionate aboriginal life 
expectancy 
1. Data are not available for the whole century, but estimates can be made for earlier part of century 
2. Debates regarding definitions of who to include as aboriginal still continue  
Compassion   
Charity Proportion of government 
expenditure on welfare 
1. Data available for whole of the last century 
2. Does not include private charity 
Forgiveness Incarceration rate 1. Statistic available for whole of the last century 
2. Incarceration rates can be influenced by factors other than compassion, such as increasing crime rates 
Tolerance   
Tolerance of diversity Human rights progress 1. Historical events easily accessible 
2. Difficulty in determining what are the key events 
3. Can a document (such as the declaration of human rights)created in the middle of the century be used for the whole of a century 
Social stress   
Consequences of social stress Murder rate 1. Statistic kept for whole of the century 
2. Explanations for variations in homicide are however broader than just interpersonal tensions 
Social stressors- 
Familial 
Divorce rate 1. Assumption that divorce is undesirable when often it isn’t 
Health Infant mortality rate 1.   Requires the health of the poor to be improved to make significant gains in it so measure has high level of equity built  
2.   Can lead to gaming and a distortion of resource allocations if given to great significance.. 
 
 Suicide rate 1.    Statistic readily available (see comments on indicator in Chapter 6)  
External War deaths 1. Good statistics kept for whole of the century 
2. Doesn’t include all of the range of potential economic and social impacts 
Economic Bankruptcy 1. Statistic kept for whole of last century 
2. Acceptability of bankruptcy changes over time and this impacts on the readiness to utilise this approach 
 Unemployment 1. Statistic available for whole of last century 
2. Natural rate of unemployment shifts over time 
3. Misses under employed and discouraged workers 
4. Unemployed have had increasing alternatives to receiving benefits as the century progressed 
 Industrial dispute rate 1.   Not available for first decade of the 20th century 
Crime Law and order expenditure 1.   Expenditure on law and order is not necessarily always reflected in changes in crime rate 
2.   Order of causality is not clear 
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Table 7.2: Summary of some of the indicators rejected as measures in terms of either social wellbeing or social stability and the reasons for doing so. 
 
Element Measure Comment 
Fairness   
Class (economic 
resources) 
Wealth concentration 1. Measure rarely taken 
2. Much wealth can be hidden or located overseas 
3. Generation factors important in regard to wealth 
Compassion   
Charity Proportion of 
community expenditure 
on welfare 
1. Estimates of private charity beyond that from large institutions is very difficult to obtain 
2. Many acts of private charity involve time rather than financial resources 
Social trust   
Institutional Political party support 1. Records are available but closely guarded by parties and not publicly accessible. 
2. Questionable whether membership levels reflect involvement in political process. 
 Volunteer rate 1. No central record of the numbers involved in volunteer work 
2. Official estimates only available for last couple of decades 
3. Levels can only be poorly estimated 
Interpersonal Trust of stranger 1. Measures recent in origin 
2. Subject to normal distortions of self report measures 
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Chapter 8: 
An exploration of the possible relationships between 
the various components and individual elements 
 
8.0 Introduction 
 
The existence of some form of relationship between the various components of progress has been 
postulated for the last five centuries. Despite this length of time, the actual natures of these 
relationships have not been empirically established. The complex reasons for that were explored in 
Chapter 2. Chapter 2 also made reference to the various theoretical relationship models that have 
evolved to explain progress. To reiterate, they divide into five broad types: four positing some form of 
relationship whilst the fifth is essentially the null hypothesis of no relationship existing between the 
components of progress. 
 
In section 8.1 the analysis commences with a summary of the components, their elements and all the 
indicators selected to measure them and a basic set of pattern types identified. The pattern of change in 
each indicator throughout the 20th Century is then examined. Section 8.1 finishes with an exploration 
of any potential overall patterns of progress in an Australian context, by combining standardised 
scores within each type.  
 
Section 8.2 then includes an examination of the evidence for component level relationships. This will 
include a check for whether there is evidence to support any of the relationship models identified in 
Chapter 2. The existence or otherwise of relationships at this component level does not preclude 
separate relationships at the level of elements or their indicators. 
 
In Section 8.3 any potential relationships at the element and indicator level are explored. This will 
include a summary of the findings from a correlational analysis of all 41 indicators. More extensive 
statistical analysis will then be conducted on the 26 indicators with sufficient data points. This will 
include autocorrelation testing, followed by Principal Component Analyses and Dynamic Factor 
Analyses. Additional Principal Component and Dynamic Factor Analyses will then be performed on 
each of the broad patterns of indicator movement identified in section 8.1.  
 
Section 8.4 will explore the cross correlations within these indicator pattern types for both the raw and 
detrended data. 
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The next sections (8.5, 8.6 and 8.7) will then make more detailed examinations of each of the main 
pattern types identified in section 8.1. Section 8.8 will conclude the chapter with a summary of the 
conclusions that can be thus drawn regarding models of progress. 
 
8.1 Summary of components and data collected 
 
Table 8.1 contains a summary of all the indicators selected for this study, including information on the 
number of data points that were available for each indicator and the pattern that each indicator 
displayed over the 20th Century. On the basis of visual inspection, indicators were categorised into 
three types of patterns: 
 
• trending (moving in either primarily a positive or negative direction for the whole century); 
• reversing (those that displayed a single clear change in direction at some point during the 
century); and 
• oscillating (showing multiple changes of direction over the century).  
 
Whilst this terminology will be maintained through the rest of this chapter it needs to be noted that 
these distinctions were not always clear-cut and that the categories tended to merge into one another. 
Some indicators consequently were included in more than one category.  
 
In addition, other more subtle distinctions are made within the table.  The trending indicators were 
further divided into those that trended positively or negatively and those that progressed in a linear, 
exponential, sigmoid or episodic pattern. The reversing indicators were divided into early and late 
reversers and trough or peak pattern depending on the initial direction of change. 
 
8.1.1 Indicators utilised for further analysis 
 
Table 8.1 includes all the measures discussed in Chapters 3 through to 7, including some that were 
duplicated and some utilised more for illustrative purposes. Table 8.2 includes the actual 41 indicator 
measures, which are analysed in this chapter with bold highlight indicating the 26 that had sufficient 
data points for the additional more extensive statistical analysis (that is they have more than 90 data 
points, see rationale in section 1.4.1).  
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Table 8.1: Summary of measures selected and available data 
Key for Shape column  
 
O = oscillating F = flat (neither + or -)   
T = trend   +  = positive linear   ++ = positive exponential    - = negative linear   -- = negative exponential    S = sigmoid   E = episodic 
U= U shape   + = trough   - = peak   e = early turner   l = late turner  
 
Component Aspect/ 
Sub-component 
Element  
 
Measure(s) selected as Indicator(s) NN Notes on N Shape 
Knowledge 
 
Contribution to Innovation  Patents granted per capita 100  OF 
 
  Output to global knowledge Per capita Government funding of science 
and research 
 
54 Mainly later half 
of century 
TS + 
 Capacity to utilise Qualifications and skills 
available in community 
 
Tertiary students per capita 98  T + + 
 Access to Proximity and size of library 
collections 
Public Libraries per capita 
 
Size of State and University Library 
collections 
 
 
62 
 TS+ 
 
T++ 
   University Library resources per tertiary 
student 
 
62 Primarily post 
1934 
OF 
Environment Loss of 
biodiversity 
 Biota loss Proportion of land still un-exploited  63 All post 1955, 
irregular prior 
 TO- 
  Species decline 
 
Mammal species extinction 100  TE- 
Economic Efficiency Labour efficiency 
 
GDP/total hours worked 100  TE+ 
  Money Capital efficiency 
 
Physical capital efficiency 
 
GDP/Money supply 
 
GDP/Physical capital 
100 
 
100 
 OF 
 
TS+ 
 236 
Component Aspect/ 
Sub-component 
Element  
 
Measure(s) selected as Indicator(s) NN Notes on N Shape 
Economic Efficiency  Energy efficiency 
 
GDP/Energy used 100  TE- 
   Resource use efficiency 
 
Not measured    
  Financial efficiency Interest difference between depositors and 
borrowers 
74 Missing data 
irregular for first 
half of century 
OF 
 Size Activity level 
 
 Environmental resources 
GDP(NPV) per capita 
 
Renewable 
- Fish harvest rate as proportion of 
maximum sustainable rate 
 
100 
 
87 
 
 
Irregular first half 
of century 
T++ 
 
TS- 
   Consumable 
- Brown coal reserves used 
- Black coal reserves used 
- Gas reserves used 
- Oil reserves used 
- Uranium reserves used  
 
100 
100 
100 
100 
100 
 
  
T-- 
   Exported recyclables 
- Gold 
- Iron 
- Lead 
- Copper 
- Aluminium 
 
100 
100 
100 
100 
100 
 
 T-- 
  Physical infrastructure Net Capital Stock per capita  35 However 100 
points available for 
Gross Capital 
Form. 
T++ 
  Human capital 
 
Tertiary students per capita 98  T++ 
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Component Aspect/ 
Sub-component 
Element  
 
Measure(s) selected as Indicator(s) NN Notes on N Shape 
Economic Effectiveness Quality of services and goods 
produced 
Measurement to complex to attempt for 
thesis, some suggestions however where 
made as to how it could be 
 
   
 Appropriateness Level of community resources 
commitment to socially positive 
goals 
 
Proportion of government resources not 
committed to defence and law and order  
86 Irregular missing 
data points 
U+e 
Economic 
Contextuals 
Business cycle 
 
Price Revolutions 
 
Trade 
Changes in economic activity 
level 
Changes in prices 
 
Changes in the balance of trade 
Percentage changes in annual GDP(NPV) 
 
Annual inflation rate 
 
Annual balance of trade 
100 
 
100 
 
100 
 OF 
 
OF 
 
T-- 
Individual Physical health Quantity Life expectancy 38 Aprox every 10 
years then 
continuous from 
1973 
TS+ 
   Infant mortality rate  100  T S+ 
  Quality Disability support pension rates 90 All post 1910 F 
 Mental health Prevalence of serious mental 
illness  
 
Mental health hospitalisation rate 83 Mainly missing 
mid 1970s to 
1980s 
T + 
   Patients treated for serious mental illness 
per capita 
  
37 Irregular collection T -- 
  Level of contentment in 
community 
 
Suicide rate 100  I/U+ 
Individual Spiritual health Belonging in regard to common 
roles 
    
  1.Family 
 
Proportion who become parents 21 Every five years 
approximately 
OF 
   Divorce rate 
 
100  TS - 
 238 
Component Aspect/ 
Sub-component 
Element  
 
Measure(s) selected as Indicator(s) NN Notes on N Shape 
Individual  2. Workforce Unemployment rate 
 
100  OF 
   Worker participation rate 100  OT+ 
  Opportunities to establish 
personal identity 
Variety of Olympic events Australians 
participate in.  
22 Every 4 years 
approximately, 
except for world 
wars 
T + + 
   Career options 
 
0 Cited only T + + 
  Balance or time to pursue non 
survival activities 
 
Average hours worked 100  U +l 
Social/moral Fairness Access to power 
 
Proportion of female parliamentarians 100  T + + 
  Access to economic resources Wealth concentration as measured by 
income disparity 
16 Very irregular, 
mainly post 1980 
U +e 
  Access to health resources Aboriginal life expectancy as proportion of 
general population 
16 Very irregular, 
mainly post 1980 
U +l 
 Compassion  Level of charity Generosity of welfare provisions 
- government outlays spent on welfare as 
proportion of GDP 
 
86 Irregular missing 
points 
U +e 
   Level of forgiveness Severity of societal penalties 
- imprisonment rate 
  
100  U +e 
 Tolerance of 
diversity freedom 
Progress in regard to human 
rights 
Summation of yearly gains and losses in 
regard to human rights through identified 
key events 
  
100  TE + 
 Social capital Trust of societal structures  Participation rate in political process 
 
30 Primarily post 
1970 
U +e 
   Volunteer rate (cited only) 
 
  U +e 
 
 
Political stability Access to economic resources Wealth concentration as measured by 
income disparity 
16 Very irregular 
primarily post 
1980 
U +e 
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Component Aspect/ 
Sub-component 
Element  
 
Measure(s) selected as Indicator(s) NN Notes on N Shape 
Social/moral Social stress 1. Level of stress experienced 
by members of a community 
Infant mortality rate 100  T E+ 
   Divorce rate 
  
100  T E- 
   Unemployment rate 
 
100  O 
   Bankruptcy rate 99 One year missing 
due to change over 
in data collection 
point 
T -- 
   Industrial disruption rate 
 
88 All  post 1912 O 
   War casualty rate 
 
100  O 
    Suicide rate 
 
100  OU+e 
   Crime rate 
 
100  U+e 
   Social Stress Index (combination of above)  
 
100  U+e 
  2. Level of interpersonal conflict Deaths due to societal friction (murder rate) 
 
100  U+e 
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Table 8.2: Summary of the indicators utilised in the analysis and the components to which they 
relate  
Note: bold indicates those indicators with sufficient data points for the more extensive analysis and the name in 
brackets in the shorthand label applied to the indicator in Chapter 8 and 9. 
 
No Indicator Figure Components it 
relates to 
Type 
1 Patents granted per capita (patent rate) 3.2 Knowledge Oscillating 
2 Per capita commonwealth government funding of 
science  
3.1 Knowledge Trending 
3 Tertiary students per capita (student rate) 3.3 Knowledge, Economic Trending 
4 Size of Library and University Library collections 3.4 Knowledge Trending 
5 Proportion of land not being exploited 4.2 Environment Trending 
6 Fish Harvest rate 4.1 Environment, Economic Trending 
7 Mammal species extinction rate (biodiversity) 4.3 Environment Trending 
8 Gross Domestic Product [constant 2000 dollars] 
per capita (GDP per capita) 
5.1 Economic Trending 
9 Gross Capital Formation (GCF) 5.6 Economic Trending 
10 GDP/total hours worked (labour efficiency) 5.7 Economic Trending 
11 GDP/Money supply (money capital efficiency) 5.8 Economic Oscillating 
12 GDP/ Physical capital (physical capital efficiency) 5.9 Economic Trending 
13 GDP/Energy used (energy efficiency) 5.11 Economic Trending 
14 Interest rate differences between depositors and 
borrowers 
5.10 Economic Oscillating 
15 Government expenditure on law and order (law & 
order) 
5.14 Economic, Social Reversing 
16 Percentage changes in annual GDP (constant 2000 
dollars) (Annual change in GDP) 
5.17 Economic Oscillating 
17 Annual inflation change (Inflation rate) 5.16 Economic Oscillating 
18 Annual balance of trade (constant 2000 dollars) 
(Current account balance)  
5.15 Economic Trending 
19 Life expectancy 6.1 Individual Trending 
20 Infant mortality rate (infant mortality) 6.4 Individual Trending 
21 Invalid pension support rate 6.2 Individual Trending 
22 Mental health hospitalisation rate 6.5 Individual Trending 
23 Suicides as proportion of deaths (suicide rate) 6.7 Individual Reversing/Oscillating 
24 Proportion who become parents 6.9 Individual Oscillating 
25 Fertility rate 6.10 Individual Oscillating 
26 Divorce as proportion of marriages (divorce rate) 6.11 Individual Trending 
27 Unemployment rate (unemployment rate) 6.8 Individual, Economic Oscillating 
28 Average hours worked (hours worked) 6.12 Individual, Economic Trending/Reversing 
29 Olympic participation level 6.13 Individual Trending 
30 Proportion of female parliamentary 
representatives (female representation) 
7.1 Social Trending 
31 Gini-coefficient 7.3 Social Reversing 
32 Indigenous life expectancy as proportion of general 
population 
7.4 Social Trending/Reversing 
33 Government outlays as proportion of GDP 7.7 Social Oscillating 
34 Proportion of Government outlays on welfare 
(welfare expenditure) 
7.5 Social Reversing 
35 Proportion of community incarcerated 
(imprisonment rate) 
7.8 Social Reversing 
26 Summation of yearly gains and losses in regard to 
human rights (human rights) 
7.9 Social Trending 
37 Social stress composite measure (social stress)  7.11 Social Reversing 
38 Murder rate 7.12 Social Reversing/Oscillating 
39 Bankruptcy rate 7.10 Social Trending/Oscillating 
40 Industrial disruption rate 7.10 Social Oscillating 
41 War casualty rate 7.10 Social Oscillating 
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8.1.2 Nature of data collected 
 
The data collected for each indicator in this study is time series data for a single entity (Australia), and 
as such the data has certain inherent limitations. However it also has certain advantages compared to 
cross-sectional data such as clusters for many nations for a single year.   
 
The first limitation relates to the types of analysis that can be performed. This means that structural 
equation modelling, factor analysis and other common methods of looking at relationships between 
indicators and clusters of indicators cannot be applied with full confidence, because these methods 
assume that sampled indicators are independent of one another (Hamilton 1994). Time series data are 
not generally independent, the results for a particular year often being heavily influenced by the results 
in preceding years. The strength of this effect can be seen by examining autocorrelations. (Table 8.2 
indicates the strength of these autocorrelations for the 26 indicators, which have sufficient data points 
for meaningful analysis; clearly all except percentage changes in GDP have an impact from earlier 
values of the time serries).   
 
A second limitation is that with only one nation being examined any generalisation to other nations or 
contexts has to be very tentative. This limitation also has implications in terms of use of statistical 
significance. Statistical significance is concerned with distinguishing between whether a result could 
be due to chance in a particular sample, or whether the result is so unlikely to be due to chance that it 
constitutes evidence of a ‘real’ and repeatable relationship in the population from which the sample is 
drawn.  Since this data set is in effect based on a census about a whole population rather than a sample 
of cases selected from a larger population, the question arises as to the meaning of statistical 
significance in this context.  The answer is that it means nothing per se, since we are not extrapolating 
beyond the 20th Century– or indeed to other countries.  The significance level (or p-value) is being 
used as a convenient measure of the magnitude of any ‘effect’ relative to the year-to-year variability in 
the series.  This is used as a filter to distinguish between the strongest relationships and the weaker 
ones. Since the sample size is the same in each case, there is a one-to-one correspondence between the 
magnitude of the effect and the significance level.  The point of dichotomisation (5% significance 
level) is of course arbitrary (but so it is also when used as a significance criterion per se). 
 
Time series data does however provide a much stronger logical basis for establishing causal 
relationships, (particularly if lags can be established between indicators), than does cross sectional 
data analysed with the techniques discussed earlier (Hamilton 1994).  
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8.1.3: Overall pattern of change as ascertained by combining standardised scores. 
 
To get an overall sense of the direction of change beyond the descriptive result in Table 8.1, all the 
data from each indicator was standardised. To do this all scores were converted to a value between 0 
and 100 for each indicator with the lowest being assigned the value of 0 and the highest 100. 
Inherently negative indicators (such as social stress) were inverted to make combining meaningful. 
The scores for all indicators were then averaged for each year to obtain an indication of the overall 
direction of change. This was done for two data sets. The first set only includes those indicators with 
complete or almost complete data for each year of the century (>90% complete). The second set 
included all of the indicators for which data was collected. The results of this analysis are shown 
Figure 8.1. As can be seen both sets are very similar in appearance. From these results it would appear 
that overall, Australia did progress in the 20th Century, but most of the progress occurred in the first 
half of the century. There would also appear to be some distinct periods of minor reversal– the 
strongest of which corresponds with the Great Depression. 
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Figure 8.1:  Combined standardised scores for indicators utilised in this thesis, set one contains 
the 26 with near complete data and set two all the 41 separate indicators 
 
8.2 Conclusions about component model fit for Australia over the 20th 
Century 
 
As Table 8.1 shows, the elements within each of the components tend to display a diverse range of 
patterns of change. Some trend either up or down, some show a notable reversal of direction and 
others oscillate irregularly. In general, the movement of indicators within each component seem only 
weakly, if at all, related. The only component for which all the indicators follow roughly the same 
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pattern is the environment. This was also the only component for which all the indicators for the 
elements were significantly correlated.  
 
In addition, of the 820 (41x40/2) possible correlations between the 41 indicators collected, 390 (47%) 
were above 0.5. Aside from the environment component, in which all indicators correlated with high 
significance, the proportions of indicators correlating above 0.5 within each component were below 
50% and therefore consistent with the general pattern. This indicates that changes in a sizeable 
proportion of the indicators within components are unrelated to others within the component.  
 
These divergent patterns of indicators within components are not an indictment of the component 
structure. First, the structure validly stands on thematic grounds as a logical means of grouping and 
identifying elements. Second, the elements within components were carefully selected conceptually to 
be as independent from each other as possible. This was deliberately done so if any commonality were 
found, it would be due largely to a common external influence. According to the various models 
considered in Chapter 2 this would most likely be sequential, cyclic, intrinsic emergent or extrinsic in 
nature (see Figure 2.1). This result is therefore more clearly indicative of a failure of the component 
models discussed in Chapter 2 to have explanatory power for Australia over the 20th Century. That 
failure however does not preclude those model categories being applied at other levels, as the model 
categories are primarily a framework to describe relationships.  
 
This result also does not support the existence of coherent uni-dimensional components amenable to 
inter-component statistical analysis. On the other hand the relatively high level of correlations between 
elements of different components indicates the possibility of many inter-component relationships but 
at the level of elements and indicators. It is conceivable that some of the model categories identified in 
Chapter 2 may apply to these clusters of indicators. 
   
Given this lack of internal consistency within components it is not appropriate to perform any inter-
component analysis. Consequently at least for the Australian situation over the 20th Century, none of 
the inter-component models mentioned in Chapter 2 are supported by the results. 
 
8.3 Analysis of broad patterns in data 
 
As stated earlier, the conclusion drawn in section 8.2 does not preclude further exploratory analysis, 
particularly of the elements and their indicators. However, it would appear from those results, to be 
more sensible to examine most element relationships by the broad patterns of movement their 
indicators display, than in terms of their thematic relationships to their respective components.  
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For the remainder of this analysis therefore, a focus will be made on relationships within the three 
broad categories of indicators identified in Table 8.1. To simplify language, indicators that display a 
consistent trend will be referred to as ‘trending indicators’, those that display a single reversal in their 
direction as ‘reversing indicators’ and those that display multiple reversals as ‘oscillating indicators’. 
Note that this terminology use is purely for convenience and is not meant to imply that the shape is an 
inherent quality of the indicators. As mentioned, further consideration is limited to the 26 indicators 
with sufficient data points to facilitate more extensive statistical analysis. The first stage of this 
process is therefore to subject these indicators to autocorrelation analysis: this is down in section 8.3.1 
below.  
 
8.3.1 Autocorrelation analysis 
 
An autocorrelation is the correlation between the values of a time series with previous values of the 
same time series. The time displacement is called the lag. There are two main purposes in performing 
an autocorrelation analysis. The first is to determine whether results in previous years have a bearing 
on the current year. The second is to see if reoccurring patterns occur at more distant lags, indicating 
the presence of cyclic patterns.  
 
The results of the autocorrelation analysis are displayed in Table 8.3. First note that nearly all 
indicators show a significant impact of the result for the previous year, indicating that most can not be 
considered to be random from year to year. Also note that none of the negative lags were statistically 
significant and that none of the indicators displayed significant autocorrelations at lags more distant 
than those for which they first drop below significance level. Some general comments can be made on 
the results shown in Table 8.3. Those indicators that trended considerably over the 20th Century tended 
to show much higher autocorrelations at the first lag and tended to exhibit statistical significance at 
longer lags than those in the other two categories. The level of autocorrelation for each of the 
oscillating indicators was much lower than for the trending indicators; they also lost significance more 
quickly. Most of the oscillating indicators displayed some negative correlations. These appeared to 
form as wave patterns, however they did not rise to levels of statistical significance. This result is 
consistent with data that is not strictly cyclical but periodically rises and falls with waves of only 
roughly similar durations. 
 
The smaller the difference in periods of the waves, the closer the autocorrelation come to being 
significant. So from this result it can be concluded that of the oscillating indicators, inflation, suicide 
and unemployment come closest to being cyclical in their wave formations.  
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Table 8.3: Summary of autocorrelation data for 26 indicators with sufficient data. 
Note: those indicators identified with* have features of more than one cluster. 
 
Indicator Autocorrelation 
at lag 1 year 
Lag (years) to 
loss of 
significant 
autocorrelation. 
Lag (years) until 
autocorrelation 
becomes 
negative 
Max negative 
autocorrelation  
and  
corresponding 
lag (years)  
Lag 
(years) 
return to 
positive 
Trending      
Student rate 0.97 10 N/A. N/A N/A 
Biodiversity 0.97 10 N/A N/A N/A 
GDP(NPV) per 
capita 
0.96 10 N/A N/A N/A 
Gross Capital 
formation 
0.96 11 N/A N/A N/A 
Labour efficiency 0.96 10 N/A N/A N/A 
Physical Capital 
efficiency 
0.97 10 N/A N/A N/A 
Current account 
balance 
0.80 10 N/A N/A N/A 
Infant mortality 0.95 10 N/A N/A N/A 
Divorce rate 0.95 9 N/A N/A N/A 
Human rights 0.97 10 N/A N/A N/A 
Proportion of 
female 
representation 
0.88 6 20 -0.05 
25 
N/A 
Reversing      
Government 
expenditure on 
law & order 
0.91 5 18 -0.09 
21 
N/A 
Welfare 
expenditure 
0.91 5 18 -0.09 
20 
N/A 
Hours worked* 0.98 10 N/A N/A N/A 
Imprisonment rate 0.91 6 15 -0.06 
17 
24 
Social Stress 0.89 7 24 -0.06 
25 
N/A 
Murder rate* 0.74 7 19 -0.06 
21 
24 
Oscillating      
Patent rate 0.84 5 No negative, but 
clear wave 
N/A 13 
Money Capital 
efficiency 
0.95 8 23 -0.06 
25 
N/A 
Energy efficiency 0.89 7 N/A N/A N/A 
Inflation rate 0.54 4 10 -0.24 
16 
23 
Suicide rate* 0.84 5 11 -0.25 
14 
25 
Unemployment 
rate 
0.92 5 11 -0.30 
23 
N/A 
Bankruptcy rate 0.91 6 17 -0.07 N/A 
Government 
outlays as 
proportion of 
GDP 
0.91 5 18 -0.09 
20 
N/A 
Yearly percentage 
change in GDP 
-0.09 0 0 -0.16 
17 
7 
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The reversing indicators generally fall somewhere in between the trending indicators and the 
oscillating ones in terms of the strength of the autocorrelation at the first lag and the rate of decline in 
significance levels for lags; the notable exception being murder rate. This indicator however has many 
features of oscillating indicators and is something of a hybrid. Similarly the suicide rate indicator also 
shows some reversing pattern as well as its primary irregular pattern.  
 
This crossover is also not restricted to the reversing and oscillating indicators. It also occurs between 
trending indicators and reversing indicators, such as the hours worked indicator. In Table 8.3 those 
indicators exhibiting hybrid patterns are shown in the cluster they most strongly relate to, as well as 
being identified with an asterisk*. 
 
Of the indicators with a reversing pattern, all except hours worked also displayed some negative 
autocorrelations. The lack of negative autocorrelations in hours worked is indicative of it being in the 
second wave of indicators to reverse. This also explains its dual classification as an indicator.     
 
8.3.2 Principal Components Analysis and Dynamic Factor Analysis 
 
Principal components analysis is a method of identifying the underlying common components that 
contribute most to the variance in a set of indicators. In addition, heuristic rules can be used to later 
eliminate less significant principal components, thereby reducing the number of components that need 
to be considered. This form of analysis can therefore be used as a technique to reduce dimensionality 
and simplify a data set. The two most common heuristic rules are either to keep components until a 
certain percentage of variance is covered (usually 80%) or to eliminate components that contribute less 
than the original variables (i.e. have eigenvalues less than 1.0). The latter approach is used in this 
thesis. Whilst principal components analysis is frequently used with time series data, there is some 
disagreement among statisticians about its use in this manner due to the assumption made of 
independent observations (Harvey 1989). Given this, it was considered prudent to use techniques 
developed specifically for time series data to confirm and validate the results from such an analysis. 
Dynamic factor analysis (DFA) has been developed specifically for time series data (Harvey 1989) 
and is implemented in the software package ‘Brodger’ (Highland Statistics Ltd 2004). This is the 
statistical package that was used for the DFA results reported here.  
  
An initial principal components analysis (PCA) was performed on the 26 indicators with sufficient 
data, to determine the appropriateness of the identified pattern categories of indicators (see section 
8.1). The results are displayed in Table 8.4. Five separate components with eigenvalues above 1.0 
were identified, which together accounted for 86 % of the variance between indicators. 
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Table 8.4: Description of components and their values 
 
Factor  Eigenvalue       % of Variance Description 
__________________________________________________________________________________  
 
1  11.345   45.382  Trending Indicators 
2   5.328   21.311  Reversing indicators 
3   2.223    8.890  Oscillating-long economic wave 
4   1.535    6.141  Oscillating-Optimism wave 
5   1.181       4.725  Oscillating-short economic wave 
  
The results in Table 8.4 are very consistent with the visually based divisions made in Table 8.1. Two 
of these correspond with the original categories of trending and reversing and the remaining three 
represent a breakdown of the oscillating category into three further categories. To further confirm that 
this is an accurately identified categorisation, each of the three pattern types identified in Table 8.1 
(trending, reversing and oscillating) were subject to separate PCAs and DFAs.  
 
The PCA component loadings for the trending indicators are shown in Table 8.5. The trending 
indicators had only one factor with an eigenvalue above 1.0 (10.551) and this accounted for 88% of 
the variance; the dynamic factor analysis supported this as well. The standardised PCA factor scores 
have been plotted in Figure 8.2. The DFA factor scores have also been plotted and can be seen in 
Appendix E. The generally upward trend identified in both was also intuitively self-evident. The 
indicator that loaded most heavily on this single component was Labour efficiency*, but nearly all 
indicators had loadings above 0.9. 
 
The component loadings for the reversing indicators are shown in table 8.6.The indicators labelled as 
reversing produced two eigenvalues above 1.0; one (3.778) that accounted for 54% of the variance that 
seemed to include the early reversers and a second (1.400) that included a later reversal group. This 
second factor accounted for 20% of the variance. The standardised factor scores for these two factors 
have been plotted in Figure 8.3. The variable that loaded most heavily on the first component was law 
and order expenditure. The variable that loaded most on the second component was hours worked, a 
hybrid that had also been considered to be a trending indicator. 
 
 
 
 
*Note: all labels for indicators will be shown in italics when referred to in the body of the text 
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Table 8.5: PCA component matrix for indicators labelled as trending 
 
INDICATOR COMPONENT 1 
(Positive trend) 
87.926% of Variance 
Infant mortality rate 0.854 
Average hours worked 0.916 
Proportion of female 
parliamentarians 
0.930 
Student rate 0.961 
Biodiversity loss -0.884 
Real GDP per capita 0.982 
Divorce rate -0.936 
Human rights 0.968 
Real Current Account balance -0.878 
Labour efficiency 0.986 
Physical capital efficiency 0.985 
Gross capital formation per capita 0.969 
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Figure 8.2: Single main factor component identified from PCA for trending data.  
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Table 8.6: PCA component matrix for indicators labelled as reversing 
 
INDICATOR COMPONENT 
1 (Reverse early)                       2 (Reverse late) 
53.966% of variance                  20.000% of variance 
Murder rate 0.819 0.116 
Social Stress 0.820 -0.285 
Welfare expenditure 0.671 0.611 
Law and order expenditure 0.866 -0.175 
Suicide rate 0.710 0.093 
Imprisonment rate 0.853 -0.135 
Average hours worked 0.027 0.938 
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Figure 8.3: Two main factor components identified by PCA for reversing data 
   
The DFA again produced confirmatory results, as can be seen in Appendix E. The first trend reversed 
in the middle of the century and the second one in the 1980s, consistent with the visual analysis of the 
data and again intuitively self-evident (see section 9.6 for an elaboration of the meaning of these 
trends). The DFA however produced a more noticeable second reversal than the PCA, which tends to 
more plateau. 
 
The PCA performed on oscillating indicators produced four eigenvalues above 1.0. The results are 
displayed in Table 8.7. Three of the components seem equivalent to the earlier identified ones (namely 
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long economic wave, short economic wave and optimism wave) and one is new (philosophy of 
governance wave).  
 
Table 8.7: PCA component matrix for indicators labelled as oscillating 
 
 
INDICATOR 
                                       COMPONENT 
1                             2                             3                              4 
(Optimism/Pessimism)   (Long economic)          (philosophy of governance)  (short economic) 
28% of variance     23% of variance     13% of variance      11% of variance 
Patent rate -0.639 0.417 0.007 0.128 
Bankruptcy -0.720 -0.302 0.481 -0.062 
Current account 
balance 
-0.801 -0.253 -0.348 -0.108 
Government outlays 
as proportion of GDP 
0.260 0.596 0.614 0.091 
Murder rate 0.517 0.459 0.479 0.200 
Suicide rate 0.719 0.308 0.135 0.144 
Inflation rate 0.038 -0.703 0.334 0.265 
Percentage changes 
in GDP per capita  
0.017 -0.042 0.006 0.965 
Unemployment 
rate 
0.272 0.579 -0.510 0.148 
Energy 
efficiency 
0.390 -0.833 -0.067 0.106 
Money capital 
efficiency 
-0.691 0.246 -0.403 0.196 
 
The four factor components can be seen in Figure 8.4. Factor 1 appears to be a cycle of roughly 40-
years and has been labelled the Optimism/Pessimism wave due to the high correlation of suicide rate, 
murder rate and bankruptcy rate with it. Factor 2 seems to have a roughly 30-year cycle and has been 
labelled as the long economic wave, due to the economic factors such as the Inflation rate that load 
heavily on it. Factor 3 appears to be a cycle of over 60 years and has been labelled philosophy of 
governance wave due to the high loading of government outlays as a proportion of GDP on it. Factor 
4 appears to be a very brief cycle of less than 5 years and has been labelled the short economic wave 
as percentage changes in GDP per capita loads most heavily on it. This time the DFA produced 
results that were not quite consistent with the principal component analysis. Six components were 
identified instead of four and in a different component order. These six components can be found 
plotted in Appendix E. Although the order is different, four of them do appear to correspond with 
those components identified by the principal component analysis. The two extra components (four and 
six) also seem to correspond to some crossed over effects from the other identified primary trends, 
noticeably the trending and the first reversing component. The number of components is also not much 
less than the number of actual indicators, indicating the variable nature of this category of indicators; 
therefore some caution would be needed in making interpretations of the results with oscillating 
indicators (see section 9.5 for an exploration of the meaning of these trends). 
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Figure 8.4: Four factor components identified by the PCA for the oscillating data 
 
8.4 Cross correlations between indicators  
 
Within the separate pattern types, each of the indicators was then subjected to two types of cross 
correlation analysis; one with the indicators in their raw form and a second with each indicator being 
de-trended by taking differences.  
 
A 
 
B 
 
C                              D      
 
A = lag at which highest correlation occurs +/- indicates column indicator 
leads/lags row indicator 
B = highest correlation 
C = number of significant correlations at adjacent lags  
D = total number of significant correlations 
 
 
Figure 8.5: Key to contents of cells in Tables 8.7 to 8.12 
 
 A cross correlation is a measure of the similarity of two different time series data sets, at different 
lags. The following six tables contain in ‘upper triangular’ form, cross correlations for the three 
clusters of indicator patterns; commencing with trending indicators, followed by oscillating indicators 
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and concluding with reversing indicators. The contents of cells within each of these tables follow the 
same structure. This is illustrated in Figure 8.5. 
 
The number at the top of each box describes the lag that corresponds with the highest correlation. The 
number below is the highest correlation. Across all the tables the convention of having the lag 
displayed as relative to the indicator in the left column has been maintained. For example, the peak 
correlation between Gross Capital Formation (GCF) and the Bankruptcy rate (see Table 8.7) i.e. 
0.566, which occurs at a 10-year negative lag. The GCF indicator relates most strongly to the 
Bankruptcy rate 10 years previously. Note that correlations as low as 0.2 are significant at p=0.05.  
The number in the bottom left hand corner of each square shows the number of directly neighbouring 
correlations that are significant. The number in the bottom right hand corner represents the total 
number of cross correlations that are significant for that pair of variables.  
 
When a number of tests are performed at a nominal alpha-level (or Type1 error rate) of say 5%, the 
overall probability of a Type 1 error (rejecting a true null hypothesis) in the whole set of tests rises 
with the number of tests performed.  Various adjustments to test criteria are available for controlling 
the overall Type1 error rate.  The simplest of these is Bonferroni adjustment, in which the nominal 
alpha-level is reduced, so that the criterion for rejection of the null hypothesis is more stringent.  
 
Given the number of correlations considered and the post hoc nature of the exploratory analysis, it was 
decided to use a conservative p< 0.01, as the criterion for statistical significance.  However, since 
strictly no statistical inference is being carried out (see Section 8.1.2), and significance is only being 
used as a convenient comparative measure, the significance level adopted is arbitrary.  It is 
acknowledged that some of the ‘significant’ relationships discussed are likely to be spurious, in the 
sense of having been thrown up by chance to the level where they are included in the discussion, in the 
absence of any coherent underlying causal mechanism.   
 
As cross correlations for lags beyond 20 cannot be tabulated by the program used this means the 
maximum possible number of significant correlations reported is 40. Note that in most cases with 
above 30 correlations, one ‘side’ (i.e. one direction of lag) is usually still significant at this cut off 
point. Where figures C and D are equal, there has not been a second peak. Nearly all such results have 
been accompanied by a steady decline in correlation from the lag with the maximum correlation. 
Where this is not the case it will be noted.  In those situations where D > C there have been some 
significant correlations outside of this pattern. This has usually meant at least one extra separate peak, 
frequently at a lag quite distant from the first.  
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An important aspect of cross-correlation analysis is detrending.  Two series, which share a common 
linear trend, will display cross correlation at all lags.  Detrending is aimed at removing the masking 
effect of dominant emergent long term trends in order to more clearly reveal any peaks of correlation 
which indicate lagged relationships on a finer timescale (and hence possible sequential causal 
relationships).  The most common approach to detrending is to take differences between successive 
data values.  This process can be repeated.  First differencing removes first order (linear) trends and 
flattens (linearises) second order (quadratic) trends; second differencing removes second order trends, 
and so on.  However, each differencing step also tends to reduce the range of the data values and 
hence lower the overall level of correlation.  
 
In this study first differences were used to remove the predominant linear trends present in all three 
clusters of indicators.  The effect of differencing the data is different for each cluster.  For the 
trending indicators, differencing highlights the strength of possible sequential causal relationships 
(represented by the lagged peaks of cross-correlation) as distinct from intrinsic emergent effects 
(represented by the common trend which produces masking cross-correlation at all lags). For both the 
reversing and oscillating indicators, differencing suppresses the effect of longer term trend reversals 
and hence allows comparisons of long term and shorter term cross correlations. 
 
8.4.1 Cross correlations for trending indicators 
 
Table 8.8 shows the various cross correlations for the trending indicators, whilst Table 8.9 displays 
those trending indicators after differences have been taken. As the table clearly shows, the majority of 
trending indicators correlated most strongly at a zero lag. Only 18 of the most significant cross-
correlations for trending indicators occurred at non- zero lags. These tended to involve particular 
indicators: nine involved hours worked, seven Bankruptcy rate and three apiece human rights and 
current account balance. All of these indicators are to some extent hybrids. Both hours worked and 
human rights have some reversing properties, whilst both Bankruptcy rate and the current account 
balance have oscillating qualities.    
 
Note that every indicator correlated significantly with every other. Only two of the 78 correlations 
were below 0.5, with an additional five between 0.5 and 0.7, and 30 were above 0.9. Most of the lower 
magnitude cross correlations involved the two hybrid indicators of Bankruptcy rate and current 
account balance. Both share some irregular indicator features. Note also that whilst any zero lags 
provide no support for possible sequential causal relationships between those respective indicators, it 
does not categorically disprove them for a number of reasons.  
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Table 8.8: Cross correlations for trending indicators.  
Note: See Figure 8.5 for key to cell content.   
 Bio-
diversity 
Real GDP 
per capita 
Gross 
capital 
formation 
Labour 
efficiency 
Physical 
capital 
efficiency 
Current 
account 
balance 
Infant 
mortality 
Divorce 
rate 
Human 
rights 
Bankruptcy 
rate 
Female 
represent 
Hours 
worked 
Student rate 0 
-0.750 
33  33 
0 
0.968 
40  40 
0 
0.907 
39  39 
0 
0.951 
39  39 
0 
0.937 
39  39 
0 
-0.889 
38  38 
0 
-0.717 
32  32 
0 
0.957 
40  40 
0 
0.900 
37  37 
0 
0.698 
26  26 
0 
0.940 
39  39 
-6 
0.848 
26  26 
Biodiversity X 0 
-0.817 
35  35 
0 
-0.860 
37  37 
0 
-0.857 
37  37 
0 
-0.872 
37  37 
0 
-0.664 
31  31 
0 
0.961 
40  40 
0 
-0.736 
34  34 
0 
-0.900 
39  39 
6 
-0.338 
20  20 
0 
-0.742 
33  33 
0 
0.931 
40  40 
Real GDP per 
capita 
 X 0 
0.976 
40  40 
0 
0.972 
40  40 
0 
0.969 
40  40 
0 
-0.889 
38  38 
0 
-0.769 
34  34 
0 
0.916 
40  40 
0 
0.916 
37  37 
0 
0.633 
25  25 
0 
0.928 
38  38 
-6 
-0.840 
36  36 
Gross capital 
formation 
  X 0 
0.968 
40  40 
0 
0.979 
40  40 
0 
-0.834 
36  36 
0 
-0.805 
36  36 
0 
0.862 
40  40 
0 
0.946 
40  40 
-10 
0.566 
23  23 
0 
0.869 
37  37 
-4 
-0.889 
40  40 
Labour efficiency    X 0 
0.978 
40  40 
0 
-0.838 
36  36 
0 
-0.825 
36  36 
0 
0.923 
39  39 
0 
0.971 
40  40 
-13 
0.585 
23  23 
0 
0.897 
37  37 
-4 
-0.910 
39  39 
Physical capital 
efficiency 
    X 0 
-0.845 
35  35 
0 
-0.824 
36  36 
0 
0.904 
39  39 
0 
0.966 
40  40 
-5 
0.582 
23  23 
0 
0.900 
37  37 
-3 
-0.919 
39  39 
Current account 
balance 
     X -2 
0.627 
30  30 
0 
-0.840 
38  38 
-4 
-0.741 
34  34 
0 
0.683 
25  25 
0 
-0.876 
36  36 
-6 
0.750 
31  31 
Infant mortality       X 0 
-0.724 
34  34 
0 
-0.888 
39  39 
16 
-0.340 
15  15 
0 
-0.720 
31  31 
0 
0.922 
40  40 
Divorce rate        X 0 
0.890 
37  37 
3 
0.615 
25  25 
0 
0.905 
37  37 
-5 
0.822 
34  34 
Human rights         X 14 
0.582 
22  22 
-2 
0.836 
35  35 
0 
-0.941 
40  40 
Bankruptcy 
rate 
         X 0 
0.701 
22  22 
-10 
-0.515 
18  18 
Female 
representation 
          X -6 
0.852 
32  32 
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First, the relationship may simply be weaker than intrinsic emergent factors. This can be tested by 
seeing what lags appear after data are de-trended. Secondly, the once yearly time sampling may be too 
crude to differentiate faster sequential causal impacts. This obviously cannot be tested for with the 
present data set but could be an area for future research.  
 
Note also the high number of significant cross-correlations for each pairing in addition to the highest 
one. These invariably clustered around the most significant cross correlation with gradually 
diminishing strength with distance from it. There were no secondary peaks for any of the cross-
correlations with trending indicators. This result supports the case for emergent properties being a 
strong driver of these trends. Those variables with clear lags also showed a high number of significant 
cross correlations at other lags supporting the importance of emergent properties even for them.   
 
After the removal of differences, only a minority of correlations were still significant at p<0.01. In all 
40 cross correlations had ceased to be significant. Those that remained were in nearly all cases 
significantly smaller.  This result is to some extent to be expected because de-trending does reduce 
variability and thus the strength of correlations. It also removes most of the emergent behaviour. As 
expected, no de-trended correlations were higher than those without differences removed. 
 
The one exception to this overall pattern of large reductions in correlation size was the correlation 
between GDP per capita and Gross Capital Formation. This was the only one to remain above 0.9 
and in fact was the only one above 0.5. This result would further indicate that either extrinsic factors 
or intrinsic emergent properties contributed a large component of the original correlations.  
 
Although both causal and circular systemic effects are small indications of their presence are worthy 
of closer examination. Of the 38 significant cross correlations only four occurred at zero lags. In most 
cases the lags after differences were removed did not correspond well with any that occurred earlier. 
Divorce rate had the most significant cross correlations; being involved in 11. Biodiversity and human 
rights, the least, with each only having two significant cross correlations apiece.  
 
The patterns of significant cross-correlations will be investigated further in section 8.5. 
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Table 8.9: Cross correlations for differences of trending indicators.  
Note:  See Figure 8.5 for key to cell content.   
 Biodiversity Real GDP 
per capita 
Real Gross 
capital 
formation 
Labour 
efficiency 
Physical 
Capital 
efficiency 
Current 
account 
balance 
Infant 
mortality 
Divorce 
rate 
Human 
rights 
Bankruptcy 
rate 
Female 
represent 
Hours 
worked 
Student rate -2 
0.163 
0     0 
7 
0.389 
2    2 
7 
0.257 
0     0 
-6 
0.235 
0     0 
-10 
0.223 
0     0 
-4 
-0.202 
0      0 
-5 
0.114 
0      0 
2 
0.446 
0     1 
-16 
0.228 
0      0 
1 
0.309 
0     0 
6 
0.352 
1     3 
5 
0.232 
0      0 
Biodiversity X 4 
0.124 
0     0 
-8 
0.168 
0     0 
5 
0.228 
0      0 
12 
0.183 
0     0 
2 
0.166 
0     0 
-16 
0.464 
0     0 
16 
-0.278 
0      0 
-1 
0.193 
0     0 
18 
0.126 
0     0 
12 
0.160 
0     0 
3 
-0.192 
0      0 
Real GDP per capita  X 0 
0.927 
0    1 
3 
0.352 
1     4 
1 
0.232 
0      0 
8 
-0.261 
0      0 
1 
0.081 
0     0 
-16 
-0.345 
0      1 
-19 
0.205 
0      0 
-6 
0.284 
0     0 
-1 
0.235 
0      0 
0 
0.182 
0      0 
Real Gross capital 
formation 
  X 4 
0.324 
1     2 
0 
0.363 
1     1 
0 
-0.239 
0      0 
-1 
0.111 
0      0 
-16 
-0.318 
0      1 
-19 
-0.244 
0       0 
10 
0.251 
0     0 
13 
0.247 
0      0 
9 
0.158 
0     0 
Labour efficiency    X 0 
0.362 
0     0 
-5 
0.274 
0     0 
-1 
0.147 
0     0 
-11 
-0.409 
1       2 
4 
0.193 
0     0 
13 
0.272 
0      0 
9 
0.367 
0     3 
8 
-0.313 
0      0 
Physical Capital 
efficiency 
    X -16 
0.252 
0     0 
0 
0.132 
0     0 
-14 
0.393 
0     1 
-1 
0.214 
0      0 
10 
0.327 
1     1 
9 
0.426 
0     0 
8 
0.337 
0     0 
Current account 
balance 
     X 0 
-0.108 
0      0 
-2 
-0.431 
0      1 
4 
0.264 
0      0 
0 
0.214 
0     0 
-7 
0.272 
0     1 
-5 
-0.282 
0      0 
Infant mortality       X 2 
0.046 
0      0 
-1 
-0.204 
0      0 
3 
0.107 
0     0 
4 
0.048 
0     0 
4 
0.168 
0     0 
Divorce rate        X 0 
0.262 
0     0 
16 
0.372 
1     1 
7 
0.333 
0      1 
-19 
0.384 
0     1 
Human rights         X -2 
-0.173 
0      0 
7 
0.199 
0     0 
0 
-0.240 
0      0 
Bankruptcy 
rate 
         X -1 
0.305 
0     1  
-1 
0.335 
1     4 
Female 
representation 
          X -1 
0.356 
0     2 
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8.4.2 Cross correlations for oscillating indicators 
 
Table 8.10 shows the various cross correlations for those indicators that had oscillating patterns, whilst 
Table 8.11 displays those after differences have been taken. Table 8.10 shows that many irregular 
variables display significant cross correlations with each other and most of those had lags, indicating a 
temporal sequencing and hence the possibility that some causal relationships may be occurring 
between them. Forty four of the 55 correlations were significant at p< 0.01 and only one of those had 
the most significant cross correlation at zero lags that being the cross correlation between Bankruptcy 
rate and the Current Account Balance. This was also the second highest correlation recorded for these 
variables. This aberrant result may be explained by the observation that these two were the only 
oscillating variables that also displayed hybrid trend qualities and what this result is tracking is 
probably shared trend qualities rather than irregular ones.  
 
Of the 11 cross correlations that were not significant, nine were in relation to yearly percentage 
change in GDP. In fact only one of the cross correlations with that variable was significant (with 
Money capital efficiency) and that was quite weak.  The two remaining non-significant cross 
correlations were between the Bankruptcy rate and Government outlays as a proportion of GDP 
(GOG) and between GOG and Current account balance. This is consistent with the factor analysis that 
placed percentage changes in GDP as an almost exclusive factor. 
 
Whilst the majority of oscillating indicators cross correlated significantly with each other, most of 
those correlations were relatively insubstantial. Only one cross correlation was above 0.7 and 16 above 
0.5, indicating that any possible causality effects are only small and partial. There were some quite 
notable exceptions and Money capital efficiency was central to many of them. The cross correlation 
between Money capital efficiency and Bankruptcy rate at 0.733 was clearly quite substantial, as was 
the relationship between Money capital efficiency and the Current account balance, Energy efficiency 
and Unemployment rate. There was also a strong relationship between inflation and suicide and energy 
efficiency and the patent rate. Most of the significant cross-correlations for the oscillating indicators 
clustered around a single peak, as for the trending indicators. Seventeen cross-correlations however 
produced clusters with multiple peaks. These oscillating indicators that had significant cross 
correlations beyond the ‘neighbouring’ lags displayed a range of patterns. In the majority of cases the 
additional significant cross correlations clustered around a second peak. Murder rate cross-correlated 
with Patent rate and Energy efficiency, and Inflation rate with GOG, however each had three peaks, 
whilst murder rate cross-correlated with unemployment rate had four peaks. The entire cluster of 
highly significant cross correlations mentioned previously however had only a single peak, as did the 
entire cross correlations above 0.5. Again this result is not surprising, as it would be expected that 
possible causality effects in multiple peaking relationships would have to be weak. 
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Table 8.10:  Cross correlations for oscillating indicators.  
Note: See Figure 8.5 for key to cell content.   
 
 
Money 
capital 
efficiency 
Energy 
efficiency 
Inflation 
rate 
Suicide 
rate 
Unemployment 
rate 
Bankruptcy 
rate 
Government 
outlays as a 
proportion 
of GDP 
Yearly 
percentage 
change in 
GDP 
Current 
account 
balance 
Murder 
rate 
Patent rate 10 
0.530 
36  36 
-11 
0.625 
28  28 
2 
0.331 
4    5 
-1 
-0.348 
3   11 
-11 
-0.429 
6    6 
20 
0.427 
3   14 
-11 
0.397 
11  12 
15 
0.205 
0     0 
7 
-0.527 
31  31 
16 
0.323 
8   13 
Money capital 
efficiency 
X -13 
0.600 
27  27 
-5 
0.467 
15  15 
6 
0.550 
17  17 
-13 
-0.616 
14  28   
14 
0.733 
17  17 
-20 
0.253 
0    0 
-19 
0.250 
0    0 
12 
0.649 
29  29 
6 
0.523 
26  26 
Energy 
efficiency 
 X 0 
-0.515 
10  14 
-15 
0.485 
12  12 
1 
0.362 
13  13 
16 
-0.420 
11  11 
-20 
-0.443 
27  27 
-13 
-0.180 
0    0 
12 
0.549 
24  24 
-20 
0.380 
7   24 
Inflation rate   X 14 
0.618 
10  12 
1 
-0.379 
4    5 
16 
0.495 
9   11 
-20 
0.289 
0    5 
0 
-0.175 
0     0 
-14 
-0.433 
16  16 
11 
0.332 
1    3 
Suicide rate    X -20 
0.403 
2   16 
1 
0.542 
11  11 
1 
0.485 
9   13 
-16 
-0.147 
0    0 
1 
-0.348 
12  12 
-1 
0.438 
16  16 
Unemployment 
rate 
    X 0 
0.505 
11  11 
12 
0.410 
4    7 
5 
-0.185 
0    0 
-4 
-0.264 
0    0 
-3 
0.362 
5   19 
Bankruptcy 
rate 
     X -1 
-0.138 
0    0 
-11 
-0.115 
0    0 
0 
0.683 
25  25 
-4 
0.407 
13  13 
Government 
outlays as a 
proportion of 
GDP 
      X -6 
0.182 
0    0 
-11 
-0.115 
0    0 
-3 
-0.584 
17  17 
Yearly 
percentage 
change in GDP 
       X 0 
-0.115 
0    0 
-11 
-0.168 
0    0 
Current 
account 
balance 
        X 6 
-0.257 
0    0 
 
 
As mentioned earlier, taking differences with non-trending data is for different purposes than for 
trending data. If irregular variables are highly correlated at non-zero lags this is indicative that the two 
variables are probably at least partially causally linked at a macro-level. The likelihood of emergent 
properties driving such a pattern is significantly reduced. The purpose of taking differences in this case 
is to see whether the year-by-year changes in the two variables are related as well the broader 
longitudinal changes. A high proportion of the oscillating variables exhibiting cross-correlations did 
not produce significant cross-correlations after differences were removed. In all 30 were not 
significant at p<0.01. Of the remaining 25 only one of the cross-correlations was greater than 0.5. This 
indicates that most of the year-by-year interdependencies between any of these variables are either 
non-existent or quite weak. The actual indicators that were significant after the differences were 
removed were not all the same as those in the previous analysis, nor were relative strengths 
comparable. Six of the previous non-significant variables became significant after differences were 
removed. Five of those changes were in relation to yearly percentage changes in GDP. With the 
remaining 19, three actually had stronger cross-correlations with differences removed, though the 
balance was a weakening of relationships. The most significant of these was between Unemployment 
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rate and GOG, which was one of the three pairs of variables whose cross correlation became more 
significant after detrending.  
 
Table 8.11: Cross correlations of differences for oscillating indicators  
Note: See Figure 8.5 for key to cell content.   
 Money 
capital 
efficiency 
Energy 
efficiency 
Inflation 
rate 
Suicide 
rate 
Unemploy-
ment rate 
Bankruptcy 
rate 
Government 
outlays as a 
proportion of 
GDP 
Yearly 
percentage 
change in 
GDP 
Current 
account 
balance 
Murder 
rate 
Patent rate 19 
0.261 
0    0 
11 
0.257 
0     0 
14 
0.219 
0    0 
-2 
0.276 
0     0 
-10 
0.208 
0     0 
0 
0.182 
0     0 
-2 
-0.196 
0      0 
9 
-0.246 
0      0 
-14 
0.222 
0     0 
2 
0.246 
0     0 
Money 
capital 
efficiency 
X 0 
0.281 
-12 
-0.185 
0     0 
18 
-0.227 
0      0 
-13 
-0.335 
0     0 
-1 
-0.176 
0      0 
0 
-0.362 
0      2 
0 
0.486 
1      1 
-2 
0.226 
0     0 
2 
0.181 
0    0 
Energy 
efficiency 
 X 0 
0.443 
1     1 
0 
-0.341 
0      1 
5 
-0.254 
0      0 
11 
-0.207 
0      0 
11 
0.243 
0     0 
1 
-0.577 
1      1 
-14 
-0.213 
0     0 
-13 
0.181 
0     0 
Inflation rate   X -8 
-0.224 
0      0 
9 
-0.171 
0      0 
11 
0.254 
0      0 
-8 
0.251 
0     0 
0 
-0.417 
1       1 
-7 
-0.199 
0      0 
-12 
-0.303 
0     0 
Suicide rate    X -1 
0.280 
0     0 
-1 
0.405 
1     1 
2 
-0.253 
0      0 
0 
-0.194 
0     0 
-3 
-0.238 
0     0 
2 
-0.238 
0     0 
Unemploy 
ment rate 
    X -1 
0.321 
1     1 
12 
0.452 
2      2 
1 
0.181 
0     0 
0 
0.236 
0     0 
-8 
-0.218 
0     0 
Bankruptcy 
rate 
     X -12 
0.265 
0     0 
16 
-0.284 
0      0 
-5 
0.231 
0    0 
-11 
0.276 
0     0 
Government 
outlays as a 
proportion of 
GDP 
      X 0 
-0.334 
0     0 
0 
0.214 
0     0 
-16 
0.155 
0     0 
Yearly 
percentage 
change in 
GDP 
       X 0 
-0.334 
0      0 
2 
0.246 
0     0 
Current 
account 
balance 
        X 15 
0.154 
0     0 
 
The strongest cross-correlation between all the detrended variables was between Energy efficiency and 
yearly changes in GDP, which were not significantly correlated before differencing. In fact most of 
the stronger correlations after detrending were now with yearly changes in GDP.  
 
8.4.3 Cross correlations for reversing indicators 
 
Table 8.12 shows the various cross correlations for the reversing indicators, whilst Table 8.13 displays 
the cross correlations after differences have been taken. 
 
Unlike the oscillating indicators, all of the reversing indicators had significant cross-correlations with 
each other, at p<0.01, indicating a common underlying relationship between them. These relationships 
tended also to be stronger than those for oscillating indicators but not as strong as those seen in the 
trending indicators. Of the 21, seven were below 0.5 and only three were above 0.7. Unlike the 
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trending indicators the majority had their strongest correlations at lags other than zero. In fact only six 
of the most significant cross-correlations occurred at zero lag. These results show support for some 
causality occurring amongst these indicators at the macro-level.  
 
Table 8.12: Cross correlations for reversing indicators  
Note: See Figure 8.5 for key to cell content.   
 Welfare 
expenditure 
Hours 
worked 
Imprison-
ment rate 
Social 
stress 
Murder 
rate 
Suicide rate 
Government 
expenditure 
on law & 
order 
0 
-0.491 
12  12 
-14 
0.526 
17  17 
0 
0.730 
20  20 
2 
0.752 
27  27 
0 
0.715 
24  24 
-1 
0.406 
15  15 
Welfare 
expenditure 
X -5 
-0.544 
26  26 
4 
-0.527 
15  23 
2 
-0.342 
14  14 
3 
-0.599 
17  17 
1 
-0.499 
10  13 
Hours 
worked 
 X 14 
0.597 
17  19 
16 
0.501 
17  20 
20 
0.375 
12  23 
15 
0.398 
16  16 
Imprisonment 
rate 
  X 0 
0.676 
21  21 
0 
0.602 
20  20 
0 
0.560 
14  14 
Social stress    X -3 
0.629 
22  22 
-1 
0.579 
16  16 
Murder rate     X 1 
0.438 
16  16 
 
  
For all the reversing indicators that had significant cross-correlations at lags beyond the cluster around 
the highest correlation, the additional significant correlations all clustered at some second peak. 
However this occurred for only six of the cross-correlations, all of which involved either Welfare 
expenditure or Hours worked. These two variables had the strongest association with the second factor 
identified in the factor analysis of the reversing indicators. The remainder of the cross-correlations 
showed the same basic pattern as that displayed for the trending indicators; that is, a gradual decline in 
value with distance from the lag with the most significant cross-correlation. After differences were 
removed, nine of the 21 were no longer significant. Nearly all of these were in relationship to Welfare 
expenditure and Hours worked (the two variables that largely fitted into the second factor for the 
reversing indicators) and were the most trend like of the reversing indicators, being late reversers. The 
other exceptions involved the murder rate or the suicide rate, the two reversing indicators that were 
most oscillating in appearance. Most of the 13 remaining variables related to either Social stress or 
Government expenditure on law and order, indicating that these two variables are possibly responsible 
for more year-by-year changes in other variables. However, none of these 13 was particularly strong, 
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with the entire set of cross correlations being below 0.5. The two strongest were between Social stress 
and Suicide rate (0.436) and Welfare expenditure and Hours worked (-0.451). 
 
Table 8.13: Cross correlations between differences for reversing indicators  
Note: See Figure 8.5 for key to cell content.    
 Welfare 
expenditure 
Hours 
worked 
Imprison-
ment rate 
Social 
stress 
Murder 
rate 
Suicide rate 
Government 
expenditure on 
law & order 
0 
-0.258 
0      0 
-10 
0.094 
0     0 
-4 
0.274 
1      1 
7 
0.300 
0      1 
-14 
0.262 
0      1 
-15 
0.264 
0      0 
Welfare 
expenditure 
X -5 
-0.451 
0     0 
7 
-0.203 
0      0 
13 
-0.256 
0      0 
16 
-0.152 
0      0 
2 
-0.254 
0      0 
Hours worked  X 13 
0.264 
0     0 
18 
0.207 
0     0 
3 
0.197 
0     0 
9 
0.196 
0     0 
Imprisonment rate   X 1 
0.290 
0     0 
-5 
0.163 
0     0 
-12 
-0.193 
0     0 
Social stress    X -3 
0.280 
0    0 
0 
0.436 
0    0 
Murder rate     X 2 
0.238 
0     0 
 
8.4.4 Hybrid indicators 
 
Most of the hybrid indicators were characterised as reversing indicators. Two of these (Hours worked 
and Welfare expenditure), were late reversers, and as a consequence were also classified as trending 
indicators. The explanation for their dual categorisation is self-evident, and if the reversing effect 
continues they will be less and less like the trending variables over time (assuming current trends 
continue). It is also possible that other trending indicators (the most likely being Human rights) will 
become hybrid in this way over time.  
 
The other two hybrid reversing indicators appeared to have some type of oscillating pattern transposed 
onto the reversing pattern. Those indicators were Murder rate and Suicide rate. Again the explanation 
for this observation is reasonably straightforward. They are indicators that are subject to an oscillating 
cycle but are also impacted upon by whatever is driving the reversing indicators. This is perhaps best 
appreciated by considering Figure 8.6; this has the standardised factor scores for the three relevant 
factor components superimposed on a similarly standardised suicide rate scale. Clearly the shared 
relationships are quite apparent. 
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Figure 8.6: Standardised suicide rate with three relevant factor components superimposed  
 
The other two hybrid indicators had trending and oscillating aspects. These were Bankruptcy rate and 
Current account balance. Again these would appear to be variables influenced by some oscillating 
cycles but also largely driven by the same forces moving the other trending data. 
 
8.5 Patterns apparent in trending indicators 
 
The trending indicators showed some evidence for all the model patterns indicated in Chapter 2 (as in 
partial causation, systemic cycles, emergent systemic influences and external factor influence).  
 
As stated earlier, most of the 12 trending indicators did not exhibit significant lagging cross 
correlations with each other, however 19 did occur. Figure 8.7 shows all of those 19 cross correlations 
that did have lags. Temporal relationships are indicated loosely by the time axis directed from left to 
right. Note that it is not possible to be metrically consistent in two dimensions. This convention will 
also be used in all the subsequent figures showing at temporal relationships. The vmax > lag is 
displayed above the cross correlation. Maximum cross correlations are highlighted in colour as 
follows: [r] < 0.5 purple; 0.5 ≥ [r] > 0.6 blue; 0.6 ≥ [r] > 0.7 green; 0.7 ≥ [r] > 0.8 yellow; 0.8 ≥ [r] > 
0.9 orange; [r] ≥ 0.9 red. Only correlations of p< 0.01 are included (These conventions apply for all 
subsequent figures that include time series information). Names of most indicators are highlighted in 
light yellow; some however are coloured olive. These are ones that appear more than once in the time 
sequence, indicating probable systemic circularity. Finally a convention has been adopted of showing 
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the most significant cross correlation for an indicator by using a green arrow away from it, and the 
second most significant by a blue arrow. Other important correlations will be shown in orange.  
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KEY: colours for cross correlations [r] < 0.5 purple; 0.5 ≥ [r] > 0.6 blue; 0.6 ≥ [r] > 0.7 green; 0.7 ≥ [r] > 0.8 yellow; 0.8 
≥ [r] > 0.9 orange; [r] ≥ 0.9 red. 
 
Figure 8.7: Cross correlations for trending indicators that had lags.  
 
Note that the reason all lines in Figure 8.7 are not coloured is simply that none of them were the most 
significant correlations for any of the indicators. Figure 8.8 displays all the trending cross correlations 
above 0.9. As most of these have zero lags this figure has no time dimension, just an indication of the 
strength of the relationship.   
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KEY: Strongest relationship shown by green arrow away from indicator and second strongest by blue, all others 
shown in orange.  
 
Figure 8.8: Trending cross correlations above 0.9.   
 
Note in Figure 8.8 that there appear to be three distinct clusters: one around Gross capital formation, a 
second around the Student rate and a third around Biodiversity loss. Indicators with insufficient data 
points for the full analysis also tend to cluster around these three points.  
 
Figure 8.9 shows all of the significant cross correlations for trending indicators after differences are 
removed. Note that with one exception most of the relationships are quite weak and the pattern and 
collection of indicators is dissimilar from those found in Figure 8.7. This illustrates the different 
relationship between trending indicators in the long term and the year-to-year influences between 
them. 
 
The consequences of these results in the trending data are explored in section 9.4.  
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Figure 8.9: Cross correlations for trending indicators after differences are removed.  
 
8.6 Patterns apparent in oscillating indicators 
 
The oscillating indicators also display some interesting patterns. (Note that the diagram conventions 
used here are the ones previously detailed at the beginning of section 8.5).  
 
Figure 8.10 shows the significant cross correlations for oscillating indicators, whilst Figure 8.11 shows 
those significant relationships after differences are removed. As can be seen, the figures have almost 
as little in common as Figures 8.6 and 8.8. This was despite the fact that aside from oscillating 
indicators that related to yearly changes in GDP, nearly all of the other oscillating indicators’ cross 
correlations that were significant after differences were removed were also significant before, so again 
longer term influences related poorly to year-to-year ones. From an examination of Figure 8.9, two 
interesting clusters are apparent, those being around Inflation rate and Money capital efficiency. Not 
surprisingly these correspond roughly to the clusters identified from the factor analysis before lags 
were incorporated. It is also interesting to note how much Suicide rate relates to both of these, as does 
Energy efficiency. With regard to Suicide rate it would appear that a fair proportion of the observed 
fluctuations could be accounted for by a combination of theses two oscillating patterns and the 
reversing one.  
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Figure 8.10: Cross correlations for oscillating indicators.  
 
Note that Figure 8.10 does include a single violation of its legend. Its shows one non-primary cross 
correlation below 0.5, that between murder and suicide. This is shown because it was thought to be an 
important relationship and would otherwise not appear in any of the figures. Murder and suicide both 
correlate reasonably strongly with social stress and a range of other reversing indicators, but relatively 
poorly (although still significantly) with each other. This result can at least be partly explained by their 
different relationships with other oscillating indicators. The consequences of the oscillating data are 
further discussed in section 9.5.  
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Figure 8.11: Cross correlations for oscillating indicators after differences are removed.  
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8.7 Patterns apparent in reversing indicators 
 
The reversing indicators show particularly interesting patterns. Figure 8.12 shows the significant cross 
correlations above 0.5 and Figure 8.13 significant cross correlations after differences are removed. 
Unlike other figures in this series, Figure 8.12 also includes some of the very significant normal 
correlations as well. These can be distinguished from the lagged cross correlations by an absence of a 
lag number. The temporal locations for these normal correlations are therefore purely speculative. 
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Figure 8.12: Cross correlations for reversing indicators.   
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Figure 8.13: Cross correlations for reversing indicators after differences are removed.   
 
It is interesting to observe that both the broader influences and the year-by-year ones appear to share 
the same trigger indicator, namely Social stress. Unlike the other indicator classes the general 
temporal nature of the relationships between the reversing indicators is maintained after differences 
are removed, although fewer retain significance. There is also visible support for at least two waves of 
change. This is also consistent with the earlier factor analysis. Some of the consequences of the result 
for the reversing data are discussed in section 9.6. 
 
8.8 Summary of findings 
 
A number of models exist for the possible relationships between the components of progress- those 
were elaborated in Chapter 2. None of those model types were supported for the Australian situation 
over the 20th Century. This also raises doubts about the utility of these models in general.  
 
Although there was no support for any simple general relationships between components, substantial 
evidence did exist for a variety of relationships between elements within and across components.  
Factor analysis identified three broad categories, namely trending, oscillating and reversing indicators. 
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These three broad categories were subject to further analysis. Cross correlations were performed on 
the indicators within each cluster in their raw state and after de-trending by removing differences. 
 
The results for each of the clusters were illuminating, but the indicators that belonged to the cluster 
that reversed proved particularly interesting. Within the reversing cluster of indicators, a number of 
clear lags were apparent that could indicate at least a partial causal chain was operating within them. 
All variables however also displayed strong systemic interactions. Within the three categories of 
indicators there was clear support for each of the four types of model. 
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Chapter 9: Conclusions 
 
9.0 Introduction 
 
This chapter will commence, in section 9.1, with a brief review of Chapters 3 to 7. This will focus on 
reviewing the conclusions that can be drawn for Australia over the 20th Century about progress within 
the separate five components and progress overall.  
 
The consequences of the findings in Chapter 8 in terms of component level models will then be 
explored in section 9.2 in terms of both the research and policy implications.  
 
After that the broad cross components relationships between certain elements revealed in Chapter 8 
will then be explored in section 9.3 in terms of what deductions can be made about the processes that 
may be driving them. Some exploration of what may have generated and maintained the patterns will 
also be entered into. Each of the three broad types of change patterns will be examined separately. 
Section 9.4 will include indicators that clearly trended over the century. Section 9.5 will contain the 
four separate clusters of oscillating indicators, those being named: the short economic wave, the 
longer economic wave, the societal optimism/pessimism wave and philosophies of government wave.  
Section 9.6 will encompass the group of indicators that displayed a reversal over the 20th Century. The 
consequences of this last group of reversing indicators are particularly significant, so a much greater 
emphasis on exploring the mechanisms driving the cluster will occur than for earlier sections.  
 
The chapter will then follow, in section 9.7, with the policy implications, which could arise as a 
consequence of the results generated in this study. Finally, in section 9.8, future research directions 
will be proposed. 
 
9.1 Conclusions about progress overall and progress within each component 
 
Of the 41 indicators, which were subject to statistical analysis in Chapter 8, 15 (37%) of them showed 
at least some degree of enhancement over the 20th Century. Some of those had shown clear reversals 
towards the end of the century but overall had improved. Three indicators (7.5 %) would be in this 
latter category.  In contrast only 10 (25%) showed a clear downward trend. All of the remaining 16 
(39%), either fluctuated in some oscillating pattern or displayed a clear single reversal over the 
century, but overall did not noticeably trend up or down. From these results progress in Australia was 
clearly far from uniform and it is difficult to draw definitive overall conclusions. On balance however, 
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if each element explored is considered to have equal weighting, Australia can be said from these 
results alone to appear to have progressed over the 20th Century. This conclusion of actual progress is 
further strengthened by the results created from tracking combined standardised scores over the 
century. In Figure 8.1 this showed significant progress over the century with most of the gain 
occurring in the first half of the century.  This result is clearly not without contention, but by accepting 
the definitions used in the thesis it would appear a reasonable conclusion that progress did occur in 
Australia over the 20th Century. The result for the second half of the century is also compatible with 
the results of composite measures such as the GPI. The GPI has also shown very little underlying 
progress in the post war period and almost identical troughs and peaks (Hamilton 1998). Therefore, in 
addition these results might serve as a substitute for the GPI in earlier parts of the 20th Century, where 
efforts to measure it have not occurred. 
 
For those elements where progress did occur, the gains over the century were often quite impressive. 
Most notable would be the improvements in life expectancy, infant mortality rate, economic size, 
female representation and human rights progress. 
 
Except for the environment, where all indicators trended negatively, the components experienced very 
mixed outcomes from the measures of their elements. These results indicated that there were no clear 
across-component influences. This result consequently also provided no support for any of the inter 
component models of progress mentioned in Chapter 2.  
 
These mixed results can all shed light on the ‘progress paradox’, or how so many people can feel 
worse of when things are getting better (Easterbrook 2003). The simple explanation is that those 
elements reversing probably had a greater direct impact on those feeling worse off.  
 
The following sections provide brief recapitulations of the results for each of the separate components. 
    
9.1.1 Progress in knowledge 
 
The reality of both knowledge growth and technological advancement in the world over the 20th 
Century are usually considered self-evident. By almost any definition of truths and facts chosen, 
knowledge growth over the 20th Century can be demonstrated to be quite substantial. In terms of 
Australia’s contribution to this knowledge growth, and its capacity to utilise this knowledge, the 
results have however been somewhat mixed.  
 
The Australian contribution to this knowledge base was quite significant for the size of the nation. The 
century as a whole saw a growing national commitment of resources to this endeavour. In terms of 
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financial input, the Commonwealth Government science funding increased enormously over the first 
three quarters of the century. This commitment however, peaked in relative terms in the 1970s and 
started to decline in the last decade of the century. Specific tangible benefits for Australia from this 
commitment are much harder to identify. For example, patents produced saw little per capita gain 
occur over the century and ownership of local industries declined significantly. 
 
In terms of ability to utilise the global knowledge base, the number of tertiary students per capita, and 
consequently those with tertiary qualifications, increased substantially over the whole century, as did 
the size of library collections. The number of books per student however did not substantially improve 
and by international standards were as low in the 1930s and as they were at the end of the 20th 
Century. 
 
9.1.2 Progress in terms of the environment 
 
The changes for the Australian environment over the 20th Century are a source of concern.  Substantial 
environmental reversals were well demonstrated, in terms of both habitat destruction and biodiversity 
loss. 
 
It was also shown that over the 20th Century many environmental resources  (such as fish and timber) 
reached levels of maximum exploitation yields and others (such as arable land and fresh water harvest 
levels) closely approached those limits. 
 
9.1.3 Progress in economic wellbeing  
 
Economic progress in Australia was quite mixed over the 20th Century with differing results for the 
various key components. In terms of the size of the economy, real GDP per capita increased 
substantially over the century. Of the three areas of capital however, the 20th Century saw a significant 
decline in available environmental resources but an equally steady increase in the skills within its 
human resources and of its physical infrastructure.  
 
In terms of economic efficiency the results vary across the elements considered. Labour and physical 
capital displayed gains over the century, but formed plateaus for the last couple of decades. They were 
equally slow to improve at the start of the century. Energy efficiency improved over the century, but at 
the same time Australians became much more profligate with their consumption of energy. In other 
words Australia was able to do much more with available energy resources, but also wanted to do even 
more. Money capital and financial capital efficiency fluctuated, depending on prevailing economic and 
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political situations. For example, deregulation in the 1980s coincided with a substantial reduction in 
the efficiency of both.  
 
The issue of economic effectiveness was discussed in Chapter 5, but not measured. Indirect evidence 
would however indicate that the quality of many goods and services substantially improved over the 
century. The problem of the appropriateness of economic activity was also explored. Available 
evidence indicated that it fluctuated somewhat over the century. 
 
The desirability of economic progress is contested, but the arguments in favour still seem to outweigh 
those against it. The sustainability of this progress was also shown to be greater than many critics 
would contend, although the nature of much of the current economic activity would need to change for 
that to be achieved.  
 
9.1.4 Progress in individual wellbeing 
 
From the results in Chapter 6, individual wellbeing would also appear to have undergone a rather 
patchy change during the last century. In regard to physical health, significant positive change was 
achieved for quantity of health (life expectancy) and infant mortality, with only a possible slight 
decline if any in quality of average health.  
 
For mental health the picture was not as good. Whilst treatments have improved enormously, the 
trends for psychological wellbeing and the elimination of psychological distress would appear 
negative. Australia is not alone in this as in both developed and developing countries mental illness is 
a source of growing concern, particularly the rate of depression. 
 
In terms of spiritual health, the evidence is also mixed. Opportunities for belonging fluctuated 
significantly over the century, but primarily appeared to decline. However, opportunities for personal 
purpose and identity appeared to increase over the century.    
 
9.1.5 Progress in social wellbeing 
 
Progress in social wellbeing was very mixed over the 20th Century. Whilst some elements have 
undergone clear advancement, others have declined and others have experienced at least some reverses 
during the latter part of the century. The variety is so great that it is hard to make any overall 
conclusions on social wellbeing. For the moral virtues, fairness improved in terms of gender, but 
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displayed reversals for race and class. The compassion measures both showed reversals whilst the one 
measure of tolerance improved over the century. 
 
Social functioning predominately appears to have undergone a reversal over the century, showing 
improvement over the first half and decline in the second. These latter declines, whilst clearly of 
concern, have not yet been of a magnitude that would engender any immediate concerns for political 
stability, but clearly do not bode well for the future if no remedial action is taken. 
 
9.2 Consequences of lack of support for component level models 
 
The lack of support for component level models would suggest a number of possible implications for 
both research and policy. Clearly there seems to be little support for any of the inter-component level 
models, so therefore any policy based on such assumptions has to be highly questionable. 
 
In the past a number of studies have been conducted that utilised single measures for each of the 
components. This is a problematic approach, as the relationships would appear to be significantly 
dependent on the indicators selected. In fact, it would almost be possible to find individual indicators 
within components that support almost any model type. 
 
Likewise simplistic policies that focus primarily on a driving component will at best be ineffective and 
at worst be damaging to progress as a whole. For example, many politicians and bureaucrats operate 
under a deterministic model in which economic growth leads to enhancement of individual and social 
wellbeing. If this were true, a predominant focus on the economy would make sense. If not, such an 
approach can clearly be quite destructive. It could be argued that at least some of the reversals 
observed in the individual and social wellbeing components over the 20th Century in Australia may be 
attributable to this cause. 
 
9.3 Inter-element relationships 
 
As the results in Chapter 8 indicated, whilst broad component-level effects could not generally be 
identified, significant inter-element groupings were apparent. The results showed that elements could 
be grouped in terms of three broad categories: those that distinctively trended up or down (labelled 
trending indicators), those that had some form of oscillating pattern (oscillating indicators) and those 
that displayed a clear reversal (reversing indicators) over the 20th Century. The following sections will 
consider each of these clusters in turn. 
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9.4 Indicators that trended over the 20th Century 
 
The trending indicators formed the largest cluster of indicators over the 20th Century. This section will 
commence with a look at which indicators trended, both positively and negatively. (Note: this is not to 
imply that there was some division within this trending data along these lines, as the factor analysis 
identified only one category within this cluster of elements. The direction of the trend of each element 
is however reflected in the sign of its component weighting. There is also some conceptual sense in 
considering them separately). 
 
The trending data displayed signs of all the model types mentioned in Chapter 2. That is, the data 
showed that were signs of some causality within the data, some systemic patterns, some evidence for 
emergent intrinsic qualities and some evidence for extrinsic external driving factors. Given this, the 
evidence for each of the model types will then be considered in turn, starting with causality in section 
9.4.3, followed by systemic in 9.4.4, emergent in 9.4.5 and external drivers in 9.4.6.  
 
9.4.1 Negatively trending indicators 
 
Negatively trending indicators occurred in the environment, economic and individual components of 
human wellbeing. The majority of negative trending indicators were in the environment component. 
Both biodiversity and unexploited land available to the environment significantly declined. These 
observed declines are due, primarily, to human impact on the natural environment; that impact being 
generated from modification of the natural environment for human use, competition for natural 
resources and pollution of the environment as a consequence of human activity. To some degree it is 
also reasonable to conclude that much of that degradation has been either as a direct or indirect 
consequence of the other forms of progress discussed in this study. 
 
In terms of the economic component, the main negative trending indicators were around levels of 
unexploited natural resources still available to the community. This result is consistent with the 
environmental ones just discussed.  
 
For individual wellbeing, the declining indicators occurred in the mental and spiritual health domains. 
In terms of mental health the century saw evidence of increasing levels of mental illness and its 
subsequent treatment (most significantly for depression). The explanations for that observation are not 
clear but appear to relate primarily to increasing social stress and declining levels of resilience in the 
community. For spiritual health, the main declines were in indicators that related to opportunities to 
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belong, in terms of both work and family. The high levels of people living alone at the end of the 
century were a stark reflection on the impact of this trend.   
 
9.4.2 Positively trending indicators 
 
As stated earlier the majority of trending indicators moved in what can be considered a positive 
direction. This is also the largest single group of indicators in this study. Positively trending indicators 
were apparent in all components except for the environment.  
 
In terms of knowledge, the level of tertiary trained people significantly increased over the century, as 
did the amount of resources committed to expanding knowledge. For the economy, quite a number of 
indicators trended positively. The size of the economy as measured by GDP per capita went through a 
fourfold increase over the 20th Century. Labour and physical capital efficiency also improved over the 
century but not at a consistent rate. There is also evidence that the overall effectiveness of the 
economy also increased. 
 
For individual wellbeing, both the quantity of physical heath per person (life expectancy) and the 
infant mortality rate improved significantly over the century. In terms of spiritual health, opportunities 
for personal identity and purpose increased substantially over the century. 
 
For social wellbeing, some indicators for fairness showed improvements over the century. The most 
marked were for the indicators for female access to political power and education. Some 
improvements were also apparent in terms of comparative aboriginal life expectancy and of human 
rights in general. 
 
 9.4.3 Possible causal relationships between trending indicators 
 
Whilst some evidence for causal relationships was apparent, these were not frequent or generally 
strong. The most notable exception was around the indicator of hours worked. Quite a few indicators 
showed strong correlations above 0.9 at lags of either 5 or 6 years. These included some obvious ones 
such as labour efficiency, physical capital efficiency, student rate and GDP per capita. Improvements 
in all these indicators would logically precede reductions in hours worked and did so for most of the 
century.  
 
Why the divorce rate and increases in female representation precede this reduction in hours worked 
may not be so self-evident. However, when one factors in that both of these are linked to increasing 
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female demand for work, and that females have a preference for part time work, this relationship does 
make sense.   
 
Another obvious lag was that between bankruptcy and the divorce rate. Given that financial pressures 
are often cited as a primary cause of divorce, it is not surprising that increases in bankruptcy precede 
increases in divorce. 
 
Aside form these sorts of examples of specific relationships between certain variables; the evidence is 
also clear that no single trending indicator dominates in this group as a cause for changes in the 
majority of the others. Therefore no clear causal chain can be established from within the indicators 
included in this study.  
 
9.4.4 Evidence for cyclic systemic relationships 
 
There is also evidence for cyclic systemic relationships between some trending indicators. In terms of 
feedback loops a number of indicators appear at both ends of chains. In terms of broad impacts this 
was only the case for human rights. However, when looking at year-to-year impacts a number of other 
indicators were possibly parts of feedback chains. This included the student rate, hours worked, 
bankruptcy rate and the current account balance. Whilst present, these effects were not very strong and 
as such have only marginal explanatory power.  
 
9.4.5 Evidence for emergent systemic relationships 
 
The evidence for strong emergent forces between the trending indicators is quite substantial. A very 
high proportion of the variables showed substantial cross correlations at numerous lags. In fact many 
of the indicators exceeded the 40 possible significant cross correlations the statistical package could 
maximally generate from the available data. In addition, a majority of the indicators most strongly 
correlated at zero lags. Of all relationship types, this is probably the one that is most in evidence 
among trending indicators. 
 
9.4.6 Evidence for external extrinsic relationships 
 
There is some weak evidence for external extrinsic relationships impacting on some sub-sections of 
the trending indicators. This is apparent from the observation that whilst all trending variables 
correlated significantly with each other, they did not all correlate highly with one another and in fact 
seem to divide into distinct clusters (although not strong enough to create separate factors that override 
the dominant emergent effect). There appear to be at least three clusters in the data.  
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The first of these clusters is around biodiversity loss and infant mortality; the second around female 
representation, student rate and divorce rate; and the third around GDP per capita, human rights, 
physical capital efficiency, gross capital formation and labour efficiency.  
 
There are a number of possible factors that could be driving these different clusters. Some of these 
have been discussed in earlier chapters and include: 
 
• technological waves, 
• social ideological waves, and 
• international economic development waves. 
 
Whilst each of these factors may have individually impacted on most of the positively trending 
indicators, there is some logic that can link them to the three clusters identified. 
 
The technology waves appeared to most heavily impact on biodiversity loss, life expectancy increase, 
and infant mortality rate. These factors all had high correlations with each other and display a clear 
episodic pattern, with the periods of growth (or decline) corresponding with the significant periods of 
macro-innovation (Stewart 1989). 
 
The social ideological waves conceptually relate to the proportion of female politicians, the degree of 
feminisation of the workforce, the proportion of students in the community, the divorce rate, science 
funding and the mental health treatment rate. Again, in support of this, these indicators all correlated 
highly with one another. 
 
The long international economic development waves conceptually relate to real GDP growth, labour 
efficiency, gross capital efficiency, student rate, feminisation of the workforce, physical capital 
efficiency and recreational options. 
 
Note that some indicators correlate highly with multiple clusters. These include both the student rate 
and feminisation of the workforce. The crossover for these two seems reasonably intuitive as both 
economic and social ideological factors would impact on them. 
  
It is also interesting to contemplate whether the reversing indicators discussed below may eventually 
impact on these trending indicators. It is not unreasonable to argue that too much loss of social capital 
could put a brake on this process. For example, life expectancy is already declining for marginalised 
segments of the community (such as parts of rural Victoria) and if this process continues it must 
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eventually impact on overall life expectancy, as has happened recently in Russia and a number of 
African Nations (Ellwood 2002). Also, as social stress increases and social capital declines, political 
instability will increase (Gupta 1990), which will eventually put a brake on economic growth. 
 
Reduced rates of efficiency gains in the last couple of decades must also eventually have an impact on 
the economic growth trend. It is interesting to speculate when that threshold will be reached.  
 
Whilst it seems that a combination of all the four relationship model types can be used to explain the 
trending data, systemic emergent properties are the strongest in terms of possible explanatory power.  
 
9.5 Elements that displayed an oscillating pattern over the 20th Century 
 
The elements whose indicators oscillated over the 20th Century also displayed some support for each 
of the four conceptual relationship models. 
 
In terms of these oscillating indicators, no single potential causal factor stood out, but a number of 
possible lesser causal relationships were apparent between many of the oscillating indicators. 
Significant ones included a link between suicide and the inflation rate, between money capital 
efficiency and a range of other indicators including bankruptcy, current account balance, 
unemployment, murder and suicide and between the patent rate and indicators such as energy 
efficiency and money capital efficiency. Again the relationships were generally reasonably self-
evident. Causal relationships in terms of year-by-year impacts were even slighter. 
 
Only very poor evidence for systemic circular relationships was available, in terms of some of the 
year-to-year impacts. Evidence for emergent properties was however much stronger in comparison but 
also much weaker than for the trending data. 
 
Evidence for external drivers were also reasonably strong and in fact much stronger than for the 
trending data. In Chapter 8, it was mentioned that the factor analysis conducted on this group of 
indicators showed that it was actually an aggregate of four factors. Upon a careful analysis of those 
indicators that most strongly appear in each of these (Table 8.7), together with there movement over 
time (Figure 8.4) it would appear that these component factors can be associated with waves of 
varying lengths, three of which have been identified and discussed previously in the literature. The 
shortest of approximately 5 years appears to relate to what can be called a short economic wave, the 
second to a longer economic wave of approximately 30 years duration, the third at 40 years to swings 
in levels of societal optimism/pessimism, the fourth at a 50-60 years to fashions in political 
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philosophy. The first three have been previously identified in the literature although not generally 
related to the indicators discussed here. Note that whilst these are distinct waves, they are not regular 
enough to be considered cyclical in nature with the periods indicated showing only approximate signs 
of regularity. This section will look at each of these waves in turn with section 9.5.1 looking at the 
short economic wave, 9.5.2 the longer economic wave, 9.5.3 the optimism wave and 9.5.4 the political 
philosophy wave. Each of these sections will consider the evidence for the nature of the relationships 
of the indicators within them, consistent with how the previous section on trending indicators was 
considered.  
 
9.5.1 Short economic wave 
  
This short economic wave of under 10 years is perhaps better known as the ‘business cycle’. Nearly all 
modern economies experiences waves of expansion and contraction of economic activity. In spite the 
commonality of the phenomena around the world, most of these short economic waves would appear 
to be still largely driven by internal economic factors. For example, short downturns in Asia, America 
and Europe have been demonstrated repeatedly to have minimal impacts on the Australian economy. 
In a similar fashion few countries shared the Australian downturn in the early 1990s. At present the 
main driver of this wave in Australia seems to be Reserve Bank interest rate policy, as its decisions to 
raise interest rates have been strongly linked to the downswings in the cycle. The Reserve Bank does 
argue that such interventions prevent more severe slowdowns and ‘inflation problems’ (Gottliebsen 
1992). Earlier waves may either be explained by different government interventions or possibly some 
natural demand cycle. The evidence on the causes of business cycles in earlier periods is inconclusive 
(Galbraith 1977).  
 
The main indicator impacted by this wave was, unsurprisingly, yearly percentage changes in GDP. 
This short economic wave has been speculated to impact on many variables. The lack of impact of this 
wave on the other indicators considered in this study was therefore surprising. The only variable other 
than yearly percentage changes in GDP that could be even weakly linked to this factor was the 
inflation rate (with a loading of only 0.265).  Given only one indicator was primarily impacted by this 
factor, it is difficult to make comments about the types of relationships that exist amongst these 
variables. 
 
Although both yearly percentage changes in GDP and inflation loaded on this component factor the 
two indicators themselves did not correlate significantly with one another. Note also that inflation 
loaded much more strongly on the second longer economic wave and government philosophies wave 
than on this factor. This therefore would make the practice of reducing growth in GDP to prevent 
inflation a questionable practice, particularly given there is a clear relationship between extended low 
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growth in GDP and unemployment. Extended unemployment also linked causally to lower inflation in 
this study (with a one-year lag) but was relatively weak (0.379).    
  
9.5.2 Long economic wave 
 
The long economic wave is has a period of approximately 30 years. Unlike the shorter economic 
wave, this one seems to be heavily influenced by external factors. Very few nations seem to be 
immune to the global forces that drive these longer economic waves. There is enormous speculation 
about what drives these waves, whose more recent troughs occurred in the 1890s, 1930s, 1960s and 
late 1980s (the latter two being less severe than the earlier ones (Batra 1987)).   
 
The indicator loading most clearly on this factor for Australia is the inflation rate (-0.703). The peaks 
of the inflation cycle however tend to be a decade or more before economic downturns. The factor 
naturally also includes a range of other economic inputs like patent rate, energy efficiency and the 
unemployment rate. This wave also seems to impact on a range of social variables, most notably the 
suicide and murder rate.   
 
The relationship with those social factors is plausible, as poor economic conditions have been 
associated with increased suicide and increased social stress and crime for some time, so it is to be 
expected that changes in broad economic conditions would impact on these.  
 
9.5.3 Optimism/pessimism wave 
 
The optimism/pessimism wave reflects shifting levels of optimism versus pessimism about society and 
its future in both the academic and community domain. Blainey (1988) first identified this 
approximate 40-year wave of optimism. Optimism seems to have peaked in the first decade of the 
century, in the late 1940s and in the late 1980s. Pessimism seems to have peaked in the late 1920s and 
1960s. An interesting mix of variables relate to this including the suicide rate, murder rate, patent rate, 
money capital efficiency and the current account balance.  
 
It is not surprising that elements like the suicide and murder rate are heavily associated with this 
factor. The suicide rate (0.719) would be expected to increase when levels of pessimism within society 
climb, as the more prevalent negative mood could be postulated to impact negatively on mental health. 
Such conditions would also be expected to increase social friction and therefore the murder rate.    
 
There is also some sense in how the patent rate may relate to this factor. More people are likely to 
create patents during periods of social optimism. It is however not as clear why money capital 
 283
efficiency and the current account balance load so strongly on this factor. Whilst some relationship 
between the two is to be expected, it is not clear how this relates to optimism. 
 
It is interesting to note that when pessimism and the declining phase of the long economic wave 
collide the subsequent economic downturn tends to be much worse. This combination happened in the 
1880s and again in the late 1920s due to the First World War delaying the economic decline. It is 
possible that this may occur again in the latter part of the second decade of the 21st century. 
 
9.5.4 Philosophy of governance wave 
 
This wave does not appear to have been discussed previously in the literature. It seems to reflect 
shifting fashions in political philosophy about the role of government, that is, the regular shift in 
support for big government versus small. This is in a relative sense, as of course governments 
naturally grow larger as economies increase in size. Moving towards the peak of this wave perceived 
possibilities of governance tend to be expansionary, whilst moving towards the trough, one of 
contraction.  Periods immediately preceding the expansion of government largess show clear liberal 
agendas and generally an improvement in human rights.  
 
This wave included an interesting mix of indicators. Government size (0.614), unemployment rate (-
0.510) and murder rate (0.479) all appeared to load heavily on this factor. These associations make 
intuitive sense; the shift to smaller government would reduce employment and would also be 
associated with neo-conservative attitudes that would increase societal friction and hence societal 
violence. Visually, the interest rate ratio, fertility levels, childless women rate and median age of the 
population also appear to follow this 60-year pattern to some extent.  
 
9.5.5 Causes for such waves 
 
These various waves have a number of possible causes. Let us commence with a consideration of the 
short economic wave. This wave has a range of economic explanations. As mentioned previously the 
main driver of the wave, post 1970s, is the Reserve Bank’s changing of interest rates, but a range of 
economic explanations are given for those decisions which can also possibly explain the wave drivers 
in earlier periods; such as changing levels of business confidence and threats from ‘inflation risks’. 
 
A number of possible causes exist for the longer waves. One of the most obvious is generational 
change. The 30-year wave corresponds to approximately one generation and the 60-year one to two. 
Given the human propensity to be egocentric and to only marginally learn from our predecessors, this 
translates to being likely to repeat the minor mistakes of our parents and the major ones of our 
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grandparents. This is also a good explanation for the technological and liberal ideological waves 
discussed earlier. 
 
Why the optimism wave should be out of synchronisation with this however is not so clear. Blainey 
(1988) puts the wave down to the influence of academic and elite fashions of thought about the nature 
of society. Perhaps the influence of the greater minds for each age last slightly beyond their own 
generation. During each wave, a common phenomenon is for academics and writers to re-find historic 
thinkers consistent with the part of the wave they are in.  
 
Historians are quite divided on the importance of waves for understanding historical phenomena 
(Batra 1993).  
 
As is the case for the trending data, there is evidence for each type of explanatory relationship model 
for the oscillating data, although the evidence for causal chains and systemic loops is poor. Emergent 
properties again seem important, but unlike the trending data these do not appear centrally important. 
There is also substantial evidence for the impact of at least four external driving factors on the 
oscillating indicators. 
   
9.6 Elements that reversed over the 20th Century 
 
As Chapter 8 showed, some particularly interesting relationships exist amongst the elements whose 
indicators reversed during the 20th Century. As for the other clusters, all four of the model types were 
supported to some extent from the data. Emergent properties were clearly important in these variables, 
the strength of this appearing to be somewhere between that for the irregular and trending data.  
 
What was unusual was the evidence for a relatively strong single trigger indicator amongst the 
reversing cluster of indicators. Changes in social stress seem to have preceded the other observed 
reversals in a clear causal chain. To understand what may be driving the cluster of reversing indicators 
therefore requires a clear focus on the antecedents in the 1960s and earlier that may lie behind this 
social stress reversal. This is not to say that there are not separate antecedents for the other reversing 
indicators that play a significant role in what has been observed. This is also not to say that factors that 
have helped perpetuate the reversal since then are not an important part of a fuller explanation. 
 
It is also quite possible that the observed reversals may actually be part of a longer wave with a period 
greater than 100 years. Of course data for one century is not sufficient to test this. 
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9.6.1 What are some of the antecedents for the reversal in social stress? 
 
Of the various stressors that were selected to make up the social stress measure, some played a more 
substantial part in the reversal in the second half of the century. The most significant negative changes 
were in terms of the individual indicator of divorce and some of the economically related indicators 
such as unemployment and bankruptcy. Lesser reversals were apparent in both the crime and suicide 
rates. Let us consider separately what may be drivers for each of these. 
 
9.6.1.1 Changing divorce rates 
 
The main causes of changing divorce rates are: 
 
• the social factors of changing expectations about marriages and what is required to maintain a 
relationship (Richards 1995);  
• the relative availability of alternatives for females other than staying in a marriage (Mackay 
1993);  
• social attitudes to divorce (Bullough et al. 1988);  
• the level of the parenting burden (Clark-Stewart 1982); and  
• levels of social stress (Dollery and Soul 2000). 
 
 The 1960s and early 1970s saw many social changes occur that impacted on these factors. The first 
factor underwent something of a revolution during those decades, with expectations about what 
marriage should bring becoming substantially inflated (the reasons for this are quite varied and were 
explored in section 6.6.4.2.2). 
 
In terms of the second factor, the number of employed married women started to increase dramatically 
during this period, so more women became potentially financially independent of men. This was partly 
due to feminism and the liberal ideological wave on which it rode, but more substantially due to a 
combination of shifting labour demands and economic necessity. The early1970s also saw the 
introduction of the supporting parent benefit, allowing another group of women with children to be 
able to live outside of a traditional couple relationship (Graycar 1979). 
 
The third factor also saw major social changes. Divorce, separation and numerous other ways of 
relating (once socially condemned) became at first tolerable, and then socially acceptable. These 
changes were also the product of the liberal ideological wave that started in the 1960s. 
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In terms of the fourth factor, the 1960s saw the introduction of the contraceptive pill, giving women 
immense control over their reproductive destiny. A highly reliable means of contraception allowed 
women to decide how many, or even if, they would have children (Tiger 1999). At the same time, due 
to increasing demands for women in the workplace, childcare options started to expand, further 
reducing the burdens of single motherhood.   
  
Increases in other social stress factors also had a significant impact on the divorce rate. Financial 
pressures, for example, are one of the most commonly cited reasons for relationship breakdowns. 
 
9.6.1.2 Changing unemployment rates 
 
The two decades prior to the commencement of the observed reversal, were a period of low 
unemployment, stable businesses and general prosperity, so it can be hard on the surface to find the 
seeds for the changes in unemployment that followed. The main cause for most of the unemployment 
seen over the 20th Century was broader economic conditions. The clear high points in the 
unemployment rate (the early 1930s and late 1980s to early 1990s) corresponded to economic 
downturns and the low points (in the 1910s and the 1950s) correspond to economic boom times 
(Hobsbawm 1996).  
 
However, in the period of the reversal in social stress (late 1960s on) an exception to this rule 
developed, with boom times having unemployment considerably higher than that experienced in 
similar periods in the past.  
 
Attempts have been made to explain this shift from full employment citing either the changing 
technological or global conditions that may prevent a nation achieving full employment. The world 
did indeed experience a phenomenal employment transition during the period in question (which is 
further explored in the next section). This international employment transition from industry to 
services in the developed world however has been shown to generate a net increase in employment 
rather than a decrease (Neef 1999). This was also true in Australia, where there were proportionately 
more people of working age employed in the late 20th Century than any other time in the century.   
 
In addition, Australia, whilst not unique in this combination, was at variance with many developed 
countries with similar growth over the period. In the late 1990s for example, a number of countries 
were able to achieve considerably lower levels of unemployment and higher worker participation rates 
than Australia with lower levels of net growth.  
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Instead, much of the relative higher unemployment in Australia would seem more likely to be the 
product of direct and indirect policy intervention: direct intervention to maintain ‘natural 
unemployment rates’ (Manning 1998), and indirect consequences largely due to other interventions 
designed to relieve the inflation generated by the ‘price revolution’ discussed later in section 9.6.1.4. 
The increasing pool of prospective workers also probably played a role in this, with supply partially 
outstripping demand. As mentioned previously, this growth was primarily driven by the feminisation 
of the workforce and the explanations for this have already been discussed. Note that the economic 
necessity relating to the consequences of the before mentioned policy changes was a major component 
of that social trend. The declining pool of workers in the early 21st Century, generated from the 
demographic effects of the sustained fertility decline is currently having the reverse effect.    
 
9.6.1.3 Changing bankruptcy rates 
 
Like unemployment, bankruptcy rates were relatively low in the 1950s and 1960s. Also like 
unemployment, bankruptcy rates do relate strongly to the prevailing economic conditions, so again the 
increases during the period from the late 1970s are also contrary to this general trend.  
 
The explanation for the increase therefore has to also lie elsewhere. One key factor is the response to 
the price revolution mentioned in the next section. Other factors include the third Industrial 
Revolution, growing inequity, changing community attitudes to bankruptcy and the effect of other 
social stressors. 
 
During the 1960s employment started an enormous shift from the manufacturing sector to the services 
sector as part of the third Industrial Revolution (Toffler 1990). In the 1950s the majority of people in 
Australia (over 65%) were employed in manufacturing or construction, but by the end of the 20th 
Century over 85% of people were instead employed in the services sector, with the majority of those 
still in manufacturing involved in more service related components of the business (Neef 1999). This 
is an enormous demographic shift for such a short time period. Such a shift cannot occur without 
substantial disruption and consequential closing of numerous businesses, hence significantly 
impacting on the bankruptcy rate. 
 
This change has also put a downward pressure on the income that low skilled workers can obtain, 
therefore also contributing significantly to the equity driven component of bankruptcy in a number of 
ways. First, the transition has been associated with a chronic reduction in demand for less skilled 
workers in the economy. Second, the uncertainty and fear generated by the change has allowed anti-
union elements to undermine the power base of trade unions. Third, people in service industries are 
generally less able to form unions due to the smaller size of the workforce per enterprise and 
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traditionally different ways of operating such businesses. Fourth, due to shortages in some areas 
(mainly amongst the highly skilled employees), some were able to obtain premiums for their 
knowledge leading to a significant widening of the wages gap between employees (Neef 1999). Fifth, 
with the additional efforts to maintain natural unemployment, this equity shift became quite 
significant.  
 
The less well-off are always more prone to bankruptcy than the general community (Graycar 1979), 
thus increasing inequity increases the rate of personal bankruptcy due to the increasing erosion of 
security of income that the less advantaged experience.  
 
Social attitude changes and erosion of social capital have also contributed. As people feel less 
connected to their community they feel more inclined to discount the consequences to others of their 
decision to declare themselves bankrupt. This may partially explain why bankruptcy became a much 
more socially acceptable decision in the last couple of decades of the 20th Century (Mackay 1993).   
 
Finally, other dimensions of social stress contributed to the increasing bankruptcy rate. The most 
significant of those measured being relationship breakdowns, with many applications for bankruptcy 
being triggered by divorce. 
  
9.6.1.4 Impact of 20th Century Price Revolution 
 
Whilst the 1950s and early 1960s had been periods of low unemployment and stable businesses, this 
period also saw the world gradually enter the fourth phase of what is now known as the late 20th 
Century price revolution, during which inflation returned as a global concern (Fischer 1999). This 
price revolution and misguided efforts to manage it had substantial direct and indirect impacts on both 
unemployment and bankruptcy. 
 
Inflation can be either a local or global phenomenon each with different origins and solutions (Plumb 
1975). Local inflation can be very damaging to an economy and social institutions and is rightly 
something to be feared. Some notable examples include the collapse of the American Confederacy in 
the 19th Century, and in the 20th Century the severe hyperinflation of the Weimar republic, which 
largely contributed to the rise of Nazism (Plumb 1975). Such localised inflation is usually caused by 
poor local governance and responds well to certain basic economic macro-interventions around the 
supply and demand for money. Interventions such as reducing money supply or increasing 
unemployment have been known for centuries to be effective against local inflation (Galbraith 1977).   
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On the other hand, global inflation patterns or price revolutions follow very distinctive patterns or 
waves and have their own set of rules. Whilst the pattern is recurrent, the duration of each price 
revolution is different, being dependent or the durability of the prevailing power or powers that are 
driving it. Given this, the prediction of the timing of entry into various phases of a price revolution is 
probably impossible, although at any point, the stage the global economy is in appears fairly self-
evident. We are currently towards the end of the first American-driven price revolution. These 
inflation waves generally have their roots in a period of economic optimism and expansion within the 
dominant power. As the inflation generated from such global sources is generally outside national 
government control (including that of the dominant power), intervening generally does not help the 
situation. However, if a nation has inflation above the global background level, the issue is quite 
different (this has generally not been the case for Australia).  
 
For Australia the correlation between unemployment and inflation, over the 20th Century, was only -
0.379. This is clearly quite weak, and also negative indicating a minimal inflation risk over this period. 
Given this, the best policy for Australia would have been to do nothing in terms of such inflation, for 
efforts to intervene are far more damaging and dangerous than the inflation itself. This unhelpful 
national reaction to global inflation seems to be recurrent with each observed wave, with lessons from 
the past rarely being applied (Fischer 1999). Whitlam (1985) identified his unreserved acceptance of 
the Treasury and Reserve Bank opinion on this matter as the greatest error of his government. Yet 30 
years later, Australian Governments still appear to be accepting the same advice. 
 
9.6.2 Other antecedents for the reversals 
 
The 1960s also saw some other general antecedents and a number of specific ones for many of the 
other indicators that reversed. Each of these will now be briefly considered, looking first at other 
general factors, then each of the reversing indicators in turn. Most of the reversing indicators have 
some specific additional factors driving them as well.  
 
9.6.2.1 Some general antecedents 
 
A number of intellectual trends were important in this process. Some of these were an unfortunate 
confluence of various cyclical intellectual attitudes; others were new trends of thought originating in 
the 1960s.  
 
In the 1960s the pessimistic phase of the optimism/pessimism wave (mentioned in the discussion of 
oscillating indicators) reached its peak adding fuel to fears about the future and encouraging more 
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extreme responses (Blainey 1988). ‘Crisis’ situations allow more extreme policies to be pursued 
(Machiavelli 1980).  
 
The cyclical trends also included, in economics, a return to more classical economic principles. 
Related to this was a swing in dominance of political thought from big government to the idea of small 
government (Friedman and Friedman 1980). This was partly in response to perceived Keynesian 
policy failures and partly a reflection of a move to the political right. 
 
Non-cyclical trends included the relative rise of economics as a discipline, in particular the capturing 
of many senior bureaucratic positions within Australian government departments by economists 
(Pusey 1991).  
 
In terms of philosophies, postmodernism probably had one of the greater impacts (Gendlin 1997). 
Postmodernist philosophy undermined confidence in absolutes and fostered a mindset that no 
condition was better than another and therefore that philosophical approaches were simply changing 
rather than reversing. This allowed many of the changes happening in the 1970s and 1980s to be 
adopted with minimal comment. Although the growing inequity was noticed, its negative potential 
consequences were frequently challenged in much the same way (Wright 2004). 
 
It is also not unreasonable to argue that it was at least partly private vested interests from the elites that 
drove the process of some of these ‘reforms’. Due to the radical and rapid changes occurring in the 
global economy during the latter part of the 20th Century, elites have become more able to assert their 
own agendas (Seabrook 2002). 
 
The generation of a culture of fear is both a consequence and a cause of some of the elements 
reversing. In this regard the 1970s saw the beginning of the use of negative politics as a means to get 
elected. This started in the USA and spread quickly to other English speaking nations. The deliberate 
use of negative politics has lead to an accelerating process of erosion of trust in political leaders and 
civil institutions. This is simply due to parallel processes, as the more negative politicians become 
about each other, the more negative the broad community becomes about them (Ansolabehere and 
Iyengar 1995). 
 
Yet another broad factor was accelerating time demands and the quest to do everything ‘quicker’. The 
more busy people are, generally the less time is available for reflective thought (Gleick 1999). This 
has primarily been a paradoxical consequence of technological advance, but it may also be at least 
partly a consequence of social stress. The more stressed individuals or communities become, the more 
frantic they become (Le Doux 1998). 
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9.6.2.2 Changing equity levels 
 
Some of the antecedents for the equity changes have already been mentioned in terms of the changing 
nature of work and government policy to maintain natural unemployment. Other factors however also 
contributed to this, including taxation changes and reactions from the elites. 
 
9.6.2.2.1 Taxation changes 
 
Since the mid 1970s nearly all tax changes that have occurred in Australia have been regressive in 
nature. Over time, income taxes and other taxation on the wealthy have declined proportionately, to be 
replaced with increasingly regressive means of raising tax (Cox 1999). This has meant the systematic 
shifting of the burden of taxation from the rich to the middle classes and the poor, further exacerbating 
the growing inequity within society. Some of those taxation changes were partly (though not fully) 
ameliorated by increasing benefits to poorer families in the 1990s (EPAC 1995). 
 
The erosion of traditional tax bases has also exacerbated these regressive pressures. This is most 
notable in terms of business tax. Whilst the rate has remained stable, deregulation of ownership 
restrictions has seen many Australian companies overtaken by multinationals. These corporations have 
no company tax liability to their host country (Stewart 1994). 
 
As well as being regressive, many of the taxation changes have had additional negative consequences 
to society, again disproportionately on the poor, the most stark being the growing government 
dependency on gambling revenue (Smith 1998). 
 
9.6.2.2.2 Reactions by elites   
 
Some reactions from the elites in the 1960s were also important for how these factors unfolded. 
During that period elites expressed a fear of loss of control and a fear of the consequences of efforts to 
redistribute their wealth more equitably, so actively started resisting (Baran 1976). Related to this has 
been the promotion of the desirability of the ‘winner take-all’ approach, and its corollary in what has 
been described as the casino approach to governance (Seabrook 2002). 
 
9.6.2.3 Changing rates of crime 
 
As stated earlier, crime increases were a primarily a consequence of increasing social stress and 
inequity along with reducing compassion and charity, rather than a cause. There is however a range of 
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additional factors that contributed to rising crime rates, the most powerful being the expansion of the 
definition of what constitutes a crime.   
 
During the 1960s American attitudes to a number of behaviours went through a major transformation. 
This impacted on Australian legal practice in a number of ways. Primarily America put pressure on 
many nations like Australia to adopt consistent laws, particularly in relation to things like drug use and 
trafficking. This created a whole series of new violations that did not previously exist, and therefore a 
whole new class of criminals. Anti-drugs laws have clearly been ineffective in reducing drug use, and 
in fact may in fact have inadvertently contributed to the increase in their use (Stanley 1999). As well 
as increasing crime directly, such laws have indirectly increased crime through both the increase of 
drug-related crimes (to obtain money to feed addictions) and by the increase of corruption-related 
crimes generated by criminalizing the practices (Emsley and Knafia 1996). 
 
Criminalization of drug taking also has a range of secondary consequences: firstly it increases the 
proportion of drug related deaths, and secondly it reduces social capital through undermining trust in 
social institutions (Stanley 1999). The latter can occur directly from reducing the perceived 
seriousness of breaking the law (and the proportion who routinely do so) and indirectly by the 
concerns generated by the corruption that such laws generate over time. Current efforts to force 
Australia to adopt American copyright and anti-terrorist laws will likely have a similar long term 
impact. 
 
The increasing crime generated from rising social stress ironically also feeds directly back into the 
community’s perceived need for increased deterrence. In Australia there is a close link between 
increasing crime and the fear of violence. Fear naturally increases demands for more safety and a 
harder attitude to criminals. As well as increasing the harshness of penalties, such responses also 
increase demands to restrict more behaviours that are perceived as threatening, thereby increasing the 
number of laws that can be broken (Mukherjee 1995). 
 
A number of the factors that are known to reduce crime have also been reversing in Australia since the 
late 1970s. These include a reduced effectiveness of law enforcement (in terms of the proportion of 
crimes solved and successfully prosecuted) and a reduced focus on the rehabilitation of offenders 
caught (Mukherjee 1995). 
 
Another important factor has been the growing community acquiescence towards more subtle forms of 
violence. This is undoubtedly partly a response to social stress and also partly due to the erosion of 
social capital. There are however also some deliberate attempts to create such abusive environments. 
For example, the qualities now considered desirable in senior managers are often far from healthy. 
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Recent surveys of CEOs and senior managers of large corporations have consistently found that a 
significant and growing minority have either anti-social or narcissistic personality disorders (Hare 
1999). There is some debate about whether the presence of such serious mental disorders in our 
corporate and political leaders is reflective of a neurosis within modern organizations, or whether the 
dysfunctional and neurotic behaviours frequently observed in staff is a consequence of selecting such 
people (Kets de Vries 1989). Whatever its cause, global violence appears to be increasing in both the 
private and public spheres of Australian society. As violence in its many forms becomes more 
prevalent, so does violence in crime (Mukherjee et al 1983). Paradoxically as this overall violence has 
gone up tolerance of more extreme forms of violence has declined and consequently compassion 
towards offenders (see next section and also section 7.4). This paradox can largely be explained in 
terms of the human tendency to seek scapegoats when social pressures are high (Lundberg 1994). 
 
9.6.2.4 Changing levels of charity and compassion 
 
Since the late 1970s increasing imprisonment rates, increasing costs of policing and law and order, and 
a more mean spirited community have been noted. The key drivers for these have already been 
discussed. There are however a range of additional factors that have feed into these changes.   
 
In the USA operators of private prisons have lobbied for increased prison sentences and policies such 
as ‘three strikes and you’re out’. Whilst there is no evidence of private prison operators doing this in 
the Australian context, some of the parent companies of these corporations have sponsored groups 
encouraging the adoption of such policies locally. The spread of private prisons in Australia is 
therefore quite concerning (Burchfield 1995). 
 
In our age of expanding prisons and increasing police powers, it is hard to credit that in the 1970s 
people were seriously considering an end to prisons (Lamott 1975). 
 
9.6.2.5 Changing suicide rates 
 
Some of the other specific factors impacting on suicide have already been discussed in Chapter 6 and 
include the impact of wars and economic conditions. In this chapter the impact of two of the waves 
influencing the oscillating indicators have also been shown to have a strong association with suicide: 
those being the long economic wave and the optimism/pessimism wave. 
 
9.6.2.6 Other factors contributing to a loss of social capital 
 
As well as social stress (see earlier comments in section 7.11) and the interplay with the other 
reversing indicators, a number of other factors have contributed to the observed loss of social capital. 
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In terms of loss of social trust and preparedness to volunteer, these have also been driven by the 
changing nature of politics discussed earlier (such as the growing use of negative politics), poor 
behaviour by many elites (including state, commerce, religion and sport), a greater preparedness by 
the media to expose such behaviour and a growing cynicism and unwillingness to challenge 
inappropriate behaviour from society at large (Mackay 1993).  
 
9.6.3 Factors maintaining the reversals after they were triggered 
 
Once started, a number of factors have operated to perpetuate this process. The main ones appear to 
be: 
• a continuing worsening of some of the initial social stressors themselves and of the other 
factors influencing the reversals of the other reversing indicators;  
• a probable positive feedback process between the various components amplifying the changes 
in each element that displayed the reversal; and  
• the inadvertent application of iatrogenic solutions to parts of the problem. 
 
Let us briefly consider each of these in turn. 
 
9.6.3.1 Continuation of trigger trends 
 
The trends that started the divorce rate, unemployment rate and bankruptcy rate increases continued 
during the decades following the 1960s, particularly the third industrial revolution, the price revolution 
and the social changes that feed into the divorce rate increases. These alone would have put an 
ongoing upward pressure on social stress through the 1980s and 1990s, and consequently on the other 
reversing indicators as well.   
 
9.6.3.2 Accelerating positive feedback process through emergent effects 
 
As stated earlier, social stress and the other reversing indicators have strong emergent relationships 
amongst themselves. This means that once a trend changes direction, positive feedback processes can 
accelerate and continue the process (Goding 1992). To illustrate this interrelated feedback, consider 
just one of the consequences of increasing social stress: that being growing anxiety and fear within the 
community. As a consequence of increasing fear, concerns about crime go up. This leads to demands 
for increased policing. People who are anxious also tend to be less compassionate and more punitive 
in general, which soon starts to reflect in heavier sentencing. As the quality of interpersonal 
relationships decline, community levels of violence go up, as does the suicide rate and a decline in 
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social capital.  These however also feed into each other. Increasing crime leads to more calls for 
higher police numbers and more punitive sentencing even though the increase in crime is a symptom 
of reducing compassion in the community rather than the cause of it. The increasing fear from greater 
crime also feeds back into social stress. Reducing social capital makes people even less charitable and 
compassionate and also more stressed, and so on.  
  
9.6.3.3 The ‘cure’ was in many ways worse than the disease. 
 
There is substantial evidence that many of the policies designed to help the situation facing the nation 
did in fact exacerbate the underlying problem and were iatrogenic (Legge 1997). The evidence for this 
will be discussed shortly. Please note that whilst this commentary is on questionable decisions, this is 
not meant to imply that all policy decisions on this problem were ill-conceived or even that the only 
consequences of the interventions discussed here were negative.   
 
The first policy decisions that feed social stress were some of the efforts made to remedy the inflation 
generated by the price revolution (one of the initial triggers for the social stress). As mentioned earlier, 
such inflation is not amenable to conventional methods of managing local inflation, and nor is it the 
product of proliferate government spending. Available evidence indicates it is best left alone 
(Galbraith 1977). 
 
One of the first solutions adopted was the common response of shifting money-creating powers from 
the government to banks. This took away any government capacity to control the supply side of 
money; it also created a serries of long-term problems. Banks create money as debt rather than credit, 
so over time an economy becomes debt laden and potentially economically unstable. It was these high 
debt levels that lead to fears of a money meltdown in the 1990s. This did not eventuate, but the decade 
did experience several small financial crises of this nature, particularly in some developing Asian 
nations (Shelton 1994).  Similar problems occurred earlier in the 20th Century, when the same 
response is considered to have been one of the major precipitating factors for the Great Depression 
(Batra 1987). In addition, the banking deregulation that came with these changes actually had the 
opposite impact to that intended. That is they reduced financial efficiency and increased the costs of 
banking for consumers (see Chapter 5). 
 
When such interventions were invariably ineffective in reducing price revolution inflation, the main 
remaining options were applied. The government started to deliberately engineer economic slowdowns 
and increase unemployment, creating what was first called stagflation. The government was however 
criticised for allowing political influences to interfere with these efforts and not being rigorous enough 
in the application of the cure. As a result, the Reserve Bank’s powers were changed to determine 
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interest rate settings without having to take regard of impacts on unemployment or government 
directives. It was at this point that the doctrine of natural unemployment was also adopted as policy by 
both major parties (Manning 1998). These interventions of course increased social stress, directly by 
raising unemployment and bankruptcy rates. As well as increasing social stress these policies also feed 
into declining equity by putting a strong brake on income demands from lower income earners. Over 
the last two decades of the 20th Century, the income of the bottom 80% declined in Australia and New 
Zealand whilst the top 20% increased significantly. As a result, the mean income increased whilst the 
median income was in decline (Legge 1996).    
  
The restrictions in growth of income for the majority of the community reduced the potential growth 
of internal demand for goods and services. Internal demand is driven by either growth in population or 
growth in per capita wealth of the majority (Galbraith 1977). During periods of social stress, fertility 
rates also decline (Miller 2000). As noted in Chapter 6, fertility rates have been below replacement 
levels since the reversal commenced to bite in the early 1970s. It is also hard to argue for higher 
immigration during a period of high unemployment. This meant that the focus shifted to overseas 
markets as the major vehicle for growth opportunities. Over time, tariff barriers had become abused 
and there was a lack of sympathy for their maintenance. By a poor coincidence, during the early and 
mid 1970s Australia experienced a trade surplus due to a short-term mining boom.  In such an 
environment, the precepts of free trade started to seem attractive leading to Australia unilaterally 
dismantling its trade barriers to facilitate this potential growth in trade (Carroll and Manne 1992).  
 
The consequences of this decision fed into social stress in four ways. First was the destruction of a lot 
of local manufacturing industries (feeding unemployment, particularly for low skilled males); the 
second was a chronic trade deficit which started downward pressure on the Australian dollar (further 
undermining local industries and increasing the costs for importing necessary plant and equipment); 
the third was the loss of ownership of locally owned corporations to multinational companies reducing 
the tax revenue base; and the fourth was a reduction of investment in plant and equipment, reducing 
the potential growth in labour productivity (Ellwood 2002).  
 
The rise of large corporations to a position of dominance in the international scene has also had a 
profound impact on Australia. Many trans-national corporations made use of the above changes in 
policy to either close down or buy out local corporations, meaning that by the last decade of the 
century they had come to dominate the Australian economy (Ellwood 2002).  
 
In many enterprises, particularly labour intensive ones, free trade does not favour the most efficient 
nation; it favours the nation with the lowest labour costs. Free trade is of course beneficial to nations 
when certain key factors are met, as outlined in Ricardo’s principle of comparative advantage (Ricardo 
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1951). In general however, Ricardo’s assumptions for free trade are usually violated in modern trade, 
to the extent that this occurs the benefits dwindle, and in fact outcomes are often negative for many of 
the countries involved in such trade (Doyle 2003). The main two violations that impact on Australia 
are the inability of labour to freely move across national boundaries, and the capacity of many 
enterprises in certain countries to externalise costs to others. These violations can lead to an actual net 
reduction in efficiency and further downward pressure on wages. Tariffs that equalise for failures to 
adequately account for migration restrictions and externalities in the price of a good are actually 
beneficial for economic efficiency. Otherwise less efficient industries that can externalise costs 
actually undermine more efficient ones. For example, many of the offshore clothing manufacturers are 
far less efficient than those they replaced. There is no logic for why differentials in labour prices 
should ever be considered as a natural advantage.  
   
These relative declines in increasing labour efficiency growth did not go unnoticed, and further 
policies were introduced to try and reverse these trends, but these focused on labour flexibility, rather 
than the key root of the problem. As discussed in Chapter 5, labour flexibility is a rather small 
component of actual labour efficiency. Given that labour activities accounts for a small proportion of 
labour efficiency, the costs hardly justify the effort. These ‘reforms’ led to longer working hours for 
those employed full-time and to an enormous casualisation of the workforce. Consequently, Australia 
by the end of the 20th Century had one of the most casualised workforces in the world and one of the 
most hostile towards management (Deery and Plowman 1991). Whilst increasing short-term 
profitability, this approach would most likely reduced productivity overall rather than enhanced it. It is 
also a policy that would clearly fuel social stress in many ways.  
 
As a result of governments giving up money creating powers, loss of local ownership of business and 
an increasing ability of the wealthy to avoid tax, government revenue raising capacity became much 
tighter. This placed pressure on government services and the social wage, as well as leading to creative 
ways to find new taxes. This tightening of revenue led to a relative decline in government and at first 
an increase in public debt, followed by waves of privatisations of what were monopoly services. In 
addition, most of the new taxes found were regressive in nature, further exacerbating social stress and 
equity problems. Because these policies were slowing growth, methods to stimulate growth were then 
tried. Generally these involved a combination of tax breaks for business and the wealthy along with 
direct ‘business welfare’. Business welfare has thus gradually increased its share of government 
revenues, creating greater pressure on other services and increasing the need to find cuts. Absolutely 
no empirical support has ever been shown for the trickle-down effect or the need for greater incentives 
on which these sorts of changes were premised (Boldeman 1996). This cascading series of iatrogenic 
interventions is illustrated in Figure 9.1. 
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Figure 9.1: Policy intervention  and some speculated impacts on reversing indicators  
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9.6.4 Additional waves of reversals 
 
The original factor analysis (Section 8.3) identified two separate waves of indicator reversals. Aside 
from the initial wave, there appeared to be evidence of a delayed secondary wave. Three of the 
selected indicators appear to be contained within this wave, namely relative Indigenous life 
expectancy, hours worked and science funding. It seems probable that a third wave may be imminent, 
which would impact on human rights, life expectancy and some components of economic wellbeing. 
 
Human rights already had started losing ground slightly at the close of the 20th Century and that trend 
appears to be accelerating since 11th September 2001. Life expectancy had also reached another 
plateau in the 1990s, this time, not due to technological factors, as life expectancy was still growing in 
wealthier areas of Australia, but due to declining life expectancy at the periphery. Declines in 
Indigenous health and poorer rural communities are only the start of this process. If inequity increases 
this is likely to spread to the centre, thereby reversing health gains overall. This has happened in a 
number of nations already, most notably Russia (Worldwatch Institute 2004).  
 
As social stress rises and social capital declines, various economic efficiencies are likely to be 
impacted on as well, slowing economic growth and efficiency gains.  
 
Looking at international examples, such a wave could eventually be followed by an even more 
destructive fourth wave with severe economic reversals and political stability implications, including 
possible loss of democratic institutions. Societies that pass through that stage have a high probability 
of collapsing. Inequality beyond a certain point has well-established negative impacts on both the 
economy and political institutions. These last two waves may not eventuate if appropriate 
interventions occur or if external political and economic circumstances change.  
 
The timing of these later waves is of course not clear, but given current trends and international 
circumstances the third wave is likely to become apparent soon. The fourth one however is probably at 
least decades away. So whilst a drastic or urgent response is not required, delaying too long could still 
be precipitously dangerous. 
 
9.6.5 Other explanations for the observed reversals that do not appear to be supported 
by available evidence 
 
 Whilst the breadth of the elements reversing is not generally appreciated, some reversals, particularly 
in terms of social capital, have been well articulated in the literature. Consequently a number of 
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attempts have been made to find possible external drivers for these. The two most dominant arguments 
appear to be impacts from either the environment or economic growth. 
 
Environmental decline has been suggested as a possible explanation for observed losses in social 
capital. Usually a threshold argument is applied, implying that damage to an environment beyond a 
certain point impacts on the wellbeing of the humans in that community (Meadows et al. 1972). 
Again, whilst Australia has undoubtedly experienced ongoing environmental decline over the 20th 
Century, there is a lack of collaborative evidence that Australia has actually passed such a threshold 
point. It would also seem more likely that the consequences of environmental decline would first 
impact on economic, health and quality of life areas rather than social capital or the other primary 
reversing elements. To date, those areas do not appear to be reversing and it is hard to find a logical 
reason for how environmental decline might trigger social stress, while leaving these other areas 
unaffected. 
 
In a similar way, some have argued that economic wealth past a certain threshold has lower or even 
possibly negative utility, and that economic growth beyond that point could lead to some of the 
consequences we see happening in Australia (Brockway 1991). There is no doubt that the Australian 
economy has grown significantly during the reversal in the indicators included in this cluster, and the 
logic would be for areas of social capital and social stress to be impacted upon first.  
 
Again, there may exist some threshold point of reduced (or reversing) utility in an economy but there 
is little evidence linking the crossing of this as an explanation for the Australian situation. Since the 
turning point for social stress, the Australian economy has indeed grown fourfold. However, the 
bottom eighty percent have not experienced most of the benefits of that growth and are in fact at best 
only marginally better off and arguably even worse off (Legge 1996). Given that the majority have not 
experienced excessive increases in affluence, such increases cannot be the explanation for what is 
happening.  
 
Conversely, poorer economic growth has sometimes been blamed, but as just stated the Australian 
economy grew significantly during this time. In fact the 1990s were one of the longest periods of 
sustained growth ever experienced in Australia. 
 
9.7 Policy implications 
 
These results do potentially have a range of policy implications. Some of those around the lack of 
support for a component structure have already been discussed. The focus here will be on the 
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consequences of the importance of emergent effects overall and on the drivers of the reversing 
indicators. 
 
The problems themselves have certain qualities that make easy solutions difficult, the main aspect 
being their emergent qualities. Problems that are more emergent in nature, known in the systemic 
framework terminology as ‘wicked’, require different interventions to problems that are more directly 
causal in nature (known as ‘tame’). Given that many of the elements seem to have at least some 
emergent qualities, tame approaches can sometimes be applied with disastrous consequences (Johnson 
2001). 
 
9.7.1 Dealing with wicked problems 
 
Wicked problems need to be dealt with in a way different from tame ones. The first part of this is 
actually acknowledging that we are facing problems of a substantial and worsening nature that require 
the focus of the broad community (Kingsworth 2003). 
 
As Kingsworth (2003) notes, wicked problems not only require broad social support to be resolved, 
they also need many people working on them simultaneously in their own ways to produce the best 
results. Some direction is still required for this process to work, and government intervention 
consistent with that is necessary. 
 
Central to this is the articulation of a clear social vision, and the implementation of policies that are 
consistent with it. Enhancement of human wellbeing could serve as a core for such a social vision. 
These are not difficult concepts, and as articulated in this thesis, have universal application. 
 
In terms of possible interventions, no single one is likely to help the situation given the complexity of 
the interconnections. Therefore multiple interventions would need to occur simultaneously. Multiple 
things need to be implemented to reverse the process that has occurred, particularly in terms of 
unhealthy aspects of the culture. 
 
Given the problem is not tame, numerous gradual changes in the right direction would be preferable to 
any radical overnight change however. This would allow time for the consequences of poor strategies 
to show up and allow time for adjustments. Interventions need to be focused on most of the variables 
that have reversed as well as those that are potentially likely to do so. 
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9.7.2 Stopping the reversals 
 
A number of indicators in this study were shown to be in precipitous decline. When this is the result of 
‘wicked’ problems, identification of the beliefs that feed this is very important, as well as the 
alternative vision. Some specific strategies can also be applied to reverse the casual aspects of those 
elements reversing. The following are some brief suggestions and explanations of how they could 
help. 
 
9.7.2.1 Dealing with equity problems 
 
Again it is important to start with the vision: in this case a clear articulation that, as a community, 
equity is important and therefore the broad community should oppose anything that increases inequity. 
In addition there are many possible ways to actually increase equity, some direct, some indirect. 
Without being prescriptive, direct methods could include things like putting brakes on senior 
management and executive wages. One method is ratio caps, as was done historically in Japan, where 
the most senior salaries could not exceed a specified multiple of the most junior (Horsley and Buckley 
1990). Alternatively one could reintroduce heavy taxation of high-income earners, or simplify taxation 
to reduce avoidance opportunities for the wealthy. Other ways could include reintroducing death 
duties on large estates and ensuring that any new tax change introduced is progressive in nature, rather 
than regressive. Indirect approaches could include removing policies like natural unemployment and 
actually having truly proactive job creation schemes. It could also include improving access to quality 
education for all, including a healthy expansion of the Technical and Further Education (TAFE) 
system. 
 
9.7.2.2 Dealing with social stress 
 
As for equity concerns, the interventions on the wicked component are important, that is, a broad 
community acknowledgement that reducing social stress is desirable and that there is a need to deal 
proactively with underlying stressors. This requires focusing directly on reducing the factors that are 
feeding stress. This includes a broad range of factors, including but not limited to those discussed 
earlier around unemployment, divorce and bankruptcy.  
 
Each potential stressor needs both a community response as well as a government one. One such 
example, for the stressor of unemployment, would be to actively work to reduce unemployment with 
an aim for full employment rather than maintaining natural unemployment. This could include a range 
of local initiatives and government-wide actions like removing the Reserve Bank’s powers to control 
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interest rates, or at least requiring them not to raise interest rates when unemployment hits a certain 
level.  
 
Other broad government options could include:  
 
• returning money creation responsibilities to central government to gradually roll back debt 
levels;  
• increasing stability of the local tax base through increasing local ownership of enterprises and 
discouraging further loss of local industry;  
• increasing research funding and seeding new industries;  
• re-introducing a tariff system based on fair trading policies;  
• actually reforming workplace conditions (i.e. improving security and extending entitlements to 
gradually match most other OECD nations); and  
• refixing the exchange rate, or at very least introducing a Tobbin tax (a tax on money 
exchanges) to reduce the wide fluctuations that speculation brings into the exchange rate. 
 
Similar things could be done for the divorce rate. Whilst it is unlikely to be possible to completely 
reverse divorce rates (particularly since some of the drivers such as increasing options for women are 
actually desirable), there are still many options possible. Society and governments could seek to 
reduce pressures on families. Young people could receive more education around relationships and the 
damaging consequences to children of divorce and relationship break-up. Simply reducing other social 
stressors would also be of assistance.    
 
9.7.2.3 Improving social capital 
 
Again, many government and individual responses can be made to improve social capital. This 
includes avoiding feeding a culture of fear and stopping the use of negative politics that currently 
undermine trust in social institutions. A further measure could be to become extremely harsh in the 
treatment of corruption at all levels. Encouraging volunteerism and acknowledging more fully the 
significance of such contributions would also be of value. 
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9.8 Limitations of thesis 
 
This thesis has a number of limitations. Most of those were outlined in Chapters 1 and 2 and revolve 
around the limitations of the data available. When trying to collect data over a century it is 
unavoidable that some data will be missing and that the preferred measure are often not available. The 
quality of the available data is also often poorer than would be desirable. There are also the normal 
issues inherent in using official statistics. 
 
Due to the lack of direct measures, some of the measures used have required extensive data 
manipulation and long logic chains to link them to the element they have been selected for. Such a 
process increases the possibilities for logical flaws or poor assumptions to occur, or for some other 
contamination of the results. 
  
The data collected for each indicator in this study are also time series data for a single entity 
(Australia), and as such the data have certain additional inherent limitations. The first limitation relates 
to the types of analysis that can be performed. This means that structural equation modelling, factor 
analysis and other common methods of looking at relationships between indicators and clusters of 
indicators cannot be applied with full confidence, because many of those methods assume that 
sampled indicators are independent of one another (Hamilton 1994). A second limitation is that, with 
only one nation being examined, any generalisation to other nations or contexts has to be very 
tentative.  
  
As a consequence of all these limitations, the results of this thesis can only be taken as suggestive. 
They do however open up an array of interesting possibilities and show a means to explore some of 
the broader long-term issues affecting our society.  
 
9.9 Research implications 
 
These results obviously raise a wide range of research possibilities. These include additional testing 
and exploration of the relationships between elements, additional exploration of those indicators 
identified, refinement of existing measures and actual development of some those indicators discussed 
but not used, comparisons with other nations and the systematic investigation of some of the policy 
implications raised.  
 
Clearly the results need to be further explored, to see how robust the relationships identified actually 
are. This could be investigated both locally and in other contexts. Most of the actual indicators could 
also be further refined and tested. Due to the timeframe used, many indicators were not as robust as 
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they could be. Whilst many of the indicators cannot be refined for retrospective studies like this, there 
are potentially many better ways of measuring the elements identified in this study.   
 
Research could also be performed around development of measures suggested but not actually used, 
such as a measure for the quality of economic goods and services produced by the economy. 
 
It is also worth comparing what is happening in Australia with other developed and developing 
countries to identify similarities and differences. This could help develop more universal models. The 
suggested areas for intervention could also be systematically investigated and other alternatives 
identified. 
 
9.10 Final Summary 
 
This thesis has made a substantial contribution to the theoretical and empirical knowledge about 
Australia’s progress. It is the first to collate and incorporate statistics across a 100-year period within a 
broad progress paradigm. It is also the first to analyse the relationship between the components and 
separate elements. In this way it significantly extends beyond the ‘Measures of Australia’s Progress’ 
project (ABS 2004). 
 
Whilst the results of this thesis can only be considered suggestive, they clearly have shed light on a 
number of broad issues of substantial importance to Australia. These include whether progress has 
occurred or not, how progress in the broad sense may be conceptualised and measured, how 
components and elements of progress may relate to one another and what the consequences of some of 
those relationships may be. 
 
In conclusion, whilst Australia did appear to progress over the 20th Century, that progress was far from 
uniform. In particular some substantial negative trends occurred, some variables oscillated and some 
experienced clear reversals in their previously positive trend. In terms of explanatory power, emergent 
processes appear to be very important in understanding progress in Australia overall. In terms of the 
numerous reversing variables, social stress appears to be the key driver, although emergent effects are 
also important. The reasons for how this situation has come about have been explored in this and 
preceding chapters. A number of policy implications have been raised in this chapter. Failure to arrest 
both those indicators that have displayed negative trends and those indicators that have reversed 
during the latter part of the century may have long-term negative consequences for this nation. The 
thesis also raises a large range of future research areas that could potentially be explored.  
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Appendix A: Data sources 
 
This appendix contains all of the data sources for the indicators included in this thesis. This is shown 
in reference to the indicators for each element in the chapter in which they are first described. The 
sources for each part of an indicator are included, where such indicators were obtained by combining 
measures. Data sources were primarily obtained from the collections at the Victorian Library of the 
ABS, the Victorian State Library and the Latrobe University Government Publications collection. 
 
Special notes on sources 
 ABS sources: 
Note that the ABS changed its name once in the 20th Century. From 1906 until 1972 it was known as 
the Commonwealth Bureau of Census and Statistics (CBCS) and from 1973 until the present it has 
been known as the Australian Bureau of Statistics (ABS). 
  
Other abbreviations used: 
The RBA has always been known as the Reserve Bank of Australia, AARL as the Australian 
Academic and Research Libraries and ABARE as the Australian Bureau of Agricultural and Research 
Economics. 
 
Note that all of the raw and converted data for the measures used in this thesis can be seen in 
appendixes C and D. 
 
Chapter 3 
 Constant dollars per capita commonwealth government expenditure on research: 
 
Government Expenditure on research: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
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(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 
1999), (ABS 2000), (ABS 2001a), (ABS 2002). 
 
Net present values: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Population: 
(ABS 1997c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b), (ABS 2001), (ABS 2002a). 
 
Per Capita patent creation rates in Australia 
 
Patents granted: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (Department of Science 1973), (Department of Productivity 1974), (Department of 
Productivity 1975), (Department of Productivity 1976), (Department of Productivity 1977), 
(Department of Productivity 1978), (Department of Productivity 1979), (Department of Productivity 
1980), (Department of Science and Technology 1981), (Department of Science and Technology 1982), 
(Department of Science and Technology 1983), (Department of Science 1984), (Department of 
Science 1985), (Department of science 1986), (Department of Industry Technology and Commerce 
1987), (Department of Industry Technology and Commerce 1988), (Department of Industry 
Technology and Commerce 1989), (Department of Industry Technology and Commerce 1990), 
(Department of Industry Technology and Commerce 1991), (Department of Industry Technology and 
Commerce 1992), (Department of Industry Technology and Commerce 1993), (Intellectual Property 
Australia 2004). 
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Population: 
(ABS 1997c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b), (ABS 2001), (ABS 2002a). 
 
Per capita number of tertiary students 
 
Number of tertiary students: 
(Duncan and Leondard 1973), (Trivett 1909), (Drake 1909), (CBCS 1908), (CBCS 1909), (CBCS 
1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 1914), (CBCS 1915), (CBCS 1916), 
(CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), (CBCS 1921), (CBCS 1922), (CBCS 
1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 1927), (CBCS 1928), (CBCS 1929), 
(CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), (CBCS 1934), (CBCS 1935), (CBCS 
1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 1940), (CBCS 1941), (CBCS 1944), 
(CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), (CBCS 1954), (CBCS 1955), (CBCS 
1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 1960), (CBCS 1961), (CBCS 1962), 
(CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), (CBCS 1967), (CBCS 1968), (CBCS 
1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), (ABS 1974), (ABS 1976), (ABS 
1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 1983), (ABS 1984), (ABS 1985), 
(ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), (ABS 1992a), (ABS 1994), (ABS 
1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 
2001a), (ABS 2002). 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a), (ABS 2002). 
 
Total book collections in State and University Libraries: 
 
State Library Book collections: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974) and (ABS 1976) . 
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University Library book collections: 
(Munn and Pitt 1935), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 1940), (CBCS 1941), 
(CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), (CBCS 1954), (CBCS 
1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 1960), (CBCS 1961), 
(CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), (CBCS 1967), (CBCS 
1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), (ABS 1974), (ABS 
1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 1983), (AARL 
1986),(AARL 1994) and (AARL 1996). 
 
University books per student: 
 
University Library book collections: 
(Munn and Pitt 1935), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 1940), (CBCS 1941), 
(CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), (CBCS 1954), (CBCS 
1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 1960), (CBCS 1961), 
(CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), (CBCS 1967), (CBCS 
1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), (ABS 1974), (ABS 
1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 1983), ], (AARL 
1986),(AARL 1994) and (AARL 1996). 
 
University students: 
(CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 1940), (CBCS 
1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), (CBCS 1954), 
(CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 1960), (CBCS 
1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), (CBCS 1967), 
(CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), (ABS 1974), 
(ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 1983), (ABS 
1984), (ABS 1986), (ABS 1994),  and (ABS 1996a)  
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Chapter 4 
Fisheries decline: 
 
Fish harvest levels: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1926), 
(CBCS 1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 
1933), (CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), 
(CBCS 1940), (CBCS 1941), (CBCS 1944), (CBCS 1951), (CBCS 1953), (CBCS 1954), (CBCS 
1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 1960), (CBCS 1961), 
(CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), (CBCS 1967), (CBCS 
1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), (ABS 1974), (ABS 
1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 1983), (ABS 1984), 
(ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), (ABS 1992a), (ABS 
1994), (ABS 1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 1999), (ABS 2000), 
(ABS 2001a), (ABS 2002) and (Bureau of Rural Sciences 1999). 
 
Land still available to the environment: 
 
Land being used for agricultural, mining and residential purposes: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1916), (CBCS 1921), (CBCS 1926), (CBCS 1931), (CBCS 1936), (CBCS 1941), 
(CBCS 1946), (CBCS 1951), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 
1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Size of Australian Land Mass: 
(ABS 2002) 
 
Biodiversity loss: 
Last sightings of mammals assumed extinct: 
(Strahan 1983) and (ABS 1992).  
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Chapter 5 
 
Economic size (GDP per capita-NPV): 
 
GDP current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d) 
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a), (ABS 2002). 
 
Levels of currently economically exploitable recyclable resource reserves: 
 
Levels of minerals mined: 
(Vamplew 1987), (ABARE 1988), (ABARE 1989), (ABARE 1990), (ABARE 1991), (ABARE 1992), 
(ABARE 1993), (ABARE 1994), (ABARE 1995), (ABARE 1996), (ABARE 1997), (ABARE 1998), 
(ABARE 1999), (ABARE 2000), (ABARE 2001) and (ABARE 2002) 
 
Current estimated economic reserves: 
(ABS 1997e) 
 
Levels of currently economically exploitable non-renewable resource reserves: 
 
Levels of minerals mined: 
(Vamplew 1987), (ABARE 1988), (ABARE 1989), (ABARE 1990), (ABARE 1991), (ABARE 1992), 
(ABARE 1993), (ABARE 1994), (ABARE 1995), (ABARE 1996), (ABARE 1997), (ABARE 1998), 
(ABARE 1999), (ABARE 2000), (ABARE 2001) and (ABARE 2002) 
 
Current estimated economic reserves: 
(ABS 1997e) 
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Workforce participation rate: 
 
Numbers Working: 
(Vamplew 1987), (ABS 1975a), (ABS 1976a), (ABS 1977), (ABS 1978a), (ABS 1979a), (ABS 
1980a), (ABS 1981a), (ABS 1982a), (ABS 1983b), (ABS 1984b), (ABS 1985b), (ABS 1986b), (ABS 
1987a), (ABS 1988b), (ABS 1989b), (ABS 1990b), (ABS 1991b), (ABS 1992d), (ABS 1993b), (ABS 
1994c), (ABS 1995c), (ABS 1996d), (ABS 1997f), (ABS 1998c), (ABS 1999c) and (ABS 2000c) 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a), (ABS 2002). 
 
Net physical capital per capita: 
 
Capital stock: 
(ABS 1987b) and (ABS 2001d) 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Gross capital formation per capita: 
 
Gross capital formation current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d) 
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Labour efficiency: 
 
Size of Labour force: 
(Vamplew 1987), (ABS 1975a), (ABS 1976a), (ABS 1977), (ABS 1978a), (ABS 1979a), (ABS 
1980a), (ABS 1981a), (ABS 1982a), (ABS 1983b), (ABS 1984b), (ABS 1985b), (ABS 1986b), (ABS 
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1987a), (ABS 1988b), (ABS 1989b), (ABS 1990b), (ABS 1991b), (ABS 1992d), (ABS 1993b), (ABS 
1994c), (ABS 1995c), (ABS 1996d), (ABS 1997f), (ABS 1998c), (ABS 1999c) and (ABS 2000c) 
 
Average hours worked: 
 
(Vamplew 1987), (ABS 1975a), (ABS 1976a), (ABS 1977), (ABS 1978a), (ABS 1979a), (ABS 
1980a), (ABS 1981a), (ABS 1982a), (ABS 1983b), (ABS 1984b), (ABS 1985b), (ABS 1986b), (ABS 
1987a), (ABS 1988b), (ABS 1989b), (ABS 1990b), (ABS 1991b), (ABS 1992d), (ABS 1993b), (ABS 
1994c), (ABS 1995c), (ABS 1996d), (ABS 1997f), (ABS 1998c), (ABS 1999c) and (ABS 2000c) 
 
GDP current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d) 
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Money capital efficiency: 
 
Money supply: 
(Butlin et al. 1971), (White 1973), (RBA 1971), (RBA 1972), (RBA 1973), (RBA 1974), (RBA 1975), 
(RBA 1976), (RBA 1977), (RBA 1978), (RBA 1979), (RBA 1980), (RBA 1981), (RBA 1982), (RBA 
1983), (RBA 1984), (RBA 1985), (RBA 1986), (RBA 1987), (RBA 1988), (RBA 1989), (RBA 1990), 
(RBA 1991), (RBA 1992), (RBA 1993), (RBA 1994), (RBA 1995), (RBA 1996), (RBA 1997), (RBA 
1998), (RBA 1999) and (RBA 2000) 
 
GDP current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d) 
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Efficiency in the use of physical capital stock: 
 
Gross capital formation current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d) 
 
GDP current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d)  
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a), (ABS 2002). 
 
Financial efficiency: 
 
Interest rates: 
(Butlin et al. 1971), (White 1973), (RBA 1971), (RBA 1972), (RBA 1973), (RBA 1974), (RBA 1975), 
(RBA 1976), (RBA 1977), (RBA 1978), (RBA 1979), (RBA 1980), (RBA 1981), (RBA 1982), (RBA 
1983), (RBA 1984), (RBA 1985), (RBA 1986), (RBA 1987), (RBA 1988), (RBA 1989), (RBA 1990), 
(RBA 1991), (RBA 1992), (RBA 1993), (RBA 1994), (RBA 1995), (RBA 1996), (RBA 1997), (RBA 
1998), (RBA 1999) and (RBA 2000) 
 
Per capita energy use: 
 
Energy use: 
(Vamplew 1987), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), 
(ABS 1991), (ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 
1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
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Energy efficiency: 
 
Energy use: 
(Vamplew 1987), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), 
(ABS 1991), (ABS 1992), (ABS 1994), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 
1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
GDP current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d) 
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Ratio of government expenditure on positive verses negative activities: 
 
Government expenditures: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 1999), (ABS 
2000), (ABS 2001a) and  (ABS 2002). 
 
Law and order as proportion of government outlays: 
 
 Government Expenditures: 
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(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 1999), (ABS 
2000), (ABS 2001a) and  (ABS 2002). 
 
Adjusted current account balance: 
Current account balance: 
(Mitchell 1998), (RBA 1995), (RBA 1996), (RBA 1997), (RBA 1998), (RBA 1999) and (RBA 2000) 
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Inflation rate: 
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Percentage yearly changes in GDP: 
 
GDP current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001d) 
 
CPI adjustments: 
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(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Chapter 6 
 
Life expectancy: 
 
(Vamplew 1987), (ABS 1974a), (ABS 1975a), (ABS 1976b), (ABS 1977a), (ABS 1978b), (ABS 
1979b), (ABS 1980b), (ABS 1981b), (ABS 1982b), (ABS 1983c), (ABS 1984c), (ABS 1985c), (ABS 
1986c), (ABS 1987c), (ABS 1988c), (ABS 1989c), (ABS 1990c), (ABS 1991c), (ABS 1992e), (ABS 
1993c), (ABS 1994d), (ABS 1995d), (ABS 1996e), (ABS 1997g), (ABS 1998d), (ABS 1999d), (ABS 
2000d) and (ABS 2001d). 
 
Invalid pension rates: 
 
Invalid pension numbers: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1997), (ABS 
1998), (ABS 1999), (ABS 2000), (ABS 2001a), (ABS 2002). 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Infant mortality rate: 
 
Infant mortality figures: 
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(Vamplew 1987), (ABS 1983c), (ABS 1984c), (ABS 1985c), (ABS 1986c), (ABS 1987c), (ABS 
1988c), (ABS 1989c), (ABS 1990c), (ABS 1991c), (ABS 1992e), (ABS 1993c), (ABS 1994d), (ABS, 
1995d), (ABS 1996e), (ABS 1997g), (ABS 1998d), (ABS 1999d), (ABS 2000d) and (ABS 2001d). 
 
Mental health treatment rate 
 
Mental hospital inpatient numbers: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1933), (CBCS 1934), (CBCS 1938), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), 
(CBCS 1951), (CBCS 1953), (CBCS 1956), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 
1972), (ABS 1973), (ABS 1974), (ABS 1976) and (AIHW 1998) 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Mental hospital inpatient treatment rate: 
 
Mental hospital inpatient numbers: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1982), (ABS 1988) and (AIHW 1998) 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Suicide rate: 
 
Suicides: 
(ABS 1982c), (ABS 1982d), (ABS 1983d), (ABS 1984d), (ABS 1985d), (ABS 1986d), (ABS 1987d), 
(ABS 1988d), (ABS 1989d), (ABS 1990d), (ABS 1991d), (ABS 1992f), (ABS 1993d), (ABS 1994e), 
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(ABS 1995e), (ABS 1996f), (ABS 1998e), (ABS 1999e), (ABS 2000e), (ABS 2001e) and (ABS 
2002b). 
  
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Total Deaths: 
(ABS 1997c), (ABS 1998d), (ABS 1999d), (ABS 2000d) and (ABS 2001d) 
 
Changes in unemployment rate: 
 
Unemployment rate: 
(Vamplew 1987), (ABS 1975), (ABS 1976a), (ABS 1977), (ABS 1978a), (ABS 1979a), (ABS 1980a), 
(ABS 1981a), (ABS 1982a), (ABS 1983b), (ABS 1984b), (ABS 1985b), (ABS 1986b), (ABS 1987a), 
(ABS 1988b), (ABS 1989b), (ABS 1990b), (ABS 1991b), (ABS 1992d), (ABS 1993b), (ABS 1994c), 
(ABS 1995c), (ABS 1996d), (ABS 1997f), (ABS 1998c), (ABS 1999c) and (ABS 2000c) 
 
Changes in childless woman rate: 
 
Childless women rate: 
(ABS 1998f). 
 
Changes in fertility levels: 
 
(ABS 1999f), (ABS 2000f), (ABS 2001f) 
 
Changes in divorce rate: 
 
Marriages and divorces in Australia: 
(ABS 1996g), (ABS 1997h), (ABS 1998g), (ABS 1999g), (ABS 2000g) and (ABS 2001g).  
 
Average hours worked: 
 
Average weekly hours worked: 
(Vamplew 1987), (ABS 1975), (ABS 1976a), (ABS 1977), (ABS 1978a), (ABS 1979a), (ABS 1980a), 
(ABS 1981a), (ABS 1982a), (ABS 1983b), (ABS 1984b), (ABS 1985b), (ABS 1986b), (ABS 1987a), 
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(ABS 1988b), (ABS 1989b), (ABS 1990b), (ABS 1991b), (ABS 1992d), (ABS 1993b), (ABS 1994c), 
(ABS 1995c), (ABS 1996d), (ABS 1997f), (ABS 1998c), (ABS 1999c) and (ABS 2000c) 
 
Changing recreation options: 
 
Olympic sports participated in by Australians at each Olympic games: 
(Gordon 1994) and (Clark 2003) 
 
Chapter 7 
 
Female access to political power: 
 
Female senators and house of representative numbers: 
(Department of the Parliamentary Library 1999) 
 
Total number of Senators and house of representative numbers: 
(Department of the Parliamentary Library 1999) 
 
Female access to economic power: 
 
Proportion of females in the workforce: 
(Vamplew 1987), (ABS 1975), (ABS 1976a), (ABS 1977), (ABS 1978a), (ABS 1979a), (ABS 1980a), 
(ABS 1981a), (ABS 1982a), (ABS 1983b), (ABS 1984b), (ABS 1985b), (ABS 1986b), (ABS 1987a), 
(ABS 1988b), (ABS 1989b), (ABS 1990b), (ABS 1991b), (ABS 1992d), (ABS 1993b), (ABS 1994c), 
(ABS 1995c), (ABS 1996d), (ABS 1997f), (ABS 1998c), (ABS 1999c) and (ABS 2000c) 
 
Class access to income and wealth: 
 
Gini coefficient 
(ABS 1976c), (ABS 1978c), (ABS 1980c), (ABS 1984e), (ABS 1992g), (ABS 1994f), (ABS 1995f), 
(ABS 1996h), (ABS 1997i), (ABS 1998h), (ABS 1999h), (ABS 2000h), (ABS 2001) and (ABS 
2002a).   
 
Comparative Indigenous life expectancy: 
 
Indigenous life expectancy: 
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(Moodie 1973), (Thomson 1985), (ABS 1994g), (ABS 1996i), (Ross 1999), (ABS 2002c) and (ABS 
2002d) 
 
Mainstream life expectancy: 
(Vamplew 1987), (ABS 1974a), (ABS 1981b), (ABS 1982b), (ABS 1983c), (ABS 1987c), (ABS 
1988c), (ABS 1989c), (ABS 1990c), (ABS 1991c), (ABS 1992e), (ABS 1993c), (ABS 1994d), (ABS 
1996e), (ABS 1997g), (ABS 1998d), (ABS 1999d), (ABS 2000d) and (ABS 2001d). 
 
 
Government welfare outlays as proportion of GDP: 
 
Government welfare expenditure: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 
1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
GDP current values: 
(Butlin 1962), (Foster and Stewart 1991), (ABS 1992c), (ABS 1993a), (ABS 1994b), (ABS 1995b), 
(ABS 1996c), (ABS 1997d), (ABS 1998b), (ABS 1999b), (ABS 2000b) and (ABS 2001b) 
 
CPI adjustments: 
(Vamplew 1987), (ABS 1983a), (ABS 1984a), (ABS 1985a), (ABS 1986a), (ABS 1987), (ABS 
1988a), (ABS 1989a), (ABS 1990), (ABS 1991a), (ABS 1992b), (ABS 1993), (ABS 1994a), (ABS 
1995a), (ABS 1996b), (ABS 1997b), (ABS 1998a), (ABS 1999a) and (ABS 2000a) 
 
Imprisonment rate: 
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Prison Inmate numbers: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 
1999), (ABS 2000), (ABS 2001a), (ABS 2001h) and (ABS 2002). 
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a), (ABS 2002). 
 
Freedom and tolerance of diversity/Human rights progress: 
 
Key events from within a human rights framework: 
(Aplin, Foster et al. 1987), (Ross 1993) and (Fraser 1998) 
 
SOCIAL STRESS 
 
A composite measure combining infant mortality rate, suicide rate, bankruptcy rate, divorce rate, 
unemployment rate, industrial dispute rate, crime rate and consequences of external conflict. 
 
Infant Mortality rate: 
 
Infant mortality figures: 
(Vamplew 1987), (ABS 1983c), (ABS 1984c), (ABS 1985c), (ABS 1986c), (ABS 1987c), (ABS 
1988c), (ABS 1989c), (ABS 1990c), (ABS 1991c), (ABS 1992e), (ABS 1993c), (ABS 1994d), (ABS, 
1995d), (ABS 1996e), (ABS 1997g), (ABS 1998d), (ABS 1999d), (ABS 2000d) and (ABS 2001d). 
 
Suicide rate: 
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Suicides: 
(ABS 1982d), (ABS 1982c), (ABS 1983d), (ABS 1984d), (ABS 1985d), (ABS 1986d), (ABS 1987d), 
(ABS 1988d), (ABS 1989d), (ABS 1990d), (ABS 1991d), (ABS 1992f), (ABS 1993d), (ABS 1994d), 
(ABS 1995e), (ABS 1996f), (ABS 1998e), (ABS 1999e), (ABS 2000e), (ABS 2001e) and (ABS 
2002b). 
 
Total Deaths: 
(ABS 1997c), (ABS 1998d), (ABS 1999d), (ABS 2000d) and (ABS 2001d) 
 
 
Bankruptcy Rate 
 
Yearly Bankruptcy: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (Australian Department of Business and Consumer Affairs 1968), 
(Australian Department of Business and Consumer Affairs 1969), (Australian Department of Business 
and Consumer Affairs 1970), (Australian Department of Business and Consumer Affairs 1971), 
(Australian Department of Business and Consumer Affairs 1972), (Australian Department of Business 
and Consumer Affairs 1973), (Australian Department of Business and Consumer Affairs 1974), 
(Australian Department of Business and Consumer Affairs 1975), (Australian Department of Business 
and Consumer Affairs 1976), (Australian Department of Business and Consumer Affairs 1977), 
(Australian Department of Business and Consumer Affairs 1978), (Australian Department of Business 
and Consumer Affairs 1979), (Australian Department of Business and Consumer Affairs 1980), 
(Australian Attorney General's Department 1981), (Australian Attorney General's Department 1982), 
(Australian Attorney General's Department 1983), (Australian Attorney General's Department 1984), 
(Australian Attorney General's Department 1985), (Australian Attorney General's Department 1986), 
(Australian Attorney General's Department 1987), (Australian Attorney General's Department 1988), 
(Australian Attorney General's Department 1989), (Australian Attorney General's Department 1990), 
(Australian Inspector General's Department 1991),  
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(Australian Inspector General's Department 1992), (Australian Inspector General's Department 1993), 
(Australian Inspector General's Department 1994), (Australian Inspector General's Department 1995), 
(Australian Inspector General's Department 1996), (Australian Inspector General's Department 1997), 
(Australian Inspector General's Department 1998), (Australian Inspector General's Department 1999) 
and (Australian Inspector General's Department 2000)  
 
Population: 
(ABS 1997a), (ABS 1997c), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Divorce rate: 
 
Marriages and divorces in Australia: 
(ABS 1996g), (ABS 1997h), (ABS 1998g), (ABS 1999g), (ABS 2000g) and (ABS 2001g).  
 
Unemployment rate: 
 
Unemployment level: 
(Vamplew 1987), (ABS 1975), (ABS 1976a), (ABS 1977), (ABS 1978a), (ABS 1979a), (ABS 1980a), 
(ABS 1981a), (ABS 1982a), (ABS 1983b), (ABS 1984b), (ABS 1985b), (ABS 1986b), (ABS 1987a), 
(ABS 1988b), (ABS 1989b), (ABS 1990b), (ABS 1991b), (ABS 1992d), (ABS 1993b), (ABS 1994c), 
(ABS 1995c), (ABS 1996d), (ABS 1997f), (ABS 1998c), (ABS 1999c) and (ABS 2000c) 
 
Industrial dispute rate: 
 
Industrial disputes: 
(Vamplew 1987), (ABS 1986e), (ABS 1987e), (ABS 1988e), (ABS 1989e), (ABS 1990e), (ABS 
1991e), (ABS 1992h), (ABS 1993e), (ABS 1994h), (ABS 1995g), (ABS 1996j), (ABS 1997j), (ABS 
1998i), (ABS 1999i), (ABS 2000i) and (ABS 2001i) 
 
Crime rate: 
 
Government expenditure on law and order: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
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1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964), (CBCS 1965), (CBCS 1966), 
(CBCS 1967), (CBCS 1968), (CBCS 1969), (CBCS 1970), (CBCS 1971), (CBCS 1972), (ABS 1973), 
(ABS 1974), (ABS 1976), (ABS 1978), (ABS 1979), (ABS 1980), (ABS 1981), (ABS 1982), (ABS 
1983), (ABS 1984), (ABS 1985), (ABS 1986), (ABS 1988), (ABS 1989), (ABS 1990a), (ABS 1991), 
(ABS 1992a), (ABS 1994), (ABS 1995), (ABS 1995), (ABS 1996a), (ABS 1997a), (ABS 1998), (ABS 
1999), (ABS 2000), (ABS 2001a) and (ABS 2002). 
 
Consequences of external conflict: 
 
Casualties of war: 
(Wilcox 2003), (Dennis, Grey, Morris, Prior and Connor 1995), (The War Office 1922), (CBCS 
1948), (McNeil 1984), (Bickerton and Pearson 1991) and (Australian War Memorial 2001)  
 
CONSEQUENCES OF SOCIAL STRESS 
 
Murder rate: 
 
Murders: 
(CBCS 1908), (CBCS 1909), (CBCS 1910), (CBCS 1911), (CBCS 1912), (CBCS 1913), (CBCS 
1914), (CBCS 1915), (CBCS 1916), (CBCS 1917), (CBCS 1918), (CBCS 1919), (CBCS 1920), 
(CBCS 1921), (CBCS 1922), (CBCS 1923), (CBCS 1924), (CBCS 1925), (CBCS 1926), (CBCS 
1927), (CBCS 1928), (CBCS 1929), (CBCS 1930), (CBCS 1931), (CBCS 1932), (CBCS 1933), 
(CBCS 1934), (CBCS 1935), (CBCS 1936), (CBCS 1937), (CBCS 1938), (CBCS 1939), (CBCS 
1940), (CBCS 1941), (CBCS 1944), (CBCS 1946), (CBCS 1948), (CBCS 1951), (CBCS 1953), 
(CBCS 1954), (CBCS 1955), (CBCS 1956), (CBCS 1957), (CBCS 1958), (CBCS 1959), (CBCS 
1960), (CBCS 1961), (CBCS 1962), (CBCS 1963), (CBCS 1964a), (CBCS 1965a), (CBCS 1966a), 
(CBCS 1967a), (CBCS 1968a), (CBCS 1969a), (CBCS 1971a), (CBCS 1972a), (ABS 1973a), (ABS 
1974b), (ABS 1975b), (ABS 1976d), (ABS 1977b), (ABS 1978d), (ABS 1979c), (ABS 1980d), (ABS 
1981c), (ABS 1982d), (ABS 1983d), (ABS 1984d), (ABS 1985d), (ABS 1986d), (ABS 1987d), (ABS 
1988d), (ABS 1989d), (ABS 1990d), (ABS 1991d), (ABS 1992f), (ABS 1993d), (ABS 1994e), (ABS 
1995e), (ABS 1996f), (ABS 1998e), (ABS 1999e), (ABS 2000e), (ABS 2001e) and (ABS 2002b). 
 
Population: 
(ABS 1997), (ABS 1997), (ABS 1998), (ABS 1999), (ABS 2000), (ABS 2001), (ABS 2002). 
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Appendix B: Events selected for human rights 
progress measure 
 
 
This appendix contains the key events that go into making the scale for human rights progress. For 
each year of the 20th Century events that were deemed to fit within a human framework were identified 
and given a + or -.  
 
Year Democracy & 
Freedom of Speech 
Discrimination and 
Social Security 
Punishment and the 
Law 
Education, Work and Leisure 
1901 Federation (+)   Fink report into Victorian 
education (+) 
1902 Uniform franchise 
Act gives women the 
vote (+) 
White Australia policy (-) Morant executed(-) Specialist teacher training 
commenced (+) 
1903 Woman vote 
federally for the first 
time (+) 
First female candidate for 
senate (+) 
Federal Judiciary Act 
(+) 
WA school of mines established 
(+) 
1904 First Labour party 
elected (+) 
Quarantine Act (-)  Commonwealth conciliation and 
Arbitration Act (+) 
First Rhode scholar (+) 
1905  Western Australia 
Aborigines Act (-) 
Maories granted European 
status (+) 
Women’s political party 
protests discrimination 
against married woman 
(+) 
Neck chaining for 
aborigines banned (+) 
First children’s court 
(+) 
Arbitration court established (+) 
Compulsory schooling until 14 (+) 
First public high school opened (+)
First cinema (+) 
1906  Petition to allow Kanaks 
to stay (+) 
 National council for woman calls 
for establishment of playgrounds 
(+) 
Sydney teacher college established 
(+) 
1907  Forced repatriation of 
Kanaks (-) 
First age pensions (+) 
 Establishment of basic (+) 
Kindergarten training college 
opened in SA (+) 
1908 Site of federal capital 
decided (+) 
Royal commission 
exonerates Canning on 
cruelty charges (-) 
 First technical college established 
in Melbourne (+) 
1909 Female Vote 
Victoria (+) 
Federal old age and 
invalid pensions Act 
comes into operation (+) 
  
1910    Mictchell Library opened (+) 
Education act (+) 
1911 Compulsory 
enrolment to vote (+) 
  Queensland University opened (+) 
Act to establish WA university (+)
1912  Commonwealth maternity 
allowance (+) 
 NSW industrial relations Act (+) 
First public children’s library (+) 
QLD first high school (+) 
1913 Foundation stone of   TAS first high school (+) 
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Year Democracy & 
Freedom of Speech 
Discrimination and 
Social Security 
Punishment and the 
Law 
Education, Work and Leisure 
federal capital laid 
(+) 
1914  War precautions act (-)   
1915  Anti German sentiment 
ignites against people of 
German descent (-) 
 NSW conservatorium of music 
opened (+) 
First Australian Nobel prize (+) 
1916 No vote to 
conscription (+) 
   
1917  Nomenclature Act (-)   
1918     
1919  Attack on Russian 
Association (-) 
Repatriation Commission 
established (+) 
 Bayonet charge on strikers (-) 
1920  Soldiers children 
education scheme (+) 
  
1921  First female MP (+)  The principal of automatic wage 
adjustments adopted  (+) 
Educational ladder concept adopted 
(+) 
1922  Equal pay for females 
claim quashed (-) 
Report highlighting poor 
aboriginal health is 
ignored, nothing done (-) 
 QLD abolishes capital punishment 
(+) 
1923 White guard formed 
(-) 
Jury service for women 
introduced in QLD (+) 
 Radio broadcasts commence (+) 
1924 Compulsory voting 
introduced (+) 
   
1925  NSW introduction of 
widows pension and child 
endowment (+) 
 Abolition of fees for secondary 
education in NSW (+) 
NSW restoration of 44 hour week 
(+) 
Deportation of union leaders 
stopped (+) 
1926  11 aborigines murdered in 
police custody (-) 
  
1927  Aborigines banned from 
central Perth (-) 
 Striking cane worker shot dead (-) 
1928  Coniston massacre  (-)  Apprenticeship Act (+) 
Commonwealth arbitration court 
abolished (-) 
1929 Compulsory military 
training abolished 
(+) 
  Ten miners shot by police (-) 
1930 Australian born 
governor general (+) 
  ACER established (+) 
Cuts to education, increase class 
size (-) 
1931 New guard clashes 
with unions (-) 
Commonwealth financial 
emergency act (-) 
Arnhem land declared an 
aboriginal reserve (+) 
  
1932  Complaints about WA 
police flagrantly killing 
aborigines (-) 
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Year Democracy & 
Freedom of Speech 
Discrimination and 
Social Security 
Punishment and the 
Law 
Education, Work and Leisure 
1933 WA votes to leave 
commonwealth (-) 
Financial relief act (+)  School fees for students over 14 (-)
1934  Violence against ethnic 
miners (-) 
  
1935  Service pension 
introduced (+) 
  
1936    One weeks paid annual leave 
introduced (+) 
1937  Council for equal pay 
established (+) 
  
1938 Transport workers 
act (-) 
   
1939    44 hour week made standard, 40 
hour week introduced for some (+)
1940 National security act 
(-) 
  NSW raises minimal school 
leaving age to 15 (+) 
1941     
1942 Australia says no to 
U K request for extra 
troops (+) 
Widows pension 
introduced (+) 
  
1943  First female senators in 
federal parliament  (+) 
 Commonwealth financial 
assistance scheme (+) 
1944  Unemployed and sickness 
benefit act (+) 
  
1945 Australia signs UN 
charter (+) 
   
1946  Free hospital scheme 
established in QLD (+) 
Aboriginal stockman 
strike for pay (+) 
CES established (+) 
 First commitment made to 40 hour 
week 
1947  Non-British immigration 
encouraged (+) 
 40 hour week established in NSW 
and those under commonwealth 
awards (+) 
Fees at secondary schools 
abolished (+) 
1948 Proportional 
representation in the 
senate (+) 
Nationality and 
citizenship act (+) 
Australia signs human 
rights protocol (+) 
States stopped charging 
relatives of mentally ill, 
for their care (+) 
CRS established (+) 
 First commitment made to 40 hour 
week (+) 
1949 Royal commission 
into communist party 
(-) 
First gerrymander set 
up in QLD (-) 
Some aborigines get 
award wages  (+) 
Asians deported (-) 
 Striking becomes a criminal act (-)
National emergency act made any 
payments to striking workers 
illegal (-) 
1950 Communist party 
outlawed (-) 
Child endowment 
extended to first child (+) 
Female basic wage 
increased to 75% of male 
(+) 
 Official shift from ladder to 
conveyor belt model of education 
(-) 
1951 No vote on anti-
communist powers 
(+) 
National service act 
Aboriginal strikers jailed 
for demanding pay (-) 
 NSW introduces paid sick leave 
and long service leave (+) 
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Year Democracy & 
Freedom of Speech 
Discrimination and 
Social Security 
Punishment and the 
Law 
Education, Work and Leisure 
(-) 
1952  No means test for blind 
pension (+) 
  
1953  Citizen rights given to all 
territory aborigines not in 
state care (+) 
 Automatic cost of quarterly cost of 
living adjustments ended (-) 
1954 Literature board of 
review established in 
QLD (-) 
Aborigines allowed to 
give talks at pubs (+) 
Federal government 
provides some capital 
costs for nursing homes, 
mental hospitals, marriage 
guidance and sheltered 
workshops (+) 
  
1955     
1956  Free mass vaccinations 
(+) 
Permanent resident status 
introduced for non-
European migrants (+) 
 Orr case (-) 
Melbourne successfully hosts 
Olympic games (+) 
TV broadcasts commence (+) 
1957  Union supports claims for 
equal pay (+) 
  
1958  NSW agrees to start 
phasing in equal pay for 
equal work for females 
(+) 
Rent assistance 
introduced (+) 
 Monash University established (+)
1959  NSW female teachers 
become first to get equal 
pay (+) 
Mixed marriages publicly 
encouraged (+) 
 First 3 weeks annual leave part of 
an award (+) 
1960 National compulsory 
military service 
stopped (+) 
WA ceased to remove 
aboriginals children to 
missions (+) 
Social security payments 
available for aborigines 
(+) 
  
1961  Voting rights for 
aborigines blocked (-) 
Migrants riot (-) 
  
1962  Aborigines in QLD, NT 
and WA gained the right 
to vote in federal elections 
(+) 
  
1963  Aborigines evicted from 
bauxite land (-) 
 General 3 week annual leave 
entitlement granted (+) 
Long Service leave reduced from 
20 to 15 years 
1964 Compulsory military 
service reintroduced 
(-) 
  Macquarie University established 
(+) 
1965  First female supreme 
court judge (+) 
Labour deletes white 
 Neo progressive experiments in 
education (+) 
Adelaide festival commences (+) 
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Year Democracy & 
Freedom of Speech 
Discrimination and 
Social Security 
Punishment and the 
Law 
Education, Work and Leisure 
Australia from its policies 
(+) 
1966 Australian politician 
shoot (-) 
First female MP to hold 
portfolio (+) 
Ban on permanent 
appointment of married 
women to the public 
service lifted (+) 
  
1967 Decision to limit 
appeals to the privy 
council (+) 
QLD government 
introduced laws to 
limit demonstrations 
(+) 
Referendum to include 
aborigines in census (+) 
Last hanging in 
Australia (+) 
 
1968  Full award wages paid to 
aborigines in pastoral 
industry (+) 
 New Victorian gallery opened (+) 
1969  Determination that 
women should receive 
same pay as men if they 
could establish work is of 
equal value (+) 
 Labour pledges on free University 
(+) 
1970 Mass antiwar 
protests (+) 
First women’s liberation 
conference held in 
Melbourne (+) 
Aborigines in NT given 
exclusive rights to 1/5 of 
land leases (+) 
 James Cook University proclaimed 
(+) 
First 4 weeks annual leave granted 
(+) 
1971  No to land rights (-)  Griffith University established (+) 
1972  First reciprocal pension 
agreements (+) 
Labour makes 
commitment to land rights 
(+) 
 Little red school book (+) 
First 35 hour week (+) 
1973  Orphans pension 
introduced (+) 
Domiciliary nursing care 
benefit introduced (+) 
Supporting mothers 
benefit introduced (+) 
Means test on age pension 
75+ abolished (+) 
Death penalty abolished 
in ACT and NT (+) 
Murdoch University proclaimed 
(+) 
Annual leave extended to 4 weeks 
for federal public servants (+) 
Paid maternity leave granted (+) 
1974  First women’s refuge (+)  Deakin University established (+) 
Abolition of fees at University (+) 
1975 Governor-general 
sacks government 
under CIA directions 
(-) 
Racial discrimination Act 
(+) 
Medibank introduced (+) 
  
1976  Aboriginal land rights act 
(+) 
First aboriginal governor 
(+) 
Automatic adjustments to 
pensions (+) 
No fault divorces 
introduced (+) 
SA abolishes death 
penalty (+) 
Committee on the teaching of 
migrant languages in schools set up 
(+) 
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Year Democracy & 
Freedom of Speech 
Discrimination and 
Social Security 
Punishment and the 
Law 
Education, Work and Leisure 
1977 QLD total ban on 
street marches (-) 
First politician 
murdered (-) 
Supporting mothers 
benefit extended to fathers 
(+) 
  
1978 Bomb explodes 
during CHOGM (-) 
Mass arrests during 
march in QLD (-) 
  Abolition of maternity allowances 
(-) 
1979  Asian refugees welcomed 
(+) 
 Maternity leave (+) 
1980    Community college of central 
Australia established (+) 
1981     
1982    Corporal punishment abolished in 
VIC state schools (+) 
1983  Uluru passed back to 
traditional owners (+) 
  
1984 Dollar floated (-) Sex discrimination act (+)   
1985  Asset test for pensions (-)   
1986 Queen signs away 
last vestiges of 
British legal powers 
over Australia (+) 
Human rights and equal 
opportunities commission 
(+) 
Police HQ bombed (-) Superannuation schemes to 3% of 
salary (+) 
1987  Equal employment 
opportunity act (+) 
Family allowance income 
test (-) 
  
1988     
1989  Family allowance asset 
test (-) 
 HECS introduced (-) 
Private University established   (-) 
1990    Paternity leave approved (+) 
1991     
1992 Massive privatisation 
push commences in 
Victoria (-) 
  Radical deregulation of Victorian 
labour (-) 
1993    Industrial relations reform Act (-) 
1994    University of Ballarat declared (+) 
1995  Detention centres set up 
in desert locations  (-) 
  
1996    Workplace relations and other 
legislation amendment Act (-) 
Marked reduction in University 
funding and increase in HECS  (-) 
1997  Work for the dole for 
young people (-) 
  
1998    First pay equity enquiry (+) 
Security guard and dogs used to 
replace wharf union labour (-) 
1999  Violence erupts at 
detention centres (-) 
  
2000  Work for the dole 
extended to older people 
(-) 
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Appendix C: Raw data used for thesis 
 
 
This appendix contains a copy of all the raw data utilised in this thesis. 
 
Key to tables: 
 
R1 = population    R2 = deaths 
R3 = murders     R4 = suicides 
R5 = Olympic sports competed in  R6 = casualties of war 
R7 = mental hospital inpatients numbers mid year R8 = psychiatric patients treated in year   
R9 = prisoners     R10 = infant mortality 
R11 = life expectancy males   R12 = life expectancy females 
R13 = median age    R14 = female invalid pensioners 
R15 = male invalid pensioners   R16 = combined invalid pensioner numbers 
R17 = marriages    R18 = divorces 
R19 = fertility rate    R20 = childless women rate 
R21 = House of Representative numbers  R22 = number of women in House of Representatives  
R23 = Senate numbers    R24 = females in Senate 
R25 = Human rights    R26 = employed persons 
R27 = worker participation rate   R28 = proportion of workforce female 
R29 = unemployment rate   R30 = Average hours worked 
R31 = Industrial disputes   R32 = Energy use (PJ) 
R33 = Price deflator    R34 = Total government expenditure 
R35 = Defence Expenditure   R36 = Law and order expenditure 
R37 = GDP $m     R38 = Money supply (M3) $m 
R39 = Number of Bankruptcies   R40 = Public gross capital formation $m 
R41 = Private gross capital formation $m R42 = Gross capital formation $m 
R43 = Net capital stock $m   R44 = Overall current account balance $m 
R45 = Savings bank interest   R46 = Bank overdraft interest 
R47 = Gini-coefficient    R48 = Crops (million Ha) 
R49 = Total area under agriculture (million Ha) R50 = Timber cut 
R51 = Fish catch     R52 = Gold mined (tonnes) 
R53 = Lead mined (`000 tonnes)  R54 = Zinc mined (`000 tonnes) 
R55 = Iron mined (`000 tonnes)   R56 = Bauxite mined (`000 tonnes) 
R57 = Uranium mined (tonnes)   R58 = Black coal mined (`000 tonnes) 
R59 = Brown coal mined (`000 tonnes)  R60 = Oil extracted (ML) 
R61 = Gas Extracted (ML)   R62 = Extinctions 
R63 = Patents granted    R64 = State Library books 
R65 = University library books   R66 = Commonwealth government Science expenditure 
R67 = University students   R68 = Indigenous life expectancy 
 
 
 
The tables contain direct transcriptions from the sources mentioned in appendix 1, with only the 
following alterations. All pounds Australian were converted to dollars Australian by simply doubling. 
All old imperial measures were converted to metric measures using the formulas contained within 
(Darton and Clark 1994).  
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Year R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
3788123 
3845123 
3891519 
3941208 
3999074 
4059083 
4122201 
4190692 
4272439 
4367405 
4489545 
4653721 
4820172 
4948990 
4985569 
4943173 
4940815 
5029403 
5193104 
5360462 
5455136 
5569889 
5693369 
5811145 
5939231 
6056360 
6182488 
6302210 
6393883 
6462610 
6526485 
6576824 
6629839 
6677361 
6726258 
6778372 
6835536 
6898541 
6967754 
7039490 
7109898 
7180736 
7234904 
7309711 
7391692 
7465157 
7579358 
7708761 
7908066 
8178696 
8421775 
8636458 
8815362 
8986530 
9199729 
9425563 
9640138 
9842333 
10056479 
10275020 
10548267 
46330 
48078 
47293 
43572 
43514 
44333 
45305 
46426 
44172 
45590 
47869 
52177 
51789 
51720 
52782 
54197 
48029 
50249 
65930 
56289 
54076 
51311 
56236 
54980 
54568 
56952 
58282 
59378 
60857 
55331 
56560 
56757 
59117 
62229 
63599 
63932 
64496 
66451 
69147 
68384 
71176 
75191 
74486 
69596 
70231 
74661 
73468 
76839 
75260 
78187 
81788 
81597 
80188 
81805 
82036 
86088 
84953 
83723 
89212 
88464 
88961 
87 
91 
99 
113 
89 
108 
87 
89 
87 
96 
70 
101 
93 
89 
91 
68 
73 
90 
111 
113 
76 
80 
77 
95 
83 
103 
110 
111 
118 
103 
128 
91 
97 
108 
106 
97 
107 
98 
75 
99 
60 
95 
75 
106 
77 
90 
91 
88 
72 
84 
121 
136 
124 
126 
140 
135 
133 
157 
157 
159 
154 
452 
451 
513 
498 
520 
499 
461 
497 
495 
516 
544 
632 
647 
643 
659 
577 
502 
498 
546 
636 
621 
533 
599 
653 
700 
711 
740 
777 
785 
943 
827 
754 
790 
826 
793 
789 
721 
746 
781 
732 
624 
594 
516 
540 
567 
732 
746 
737 
773 
760 
805 
919 
959 
969 
946 
1021 
1170 
1207 
1115 
1092 
1249 
  
  
  
1 
  
  
  
5 
  
  
  
4 
  
  
  
  
  
  
  
4 
  
  
  
8 
  
  
  
6 
  
  
  
5 
  
  
  
7 
  
  
  
  
  
  
  
  
  
  
  
11 
  
  
  
12 
  
  
  
20 
  
  
  
19 
  
6 
606 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
61720 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
39366 
 
 
 
 
 
 
 
339 
 
 
 
 
 
 
36 
 
12427 
12770 
13142 
13443 
13851 
14349 
14698 
15136 
15565 
16002 
16421 
16754 
17181 
17681 
17939 
18298 
18575 
18970 
19006 
19402 
19443 
19732 
19929 
20223 
20565 
20960 
21392 
21831 
22198 
22760 
23076 
23449 
23856 
24432 
25038 
25484 
26184 
26409 
26734 
26692 
27068 
27152 
26977 
26841 
26978 
27158 
27045 
27214 
27425 
27922 
28932 
29563 
30190 
30798 
31223 
32453 
32775 
33521 
33874 
32282 
34110 
14791 
15513 
15876 
16164 
16462 
16803 
17653 
17373 
17915 
18870 
19036 
19669 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
26507 
26847 
  
  
  
29245 
  
  
  
30727 
29941 
30351 
30835 
  
30926 
  
31106 
  
32010 
33247 
  
  
  
36054 
  
  
  
  
  
  
4251 
4204 
4185 
4345 
4019 
3681 
3700 
3479 
3415 
3273 
3096 
3390 
3398 
3733 
3477 
3050 
2762 
2282 
2340 
2565 
2877 
2950 
2957 
2928 
3191 
3327 
3542 
3728 
4157 
4198 
4211 
4263 
3847 
3624 
3437 
3185 
3078 
3375 
3326 
3126 
3226 
3567 
3743 
4057 
3735 
3834 
3541 
3682 
3982 
4089 
4444 
4930 
4905 
4805 
5059 
6043 
6419 
6603 
6607 
6763 
7190 
103.6 
107.15 
111.36 
81.77 
81.76 
83.3 
81.1 
77.8 
71.6 
74.8 
68.5 
71.7 
72.2 
71.5 
67.5 
70.3 
55.9 
58.6 
69.2 
69.1 
65.7 
52.7 
60.5 
57.1 
53.4 
54 
54.5 
53 
51.1 
47.2 
42.1 
41.3 
39.5 
43.6 
39.8 
41.2 
38.1 
38.3 
38.2 
38.4 
39.7 
40 
36.3 
31.3 
29.4 
29 
28.5 
27.8 
25.3 
24.5 
25.2 
23.8 
23.3 
22.5 
22 
21.7 
21.4 
20.5 
21.5 
20.2 
19.5 
54.76 
 
 
 
 
 
 
 
 
58.8 
 
 
 
 
 
 
 
 
 
 
67.1 
 
 
 
 
 
 
 
 
 
 
 
67.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
70.6 
 
 
 
 
 
 
72.8 
 
 
 
 
 
 
74.2 
51.06 
 
 
 
 
 
 
 
 
55.2 
 
 
 
 
 
 
 
 
 
 
63.5 
 
 
 
 
 
 
 
 
 
 
 
63.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
66.1 
 
 
 
 
 
 
67.1 
 
 
 
 
 
 
67.9 
22.5 
 
 
 
 
 
 
 
 
 
24 
 
 
 
 
 
 
 
 
 
25.8 
 
 
 
 
 
 
 
 
 
 
 
27.7 
 
 
 
 
 
 
 
 
 
 
 
 
 
30.7 
 
 
 
 
 
 
30.2 
 
 
 
 
 
 
29.4 
0 
0 
0 
0 
0 
0 
0 
n.a 
n.a 
n.a 
3618 
5215 
6796 
8411 
10126 
11686 
13877 
15636 
16855 
18730 
20338 
20972 
21613 
23226 
24695 
27008 
28962 
30894 
32904 
35211 
38171 
40218 
40365 
42973 
43154 
45500 
47315 
49011 
50765 
32212 
32446 
33657 
32585 
31469 
29729 
31249 
33188 
35058 
35743 
33893 
31338 
30962 
31765 
31736 
33963 
36001 
37813 
35544 
37839 
37982 
41438 
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Year R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
10742291 
10950379 
11166702 
11387665 
11599498 
11799078 
12008635 
12263014 
12507349 
13067265 
13303664 
13504538 
13722571 
13892995 
14033083 
14192234 
14359255 
14515729 
14695356 
14923260 
15184247 
15393472 
15579391 
15788312 
16018350 
16263874 
16532164 
16814416 
17065128 
17284036 
17489072 
17656427 
17836401 
18049016 
18319714 
18532247 
18750982 
18966788 
19257000  
93163 
94894 
100594 
99715 
104521 
102703 
109547 
106496 
113048 
110650 
109760 
110822 
115833 
109021 
112662 
108790 
108425 
106568 
108695 
109003 
114771 
110084 
109914 
118808 
114981 
117321 
119866 
124232 
120062 
119146 
123660 
121599 
126692 
125133 
128719 
129350 
127202 
128102 
130029  
182 
160 
178 
170 
169 
178 
190 
153 
190 
228 
219 
253 
242 
224 
283 
270 
254 
265 
280 
282 
289 
294 
299 
314 
315 
319 
395 
319 
342 
354 
319 
326 
332 
334 
326 
329 
307 
300 
313  
1469 
1718 
1620 
1685 
1624 
1778 
1527 
1502 
1551 
1738 
1625 
1528 
1567 
1528 
1504 
1566 
1595 
1677 
1607 
1672 
1777 
1726 
1712 
1827 
1982 
2240 
2197 
2096 
2161 
2360 
2292 
2081 
2258 
2367 
2393 
2723 
2683 
2492 
2363  
  
  
19 
  
  
  
17 
  
  
  
20 
  
  
  
20 
  
  
  
20 
  
  
  
21 
  
  
  
24 
  
  
  
25 
  
  
  
29 
  
  
  
35  
 
 
 
 
15 
 
 
 
 
 
 
520 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4  
32256 
31303 
30081 
34248 
32908 
31996 
31090 
30692 
30050 
29632 
28744 
  
  
  
  
  
  
  
  
21320 
  
  
  
  
14630 
  
  
  
  
  
  
8003 
7618 
7091 
6563 
  
  
  
   
  
  
  
  
  
  
69678 
68809 
70492 
72668 
71403 
71700 
  
73290 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
246810 
265210 
280820 
289400 
  
  
  
   
7226 
7695 
7729 
7723 
8054 
8739 
8830 
9197 
9246 
9544 
9822 
9303 
7558 
7820 
8034 
8143 
8699 
9355 
9247 
9807 
9826 
9934 
9694 
10844 
11497 
12113 
12321 
12964 
14305 
15021 
15559 
15866 
16994 
17428 
18193 
17661 
18923 
20416 
21714  
20.4 
19.6 
19.1 
18.5 
18.7 
18.3 
17.8 
17.9 
17.9 
17.3 
16.7 
16.5 
16.1 
14.3 
13.8 
12.5 
12.2 
11.4 
10.7 
10 
10.3 
9.6 
9.2 
10 
8.8 
8.7 
8.7 
8 
8.2 
7.1 
7 
6.1 
5.9 
5.7 
5.8 
5.3 
5.3 
5.36 
5.32  
 
 
 
 
74.2 
 
 
 
 
74.8 
 
75.6 
75.03 
76.36 
76.44 
76.94 
77.33 
77.88 
78.09 
78.42 
78.24 
78.76 
78.95 
78.81 
79.18 
79.53 
79.51 
79.55 
80.01 
80.39 
80.41 
80.86 
80.94 
80.72 
81.42 
81.67 
81.42 
82.22 
82.48  
 
 
 
 
67.6 
 
 
 
 
68.3 
 
68.66 
68.01 
69.33 
69.44 
69.99 
70.33 
70.86 
70.99 
71.36 
71.25 
72.13 
72.46 
72.4 
72.87 
73.06 
73.1 
73.3 
73.86 
74.4 
74.47 
74.99 
75.04 
74.82 
76.85 
75.04 
75.69 
77.93 
76.06  
 
 
 
 
28.2 
 
 
 
 
26.5 
26.6 
26.6 
26.8 
27.1 
28.4 
28.7 
28.9 
29.1 
29.4 
29.6 
29.9 
30.2 
30.5 
30.8 
31.1 
31.3 
31.6 
31.8 
32.1 
32.4 
32.7 
33 
33.4 
33.7 
34 
34.3 
34.6 
34.9 
35.2  
45078 
47835 
49875 
48077 
48205 
50356 
51726 
53822 
59126 
59692 
61685 
64304 
64643 
65967 
67669 
69754 
67699 
70084 
70892 
68062 
65503 
64617 
67511 
70449 
72912 
75760 
77745 
80510 
83462 
89535 
104861 
115101 
127111 
139758 
158974 
174907 
191797 
204342 
219981  
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Year R15 R16 R17 R18 R19 R20 R21 R22 R23 R24 R25 R26 R27 R28 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
0 
0 
0 
0 
0 
0 
0 
n.a 
n.a 
n.a 
3833 
5548 
6943 
8454 
10291 
11753 
12904 
14276 
15144 
16501 
17643 
18047 
18451 
19391 
20145 
21795 
23437 
24623 
26184 
28093 
30172 
32074 
32377 
34309 
33698 
34987 
36081 
37085 
38047 
26484 
26475 
26940 
25496 
26473 
28552 
31619 
35089 
38015 
40313 
39601 
37580 
37001 
38467 
41996 
44535 
46774 
50423 
41907 
46014 
0
0
0
0
0
0
0
1765
3732
4252
7451
10763
13739
16865
20417
23439
26781
29912
31999
35231
37981
39010
40064
42617
44840
48803
52399
55517
59148
63304
68343
72292
72742
77284
76852
80487
83396
86096
88812
58696
58921
60597
58081
57942
58281
62868
68272
73073
76056
73494
68918
67963
70232
73732
78498
82775
88236
77451
83855
27753 
27926 
25977 
27684 
29004 
30410 
32470 
32551 
33775 
36592 
39482 
42147 
41594 
43311 
45224 
40289 
33666 
33141 
40540 
51552 
46869 
44731 
44541 
45869 
46899 
47865 
49033 
48593 
47500 
43255 
38882 
43634 
46595 
51465 
56826 
58709 
59448 
62411 
64249 
77889 
75148 
86060 
67673 
68201 
62822 
79496 
76457 
74902 
72999 
75599 
77298 
74172 
70640 
71229 
72172 
71780 
73696 
74001 
74363 
378 
373 
338 
391 
327 
333 
402 
478 
454 
502 
671 
639 
619 
670 
640 
679 
721 
879 
967 
1148 
1490 
1349 
1450 
1516 
1888 
1637 
1956 
1786 
2087 
1761 
1969 
1714 
1954 
2258 
2424 
2504 
2756 
3122 
3137 
3242 
3351 
3588 
4686 
5691 
7213 
7235 
8803 
7253 
6626 
7428 
7330 
7110 
8043 
6528 
6782 
6492 
6374 
6994 
7370 
3.93 
 
 
 
 
 
 
 
 
 
3.69 
 
 
 
 
 
 
 
 
 
3.1 
3.1 
3 
3 
2.9 
2.8 
2.8 
2.6 
2.6 
2.6 
2.4 
2.2 
2.2 
2.1 
2.1 
2.2 
2.2 
2.2 
2.2 
2.2 
2.4 
2.4 
2.6 
2.6 
2.7 
3 
3.1 
3 
3 
3.1 
3 
3.2 
3.2 
3.2 
3.3 
3.3 
3.4 
3.4 
3.5 
15 
  
  
  
  
17 
  
  
  
  
19 
  
  
  
  
21 
  
  
  
  
23 
  
  
  
  
25 
  
  
  
  
23 
  
  
  
  
  
22 
  
  
  
  
22 
  
  
  
  
22 
  
  
  
  
  
22 
  
19.5 
  
  
  
  
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
75 
74 
74 
74 
74 
74 
74 
74 
74 
74 
74 
74 
74 
74 
74 
74 
121 
121 
121 
121 
121 
121 
122 
122 
122 
122 
122 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
2 
2 
2 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
36 
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
2 
2 
2 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
102 
102 
106 
108 
111 
115 
118 
120 
121 
123 
126 
130 
132 
131 
132 
133 
132 
132 
131 
132 
135 
134 
135 
136 
140 
139 
137 
136 
136 
137 
136 
135 
134 
133 
134 
135 
136 
135 
136 
136 
136 
138 
140 
141 
142 
146 
149 
155 
151 
151 
151 
152 
152 
153 
153 
156 
157 
160 
163 
1489000 
1537000 
1585000 
1613000 
1637000 
1635000 
1680000 
1703000 
1763000 
1829000 
1831000 
1950000 
2045000 
2112000 
2095000 
2114000 
2183000 
2183000 
2167000 
2098000 
2166000 
2249000 
2310000 
2346000 
2462000 
2466000 
2513000 
2562000 
2573000 
2557000 
2556000 
2605000 
2696000 
2761000 
2818000 
2822000 
2823000 
2880000 
2907000 
3001000 
3024000 
3148000 
3308000 
3354000 
3346000 
3247000 
3072000 
3277000 
3314000 
3473000 
3591000 
3686000 
3681000 
3723000 
3799000 
3896000 
3942000 
4001000 
4015000 
64.8 
 
 
 
 
 
 
 
 
 
64.14 
 
 
 
 
 
 
 
 
 
62.4 
 
 
 
 
 
 
 
 
 
 
 
61.86 
 
 
 
 
 
 
 
 
 
 
 
 
 
60.59 
 
 
 
 
 
 
65.58 
 
 
 
 
 
21.86 
 
 
 
 
 
 
 
 
 
19.69 
 
 
 
 
 
 
 
 
 
19.88 
 
 
 
 
 
 
 
 
 
 
 
21.52 
 
 
 
 
 
 
 
 
 
 
 
 
 
22.43 
 
 
 
 
 
 
22.82 
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Year R15 R16 R17 R18 R19 R20 R21 R22 R23 R24 R25 R26 R27 R28 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
42834 
47204 
52203 
56203 
59850 
59396 
58440 
61958 
63019 
67922 
74640 
74383 
77133 
85305 
92140 
102817 
116118 
133209 
137209 
149759 
158327 
153889 
151146 
155672 
173063 
188713 
200898 
213290 
219168 
227285 
233251 
244699 
273697 
291471 
309123 
324672 
340256 
352607 
361539 
373340 
382412  
80816
88642
97246
104038
109725
107473
106645
112314
114745
121744
133766
134075
138818
149609
156783
168784
183787
202963
204944
219843
229219
221951
216649
220289
240574
259162
273810
289050
296913
307795
316713
334234
378558
406572
436234
464430
499235
527514
553336
557682
602393 
75428 
76686 
79090 
80916 
86013 
93546 
96061 
100000 
106345 
112470 
116066 
117637 
114029 
112700 
110673 
103973 
109973 
104918 
102958 
104396 
109240 
113905 
117275 
114860 
108655 
115493 
114913 
114113 
116816 
117176 
116959 
113869 
114752 
113255 
111174 
109386 
106103 
106735 
110598 
114103 
113429  
6709 
6751 
7290 
7515 
7967 
8534 
9921 
9747 
10791 
10984 
12249 
13002 
15707 
16266 
17744 
24307 
63267 
45175 
40633 
37873 
39258 
41412 
44088 
43525 
43124 
39830 
39417 
39725 
41007 
41383 
42635 
45630 
45665 
48363 
48312 
49712 
52466 
51288 
51370 
52017 
49906  
3.5 
3.6 
3.5 
3.4 
3.2 
3 
2.9 
2.9 
2.9 
2.9 
2.9 
2.9 
2.7 
2.5 
2.4 
2.2 
2.1 
2 
2 
1.9 
1.9 
1.9 
1.9 
1.9 
1.8 
1.9 
1.9 
1.8 
1.8 
1.8 
1.9 
1.9 
1.9 
1.9 
1.85 
1.84 
1.78 
1.79 
1.76 
1.74 
1.748  
16.6 
  
  
  
  
14 
  
  
  
  
11.9 
  
  
  
  
10.8 
  
  
  
  
9.5 
  
  
  
  
8.7 
  
  
  
  
8.9 
  
  
  
  
9.9 
  
  
  
  
11  
122 
122 
122 
122 
122 
122 
123 
123 
123 
125 
125 
125 
125 
125 
127 
127 
127 
124 
124 
124 
125 
125 
125 
125 
148 
148 
148 
148 
148 
148 
148 
148 
148 
147 
147 
147 
148 
148 
148 
148 
148  
0 
0 
0 
0 
0 
0 
1 
1 
1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
3 
3 
3 
6 
8 
8 
8 
9 
9 
9 
10 
10 
10 
13 
15 
14 
23 
23 
33 
33 
33  
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
60 
64 
64 
64 
64 
64 
64 
64 
64 
64 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76 
76  
5 
5 
5 
5 
5 
4 
4 
4 
3 
3 
3 
2 
2 
2 
4 
6 
6 
7 
6 
6 
7 
10 
10 
13 
14 
14 
16 
17 
17 
17 
18 
19 
19 
17 
17 
18 
23 
25 
24 
22 
22  
166 
164 
165 
166 
166 
170 
171 
175 
177 
179 
184 
184 
188 
196 
199 
200 
206 
205 
202 
204 
205 
205 
206 
207 
207 
206 
208 
208 
208 
205 
206 
206 
204 
203 
204 
203 
201 
200 
200 
199 
198  
4134000 
4171000 
4382000 
4445000 
4597000 
4683000 
4903000 
5020000 
5137000 
5262000 
5474000 
5608000 
5754000 
5889000 
5996000 
6120000 
6191000 
6355000 
6365000 
6415000 
6639000 
6733000 
6842000 
6991000 
7128000 
7198000 
7451000 
7679000 
7867000 
8083000 
8346000 
8491000 
8518000 
8574000 
8696000 
8888000 
9066000 
9173000 
9261000 
9399000 
9036600  
 
64.79 
 
 
 
 
59.9 
60.2 
60.4 
60.4 
61 
61.8 
61.6 
61.2 
61.8 
62.1 
62.3 
61.9 
61.5 
60.7 
61 
61.3 
61 
60.6 
60.5 
60.5 
61.4 
62 
62.2 
62.6 
63.5 
63.6 
63 
62.6 
62.8 
63.3 
63.7 
63.5 
63.2 
63.2 
63.7 
  
 
25.06 
 
 
 
 
29.55 
29.93 
30.51 
30.74 
31.59 
31.72 
32.54 
33.54 
34.4 
34.97 
36 
35.39 
36.34 
36.57 
36.54 
37.63 
37.43 
37.2 
37.7 
38.3 
39.1 
39.8 
40.3 
40.8 
41.4 
41.7 
41.9 
41.9 
42.3 
42.8 
43 
43.1 
43.1 
43.3 
43.7  
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Year R29 R30 R31 R32 R33 R34 R35 R36 R37 R38 R39 R40 R41 R42 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
3.9 
4.8 
8.5 
9.4 
8.6 
6.6 
5.2 
3.4 
3.3 
3.3 
2.86 
2.44 
5.04 
3.27 
5.92 
3.49 
3.3 
3.39 
3.62 
3.39 
5.77 
6.11 
5.01 
4.73 
6.25 
4.93 
4.19 
6.18 
6.73 
9.78 
16.41 
19.74 
18.93 
15.99 
13.97 
10.98 
8.83 
7.46 
8.76 
8.99 
4.85 
1.88 
0.95 
0.98 
1.19 
2.18 
2.88 
1.97 
1.49 
1.75 
1.11 
1.39 
2.9 
2.01 
1.37 
1.49 
2.04 
2.6 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
48.96 
48.84 
48.468 
48.222 
47.988 
47.436 
46.95 
46.114 
46.268 
46.556 
46.532 
46.308 
45.444 
45.356 
45.174 
45.23 
45.88 
45.384 
45.368 
45.24175 
45.24175 
45.16325 
44.98465 
44.77905 
44.76185 
44.30505 
44.06365 
43.873 
43.77095 
43.70815 
43.7003 
43.69245 
43.6689 
42.63768 
39.96896 
39.96896 
39.96896 
39.9612 
39.9612 
39.9612 
39.9614 
39.9614 
39.9614 
39.9614 
39.9614 
  
  
  
  
  
  
  
  
  
  
  
  
50.3 
71 
81.3 
170.7 
174 
56.4 
157.6 
155.6 
165.1 
116.3 
76.3 
152.4 
176.7 
113 
200.8 
96.4 
104.6 
54.2 
37.7 
32.9 
30.1 
50.9 
47.3 
60.6 
96.2 
144 
152.8 
192.6 
248.1 
169.3 
296.1 
276.4 
315.9 
348.5 
327.1 
317.1 
264.6 
431.7 
408.6 
505.7 
496 
370.1 
444.6 
428 
337 
282.8 
140 
141 
147 
152 
158 
189 
203 
220 
192 
241 
256 
278 
298 
309 
320 
292 
269 
285 
265 
294 
285 
282 
300 
336 
356 
354 
378 
362 
350 
335 
286 
274 
263 
317 
338 
378 
398 
420 
445 
464 
462 
529 
549 
558 
599 
639 
693 
759 
775 
808 
888 
934 
932 
984 
1042 
1049 
1100 
1111 
1000 
962 
992 
932 
939 
970 
955 
1030 
1060 
1090 
1098 
1195 
1188 
1271 
1398 
1462 
1578 
1670 
1760 
2037 
1977 
1873 
1985 
1985 
2045 
2030 
2030 
2060 
2068 
1865 
1692 
1564 
1541 
1594 
1647 
1722 
1820 
1850 
1887 
1947 
1963 
1992 
2098 
2158 
2240 
2414 
2646 
2940 
3233 
3526 
4426 
4617 
5278 
5428 
5459 
5631 
6015 
6022 
85.608 
94.188 
91.552 
87.534 
85.21 
86.536 
92.53 
99.762 
108.982 
119.79 
140.03 
164.072 
176.322 
183.412 
220.472 
269.966 
297.992 
310.302 
349.37 
389.668 
422.968 
403.184 
392.63 
417.732 
431.412 
466.672 
491.206 
516.338 
528.46 
514.724 
471.666 
427.792 
421.892 
430.242 
455.282 
485.69 
481.794 
512.422 
536.866 
634.95 
818.98 
1147.19 
1687.434 
1718.416 
1623.846 
1442.166 
1351.186 
1430.296 
1654.912 
1896.15 
2622.692 
3292.63 
3344.32 
3415.102 
3489.23 
3717.226 
4194.454 
4268.898 
1.62 
1.818 
1.538 
1.712 
1.87 
1.94 
2.072 
2.17 
2.102 
3.17 
6.012 
8.164 
8.692 
9.504 
39.128 
88.428 
120.11 
119.79 
133.38 
99.544 
65.164 
30.058 
16.3 
18.846 
13.044 
12.634 
15.558 
14.518 
12.794 
9.358 
7.376 
6.104 
6.042 
8.042 
10.586 
13.656 
15.278 
18.714 
34.012 
111.43 
341.658 
641.412 
1125.328 
1090.266 
921.38 
757.2 
248.8 
144.8 
123.8 
110.6 
182 
318.8 
430.6 
355.4 
355 
381.4 
377 
370.2 
6.256 
4.304 
4.024 
3.854 
3.85 
3.828 
2.358 
3.954 
4.012 
4.06 
4.209 
4.308 
4.874 
4.938 
5.092 
5.032 
n.a 
n.a 
5.536 
n.a 
6.066 
8.004 
8.062 
8.561 
8.87 
9.428 
9.728 
10.3 
11.846 
12.11 
11.314 
9.762 
9.576 
9.684 
10.064 
10.616 
11.06 
11.752 
11.994 
12.118 
12.224 
15.06 
17.238 
14.994 
14.354 
15.024 
17.01 
19.544 
22.734 
26.51 
31.298 
40.23 
46.17 
48.746 
51.712 
57.912 
65.586 
68.154 
379.6 
398.2 
391.6 
444 
448.2 
479.4 
538.2 
545.4 
560 
616.8 
661.6 
694.6 
753 
814.2 
744.8 
818.2 
950.2 
983.8 
1057 
1153.8 
1369.6 
1318 
1399.6 
1452.6 
1644.6 
1560.6 
1591.2 
1597 
1589.8 
1441 
1197.8 
1106.8 
1144 
1238 
1305 
1425.8 
1577.2 
1700.2 
1681 
1980 
2145 
2497 
2858 
2905 
2842 
2935 
3121 
3747 
4324 
5099 
6773 
7267 
8244 
9013 
9603 
10405 
11332 
11588 
251 
257.1 
256.2 
257.6 
270.8 
292.8 
313.2 
324.2 
337.6 
368 
410.7 
435.2 
440 
478.7 
507.2 
557.1 
613.9 
658.6 
727.8 
777.5 
814.9 
838.3 
891.3 
895.5 
922.7 
969.2 
997.1 
1032.4 
1079.7 
1026.7 
996 
1060.5 
1063.6 
1123.3 
1134.7 
1155.5 
1225.6 
1281.7 
1294.7 
1400.2 
1482.7 
1653.6 
21161.1 
2660.9 
3003.5 
3003.9 
3045.9 
3217.9 
3522.9 
4095 
4871 
5257 
5600 
5766 
5817 
6207 
6354 
6677 
1225 
1414 
1450 
1405 
1400 
1454 
1236 
1379 
1273 
1107 
1065 
1324 
1348 
1360 
1351 
1053 
826 
792 
758 
733 
947 
1100 
1470 
1650 
1763 
2012 
2049 
n.a 
2145 
3168 
4645 
2965 
2222 
2134 
1727 
1713 
1673 
1613 
1899 
1909 
1469 
983 
475 
235 
174 
167 
255 
352 
376 
414 
380 
483 
806 
687 
977 
1012 
1529 
1669 
27 
32 
33 
22 
17 
20 
23 
29 
36 
39 
49 
61 
69 
71 
73 
71 
61 
51 
59 
101 
131 
122 
122 
130 
144 
148 
160 
163 
152 
132 
96 
67 
70 
72 
94 
102 
109 
126 
120 
109 
101 
93 
90 
111 
118 
144 
242 
292 
361 
474 
722 
922 
919 
954 
1014 
1096 
1124 
1178 
27.432 
40.44 
34.212 
29.056 
28.854 
33.766 
45.062 
41.46 
38.86 
42.422 
50.522 
60.846 
72.266 
77.216 
53.454 
48.76 
58.338 
55.09 
76.752 
99.5 
108.412 
130.888 
146.466 
155.58 
153.114 
150.758 
154.71 
152.904 
145.15 
97.738 
61.596 
49.666 
59.84 
76.666 
102.758 
117.258 
129.666 
161.484 
161.56 
172 
150 
116 
84 
90 
118 
198 
288 
368 
497 
644 
921 
1132 
1143 
1320 
1482 
1640 
1717 
1858 
54.3 
73.6 
64.8 
51.4 
49.6 
52.8 
71.8 
75.4 
75.6 
80.4 
98 
125 
146.4 
153.6 
131.6 
125 
123.4 
112 
146.2 
208.8 
245.2 
260.8 
273.4 
290 
303.4 
308.4 
327.8 
329 
309.2 
238.9 
166.2 
119.2 
123.6 
145.6 
203.2 
226.2 
253.2 
306.2 
298 
281 
251 
209 
174 
201 
236 
342 
530 
660 
858 
1118 
1643 
2054 
2062 
2274 
2496 
2736 
2841 
3036 
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Year R29 R30 R31 R32 R33 R34 R35 R36 R37 R38 R39 R40 R41 R42 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
1.96 
2.37 
2.29 
3.17 
2.23 
1.2 
1.2 
1.6 
1.7 
1.6 
1.5 
1.4 
1.7 
2.5 
1.8 
2.3 
4.5 
4.7 
5.7 
6.2 
5.8 
5.9 
5.6 
6.7 
9.8 
8.5 
8.6 
7.9 
8.3 
7.8 
6.6 
6.2 
8.4 
10.4 
11 
10.5 
8.9 
8.5 
8.6 
8.3 
7.6 
6.7  
39.89388 
39.89388 
39.8875 
39.8875 
39.8875 
39.8875 
39.8875 
39.87 
39.1 
39.2 
38.6 
38.4 
38.5 
38.9 
38.4 
38.3 
37.4 
36.9 
36.2 
35.8 
35.6 
35.2 
35.5 
34.7 
34.2 
34.6 
34.6 
34.6 
34.9 
34.8 
34.7 
36.05 
35.5 
34.59 
34.86 
35.67 
38.03 
38.69 
39.42 
39.43 
39.69 
39.62  
237.5 
603.3 
300.4 
353.9 
412.7 
545.6 
475 
394.9 
483.3 
720.3 
1285.2 
1367.4 
1326.5 
1113.8 
803 
2004.8 
1398 
2189.9 
596.2 
1075.6 
1862.9 
1172.8 
1251.8 
722.9 
470.5 
557.4 
570.5 
691.7 
608.8 
894.4 
709.8 
729.9 
1181.6 
871.5 
489.6 
265.1 
344.3 
577.7 
528.8 
524.9 
649.6 
465.3  
1153 
1216 
1376 
1407 
1500 
1559 
1643 
1723 
1851 
1936 
2009 
2129 
2184 
2281 
2388 
2519 
2611 
2638 
2800 
2881 
2933 
3032 
3082 
3180 
3122 
3220 
3369 
3403 
3515 
3622 
3832 
3945 
3946 
4003 
4079 
4174 
4365 
4505 
4610 
4777 
4858 
5056  
6022 
6301 
6570 
6571 
6639 
6887 
7067 
7278 
7518 
7728 
7986 
8346 
8733 
9280 
10147 
11675 
13795 
15892 
17649 
19016 
20521 
22801 
25173 
27726 
30692 
33016 
35046 
37429 
40198 
44578 
47838 
51656 
54549 
56202 
57338 
57519 
60179 
62555 
64002 
64777 
65551 
66843  
4397.512 
4724.962 
5244.962 
5440.436 
4806 
5436 
6051 
6698 
7371 
8100 
8673 
9678 
10586 
12027 
13392 
16237 
22910 
27596 
31781 
35789 
38762 
43230 
49888 
57266 
68321 
70172 
75416 
84335 
92377 
100012 
109264 
119828 
131596 
144460 
148901 
152729 
164051 
174183 
179384 
182815 
214938 
225661  
378.6 
387.2 
396.4 
406.2 
428.2 
521 
609 
747.8 
950 
1109.5 
1164.7 
1103.1 
1137.6 
1217.1 
1285.3 
1412.6 
1790.7 
1943.3 
2256.3 
2471 
2704.6 
3116.1 
3659.1 
4264.3 
4942.2 
5538 
6229 
6982 
7578 
7754 
8171 
7752 
8398 
8615 
9010 
9746 
9731 
10011 
9999 
10415 
11010 
11908  
74.402 
80.554 
88.634 
94.688 
98.868 
106.946 
115.409 
123.052 
138.828 
151.796 
n.a 
187.882 
n.a 
n.a 
n.a 
n.a 
n.a 
n.a 
n.a 
n.a 
n.a 
n.a 
1645 
1900 
2208 
2413 
2543 
2664 
3145 
3413 
3952 
4404 
4660 
4966 
5377 
5506 
5931 
6415 
7053 
7324 
7273 
9372  
12448 
13718 
14591 
14928 
16089 
17834 
19605 
20524 
22545 
24031 
27044 
29894 
32877 
36560 
41686 
50433 
61773 
72826 
83165 
90340 
102163 
114755 
130813 
147942 
160806 
192417 
214288 
239970 
236728 
261586 
295018 
370286 
379253 
387264 
403719 
426297 
457646 
489184 
533632 
565882 
592844 
621300  
7192 
7301 
7846 
8517 
9556 
10337 
10937 
11824 
12805 
13974 
14837 
15851 
17509 
21909 
24707 
28558 
32672 
36264 
39152 
43778 
49159 
55388 
61653 
69373 
69820 
77301 
90760 
102092 
115068 
130180 
166595 
190440 
202829 
209002 
230267 
247229 
265142 
292266 
323012 
343054 
377701 
406501  
1949 
2288 
2368 
2660 
2735 
2678 
2704 
2653 
2537 
2551 
2550 
2542 
2783 
3036 
2573 
1864 
2332 
2177 
2452 
3461 
4417 
4979 
5154 
4575 
5156 
4909 
4664 
5581 
7534 
8124 
7082 
8493 
13091 
16880 
14777 
14028 
14130 
17362 
21830 
24408 
26376 
23309  
1270 
1412 
1492 
1684 
1716 
1849 
2089 
2304 
2000 
2165 
2302 
2528 
2730 
3138 
3264 
3799 
5463 
6408 
6762 
7378 
7606 
8476 
9335 
11283 
13115 
14142 
15097 
17985 
19105 
17401 
17912 
21641 
20804 
20734 
19849 
18103 
20391 
22953 
22553 
20695 
24696 
24019  
1922 
2191 
2415 
2328 
2580 
2913 
3398 
3657 
3960 
4304 
4944 
5360 
6064 
6549 
7054 
8224 
9025 
11271 
13182 
14191 
17312 
19010 
24173 
28509 
26513 
28139 
33341 
38438 
42137 
49999 
60298 
62502 
55920 
50440 
54182 
64296 
71506 
73243 
98977 
112814 
117534 
127118  
3192 
3603 
3907 
4012 
4296 
4762 
5487 
5961 
5960 
6469 
7246 
7888 
8794 
9687 
10318 
12023 
14488 
17679 
19944 
21569 
24918 
27486 
33508 
39792 
39628 
42281 
48438 
56423 
61242 
67400 
78210 
81335 
77346 
71174 
81768 
87009 
91897 
92954 
122909 
134420 
142228 
151138  
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Year R43 R44 R45 R46 R47 R48 R49 R50 R51 R52 R53 R54 R55 R56 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
-4.6 
-13.8 
-7.8 
13.2 
19.6 
22.2 
24.6 
3 
12 
20.2 
1.6 
-24.6 
-12.8 
-14.8 
-25 
-45 
12.2 
-88.6 
-58 
26.2 
-135.8 
-1.8 
-66.2 
-83.6 
-15.8 
-76.2 
-123.8 
-89.2 
-89.4 
-158.8 
-37 
19.6 
-6 
17.6 
-31 
-19.2 
20.4 
-47.6 
-46 
-51 
-73 
-65 
-34.6 
187.6 
133.6 
100 
-91 
13 
62 
-71 
-461 
-437 
383 
-380 
-616 
-234 
105 
-553 
-350 
2.88 
2.88 
3.13 
3.25 
3.25 
3.25 
3.19 
3.19 
3.13 
3.13 
3.25 
3.38 
3.3 
3.3 
3.35 
3.4 
3.55 
3.6 
3.6 
3.8 
3.94 
3.94 
4 
4 
4.06 
4.06 
4.06 
4.06 
4.19 
4.19 
4.13 
3.17 
2.67 
2.5 
2.25 
2.25 
2.25 
2.25 
2.33 
2.25 
2.17 
2.08 
2.08 
2.08 
2.08 
1.63 
1.63 
1.63 
1.63 
1.5 
1.5 
1.5 
1.75 
1.75 
1.88 
2.13 
2.13 
2.13 
3 
6.5 
 
6.5 
6.75 
6.75 
7 
 
6.75 
 
 
 
6.75 
 
 
 
6.75 
 
 
 
6.75 
 
 
 
6.75 
 
 
7.25 
 
 
7.75 
6 
5.5 
5.5 
4.9 
 
5 
 
 
 
5 
5 
4.6 
 
4.5 
 
4.75 
4.5 
 
 
4.5 
4.5 
4.5 
5 
5 
5 
6 
6 
6 
6 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
0.47 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
0.5 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
3.6 
3.4 
3.4 
3.8 
3.8 
3.8 
3.9 
3.786 
4.003 
4.441 
4.813 
4.899 
5.276 
5.942 
6.334 
7.498 
6.8 
5.786 
5.396 
5.381 
6.098 
6.215 
6.707 
6.69 
6.992 
6.796 
7.192 
7.778 
8.575 
8.875 
10.184 
8.567 
9.07 
9.087 
8.268 
8.084 
8.338 
8.885 
9.51 
9.126 
8.546 
8.284 
7.079 
6.497 
7.152 
8.321 
8.61 
9.093 
8.471 
8.428 
8.152 
8.119 
8.37 
8.72 
9.051 
9.303 
8.083 
8.979 
10.38 
291.86 
  
  
  
330.14 
  
  
318.58 
329.28 
353.57 
332.84 
347.61 
347.29 
  
399.97 
  
  
  
  
411.662 
  
  
  
  
433.172 
  
  
  
  
433.254 
  
  
  
  
414.176 
  
  
  
  
413.936 
  
  
  
  
435.238 
  
  
  
  
441.792 
  
  
  
  
459.684 
455.057 
460.062 
462.482 
459.49 
2297 
1789 
1884 
2114 
2093 
2181 
2116 
2485 
2589 
2515 
3006 
3392 
3471 
3421 
2511 
n.a 
2404 
2292 
2497 
3013 
3109 
3000 
2985 
3404 
3376 
3759 
3115 
2899 
2624 
2462 
1356 
1203 
1560 
1879 
2562 
2862 
3328 
3794 
3643 
3846 
4195 
4642 
4417 
4407 
4278 
6801 
7888 
8791 
8234 
9674 
10728 
12477 
10094 
11639 
12978 
13061 
12983 
12609 
13156 
13002 
16623 
18026 
16363 
15685 
15935 
16464 
14778 
15,156 
17357 
17828 
19872 
19730 
28630 
23675 
23855 
23563 
24924 
 
 
 
 
 
 
 
20481 
22555 
27786 
30762 
31185 
28562 
28872 
28502 
28502 
28308 
27442 
28279 
29167 
31128 
31762 
29309 
27145 
23752 
 
 
 
 
 
 
35441 
29028 
28860 
33243 
35756 
31966 
28711 
34202 
32690 
33754 
102.64 
108.46 
119.37 
116.69 
114.02 
107.1 
98.96 
95.63 
92 
84.63 
77.26 
72.34 
68.66 
63.92 
60.56 
51.81 
45.29 
39.6 
33.22 
29.35 
23.58 
23.5 
22.15 
21.02 
17.39 
16.21 
15.81 
14.24 
13.29 
14.55 
18.51 
22.21 
25.82 
27.58 
28.32 
36.69 
43.09 
49.52 
51.19 
51.13 
46.55 
35.89 
23.37 
20.43 
20.44 
25.64 
29.16 
27.54 
27.65 
27.05 
27.85 
30.5 
33.44 
34.77 
32.63 
32.03 
33.71 
34.34 
33.75 
150 
150 
140 
185.1 
192.1 
167.3 
223.4 
199.2 
189 
202.6 
225.3 
256.3 
258.7 
203.2 
164.8 
150.4 
167.5 
200.4 
67.3 
18.7 
82.3 
154.1 
167.7 
153.3 
189.6 
184.3 
199.3 
178.2 
194.9 
196.4 
150.8 
212.5 
224.5 
231.9 
224.7 
233.3 
248.9 
278.3 
284.5 
293.4 
295.7 
265.9 
208.8 
191.9 
164.9 
184.3 
196 
213.6 
215.2 
229.8 
216.2 
232.9 
274.5 
290.2 
300.7 
304.3 
339.1 
333.6 
321.4 
0.2 
0 
7.4 
22.4 
42.1 
41.7 
96 
112.1 
152 
209.2 
241.9 
232.7 
219.6 
168.4 
133.6 
120.6 
160.1 
184.7 
66.4 
10.2 
141.7 
198.7 
145.5 
112.9 
144.3 
151.4 
172.5 
149.1 
155.5 
122.5 
75.4 
116.5 
125.7 
138.9 
148.4 
193.4 
207 
223.6 
220.3 
246.1 
251.2 
224.1 
184.1 
176.5 
152.7 
174.8 
185.4 
193.8 
194.7 
226.2 
214.7 
222.8 
264.6 
283.3 
287 
308.5 
324 
298.4 
279.8 
0 
0 
126 
70 
107 
114 
174 
208 
123 
162 
126 
120 
179 
233 
427 
332 
459 
425 
447 
605 
701 
167 
570 
736 
769 
782 
922 
747 
874 
950 
302 
558 
747 
1272 
1912 
1923 
1902 
2287 
2617 
2355 
2487 
2544 
2688 
2369 
1641 
1862 
2191 
2086 
1497 
2418 
2492 
2973 
3363 
3587 
3643 
4003 
3882 
3997 
4231 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
1 
2 
1 
1 
1 
1 
1 
1 
7 
2 
3 
4 
5 
3 
3 
3 
3 
4 
5 
6 
5 
4 
5 
7 
4 
6 
8 
10 
8 
7 
15 
 340
Year R43 R44 R45 R46 R47 R48 R49 R50 R51 R52 R53 R54 R55 R56 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
  
  
  
  
  
  
  
56188 
61318 
67511 
75094 
84660 
95759 
111923 
141249 
175978 
207855 
237375 
263899 
295935 
339002 
392663 
456676 
508720 
552470 
615931 
692503 
756361 
834092 
931322 
1012455 
1050407 
1073390 
1101830 
1258743 
1329296 
1368230 
1418020 
1493438 
1585216 
1670165  
-885 
-212 
-375 
-208 
-475 
-1122 
-711 
-932 
-1352 
-896 
-785 
-824 
480 
420 
-2803 
-1011 
-1940 
-3081 
-4459 
-2585 
-4169 
-8317 
-8025 
-5969 
-8616 
-8661 
-9336 
-7532 
-10362 
-17667 
-21473 
-15341 
-11370 
-14664 
-16841 
-26855 
-21452 
-17602 
-22807 
-33366 
-33479  
3 
3.25 
3 
3.4 
4 
3.7 
3.4 
3.6 
4.2 
4.5 
4.3 
4.4 
4.7 
5.4 
5.4 
4.3 
5.2 
9 
7.5 
8.5 
8.4 
8.9 
10.7 
11.7 
11.42 
15.07 
13.2 
12.79 
11.79 
16.95 
14.25 
10 
6 
5.2 
5.55 
7.1 
7.15 
5 
4.6 
4 
5.75  
6 
7 
7 
6.5 
7 
7.25 
7.25 
7.25 
7.25 
7.5 
8.25 
8.25 
7.75 
7.75 
9.5 
11.5 
10.5 
10.5 
10.5 
10.5 
10.5 
12.5 
14.5 
14.5 
14.5 
15.5 
19.5 
20.5 
18.5 
19.75 
19.25 
14.35 
10.9 
9.75 
9.3 
11.1 
11.25 
4.5 
7.7 
7.45 
8.86  
  
  
  
  
  
  
  
  
  
0.34 
  
  
  
  
0.39 
  
  
  
  
0.39 
  
  
0.4 
  
  
  
0.41 
  
  
  
0.43 
  
  
  
  
0.443 
0.437 
0.444 
0.446 
  
0.448  
10.57 
11.978 
12.004 
12.995 
12.974 
14.034 
14.034 
13.965 
16.012 
16.259 
17.908 
14.9 
15.534 
15.396 
16.656 
15.115 
15.677 
16.089 
17.621 
18.583 
18.935 
19.409 
18.3 
19.6 
19.4 
22 
21.1 
20.9 
18.4 
17.5 
17 
17.4 
16.4 
17.3 
18 
17 
19.4 
21.1 
21.5 
23.3 
24.4  
464.592 
468.151 
474.478 
475.37 
479.36 
481.898 
486.25 
487.02 
489.57 
490.58 
494.698 
497.67 
499.5 
499.815 
500.5 
499.908 
500.7 
491.5 
489.4 
493.2 
495.638 
495.4 
490.8 
483.8 
488.6 
488 
485.2 
468.3 
471 
472 
466.9 
462.8 
466 
460.1 
469.1 
463.3 
465.2 
462.2 
463.8 
453.7 
455.5  
14343 
14629 
12675 
13800 
14734 
15439 
15511 
15023 
15520 
15613 
16019 
16375 
15799 
16413 
15735 
16036 
14826 
16136 
15561 
15298 
16068 
17362 
17030 
14147 
16496 
19256 
19014 
17226 
19088 
20604 
18678 
17109 
18256 
19258 
19754 
20499 
18759 
19043 
18553 
18708 
21241  
35442 
35878 
40125 
40680 
44036 
42827 
47162 
44694 
46540 
49049 
55335 
51632 
57002 
59263 
65747 
57423 
54973 
59111 
62789 
61444 
69030 
76226 
79,600 
79800 
79800 
86000 
89500 
96800 
104500 
105500 
129136 
156552 
139932 
145179 
131275 
137197 
132775 
136679 
139434 
143196 
133400  
33.8 
33.48 
33.24 
31.85 
29.98 
27.3 
28.52 
25.05 
24.49 
21.83 
19.28 
20.92 
23.36 
17.17 
15.94 
16.39 
15.64 
19.42 
20.14 
18.57 
17.04 
18.37 
26.96 
31 
40 
59 
81.01 
112.39 
167.49 
216.872 
256.73 
264.99 
259.66 
275.33 
274.69 
298.7 
287.52 
296.4 
330.1 
300 
296.5  
313.1 
274 
376 
416.9 
380.9 
367.9 
370.8 
381.8 
388.8 
452 
456.7 
403.6 
396 
402.8 
375.3 
407.8 
397.4 
432.2 
400.3 
421.2 
389.6 
388.1 
455.3 
477.2 
418 
474 
418 
455 
457 
498 
556 
579 
575 
521 
486 
424 
475 
486 
584 
633 
652  
322.6 
316.1 
342.9 
357.1 
351 
354.8 
375.3 
407 
422.4 
509.9 
487.2 
452.6 
507.1 
480.5 
464.4 
510 
468.6 
491.6 
473.3 
529.2 
495.3 
518.3 
664.8 
694.9 
677 
759 
712 
778 
760 
803 
884 
1048 
1013 
1007 
929 
882 
1008 
972 
1020 
1110 
1379  
4454 
5461 
5047 
5687 
5844 
6803 
11068 
17158 
26625 
38576 
51188 
62063 
64401 
84828 
96950 
96651 
93255 
95923 
83134 
91717 
95534 
84661 
87694 
71528 
76478 
93000 
94000 
96364 
102094 
97618 
110119 
111475 
114781 
115703 
123631 
137525 
137267 
162480 
169,568 
153000 
171300  
71 
47 
30 
360 
855 
1186 
1827 
4244 
4876 
7921 
9256 
12733 
14437 
17596 
19994 
21003 
24080 
26086 
24293 
27583 
27179 
25441 
23625 
24539 
32000 
33000 
31864 
33168 
35142 
37355 
39983 
41831 
34788 
40946 
43306 
45384 
50724 
46874 
50418 
51046 
54560  
 341
 
 
Year R57 R58 R59 R60 R61 R62 R63 R64 R65 R66 R67 R68 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.2 
0.25 
0.6 
1 
6948 
6968 
7223 
6963 
7616 
8734 
9849 
10356 
8,316 
9914 
10713 
11913 
12614 
12641 
11595 
9966 
10361 
11057 
10622 
13010 
13003 
12404 
12718 
13978 
13845 
13487 
13739 
12029 
10531 
9684 
8536 
8724 
9237 
9957 
11062 
11552 
12267 
11867 
13752 
11913 
14440 
15709 
14364 
13917 
12997 
14104 
15069 
15029 
14178 
16809 
17891 
19715 
18706 
20080 
19584 
19583 
20239 
20770 
0 
0 
6 
0 
0 
0 
0 
1 
1 
1 
6 
4 
3 
3 
3 
3 
40 
67 
12 
165 
81 
92 
119 
130 
891 
973 
1479 
1617 
1769 
1861 
2230 
2654 
2621 
2659 
2257 
3094 
3448 
3734 
3709 
4347 
4639 
5013 
5173 
5097 
5532 
5795 
6238 
6799 
7494 
7444 
7961 
8233 
8389 
9481 
10274 
10729 
10913 
11830 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
254 
254 
254 
254 
254 
254 
254 
254 
254 
253 
253 
253 
253 
252 
252 
251 
251 
251 
251 
247 
247 
247 
247 
247 
247 
247 
246 
244 
244 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
242 
241 
240 
239 
239 
238 
237 
237 
237 
1269 
1814 
1740 
1096 
1097 
1739 
1402 
1630 
1269 
1552 
2027 
1502 
1495 
2098 
1279 
1162 
1218 
1130 
1452 
2033 
2573 
3273 
2464 
2313 
2479 
2706 
2638 
2615 
2881 
3330 
3041 
2344 
1701 
2063 
2129 
2429 
2642 
2973 
3141 
2480 
2127 
1795 
1424 
1243 
1248 
1901 
2773 
3381 
3550 
3115 
4291 
5248 
5248 
5181 
5931 
6056 
6407 
6093 
  
  
  
  
  
  
481273 
  
590847 
627924 
657449 
678075 
707396 
734509 
765919 
789172 
817584 
837370 
858473 
  
891517 
926069 
939917 
965219 
997578 
1062020 
  
  
1101398 
1130565 
  
1144999 
1173653 
1173102 
1194809 
1219334 
1239222 
1269121 
1323752 
1463800 
  
1366707 
  
1399895 
  
1440862 
  
1489689 
  
1579109 
  
1600719 
1616777 
1644426 
1709583 
1749221 
1856871 
1954346 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
527000 
  
566000 
584131 
611891 
638108 
671207 
  
729172 
749850 
  
  
816737 
  
879403 
  
958919 
  
1236448 
1301902 
1353846 
1458594 
1556860 
1668574 
1793839 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
354870 
395528 
485616 
638646 
790072 
1033082 
1337324 
1553192 
1912162 
2437494 
3054160 
3514000 
3860000 
4954000 
5790000 
6520000 
7074000 
7988000 
9446000 
9918000 
10854000 
1766 
1908 
1994 
2056 
2403 
2617 
2818 
2914 
3041 
3262 
3387 
3762 
4172 
4274 
4297 
4018 
4027 
4626 
6225 
7865 
7963 
7770 
7335 
7338 
7440 
7871 
7859 
7988 
8497 
9483 
9832 
9844 
9844 
10197 
10277 
10657 
11098 
12126 
14236 
n.a. 
n.a. 
10761 
11675 
12966 
15586 
25585 
30477 
32453 
31753 
30630 
31671 
29641 
28792 
29374 
30792 
36568 
41492 
41151 
25 
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Year R57 R58 R59 R60 R61 R62 R63 R64 R65 R66 R67 R68 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
1.4 
1.247 
1.101 
0.335 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.423 
0.42 
0.607 
0.832 
1.841 
3.446 
5.215 
3.786 
4.327 
5.836 
4.45 
4.505 
4.193 
3.66 
3.077 
2.913 
2.901 
1.342 
2.751 
2.631 
5.105 
5.996 
5.797 
5.99 
7.58  
20624 
22931 
24391 
24862 
25255 
27841 
31944 
33869 
35264 
40829 
46082 
49211 
49002 
59689 
67876 
70449 
74684 
84161 
87469 
89352 
93043 
93632 
110945 
119068 
120493 
115000 
129000 
139000 
145000 
143000 
155000 
160459 
166505 
176570 
177970 
177874 
191903 
194492 
205442 
225181 
239330 
257840  
13243 
15207 
16540 
17412 
18752 
19338 
20991 
22133 
23759 
23346 
23274 
24175 
23383 
23697 
24676 
27303 
28178 
30940 
29250 
32860 
32598 
32895 
32895 
37830 
34191 
35000 
37000 
38000 
41800 
43300 
44300 
45959 
48169 
50731 
47912 
49684 
50679 
54281 
58886 
64220 
65540 
66430  
0 
0 
0 
0 
0 
80 
347 
504 
645 
1902 
2236 
4882 
14936 
19038 
20668 
23162 
23099 
23830 
24555 
25323 
24847 
23667 
23052 
22378 
22069 
26828 
30828 
31734 
31503 
31264 
28427 
31700 
29189 
31984 
30592 
29583 
31301 
30763 
29556 
32310 
27898 
37447  
0 
0 
0 
0 
0 
0 
3 
4 
4 
5 
57 
779 
1967 
2631 
3730 
4449 
4898 
5461 
6480 
7127 
7913 
9155 
10435 
11550 
11654 
12097 
13394 
14690 
15075 
15679 
16149 
20456 
21114 
23080 
24750 
26590 
29510 
30500 
30220 
31570 
31890 
33410  
237 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
234 
234 
234 
234 
234 
233 
233 
233 
233 
233 
232 
232 
232 
232  
5488 
4957 
4940 
3866 
5361 
5456 
7277 
6140 
6356 
5537 
7127 
6130 
10641 
10922 
11670 
12828 
12161 
11074 
9626 
9038 
6513 
8434 
6434 
5352 
6555 
7336 
6990 
7247 
8658 
10643 
11565 
11932 
11252 
14108 
13265 
11525 
9690 
9572 
8832 
10551 
15135 
13759  
1868916 
1850649 
1895998 
2079346 
2110595 
2194215 
  
2152414 
2162873 
2224802 
2344924 
2605527 
3134000 
3241000 
3502000 
3614000 
3676000 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
   
2130815 
2273105 
2756309 
2719718 
3095295 
3413406 
3749300 
4262472 
4780245 
5010291 
7473412 
7867737 
8994051 
9772703 
10144878 
10401812 
12014740 
12641205 
13818213 
15174857 
16103250 
17018989 
19752599 
20961479 
22734013 
  
23809036 
  
  
  
  
  
  
 
25238689 
  
26426592 
  
  
  
  
   
12172000 
14140000 
15476000 
17164000 
18988000 
21408000 
24406000 
25393000 
28593000 
31346000 
 
 
 
 
 
202000000 
 
 
289500000 
 
321200000 
 
 
514800000 
 
 
669400000 
729000000 
786500000 
797000000 
869600000 
 
1034000000 
 
1155400000 
 
1193300000 
 
1264200000 
 
1192600000 
  
47151 
53391 
57672 
63317 
76188 
83349 
91291 
95380 
101537 
109662 
140408 
154403 
168133 
180848 
194701 
250061 
270895 
288574 
298720 
309960 
316480 
324716 
331681 
335990 
348577 
357373 
370016 
389968 
393734 
420850 
441076 
485075 
534538 
559365 
575617 
585396 
604177 
634094 
658827 
671853 
686300 
696500  
  
  
43.68 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
50 
  
  
  
  
52 
  
  
  
  
  
  
  
52.6 
51.8 
50.85 
53.25 
52.55 
54 
53.1 
52.8 
53.3 
52.35 
52.6 
53  
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Appendix D: Data for selected indicators 
 
Legend for table 
I1 = patent rate   I2 = student rate   I3 = Science funding rate  
Patents per capita X 1000  Students per capita X 10000  Dollars per capita constant dollars 
I4 = State library collections I5 = University Library collections I6 = Books per student  
Millions of books   Millions of books   Books for each tertiary student 
I7 = Australian Fisheries prod I8 = Land area not exploited I9 = Biodiversity decline 
Thousand tonnes   Percentage   Number of native mammal species 
I10 = Economic Resources   I11 = Exported recyclables* I12 = Non-reusable minerals exploited*  
GDP (NPV-2000) per capita  Average percentage  Average percentage 
I13 = Worker participation rate I14 = Labour efficiency  I15 = Money capital efficiency 
Percentage   $GDP generated per hour weekly work $ GDP generated per $ money supply 
I16 = Physical capital efficiency I17 = Financial efficiency I18 = Energy efficiency 
$ GDP generated per $ of GCF Ratio deposit interest rate verses overdraft $GDP generated per Joule 
I19 = Appropriateness Government Exp I20 = Government outlays prop GDP* I21 = Law and order expenditure* 
Ratio positive/negative Exp  Percentage   Percentage of Government outlays 
I22 = Current account balance I23 = Inflation rate  I24 = Yearly changes in GDP 
$NPV    Percentage change form previous year Percentage change form previous year 
I25 = Life expectancy males * I26 = Life expectancy females* I27 = Life expectancy humans 
Years    Years    Years 
I28 = male invalid pension rate* I29 = female invalid pension rate I30 = Infant mortality rate 
pensioners per capita X10000 Pensioners per capita X 1000  Deaths per 1000 life births 
I31 = Mental health inpatient rate I32 = Mental health treatment rate I33 = Suicide rate (method 1) 
Inpatients per capita X1000  Patients per capita X 1000  Deaths per capita X10000 
I34 = Suicide rate (method 2)* I35 = Unemployment rate  I36 = Childless woman rate 
Percentage of deaths X 100   Percentage of workforce  Percentage of woman 
I37 = Fertility rate  I38 = Divorce rate   I39 = Average weekly hours worked 
Children born per female  Divorces as percentage of marriages Hours  
I40 = Sporting options  I41 = Female representation (1) I42 = Female representation (2)*  
Sports competed in at Olympics Percentage in Senate  Percentage in House of Representatives Perce 
I43 = Proportion of workforce female I44 = Degree of Income inequality I45 = Indigenous Life expectancy 
Percentage   Gini-coefficients   Percentage of mainstream 
I46 = Government welfare expenditure I47 = Imprisonment rate  I48 = Tolerance 
Proportion of government expenditure Prisoners per capita X 10,000  Human rights progress 
I49 = Social Stress   I50 = Murder rate   I51 = Bankruptcy rate 
Composite scaled measure  Murders per capita X 100,000 Bankruptcy per capita X 10,000 
I52 = Progress overall* 
Composite scaled measure  
These are all the indicators mentioned in the thesis of these 11 were not used in the latter analysis leaving 41 
indicators. Those ones are indicated with a star *. The reasons for not using those are described in the text. The 
primary reasons were either redundancy or that their original inclusion had been primarily for illustrative 
purposes. 
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Year I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
3.349944 
4.717664 
4.471262 
2.780873 
2.743135 
4.284219 
3.401096 
3.889572 
2.9702 
3.553598 
4.514934 
3.227525 
3.101549 
4.239249 
2.565404 
2.350717 
2.46518 
2.246788 
2.796016 
3.792584 
4.716656 
5.876239 
4.327842 
3.980283 
4.173941 
4.46803 
4.266891 
4.149338 
4.505869 
5.152717 
4.659476 
3.56403 
2.565673 
3.089544 
3.165207 
3.583456 
3.865096 
4.309607 
4.507909 
3.522982 
2.991604 
2.499744 
1.968236 
1.700478 
1.688382 
2.546497 
3.658621 
4.385919 
4.489087 
3.808676 
5.095125 
6.076565 
5.953244 
4.661939 
4.96213 
5.123963 
5.216675 
6.008891 
6.447269 
6.836154 
6.953506 
7.117714 
7.468966 
7.544194 
8.083854 
8.655293 
8.636106 
8.618876 
8.128382 
8.150477 
9.197911 
11.98705 
14.67224 
14.59725 
13.95001 
12.88341 
12.62746 
12.52687 
12.99626 
12.71171 
12.67492 
13.28926 
14.67364 
15.06477 
14.96771 
14.84802 
15.271 
15.27893 
15.72206 
16.23574 
17.57763 
20.43126 
15 
15 
14.98593 
16.13705 
17.73805 
21.08584 
34.27255 
40.21053 
42.09885 
40.15267 
37.45096 
37.60609 
34.32078 
32.66117 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.858644 
2.010798 
2.368328 
3.058669 
3.692022 
4.549383 
5.66684 
6.270313 
7.092583 
8.124137 
9.007739 
9.187169 
8.946988 
8.883762 
9.70597 
9.366859 
 
 
 
 
 
 
0.481273 
 
0.590847 
0.627924 
0.657449 
0.678075 
0.707396 
0.734509 
0.765919 
0.789172 
0.817584 
0.83737 
0.858473 
 
0.891517 
0.926069 
0.939917 
0.965219 
0.997578 
1.06202 
 
 
1.101398 
1.130565 
 
1.144999 
1.173653 
1.173102 
1.194809 
1.219334 
1.239222 
1.269121 
1.323752 
1.4638 
 
1.366707 
 
1.399895 
 
1.440862 
 
1.489689 
 
1.579109 
 
1.600719 
1.616777 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0.527 
 
0.566 
0.584131 
0.611891 
0.638108 
0.671207 
 
0.729172 
0.74985 
 
 
0.816737 
 
0.879403 
 
0.958919 
 
1.236448 
1.301902 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
51.68187 
 
53.11063 
52.6339 
50.46108 
44.82355 
 
 
67.76062 
64.22698 
 
 
31.92249 
 
27.09774 
 
31.30653 
 
41.71411 
45.21749 
13.002 
16.623 
18.026 
16.363 
15.685 
15.935 
16.464 
14.778 
15.156 
17.357 
17.828 
19.872 
19.73 
28.63 
23.675 
23.855 
23.563 
24.924 
 
 
 
 
 
 
 
20.481 
22.555 
27.786 
30.762 
31.185 
28.562 
28.872 
28.502 
28.502 
28.308 
27.442 
28.279 
29.167 
31.128 
31.762 
29.309 
27.145 
23.752 
 
 
 
 
 
 
35.441 
29.028 
28.86 
33.243 
62.00877 
 
 
 
57.02589 
 
 
58.53065 
57.13784 
53.97602 
56.67443 
54.75183 
54.79349 
 
47.93616 
 
 
 
 
46.41422 
 
 
 
 
43.61428 
 
 
 
 
43.60361 
 
 
 
 
46.08698 
 
 
 
 
46.11822 
 
 
 
 
43.34535 
 
 
 
 
42.49222 
 
 
 
254 
254 
254 
254 
254 
254 
254 
254 
254 
253 
253 
253 
253 
252 
252 
251 
251 
251 
251 
247 
247 
247 
247 
247 
247 
247 
246 
244 
244 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
243 
242 
241 
240 
239 
3629.575 
5113.976 
4366.357 
3686.406 
3530.791 
3638.464 
5025.474 
4893.167 
4767.293 
4930.438 
5965.951 
6991.946 
8237.218 
8077.958 
6292.231 
5715.031 
5227.14 
4482.884 
5552.526 
6851.654 
8290.29 
9307.344 
9206.487 
9765.476 
9916.952 
10154.87 
10793.66 
10675.41 
9994.127 
8562.355 
6565.784 
5094.428 
5361.32 
6105.609 
8246.811 
8780.422 
9299.257 
11063.42 
10556.02 
9647.089 
8546.914 
7013.146 
5543.7 
6225.877 
7042.388 
9469.886 
13388.81 
15005.57 
17739.34 
21194.12 
24813.16 
29736.96 
26114.11 
96.00636 
95.83138 
95.64531 
95.44435 
95.23988 
95.05165 
94.84261 
94.64183 
94.43956 
94.22933 
94.01312 
93.79448 
93.58212 
93.40455 
93.25088 
93.11498 
92.97235 
92.82021 
92.74481 
92.70194 
92.61622 
92.49508 
92.38232 
92.28256 
92.16826 
92.05551 
91.9336 
91.82566 
91.71185 
91.60321 
91.51569 
91.3945 
91.26305 
91.12385 
90.98358 
90.82097 
90.64285 
90.44375 
90.24113 
90.03026 
89.82273 
89.64319 
89.50547 
89.37861 
89.26633 
89.13668 
88.99654 
88.85076 
88.70461 
88.54679 
88.39493 
88.23239 
88.04341 
99.951 
99.9478 
99.94449 
99.9413 
99.9378 
99.9338 
99.92928 
99.92454 
99.92072 
99.91618 
99.91126 
99.9058 
99.90001 
99.89421 
99.8889 
99.88433 
99.87955 
99.87444 
99.86957 
99.86351 
99.8575 
99.85176 
99.84586 
99.83937 
99.8325 
99.82575 
99.81859 
99.81213 
99.80627 
99.80074 
99.79553 
99.78998 
99.78421 
99.7781 
99.77171 
99.76461 
99.75697 
99.74935 
99.74088 
99.73288 
99.72355 
99.71342 
99.70381 
99.69446 
99.68527 
99.67542 
99.66487 
99.65401 
99.64313 
99.63108 
99.61823 
99.60439 
99.59091 
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Year I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
5.765295 
6.446929 
6.42508 
6.64617 
6.190605 
5.457178 
4.824322 
4.683234 
3.59886 
4.895721 
4.885955 
6.390248 
5.293333 
5.386862 
4.610849 
5.811785 
4.901119 
8.14325 
8.209768 
8.64154 
9.348102 
8.753332 
7.891352 
6.782583 
6.294198 
4.486857 
5.739228 
4.31139 
3.524706 
4.258299 
4.708785 
4.427326 
4.524186 
5.323455 
6.437754 
6.878027 
6.992037 
6.510054 
8.066752 
7.512845 
6.461505 
5.368714 
5.224972 
4.765747 
5.626905 
7.979738 
7.144934  
32.6867 
33.47055 
38.79662 
43.04088 
41.81021 
46.88619 
51.96194 
54.67438 
58.9418 
69.57567 
74.64066 
80.16657 
82.2277 
86.05503 
91.31929 
114.4971 
123.4498 
128.6673 
135.9385 
144.1745 
182.2261 
194.9868 
205.6383 
210.4813 
215.8608 
218.0256 
220.965 
222.2577 
221.2754 
226.4447 
229.3883 
234.3607 
243.4508 
242.0912 
254.5644 
262.3201 
284.2493 
309.2669 
319.8369 
326.0099 
328.203 
334.7423 
346.1266 
355.503 
358.3028 
361.843 
361.6867  
9.69369 
10.63178 
11.89628 
11.43303 
12.24072 
13.4348 
14.59867 
14.92685 
16.25347 
17.45836 
18.60703 
20.27135 
20.10568 
21.54593 
22.57758 
 
 
 
 
 
 
 
 
77.25625 
 
72.07657 
 
 
81.73612 
 
 
80.86628 
81.27509 
80.41299 
72.28763 
72.26378 
 
73.30684 
 
76.28566 
 
73.43567 
 
71.2443 
 
64.11765 
  
1.644426 
1.709583 
1.749221 
1.856871 
1.954346 
1.868916 
1.850649 
1.895998 
2.079346 
2.110595 
2.194215 
 
2.152414 
2.162873 
2.224802 
2.344924 
2.605527 
3.134 
3.241 
3.502 
3.614 
3.676 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
1.353846 
1.458594 
1.55686 
1.668574 
1.793839 
2.130815 
2.273105 
2.756309 
2.719718 
3.095295 
3.413406 
3.7493 
4.262472 
4.780245 
5.010291 
7.473412 
7.867737 
8.994051 
9.772703 
10.14488 
10.40181 
12.01474 
12.64121 
13.81821 
15.17486 
16.10325 
17.01899 
19.7526 
20.96148 
22.73401 
 
23.80904 
 
 
 
 
 
 
 
25.23869 
 
26.42659 
 
 
 
 
  
46.08994 
47.36925 
42.57438 
40.21435 
43.59163 
45.1913 
42.57468 
47.79285 
42.95399 
40.62707 
40.95317 
41.06977 
44.68937 
47.07885 
45.68849 
53.2264 
50.95586 
53.49367 
54.03821 
52.10491 
41.5971 
44.35202 
43.80577 
46.25808 
48.95747 
50.88236 
52.41192 
59.553 
62.38721 
65.21949 
 
64.34596 
 
 
 
 
 
 
 
43.84632 
 
43.73982 
 
 
 
 
  
35.756 
31.966 
28.711 
34.202 
32.69 
33.754 
35.442 
35.878 
40.125 
40.68 
44.036 
42.827 
47.162 
44.694 
46.54 
49.049 
55.335 
51.632 
57.002 
59.263 
65.747 
57.423 
54.973 
59.111 
62.789 
61.444 
69.03 
76.226 
79.6 
79.8 
79.8 
86 
89.5 
96.8 
104.5 
105.5 
129.136 
156.552 
139.932 
145.179 
131.275 
137.197 
132.775 
136.679 
139.434 
143.196 
133.4  
 
40.16323 
40.76553 
40.11403 
39.79902 
40.18849 
39.52436 
39.06109 
38.23751 
38.1214 
37.60202 
37.27165 
36.70515 
36.60492 
36.27299 
36.14152 
35.60548 
35.21862 
34.98041 
34.93941 
34.85024 
34.9273 
34.82421 
36.02176 
36.29512 
35.80048 
35.48312 
35.5141 
36.11288 
37.02407 
36.39926 
36.47736 
36.84183 
39.04169 
38.69024 
38.56007 
39.22393 
39.75762 
39.34108 
40.10908 
38.93756 
39.69254 
39.44522 
39.83573 
39.62746 
40.94217 
40.70786  
239 
238 
237 
237 
237 
237 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
235 
234 
234 
234 
234 
234 
233 
233 
233 
233 
233 
232 
232 
232 
232  
28003.13 
30562.4 
32477.79 
31571.23 
33699 
35430.56 
38221.76 
39749.71 
40811.77 
43253.13 
46218.44 
51898.62 
54747.34 
52990.73 
55953.33 
60649.18 
63174.88 
67309.9 
69774.58 
67969.46 
68835.41 
70200.9 
74359.26 
75534.98 
75817.03 
81165.34 
80577.46 
88975.3 
95932.22 
86304.39 
85600.58 
92385.47 
100763.6 
101835.9 
101063.7 
109281.1 
105247.7 
94777.88 
84649.72 
95322.8 
101113.4 
102073.3 
99325.78 
128364.8 
138707.2 
145031.3 
151138  
87.84349 
87.63711 
87.42411 
87.18637 
86.9459 
86.70466 
86.4599 
86.23244 
85.98419 
85.72698 
85.4829 
85.24325 
84.99078 
84.71709 
84.42837 
84.08106 
83.72472 
83.36854 
82.99129 
82.59575 
82.19476 
81.76875 
81.33619 
80.87256 
80.4356 
79.95594 
79.47102 
78.95846 
78.34606 
77.75734 
77.13429 
76.40086 
75.70656 
74.94084 
74.10908 
73.204 
72.20893 
71.15618 
70.14523 
69.14521 
68.12571 
67.09221 
65.94831 
64.77372 
63.50194 
62.23537 
60.8423  
99.57617 
99.56119 
99.54595 
99.5303 
99.51387 
99.49668 
99.47729 
99.45645 
99.43489 
99.41236 
99.38643 
99.35133 
99.31099 
99.26574 
99.18864 
99.10062 
98.93865 
98.52489 
98.00065 
97.41884 
96.76594 
96.10597 
95.41521 
94.69304 
93.94105 
93.18801 
92.44537 
91.69183 
90.93236 
90.18021 
89.31227 
88.32513 
87.29392 
86.25793 
85.21939 
84.23501 
83.11171 
82.03438 
80.85855 
79.69372 
78.52658 
77.27236 
76.01402 
74.78014 
73.45104 
72.21398 
70.72291  
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Year I13 I14 I15 I16 I17 I18 I19 I20 I21 I22 I23 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
39.30707 
39.97271 
40.7296 
40.92654 
40.93448 
40.28003 
40.75493 
40.63768 
41.26449 
41.87842 
40.78364 
41.90195 
42.42587 
42.67537 
42.02128 
42.76605 
44.18299 
43.40475 
41.72842 
39.13842 
39.7057 
40.37782 
40.57352 
40.3707 
41.45318 
40.71753 
40.64707 
40.65241 
40.24159 
39.56606 
39.1635 
39.60878 
40.66464 
41.34867 
41.89551 
41.63242 
41.29888 
41.74796 
41.72076 
42.63093 
42.53226 
43.83952 
45.72279 
45.88417 
45.26704 
43.4954 
40.53114 
42.51007 
41.90658 
42.46398 
42.63947 
42.67953 
347.7694 
367.3772 
339.7517 
402.8956 
397.7566 
412.3523 
457.6051 
424.1536 
408.7801 
422.0501 
448.9156 
406.6232 
422.8098 
414.1009 
348.0397 
365.0967 
382.3534 
375.8892 
390.5272 
384.3743 
463.6089 
452.026 
438.2397 
448.0864 
471.4969 
458.5449 
459.6819 
447.7401 
441.5517 
440.2374 
407.9212 
400.2497 
406.8366 
415.6066 
416.1469 
435.9734 
458.2322 
476.5228 
462.3315 
514.054 
550.5336 
608.0852 
629.774 
613.9078 
580.0957 
573.1552 
601.9287 
650.4187 
674.9328 
696.3555 
712.8065 
714.2617 
1.512351 
1.548814 
1.528493 
1.723602 
1.655096 
1.637295 
1.718391 
1.682295 
1.658768 
1.676087 
1.610908 
1.596048 
1.711364 
1.700856 
1.468454 
1.468677 
1.547809 
1.493775 
1.452322 
1.483987 
1.680697 
1.57223 
1.570291 
1.622111 
1.782378 
1.610194 
1.595828 
1.546881 
1.472446 
1.403526 
1.20261 
1.043659 
1.075592 
1.10211 
1.150084 
1.233925 
1.28688 
1.326519 
1.29837 
1.414084 
1.446685 
1.510039 
1.322108 
1.091736 
0.946229 
0.977063 
1.024656 
1.164424 
1.227398 
1.245177 
1.390474 
1.382347 
5.418732 
7.107008 
6.43949 
4.56257 
4.425571 
4.47058 
5.499332 
5.793513 
5.767793 
5.692921 
6.650172 
8.374822 
9.37149 
9.336341 
8.809088 
7.551902 
6.416508 
5.725687 
7.182893 
9.70068 
9.76635 
11.02145 
11.12151 
11.60149 
10.95684 
11.96835 
12.73642 
12.98326 
12.43545 
10.71421 
9.055784 
7.083099 
7.163008 
7.853181 
10.47338 
10.75374 
10.97361 
12.42403 
12.35212 
9.990387 
8.319741 
6.010308 
4.404735 
5.057666 
6.138069 
8.698752 
12.87107 
13.57828 
15.69177 
17.9325 
20.42961 
24.41074 
44.30769 
 
48.15385 
48.14815 
48.14815 
46.42857 
 
47.25926 
 
 
 
50.07407 
 
 
 
50.37037 
 
 
 
56.2963 
 
 
 
59.25926 
 
 
56 
 
 
54.06452 
68.83333 
57.63636 
48.54545 
51.02041 
 
45 
 
 
 
45 
43.4 
45.21739 
 
46.22222 
 
34.31579 
36.22222 
 
 
33.33333 
33.33333 
33.33333 
181.24 
196.2289 
179.5021 
209.4978 
201.932 
174.7915 
185.5668 
160.8834 
183.9233 
156.9484 
157.3291 
139.7584 
142.1734 
138.5744 
111.2855 
128.1106 
149.6276 
138.1661 
151.486 
128.7799 
162.4793 
166.7955 
157.1007 
145.5802 
150.9986 
145.1604 
138.6095 
143.1479 
146.8182 
154.1687 
165.4527 
172.6385 
188.679 
163.768 
156.6954 
146.4164 
145.542 
146.2632 
133.811 
146.4999 
158.096 
158.3906 
165.8595 
161.2562 
141.5811 
127.1821 
113.7697 
112.2407 
115.3544 
119.632 
115.1894 
112.643 
11.4581 
15.79124 
16.90723 
16.11139 
15.24301 
15.3301 
20.95169 
16.58165 
18.13739 
16.69156 
13.52382 
12.84606 
12.71591 
12.38374 
4.216101 
1.996255 
1.461033 
1.565062 
1.594676 
2.809103 
5.108381 
10.0134 
15.77834 
14.86653 
19.49612 
21.00743 
19.19544 
20.63502 
21.40877 
24.10453 
25.44698 
27.19337 
27.23947 
24.36444 
22.02228 
19.88505 
18.13258 
16.59095 
11.19089 
4.335465 
1.383359 
0.79339 
0.507055 
0.581894 
0.766051 
0.90646 
4.211264 
7.940904 
10.604 
13.2161 
11.58937 
8.395009 
22.55216 
23.65344 
23.37896 
19.71486 
19.0116 
18.0509 
17.19249 
18.29153 
19.46107 
19.42121 
21.16536 
23.62108 
23.41594 
22.52665 
29.6015 
32.99511 
31.36098 
31.54117 
33.05298 
33.77258 
30.88259 
30.59059 
28.05302 
28.75754 
26.23203 
29.90337 
30.87016 
32.33175 
33.24066 
35.71992 
39.37769 
38.65125 
36.87867 
34.75299 
34.88751 
34.06438 
30.54743 
30.13892 
31.9373 
32.06818 
38.18089 
45.94273 
59.04248 
59.15373 
57.13744 
49.13683 
43.29337 
38.17176 
38.27271 
37.1867 
38.72275 
45.30934 
7.307728 
4.569584 
4.395316 
4.402861 
4.518249 
4.423592 
2.548363 
3.963433 
3.681342 
3.389265 
3.005784 
2.625677 
2.764261 
2.692299 
2.30959 
1.863938 
1.745013 
1.729928 
1.584567 
1.488703 
1.434151 
1.985198 
2.053333 
2.0494 
2.056039 
2.020263 
1.980432 
1.994817 
2.241608 
2.352717 
2.398731 
2.28195 
2.269775 
2.250826 
2.210498 
2.185756 
2.295587 
2.293422 
2.234077 
1.908497 
1.492588 
1.312773 
1.021551 
0.872548 
0.883951 
1.041766 
1.258894 
1.36643 
1.373729 
1.398096 
1.193354 
1.22182 
-307.478 
-958.87 
-525.58 
946.7034 
1395.232 
1529.809 
1721.82 
194.6883 
756.7132 
1238.742 
97.40328 
-1376.01 
-720.194 
-778.345 
-1195.33 
-2057.41 
516.7837 
-3546.28 
-2202.78 
859.7381 
-4591.44 
-64.2378 
-2229.22 
-2815.15 
-516.44 
-2509.08 
-4076.44 
-2894.37 
-2889.63 
-5691.51 
-1461.7 
837.6744 
-260.258 
738.0407 
-1258.13 
-745.288 
749.2292 
-1719.85 
-1629.45 
-1750.9 
-2485.76 
-2181.12 
-1102.37 
5810.819 
3986.708 
2768.973 
-2298.83 
295.5643 
1281.864 
-1345.96 
-6962.18 
-6326.7 
5.9 
-3.9501 
3.024194 
-6.43777 
0.745474 
3.195876 
-1.57068 
7.281553 
2.830189 
2.752294 
0.728597 
8.117155 
-0.58923 
6.530291 
9.084406 
4.377565 
7.351077 
5.508982 
5.113636 
13.59843 
-3.0349 
-5.55259 
5.642317 
0 
2.933985 
-0.73892 
0 
1.456311 
0.386847 
-10.8847 
-10.2246 
-8.18414 
-1.49254 
3.324969 
3.217972 
4.355401 
5.384615 
1.621622 
1.960784 
3.081664 
0.815079 
1.455823 
5.052431 
2.780352 
3.660714 
7.207954 
8.767952 
10 
9.06279 
8.309699 
20.33439 
4.136885 
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Year I13 I14 I15 I16 I17 I18 I19 I20 I21 I22 I23 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
41.75665 
41.42867 
41.29469 
41.3344 
40.89153 
40.65093 
39.92451 
40.2335 
39.54204 
40.79204 
40.5922 
41.16703 
41.12344 
42.26907 
42.5457 
42.77755 
42.90952 
43.76627 
42.9164 
43.25124 
43.60756 
43.69444 
44.05098 
44.11718 
44.77801 
44.32681 
44.19344 
45.17754 
45.11749 
45.05986 
45.41536 
45.75275 
45.59069 
46.5154 
47.21507 
47.58603 
48.07185 
48.90675 
49.12626 
48.7047 
48.56022 
48.75423 
49.24368 
49.48767 
49.49751 
49.38941 
49.55504 
46.92631  
709.7742 
746.0222 
774.5327 
793.3281 
799.41 
804.4785 
862.6268 
882.3898 
892.2748 
868.7942 
913.6371 
943.9811 
992.7199 
964.268 
1021.23 
1032.203 
1114.447 
1139.005 
1165.51 
1176.507 
1214.327 
1257.342 
1307.705 
1340.839 
1369.154 
1393.591 
1457.15 
1439.555 
1453.232 
1502.269 
1464.764 
1579.542 
1641.071 
1662.318 
1468.828 
1432.72 
1469.702 
1592.534 
1541.739 
1563.231 
1574.642 
1597.108 
1503.87 
1490.225 
1541.261 
1599.103 
1620.52 
1735.329  
1.472143 
1.563129 
1.650851 
1.676333 
1.783444 
1.73551 
1.730812 
1.878921 
1.859674 
1.75273 
1.683654 
1.725259 
1.792539 
1.735792 
1.76064 
1.719694 
1.82274 
1.885938 
1.87772 
1.668721 
1.687214 
1.765985 
1.890702 
2.008218 
2.124157 
2.063594 
2.078216 
2.071839 
2.121762 
2.132559 
2.303151 
2.489192 
2.36104 
2.350527 
2.057288 
2.009418 
1.770869 
1.944371 
1.869816 
1.85292 
1.753265 
1.7243 
1.726041 
1.673763 
1.65205 
1.649542 
1.569612 
1.52841  
22.0491 
22.67322 
23.91182 
24.78457 
24.1684 
25.78644 
25.7875 
26.9871 
28.24486 
28.87063 
29.23912 
29.81711 
31.87152 
33.68964 
29.40637 
30.64148 
30.61264 
31.41857 
33.64889 
34.84534 
36.25842 
38.43316 
39.57816 
40.05227 
40.50841 
41.9459 
42.04763 
43.4121 
44.79533 
46.87162 
48.69823 
44.73173 
45.38057 
46.22559 
51.96411 
52.71439 
53.08027 
46.66035 
47.87114 
48.47493 
48.18793 
52.6662 
52.42586 
51.23958 
49.24573 
49.48634 
50.71563 
51.76624  
35 
35 
37.6 
35.5 
35.5 
35.5 
50 
50 
46.42857 
42.85714 
52.30769 
57.14286 
51.03448 
46.89655 
49.65517 
57.93103 
60 
52.12121 
53.33333 
60.64516 
69.67742 
56.84211 
37.3913 
49.52381 
85.71429 
71.42857 
80.95238 
80 
71.2 
73.7931 
80.68966 
78.75862 
97.22581 
67.69231 
62.39024 
63.72973 
85.82278 
74.02597 
69.68641 
55.04587 
53.33333 
59.67742 
63.96396 
63.55556 
58.82353 
59.74026 
53.69128 
64.89842  
112.0234 
112.7951 
112.8449 
117.7435 
114.4812 
115.7736 
119.8355 
119.6751 
107.884 
107.9275 
107.9919 
111.027 
112.8626 
109.4008 
108.2923 
107.3632 
112.6724 
112.4569 
115.2211 
115.4487 
114.9937 
114.6267 
114.6373 
116.1152 
112.4912 
110.2233 
113.459 
110.9544 
112.704 
112.1587 
112.176 
120.9815 
121.3149 
125.9339 
111.9891 
108.2933 
107.5737 
121.4578 
117.7717 
115.0604 
115.3822 
118.6874 
116.4545 
116.0303 
120.8936 
122.2379 
124.4399 
122.8837  
6.208214 
7.691399 
7.83341 
7.72512 
8.773527 
9.049426 
9.035973 
9.445811 
10.17907 
10.23966 
8.49353 
7.997417 
7.671645 
6.97392 
6.024669 
5.662664 
5.753402 
6.787687 
6.701701 
6.747289 
6.785917 
7.294847 
8.319499 
9.102177 
9.088393 
9.294434 
9.1655 
8.994166 
9.025829 
8.906397 
9.172722 
8.432524 
8.177155 
8.295356 
8.201436 
8.567296 
8.664934 
9.582099 
9.791545 
10.36824 
10.09717 
9.735707 
10.23184 
10.38518 
10.34706 
10.13157 
11.55177 
10.4852  
40.56672 
37.89085 
36.33479 
35.72538 
37.01424 
36.83895 
35.32706 
34.44352 
35.94656 
36.44451 
29.87134 
30.4811 
30.86458 
32.63496 
32.69461 
33.70646 
32.06996 
32.37439 
32.1988 
32.89661 
32.12589 
32.19519 
37.0874 
37.89306 
38.21439 
39.6159 
37.94133 
37.67156 
38.13688 
38.70841 
42.4866 
36.46871 
35.19376 
35.14398 
39.02242 
38.23293 
37.03638 
32.36093 
34.69874 
37.30272 
36.88234 
35.8269 
35.8467 
35.60685 
33.61568 
32.30621 
36.25541 
36.32078  
1.38055 
1.427366 
1.482046 
1.557936 
1.563636 
1.596524 
1.691911 
1.70486 
1.689888 
1.740449 
2.057179 
1.967366 
1.907272 
1.837145 
1.883435 
1.874025 
1.95825 
1.941331 
3.02286 
3.758211 
4.36828 
4.421999 
3.71017 
3.56211 
3.508386 
3.487105 
3.560188 
3.497571 
3.297386 
3.31785 
3.231803 
3.438693 
3.371964 
3.158831 
3.404527 
3.41259 
3.616928 
3.675268 
3.541141 
3.43763 
3.611124 
3.605078 
3.615339 
3.682908 
3.931789 
4.006236 
3.383766 
4.153132  
4850.487 
-4679.5 
-7542.64 
-2777.71 
1166.835 
-6138.19 
-3884.93 
-9388.36 
-2156.88 
-3814.66 
-2094.19 
-4610.2 
-10612.4 
-6530 
-8286.47 
-11694.1 
-7499.54 
-6287.05 
-6306.95 
3457.397 
2766.735 
-16048 
-4898.75 
-8159.79 
-11668.8 
-15673.8 
-8420.11 
-12221.8 
-22084.5 
-19347 
-12999.7 
-17443.6 
-16519.1 
-16672.8 
-12524.5 
-15537.4 
-24685.7 
-27786.1 
-18798.5 
-13522.7 
-17094.9 
-19571 
-29828.8 
-22922.5 
-18383.3 
-23534.4 
-34023.6 
-33479  
12.52368 
2.763449 
0.56787 
3.05452 
6.38404 
0.11624 
0 
4.427869 
4.094368 
0.015218 
1.024251 
3.600987 
2.54705 
2.899148 
3.192338 
2.717391 
3.230654 
4.313444 
4.431467 
5.894397 
8.544397 
13.08779 
15.36789 
13.19532 
9.955238 
7.188683 
7.333951 
9.999561 
9.422794 
9.207964 
9.663756 
7.039011 
5.792387 
6.366721 
6.888402 
9.825474 
6.814666 
7.391203 
5.303489 
2.941176 
1.981234 
0.314679 
4.420147 
3.798258 
2.260867 
1.196412 
1.18076 
1.932888  
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Year I24 I25 I26 I27 I28 I29 I30 I31 I32 I33 I34 I35 I36 I37 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
-2.33497 
6.913611 
-6.12167 
16.07832 
-1.27235 
1.972381 
10.93907 
-8.19794 
-2.1847 
4.564074 
3.460827 
-7.45442 
5.015983 
-1.58908 
-21.1299 
5.613154 
7.104033 
-4.04843 
-1.28348 
-9.44553 
16.79378 
-0.51952 
-2.01335 
1.655455 
6.99912 
-6.6726 
-0.11944 
-3.06723 
-2.30987 
-0.56575 
-10.2231 
-0.80647 
3.906109 
3.729565 
1.262056 
3.563081 
3.648771 
4.836201 
-4.20007 
11.49966 
6.002908 
11.95932 
7.287929 
-2.24203 
-7.29075 
-5.39022 
-4.6551 
5.871806 
2.244301 
4.34866 
2.69109 
0.297417 
51.06 
 
 
 
 
 
 
 
 
55.2 
 
 
 
 
 
 
 
 
 
 
63.5 
 
 
 
 
 
 
 
 
 
 
 
63.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
66.1 
 
 
 
 
 
54.76 
 
 
 
 
 
 
 
 
58.8 
 
 
 
 
 
 
 
 
 
 
67.1 
 
 
 
 
 
 
 
 
 
 
 
67.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
70.6 
 
 
 
 
 
52.91 
 
 
 
 
 
 
 
 
57 
 
 
 
 
 
 
 
 
 
 
65.3 
 
 
 
 
 
 
 
 
 
 
 
65.3 
 
 
 
 
 
 
 
 
 
 
 
 
 
68.35 
 
 
 
 
 
0 
0 
0 
0 
0 
0 
0 
n.a 
n.a 
n.a 
8.537613 
11.06212 
12.74436 
14.65754 
17.43231 
19.73024 
21.25965 
22.81782 
22.99973 
24.06696 
25.00946 
25.21953 
24.67959 
25.09144 
25.16319 
26.08002 
27.55687 
28.28056 
29.69088 
31.7101 
33.97234 
35.84405 
35.26028 
37.1539 
35.23207 
36.12519 
36.69208 
37.59491 
37.41665 
37.62204 
37.23682 
37.51705 
35.24027 
36.21621 
38.62715 
42.35544 
46.29548 
49.31402 
50.97707 
48.4197 
44.62242 
42.8428 
0 
0 
0 
0 
0 
0 
0 
n.a 
n.a 
n.a 
8.058723 
9.850182 
11.50789 
13.2229 
15.32623 
17.36334 
20.55531 
22.46191 
22.91115 
24.5408 
25.92969 
25.42421 
24.91319 
26.12394 
26.99003 
29.26675 
30.83063 
32.32993 
34.04348 
36.29493 
39.52817 
41.3984 
40.35694 
42.12443 
41.16851 
43.40128 
44.78946 
45.94305 
47.11705 
45.759 
45.63497 
46.87124 
45.03861 
43.05095 
40.21948 
41.8598 
43.78735 
45.47813 
45.19816 
41.44059 
37.21068 
35.85035 
103.6 
107.15 
111.36 
81.77 
81.76 
83.3 
81.1 
77.8 
71.6 
74.8 
68.5 
71.7 
72.2 
71.5 
67.5 
70.3 
55.9 
58.6 
69.2 
69.1 
65.7 
52.7 
60.5 
57.1 
53.4 
54 
54.5 
53 
51.1 
47.2 
42.1 
41.3 
39.5 
43.6 
39.8 
41.2 
38.1 
38.3 
38.2 
38.4 
39.7 
40 
36.3 
31.3 
29.4 
29 
28.5 
27.8 
25.3 
24.5 
25.2 
23.8 
3.280516 
3.32109 
3.377087 
3.410883 
3.463552 
3.535035 
3.565571 
3.611814 
3.643118 
3.663961 
3.657609 
3.60013 
3.564396 
3.572648 
3.598185 
3.701671 
3.759501 
3.771819 
3.659854 
3.619464 
3.564164 
3.54262 
3.500388 
3.480037 
3.462569 
3.460825 
3.460096 
3.464023 
3.471756 
3.521797 
3.535747 
3.565399 
3.598277 
3.658931 
3.722426 
3.759605 
3.83057 
3.828201 
3.836817 
3.791752 
3.807087 
3.781228 
3.72873 
3.671965 
3.649773 
3.637968 
3.568244 
3.530269 
3.467978 
3.413992 
3.43538 
3.423047 
3.904572 
4.034461 
4.079641 
4.101281 
4.116453 
4.139605 
4.282421 
4.145616 
4.193155 
4.320643 
4.240073 
4.22651 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.030365 
4.04942 
 
 
 
4.278377 
 
 
 
4.321722 
4.169628 
4.19508 
4.218361 
 
4.142713 
 
4.035149 
 
3.913827 
3.947743 
 
11.93203 
11.72914 
13.18251 
12.63572 
13.00301 
12.29342 
11.18335 
11.85962 
11.58589 
11.8148 
12.11704 
13.58053 
13.42276 
12.99255 
13.21815 
11.67266 
10.16027 
9.901772 
10.51394 
11.86465 
11.38377 
9.569311 
10.52101 
11.23703 
11.78604 
11.73972 
11.96929 
12.32901 
12.27736 
14.59163 
12.67145 
11.4645 
11.91582 
12.37016 
11.78962 
11.63996 
10.54782 
10.81388 
11.20878 
10.39848 
8.776497 
8.272133 
7.132092 
7.387433 
7.670774 
9.805554 
9.842522 
9.560551 
9.77483 
9.292435 
9.558555 
10.64094 
9.756098 
9.38059 
10.84727 
11.42936 
11.95018 
11.25572 
10.17548 
10.70521 
11.20619 
11.31827 
11.36435 
12.11262 
12.493 
12.43233 
12.48532 
10.64635 
10.45202 
9.910645 
8.281511 
11.29883 
11.48384 
10.38764 
10.65154 
11.87705 
12.82803 
12.4842 
12.69689 
13.08565 
12.89909 
17.04289 
14.62164 
13.2847 
13.36333 
13.27355 
12.46875 
12.34124 
11.17899 
11.22632 
11.29478 
10.70426 
8.767 
7.899882 
6.927476 
7.759067 
8.073358 
9.804316 
10.15408 
9.591483 
10.27106 
9.720286 
9.84252 
11.26267 
3.9 
4.8 
8.5 
9.4 
8.6 
6.6 
5.2 
3.4 
3.3 
3.3 
2.86 
2.44 
5.04 
3.27 
5.92 
3.49 
3.3 
3.39 
3.62 
3.39 
5.77 
6.11 
5.01 
4.73 
6.25 
4.93 
4.19 
6.18 
6.73 
9.78 
16.41 
19.74 
18.93 
15.99 
13.97 
10.98 
8.83 
7.46 
8.76 
8.99 
4.85 
1.88 
0.95 
0.98 
1.19 
2.18 
2.88 
1.97 
1.49 
1.75 
1.11 
1.39 
15 
  
  
  
  
17 
  
  
  
  
19 
  
  
  
  
21 
  
  
  
  
23 
  
  
  
  
25 
  
  
  
  
23 
  
  
  
  
  
22 
  
  
  
  
22 
  
  
  
  
22 
  
  
  
  
  
3.93 
 
 
 
 
 
 
 
 
 
3.69 
 
 
 
 
 
 
 
 
 
3.1 
3.1 
3 
3 
2.9 
2.8 
2.8 
2.6 
2.6 
2.6 
2.4 
2.2 
2.2 
2.1 
2.1 
2.2 
2.2 
2.2 
2.2 
2.2 
2.4 
2.4 
2.6 
2.6 
2.7 
3 
3.1 
3 
3 
3.1 
3 
3.2 
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Year I24 I25 I26 I27 I28 I29 I30 I31 I32 I33 I34 I35 I36 I37 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
-2.85637 
4.106109 
3.368504 
2.462966 
-0.31401 
0.041898 
4.883294 
2.990507 
-0.63755 
0.444484 
4.440028 
4.565923 
4.808827 
-0.20429 
4.344287 
1.850349 
6.229401 
3.57181 
0.597717 
2.712492 
2.654897 
3.36145 
2.334468 
1.297921 
1.647573 
-0.35539 
3.534339 
-0.14255 
1.647504 
0.907401 
-3.24536 
9.014546 
3.407188 
3.240694 
-10.5375 
-2.01334 
3.223369 
12.68543 
-4.4263 
-2.09594 
1.200496 
4.028982 
1.380556 
1.294887 
5.12074 
3.430672 
2.295692 
1.210559  
 
67.1 
 
 
 
 
 
 
67.9 
 
 
 
 
67.6 
 
 
 
 
68.3 
 
68.66 
68.01 
69.33 
69.44 
69.99 
70.33 
70.86 
70.99 
71.36 
71.25 
72.13 
72.46 
72.4 
72.87 
73.06 
73.1 
73.3 
73.86 
74.4 
74.47 
74.99 
75.04 
74.82 
76.85 
75.04 
75.69 
77.93 
76.06  
 
72.8 
 
 
 
 
 
 
74.2 
 
 
 
 
74.2 
 
 
 
 
74.8 
 
75.6 
75.03 
76.36 
76.44 
76.94 
77.33 
77.88 
78.09 
78.42 
78.24 
78.76 
78.95 
78.81 
79.18 
79.53 
79.51 
79.55 
80.01 
80.39 
80.41 
80.86 
80.94 
80.72 
81.42 
81.67 
81.42 
82.22 
82.48  
 
69.95 
 
 
 
 
 
 
71.05 
 
 
 
 
70.9 
 
 
 
 
71.55 
 
72.13 
71.52 
72.845 
72.94 
73.465 
73.83 
74.37 
74.54 
74.89 
74.745 
75.445 
75.705 
75.605 
76.025 
76.295 
76.305 
76.425 
76.935 
77.395 
77.44 
77.925 
77.99 
77.77 
79.135 
78.355 
78.555 
80.075 
79.27  
43.63632 
46.73216 
48.40903 
49.62462 
52.30527 
42.57832 
45.75558 
41.68751 
44.75048 
48.59578 
51.32516 
53.59685 
52.15819 
50.38149 
52.51088 
52.47807 
55.38769 
59.67691 
56.92316 
57.97876 
63.16766 
67.14485 
74.00636 
82.74589 
93.86049 
95.5544 
103.1702 
107.7395 
103.1202 
99.54132 
101.1286 
111.0846 
119.527 
125.4174 
131.1434 
132.5707 
135.1727 
136.6828 
141.5752 
156.496 
165.0793 
173.3102 
179.8835 
185.7322 
190.2667 
192.8107 
196.8388 
198.5834  
36.03369 
35.31508 
36.91739 
38.19507 
39.22454 
36.11339 
37.62649 
36.96538 
39.28418 
41.96312 
43.68342 
44.66404 
42.21849 
41.55783 
42.67791 
43.074 
43.8897 
47.27301 
45.68056 
46.36693 
47.61659 
47.10706 
47.4822 
48.22105 
49.14942 
47.1466 
48.28142 
48.24109 
45.608 
43.13879 
41.97688 
43.33353 
44.62098 
45.5178 
46.58177 
47.02651 
47.88153 
48.90792 
51.80214 
59.95801 
65.18929 
71.26494 
77.43248 
86.77756 
94.37981 
102.2864 
107.7367 
114.2343  
23.3 
22.5 
22 
21.7 
21.4 
20.5 
21.5 
20.2 
19.5 
20.4 
19.6 
19.1 
18.5 
18.7 
18.3 
17.8 
17.9 
17.9 
17.3 
16.7 
16.5 
16.1 
14.3 
13.8 
12.5 
12.2 
11.4 
10.7 
10 
10.3 
9.6 
9.2 
10 
8.8 
8.7 
8.7 
8 
8.2 
7.1 
7 
6.1 
5.9 
5.7 
5.8 
5.3 
5.3 
5.36 
5.32  
3.424703 
3.427129 
3.393904 
3.443083 
3.399848 
3.405798 
3.368376 
3.141794 
3.233707 
3.002711 
2.858623 
2.693812 
3.007465 
2.837019 
2.711737 
2.58897 
2.50281 
2.402587 
2.267651 
2.160608 
 
 
 
 
 
 
 
 
1.428642 
 
 
 
 
0.913328 
 
 
 
 
 
 
0.453263 
0.427104 
0.392875 
0.358248 
 
 
 
  
 
 
3.919028 
 
 
 
 
 
 
 
 
 
 
 
 
5.802325 
5.6111 
5.636046 
5.561072 
5.367168 
5.309326 
 
5.27532 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
13.97848 
14.86903 
15.55874 
15.79719 
 
 
 
  
10.87874 
10.7828 
10.28291 
10.83224 
12.13676 
12.26335 
11.08738 
10.62772 
11.84081 
13.67492 
15.68895 
14.50742 
14.79671 
14.00061 
15.06897 
12.71585 
12.24821 
12.40071 
13.30041 
12.21468 
11.31472 
11.41914 
10.99835 
10.71753 
11.0342 
11.10782 
11.55299 
10.93543 
11.20399 
11.70292 
11.21255 
10.98888 
11.57185 
12.37331 
13.77286 
13.28925 
12.46549 
12.66325 
13.65422 
13.10533 
11.78608 
12.6595 
13.11429 
13.06243 
14.69331 
14.30858 
13.13876 
12.27086  
11.9594 
11.84524 
11.53152 
11.85996 
13.77232 
14.41659 
12.49832 
12.344 
14.03986 
15.76806 
18.10441 
16.10434 
16.89816 
15.53755 
17.31206 
13.93922 
14.10382 
13.71984 
15.70718 
14.80503 
13.78788 
13.5281 
14.01565 
13.34967 
14.39471 
14.71063 
15.73643 
14.78449 
15.33903 
15.48301 
15.67894 
15.57581 
15.37775 
17.23763 
19.09292 
18.3288 
16.87166 
17.99903 
19.80763 
18.53469 
17.11363 
17.82275 
18.91587 
18.59088 
21.05141 
21.09244 
19.45325 
18.17287  
2.9 
2.01 
1.37 
1.49 
2.04 
2.6 
1.96 
2.37 
2.29 
3.17 
2.23 
1.2 
1.2 
1.6 
1.7 
1.6 
1.5 
1.4 
1.7 
2.5 
1.8 
2.3 
4.5 
4.7 
5.7 
6.2 
5.8 
5.9 
5.6 
6.7 
9.8 
8.5 
8.6 
7.9 
8.3 
7.8 
6.6 
6.2 
8.4 
10.4 
11 
10.5 
8.9 
8.5 
8.6 
8.3 
7.6 
6.7  
22 
  
19.5 
  
  
  
  
16.6 
  
  
  
  
14 
  
  
  
  
11.9 
  
  
  
  
10.8 
  
  
  
  
9.5 
  
  
  
  
8.7 
  
  
  
  
8.9 
  
  
  
  
9.9 
  
  
  
  
11  
3.2 
3.2 
3.3 
3.3 
3.4 
3.4 
3.5 
3.5 
3.6 
3.5 
3.4 
3.2 
3 
2.9 
2.9 
2.9 
2.9 
2.9 
2.9 
2.7 
2.5 
2.4 
2.2 
2.1 
2 
2 
1.9 
1.9 
1.9 
1.9 
1.9 
1.8 
1.9 
1.9 
1.8 
1.8 
1.8 
1.9 
1.9 
1.9 
1.9 
1.85 
1.84 
1.78 
1.79 
1.76 
1.74 
1.748  
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Year I38 I39 I40 I41 I42 I43 I44 I45 I46 I47 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1.362015 
1.335673 
1.301151 
1.412368 
1.127431 
1.095035 
1.238066 
1.468465 
1.344189 
1.371885 
1.699509 
1.516122 
1.488195 
1.546951 
1.415178 
1.685324 
2.141627 
2.652304 
2.385298 
2.226878 
3.179074 
3.015806 
3.255428 
3.305064 
4.025672 
3.420036 
3.98915 
3.675427 
4.393684 
4.071206 
5.06404 
3.928129 
4.193583 
4.387448 
4.265653 
4.265104 
4.635984 
5.002323 
4.882566 
4.162334 
4.459201 
4.169184 
6.924475 
8.344452 
11.48165 
9.101087 
11.51366 
9.68332 
9.076837 
9.825527 
9.482781 
9.585828 
11.3859 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
49 
48.96 
48.84 
48.468 
48.222 
47.988 
47.436 
46.95 
46.114 
46.268 
46.556 
46.532 
46.308 
45.444 
45.356 
45.174 
45.23 
45.88 
45.384 
45.368 
45.24175 
45.24175 
45.16325 
44.98465 
44.77905 
44.76185 
44.30505 
44.06365 
43.873 
43.77095 
43.70815 
43.7003 
43.69245 
43.6689 
42.63768 
39.96896 
39.96896 
39.96896 
39.9612 
39.9612 
39.9612 
 
 
 
1 
 
 
 
5 
 
 
 
4 
 
 
 
 
 
 
 
4 
 
 
 
8 
 
 
 
6 
 
 
 
5 
 
 
 
7 
 
 
 
 
 
 
 
 
 
 
 
11 
 
 
 
12 
 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.351351 
1.351351 
1.351351 
2.702703 
2.702703 
2.702703 
0.826446 
0.826446 
0.826446 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2.777778 
2.777778 
2.777778 
2.777778 
5.555556 
5.555556 
3.333333 
6.666667 
6.666667 
6.666667 
6.666667 
22.55216 
 
 
 
 
 
 
 
 
 
21.16536 
 
 
 
 
 
 
 
 
 
30.88259 
 
 
 
 
 
 
 
 
 
 
 
36.87867 
 
 
 
 
 
 
 
 
 
 
 
 
 
43.29337 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
0.47 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
47.25005 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
92.69227 
95.43042 
95.60468 
95.59714 
95.48175 
95.57641 
97.45164 
96.03657 
96.31866 
96.61074 
96.99422 
97.37432 
97.23574 
97.3077 
97.69041 
98.13606 
98.25499 
98.27007 
98.41543 
98.5113 
98.56585 
98.0148 
97.94667 
97.9506 
97.94396 
97.97974 
98.01957 
98.00518 
97.75839 
97.64728 
97.60127 
97.71805 
97.73022 
97.74917 
97.7895 
97.81424 
97.70441 
97.70658 
97.76592 
98.0915 
98.50741 
98.68723 
98.97845 
99.12745 
99.11605 
98.95823 
98.74111 
98.63357 
98.62627 
98.6019 
98.80665 
98.77818 
98.61945 
11.22192 
10.93333 
10.75416 
11.02454 
10.04983 
9.068551 
8.975787 
8.301732 
7.993092 
7.494153 
6.896022 
7.284493 
7.049541 
7.542953 
6.974129 
6.170126 
5.590171 
4.537318 
4.505976 
4.785035 
5.273929 
5.296335 
5.193761 
5.038594 
5.372749 
5.493399 
5.729085 
5.915385 
6.501527 
6.495828 
6.452171 
6.481852 
5.802554 
5.427294 
5.109825 
4.698768 
4.502939 
4.892339 
4.773418 
4.440663 
4.537337 
4.967457 
5.173531 
5.550151 
5.05297 
5.13586 
4.6719 
4.776384 
5.035365 
4.999575 
5.276797 
5.708359 
5.56415 
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Year I38 I39 I40 I41 I42 I43 I44 I45 I46 I47 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
9.164806 
9.396996 
9.044302 
8.649045 
9.451224 
9.910843 
8.894575 
8.803432 
9.217347 
9.287409 
9.262553 
9.122785 
10.32781 
9.747 
10.14716 
9.76616 
10.55348 
11.05265 
13.77457 
14.43301 
16.03282 
23.37818 
57.52958 
43.05744 
39.46561 
36.27821 
35.93739 
36.35661 
37.59369 
37.89396 
39.68892 
34.48694 
34.3016 
34.81198 
35.10392 
35.31696 
36.45295 
40.07236 
39.79451 
42.70275 
43.4562 
45.4464 
49.44818 
48.05172 
46.44749 
45.58776 
43.99757  
39.9614 
39.9614 
39.9614 
39.9614 
39.9614 
39.89388 
39.89388 
39.8875 
39.8875 
39.8875 
39.8875 
39.8875 
39.87 
39.1 
39.2 
38.6 
38.4 
38.5 
38.9 
38.4 
38.3 
37.4 
36.9 
36.2 
35.8 
35.6 
35.2 
35.5 
34.7 
34.2 
34.6 
34.6 
34.6 
34.9 
34.8 
34.7 
36.05 
35.5 
34.59 
34.86 
35.67 
38.03 
38.69 
39.42 
39.43 
39.69 
39.62  
 
 
20 
 
 
 
19 
 
 
 
19 
 
 
 
17 
 
 
 
20 
 
 
 
20 
 
 
 
20 
 
 
 
21 
 
 
 
24 
 
 
 
25 
 
 
 
29 
 
 
 
35  
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.813008 
0.813008 
0.813008 
0 
0 
0 
0 
0 
0.787402 
0 
0 
0 
0 
0 
2.4 
2.4 
2.4 
4.8 
5.405405 
5.405405 
5.405405 
6.081081 
6.081081 
6.081081 
6.756757 
6.756757 
6.756757 
8.843537 
10.20408 
9.52381 
15.54054 
15.54054 
22.2973 
22.2973 
22.2973  
6.666667 
8.333333 
8.333333 
8.333333 
8.333333 
8.333333 
8.333333 
8.333333 
8.333333 
8.333333 
8.333333 
6.666667 
6.666667 
6.666667 
5 
5 
5 
3.333333 
3.333333 
3.333333 
6.666667 
9.375 
9.375 
10.9375 
9.375 
9.375 
10.9375 
15.625 
15.625 
20.3125 
18.42105 
18.42105 
21.05263 
22.36842 
22.36842 
22.36842 
23.68421 
25 
25 
22.36842 
22.36842 
23.68421 
30.26316 
32.89474 
31.57895 
28.94737 
28.94737  
37.89085 
 
 
 
 
 
 
35.94656 
 
 
 
 
32.63496 
32.69461 
33.70646 
32.06996 
32.37439 
32.1988 
32.89661 
32.12589 
32.19519 
37.0874 
37.89306 
38.21439 
39.6159 
37.94133 
37.67156 
38.13688 
38.70841 
42.4866 
36.46871 
35.19376 
35.14398 
39.02242 
38.23293 
37.03638 
32.36093 
34.69874 
37.30272 
36.88234 
35.8269 
35.8467 
35.60685 
33.61568 
32.30621 
36.25541 
36.32078  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0.34 
 
 
 
 
0.39 
 
 
 
 
0.39 
 
 
0.4 
 
 
 
0.41 
 
 
 
0.43 
 
 
 
 
0.443 
0.437 
0.444 
0.446 
 
0.448  
 
 
 
 
 
 
 
61.47783 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
68.54949 
 
 
 
 
69.43517 
 
 
 
 
 
 
 
68.82565 
67.32956 
65.70192 
68.76291 
67.43664 
69.23965 
68.27826 
66.72143 
68.02374 
66.64121 
65.68842 
66.8601  
98.57263 
98.51795 
98.44206 
98.43636 
98.40348 
98.30809 
98.29514 
98.31011 
98.25955 
97.94282 
98.03263 
98.09273 
98.16285 
98.11656 
98.12598 
98.04175 
98.05867 
96.97714 
96.24179 
95.63172 
95.578 
96.28983 
96.43789 
96.49161 
96.5129 
96.43981 
96.50243 
96.70261 
96.68215 
96.7682 
96.56131 
96.62804 
96.84117 
96.59547 
96.58741 
96.38307 
96.32473 
96.45886 
96.56237 
96.38888 
96.39492 
96.38466 
96.31709 
96.06821 
95.99376 
96.61623 
95.84687  
5.346891 
5.499075 
6.411288 
6.658618 
6.708775 
6.569894 
6.581982 
6.816286 
6.726684 
7.027154 
6.921471 
6.7819 
6.943404 
7.406511 
7.353042 
7.499788 
7.392454 
7.303747 
7.382928 
6.888795 
5.507714 
5.628736 
5.725043 
5.737645 
6.058114 
6.444733 
6.292464 
6.57162 
6.47118 
6.453385 
6.222323 
6.868372 
7.177393 
7.447795 
7.452745 
7.710051 
8.382592 
8.690678 
8.896413 
8.985963 
9.527707 
9.655928 
9.930832 
9.529875 
10.09174 
10.76408 
11.2759  
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Year I48 I49 I50 I51 I52 
1901 
1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
1922 
1923 
1924 
1925 
1926 
1927 
1928 
1929 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
102 
102 
106 
108 
111 
115 
118 
120 
121 
123 
126 
130 
132 
131 
132 
133 
132 
132 
131 
132 
135 
134 
135 
136 
140 
139 
137 
136 
136 
137 
136 
135 
134 
133 
134 
135 
136 
135 
136 
136 
136 
138 
140 
141 
142 
146 
149 
155 
151 
151 
151 
152 
31.1668 
33.49298 
39.47524 
34.39518 
34.23719 
31.41253 
26.99412 
26.62017 
24.60842 
25.02342 
24.13064 
27.6333 
25.54232 
23.4852 
39.49016 
35.61561 
30.67212 
29.67113 
18.74329 
20.66036 
21.89772 
17.26129 
19.49434 
20.80358 
22.85526 
21.64986 
22.25439 
23.41708 
23.75033 
30.60803 
34.21093 
31.57675 
30.31291 
29.41259 
25.68511 
23.39625 
19.76694 
19.49124 
21.55761 
24.73686 
18.78235 
14.35849 
12.01083 
11.62334 
12.92011 
12.72342 
13.83685 
12.17596 
11.35092 
12.00989 
11.76355 
14.3749 
2.296652 
2.366634 
2.543994 
2.867141 
2.225515 
2.660699 
2.110523 
2.123754 
2.036308 
2.198102 
1.559178 
2.170306 
1.929392 
1.798347 
1.825268 
1.375635 
1.477489 
1.789477 
2.13745 
2.108027 
1.393182 
1.436294 
1.352451 
1.63479 
1.397487 
1.700692 
1.779219 
1.761287 
1.845514 
1.593783 
1.961239 
1.383647 
1.463082 
1.617405 
1.575913 
1.431022 
1.565349 
1.42059 
1.076387 
1.406352 
0.843894 
1.322984 
1.036641 
1.450126 
1.04171 
1.205601 
1.200629 
1.141558 
0.910463 
1.027059 
1.436752 
1.57472 
3.233792 
3.677386 
3.726051 
3.564897 
3.50081 
3.58209 
2.998398 
3.290626 
2.979563 
2.534686 
2.372178 
2.845035 
2.796581 
2.748035 
2.709821 
2.130211 
1.671789 
1.57474 
1.459628 
1.367419 
1.735979 
1.974905 
2.581951 
2.839372 
2.968398 
3.322127 
3.3142 
#VALUE! 
3.354769 
4.902044 
7.117154 
4.508255 
3.351514 
3.195873 
2.567549 
2.527155 
2.447504 
2.338176 
2.725412 
2.711844 
2.066134 
1.36894 
0.656539 
0.32149 
0.235399 
0.223706 
0.33644 
0.456623 
0.475464 
0.506193 
0.451211 
0.559257 
0.486698 
19.99955 
-1.4E-05 
17.21001 
12.13613 
14.15237 
34.14757 
19.29152 
29.73924 
28.76873 
40.01125 
21.40138 
33.26977 
30.58479 
10.0853 
36.98872 
46.7344 
39.55718 
45.75403 
35.14684 
62.72886 
65.70133 
51.37046 
51.72715 
53.48186 
50.45509 
49.43739 
45.10564 
43.86961 
44.99608 
39.88188 
42.08896 
40.19582 
35.58822 
39.90098 
45.90941 
49.61547 
53.38766 
50.74623 
56.0397 
72.17573 
79.6802 
90.16195 
83.38273 
77.40885 
67.08011 
65.21834 
75.3766 
77.62904 
77.93191 
71.52804 
80.41392 
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Year I48 I49 I50 I51 I52 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000  
152 
153 
153 
156 
157 
160 
163 
166 
164 
165 
166 
166 
170 
171 
175 
177 
179 
184 
184 
188 
196 
199 
200 
206 
205 
202 
204 
205 
205 
206 
207 
207 
206 
208 
208 
208 
205 
206 
206 
204 
203 
204 
203 
201 
200 
200 
199 
198  
16.61388 
14.07633 
13.54993 
14.33094 
16.71954 
17.19443 
14.94892 
16.78178 
16.6421 
21.19455 
24.1636 
22.11158 
21.9866 
20.67256 
22.79972 
20.36919 
23.11848 
23.99042 
25.59604 
23.75155 
19.40707 
27.66569 
26.57344 
39.93943 
27.03268 
30.46968 
35.86216 
30.52249 
31.34554 
29.40994 
29.61171 
29.01795 
28.73929 
30.69164 
34.09853 
35.16808 
30.88597 
32.15813 
41.95262 
42.59116 
37.59469 
36.825 
37.3308 
41.23157 
45.68977 
45.67949 
44.73822 
39.09734  
1.406635 
1.402098 
1.521784 
1.432275 
1.379648 
1.59515 
1.561183 
1.547442 
1.459955 
1.694238 
1.461137 
1.594025 
1.492843 
1.45696 
1.508592 
1.582195 
1.247654 
1.519107 
1.744818 
1.646163 
1.873444 
1.763518 
1.612323 
2.016663 
1.902449 
1.768894 
1.825606 
1.905364 
1.889668 
1.903288 
1.909901 
1.919202 
1.988813 
1.966495 
1.961402 
2.389282 
1.897182 
2.004087 
2.048133 
1.823996 
1.846353 
1.861362 
1.850516 
1.779504 
1.775284 
1.637248 
1.581712 
1.625383  
0.914313 
0.764478 
1.061988 
1.073676 
1.586077 
1.695736 
1.938054 
2.22676 
2.244919 
2.476194 
2.49763 
2.398201 
2.374499 
2.287168 
2.150168 
2.124305 
2.079424 
2.032405 
2.129749 
2.282078 
1.905285 
1.358346 
1.678544 
1.551334 
1.727705 
2.410292 
3.042906 
3.388145 
3.453669 
3.012991 
3.349472 
3.150958 
2.954084 
3.484129 
4.632353 
4.914057 
4.211862 
4.976816 
7.574041 
9.651741 
8.36919 
7.864815 
7.828682 
9.477222 
11.77947 
13.01692 
13.90641 
12.10417  
73.49203 
79.63429 
81.9275 
80.59457 
78.28786 
75.95454 
81.94087 
77.37308 
76.55603 
68.61971 
65.51318 
68.71235 
73.62755 
73.17478 
70.85179 
72.62161 
83.18188 
80.6173 
80.05924 
83.91108 
86.61762 
83.36389 
93.71922 
79.13258 
89.25269 
87.77661 
87.10787 
89.98277 
88.384 
89.16881 
96.2326 
99.99999 
96.15149 
98.69437 
89.44317 
88.9938 
94.03471 
93.70476 
85.67233 
96.3411 
95.42906 
92.74516 
80.80421 
83.47693 
86.78772 
89.1231 
95.87129 
95.01081  
 354
Appendix E: Graphic results from Dynamic Factor 
Analysis  
Time
1920 1940 1960 1980 2000
Y
-20
0
20
40
 
Single factor produced from Dynamic Factor analysis for trending data 
1
2
Time
20 40 60 80 100
Y
-10
0
10
 
Two Factors produced from Dynamic Factor Analysis of reversing data. Note more substantial 
second reversal 
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Six factors produced by Dynamic Factor Analysis on oscillating data  
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