The vegetable leafminer, Liriomyza sativae, is an internationally significant pest of vegetable and flower crops, 10 that was detected for the first time on the Australian mainland in 2015. Due to the early stage of its invasion in 11 Australia, it is unclear how climatic conditions are likely to support and potentially restrict the distribution of L. 12 sativae as it expands into a novel range and threatens agricultural production regions. Here we predicted the 13 future establishment potential of L. sativae in Australia, using both a novel 'bottom-up' process-based model 14 and a popular 'top-down' correlative species distribution model (SDM), leveraging the unique strengths of each 15 approach. Newly compiled global distribution data spanning 42 countries was used to validate the process-based 16 model of establishment potential based on intrinsic population growth rates, as well as parameterise the 17 correlative SDM. Both modelling approaches successfully captured the international distribution of L. sativae 18 based on environmental variables and predicted the high suitability of non-occupied ranges, including northern 19 regions of Australia. The largely unfilled climatic niche available to L. sativae in Australia demonstrates the 20 early stage of its Australian invasion, and highlights locations where important vegetable and nursery production 21 regions in Australia are highly vulnerable to L. sativae establishment. 22 23 Keywords: Biosecurity, mechanistic model, environmental envelope, Agromyzidae, ecological niche 24 25 3
Introduction

26
There is a growing appreciation of the biosecurity risks posed by the increasing domestic and international flow 27 of goods and people as economies increase in scale and connectivity (Wichmann et al. 2009 ). Prioritization of 28 high priority areas can be aided by species distribution models (SDMs) which use environmental data to explain 29 spatial patterns in the occurrence likelihood of species (Kearney and Porter 2009; Elith and Leathwick 2009) . 30
Species distribution models (SDMs) based on statistical inference or 'top-down' inference from 31 occupied/unoccupied locations and associated environmental conditions are frequently used to estimate 32 environmental suitability for species of interest (Phillips et al. 2006; Elith and Leathwick 2009 ). Such 33 approaches are useful for identifying complex, and often latent and interacting, ecological processes, so long as 34 appropriate environmental covariates that sufficiently characterise the species' niche can be selected (Phillips et 35 al. 2006 ; Guillera-Arroita et al. 2015). However, such approaches are challenged by the inherent risk of 36 extrapolating statistical inference to novel conditions, such as spatial ranges not yet invaded (e.g. Dormann et al. 37 2012; Maino et al. 2016 ). These problems are exacerbated when using biased occurrence data (e.g. more reports 38 in highly populated areas) or less proximate environmental variables that do not have a constant relationship 39 through space with the limiting process (e.g. using altitude instead of minimum winter temperature when cold 40 tolerance is limiting) (Austin 2007) . One solution is to incorporate additional biological and ecological 41 knowledge of the underlying processes that restrict a species' distribution, such as resource requirements or 42 physiological limits, to make predictions from the 'bottom-up' (in contrast to 'top-down' inference from 43 occurrence data) (Kearney and Porter 2009) . However, such process-based models rely on the mechanistic 44 understanding of the scientist, who may not be able to detect complex and high dimensional interactions 45 between environmental processes that are easily identified through statistical approaches. The comparative 46 strengths of these two approaches can offer mutual benefit. When physiological knowledge of the limiting 47 processes are incomplete, parameters can be inferred in much the same way as top-down SDMs; the key 48 difference being the physical dimensions, theoretical coherence, and interpretability of the fitted parameters, in 49 contrast to risk indices produced from summing weighted quantities of mixed dimensions. 50
Within Australia, a list of 40 'high risk' biosecurity species has recently been identified by government 51 (Department of Agriculture and Water Resources 2016), which includes several species of Agromyzidae flies, 52
including the vegetable leafminer (Liriomyza sativae), the American serpentine leafminer (Liriomyza trifolii) the 53 pea leafminer (Liriomyza huidobrensis) and the tomato leafminer (Liriomyza bryoniae). These species have 54 each been identified as high risk to Australian agriculture (Jovicich 2009 ). In 2008, L. sativae was detected for 55 4 the first time throughout the north Australian islands of Torres Strait (Blacket et al. 2015) , and then on the 56 Australian mainland at Seisia in 2015 (IPPC 2017). The pest has not yet been detected in any other regions of 57 Australia despite ongoing surveillance efforts. As a highly polyphagous insect capable of infesting a broad range 58 of vegetable and flower crops, L. sativae represents a significant threat to the production value of vegetables 59 (valued at $3.9b in 2016/17) and nurseries (valued at $1.6b in 2016/17) (ABS 2018). 60
The majority of L. sativae damage occurs during larval feeding between the upper and lower leaf surface, which 61 curtails photosynthetic ability and reduces marketability of some crops (Parrella 1987) . L. sativae is also prone 62 to evolving insecticide resistance, making control and eradication difficult (Mason et al. 1987) . Overseas, where 63 L. sativae is established in production areas, insecticide-based control disrupts beneficial predators and 64 parasitoids, leading to secondary outbreaks of L. sativae (Parrella 1987) . The risk of inappropriate chemical 65 applications is particularly high during incursions into new regions due to unfamiliarity with the pest. Before L. 66 sativae reaches agricultural areas, preparedness can be enhanced through awareness and response plans. 67
Preparedness is not only paramount to effective pest management, but also helps to reduce subsequent rates of 68 spread and establishment. However, due to limited resources for awareness raising and preparedness for exotic 69 pests, high risk regions must be prioritised based on the likelihood L. sativae will be able to establish and grow 70 to numbers large enough to cause crop destruction and facilitate further spread. 71
Here, in a comparison of 'top-down' and 'bottom-up' approaches, we forecast the establishment potential of L. 72 sativae to: (i) identify environmental drivers of the known current global distribution of L. sativae; (ii) identify 73 areas in Australia of high climatic suitability for L. sativae; (iii) compare predicted areas of suitability in two 74 opposing SDM approaches and; (iv) identity vegetable production areas at highest vulnerability to L. sativae as 75 measured by climatic suitability. 76 77
Methods
78
To estimate the potential distribution of L. sativae in Australia based on population growth potential we: (i) 79 compiled empirical data on the temperature response of intrinsic population growth, (ii) compiled 80 ecophysiological data on the mortality response to extreme environmental stressors, including temperature and 81 moisture stress, (iii) projected estimated population growth across the world via modern global climatic data 82 sets, (iv) validated the predicted distributions using available occurrence data, and (v) compared results from 83 this approach with a widely applied 'top-down' SDM approach using the MaxEnt algorithm. 84
Population growth potential 85 The intrinsic rate of population growth is the exponential growth rate of a population when growth is not limited 86 by any density dependent factors. More formally, if the change in population size with time is expressed as 87 =
, then is the intrinsic population growth rate (individuals per day per individual), which can be 88 decomposed into per capita reproduction and mortality rate. The intrinsic growth rate parameter depends 89 strongly on temperature, with population growth inhibited at low and high temperatures (Haghani et al. 2006) , 90 and can be described using a variety of non-linear functions. Here, on the basis that negative population growth 91 cannot be reliably measured under common population cohort studies where reproduction must be positive (i.e. 92 a negatively growing population cannot be maintained in the laboratory), we separated the parameterisation of 93 the positive intrinsic growth rate from negative growth . The temperature response of positive growth rate 94 was modelled using a formulation of the Sharpe and DeMichele model (Schoolfield et al. 1981) This relied on the simplifying assumption that different stressors contribute additively to mortality rate, but 107 conveniently allowed the mortality response of stressors to be partitioned and calculated separately to intrinsic 108 growth rate, which aids parameterisation. More complicated stress responses are more likely to capture reality 109 more completely, but as demonstrated below, the availability of data on detailed mortality responses to climatic 110 stressors for L. sativae is lacking. 111
Here we considered the thermal stressors (critical maxima and minima) as well as moisture stress. L. sativae is a 6 herbivorous species, so rather than soil moisture we used the proportion of plants at wilting point to be more 113 relevant, which considers the effects of soil type on water potential. Once these thresholds have been exceeded, 114 the mortality rate for each stressor was estimated from previous studies using the solution to the 115 differential equation when intrinsic growth rate is negative, = − where is the surviving proportion and 116 is the accumulated stress units until time . Table 1 of SMAP has revealed that SMAP data products are generally better than other comparable data sets (Reichle et 135 al. 2017 ). Three SMAP data fields were used to define climatic stressors included 'surface_temp' (the mean 136 land surface temperature (K)), and 'land_fraction_wilting' (the fractional land area that is at wilting point based 137 on soil moisture at 0-5 cm (m 3 m -3 ) and soil type). 138
Using averaged daily SMAP climatic data and the parameters defined in Table 1 , for each month the mean daily 139 stress limited growth rate − ∑ ( , ) was calculated using 3-hourly timesteps. These monthly values 140 were then used to derive summary statistics, such as mean positive monthly population growth, or number of 141 months with positive population growth per year. These summaries enabled us to collapse the seasonal variation 142 in growth potential into one temporal dimension to aid visualisation. We summarised these temporal 143 fluctuations by summing the positive growth across months to estimate maximum growth potential, as well as 144 mean growth rate, which includes negative growth and thus represents population persistence. 145 To reduce sampling bias in the occurrence data set, only a single record for each occupied grid cell was used, 158 with pseudo-absences selected from a 250 km radius around each occupied grid cell, which was assumed to 159 have been surveyed (Merow et al. 2013) . In a 5-fold cross-validation fitting procedure, 10,000 random 160 background samples were used as pseudo-absence points. Default settings for features construction and 161 regularization were used. Habitat suitability is shown on the probability scale ranging from 0 to 1, representing 162 unsuitable to optimal habitat. 163
MaxEnt model
Comparison of production regions 164 Seasonal and regional variation in estimated population growth rates was explored for five key growing regions 165 selected based on production volume of affected agricultural commodities and variation in climatic conditions. 166
This included Lakeland, Bundaberg, Kununurra, Werribee, Mildura (locations indicated in the map in Figure 5 ). 167
Seisia was also included as a reference point as the only Australian region in which L. sativae is presently 168 established. 169 Similarly, in water stressed regions of eastern Australia, irrigation of crops will have the largest predicted 208 impact on population growth potential. 209
Results
Analysing the impacts of seasonality across a range of key production regions revealed strong monthly variation 210 in population growth rates ( Figure 5 ). In tropical production regions of Lakeland and Kununurra, the dominant 211 stressor is heat and positive growth is achievable most of the year, however with notable population declines 212 predicted during the hot summers. In temperate Bundaberg, positive growth is achievable all year long, with 213 only some deceleration in the winter as a result of cooler temperatures. In temperate Werribee, growth rates are 214 11 slower throughout the year, and growth becomes negative during winter. Populations are estimated to be able to 215 grow roughly half the year. Finally, the more arid Mildura, VIC, is predicted to be highly unsuitable, with a 216 combination of heat and desiccation stress in the summer, and cold and desiccation stress during the winter, favourable for L. sativae. However, the variables underpinning this prediction were quite different ( Figure 6 ). Of 253 the four covariates with the highest influence in the MaxEnt model, two of these related to temperature 254 variability; one at the daily scale (BIO 2) and the other at the yearly scale (BIO 7), with both negatively 255 associated with suitability. The two remaining variables of highest influence were related to cold stress: 256 'minimum temperature of the coldest month' (BIO 6), and 'mean temperature of coldest quarter' (BIO 11). In 257 contrast, cold stress was predicted as the least important stressor in the population growth model (Figure 1) . As 258 might be expected in any model extrapolation exercise, there was generally greater divergence in predictions for 259 15 areas without occurrence records, including countries with colder climates, such as Russia and Canada. 260 Despite these differences, both models predicted the high suitability of north-eastern Australia (Figure 3) , and 261 the low suitability of Australia's arid interior. While there were some discrepancies in relative suitability, 262
including coastal regions of western Australia, there was generally high alignment in the relative suitability of 263 Australia in both approaches, which strengthens the notion that there are significant areas of Australia presently 264 unoccupied by L. sativae that are likely to be climatically suitable and support new populations as its range 265 expands. 266 Interestingly, ecological variables with the highest influence that emerged after fitting the MaxEnt model did not 282 align with processes included in the population growth model. While 'minimum temperature of the coldest 283 month' (BIO 6), and 'mean temperature of coldest quarter' (BIO 11) were found to be highly influential in 284 the 'top-down' model, compiled physiological data on the cessation of development and cold stress mortality 285
used to parameterise the 'bottom-up' model suggests L. sativae has some potential for cold tolerance, with 286 significant adult mortality occurring only after 0°C (Oatman and Michelbacher 1959) . This likely explains some 287 of the discrepancies between model predictions into Canada and Russia, with summer months predicted to 288 16 support population growth in the 'top down' model but not the 'bottom up' model. To better parameterise this 289 process, more information on cold stress, including effects on the various life-stages (i.e. egg, larva, pupa and 290 adult), is required. Likewise, temperature stability (both daily and annual) was identified as an influential 291 predictor in the MaxEnt model, but fluctuating temperatures were not assumed to directly affect population 292 growth (i.e. in the 'bottom-up' model, predicted growth was constant across different fluctuating temperature 293 regimes so long as the total duration at each temperature across regimes was constant). The null expectation was 294 assumed due to insufficient data on L. sativae, as negative, positive, and neutral impacts of fluctuating 295 temperature regimes on development have all been observed in different arthropods (Colinet et al. 2015) . 296
In Australia, L. sativae is classed under the Emergency Plant Pest Response Deed (EPPRD) as Category 3 297 (moderate public impact), based on the anticipated negative impact on agricultural industries, and additional 298 public costs (e.g. damage to amenities, or trade restriction). Here we confirmed the expected distribution of L. 299 sativae presents a serious risk to Australia's significant vegetable production and nursery industries. In 300 particular, melon production regions of the Northern Territory, as well as vegetable production and nurseries 301 across coastal regions of Australia's north-east were identified as having high suitability. However, within 302 suitable locations there will be marked differences in the seasonal pressure of L. sativae. Higher annual 303 suitability is associated with higher exposure to incursion events more likely to lead to establishment (i.e. when 304 conditions during incursion are favourable). In contrast, areas containing significant production regions in 305 southern Australia were predicted to support positive population growth for relatively fewer months of the year. 306
This smaller window of suitability implies that these regions will be less vulnerable to incursion events. 307
However, once an exotic pest becomes widely established in a region, availability of micro-climates (e.g. shaded 308
creek beds versus open fields) will likely buffer some local populations against stressful weather conditions 309 (Kearney and Porter 2009) . Moreover, establishment of L. sativae in areas with year-long suitability is expected 310 to increase the risk of further incursions, or seasonal dispersal events, into areas with partial year suitability 311 (Mitchell et al. 1991) . While growing regions in northern Victoria were predicted as highly unsuitable due to 312 heat and moisture stress, irrigation that is known to occur throughout the area will likely create local areas of 313 suitability (as has occurred previously in the American states of Arizona and California). This highlights the 314 importance of domestic biosecurity in such areas where the pest is highly unlikely to spread via natural means. 315
The simulations undertaken here consider high level climatic factors to determine geographic and seasonal 316 suitability for exotic pest populations, however smaller scale factors will also play a role in determining the 317 realised range of a pest post incursion. A successful incursion requires not just a suitable climate, but the 318 availability of preferred hosts. For example, the red-banded mango caterpillar (Deanolis sublimbalis) has 319 remained in the far north of Queensland for nearly two decades, due likely to the lack of mango hosts (Royer 320 2009). For agricultural pests, a mismatch between the highest risk periods for establishment potential and the 321 seasonality of cultivated crops could theoretically provide a barrier to pest establishment. However, in the case 322 of L. sativae, the most suitable climates for L. sativae establishment often overlap with production periods for 323 high risk crops (HIA 2019). While cultivated host availability is unlikely to be a problem for L. sativae within 324 production regions, the availability of wild hosts will determine the pest's ability to disperse naturally between 325 production regions, and to remain present in a production region post harvest. 326 L. sativae attacks a very wide range of non-cultivated plants (Oatman and Michelbacher 1959; Spencer 1973) , 327
including exotic weeds that are spread widely across Australia and are often associated with disturbed areas 328 such as ports and campgrounds. For example, during surveillance work conducted during 2018 and 2019, one of 329 the most highly preferred weed hosts, siratro (Macroptilium atropurpureum), was observed to be present 330 growing on the fence lines of every shipping port visited, including those at Weipa, Seisia, Thursday Island, 331
Horn Island, and Cairns, Queensland, and was also common within urban areas (Elia Pirtle, pers. obs.). Siratro 332 is present across Australia, as is castor bean (Ricinus communis), another highly preferred weed host of L. 333 sativae (Atlas of Living Australia website at http://www.ala.org.au. Accessed 29 October 2018). Despite the 334 current isolation of L. sativae, it seems unlikely that it will be significantly restricted by host plant availability 335 between production regions, should it make its way further south. The success of invading populations may also 336 be influenced by existing communities of species, both through competitive interactions, and biological control. 337
In Australia, there already exists a considerable, but poorly documented community of agromyzid leafminer 338 species (e.g. L. brassicae), some of which show notable overlap with the preferred host plants of L. sativae 339 (Spencer 1973 (Spencer , 1977 . Moreover, these agromyzid species are known to support at least 34 genera of parasitoid 340 wasps in Australia, many of which attack L. sativae overseas (Ridland 2019, in review). Although not 341 considered in the models, Australian parasitoid wasp communities will represent another factor in mitigating 342 establishment and will form the focus of industry communications with an aim to minimise disruption from 343 inappropriate chemical applications. 344
Although this study is the first to estimate the global distribution of L. sativae via a 'top down' approach with 345 distributional data, there is unpublished work of note. Using CLIMEX software, Jovicich (2009) 
