Abstract. A Hermitian matrix X is called a g-inverse of a Hermitian matrix A, denoted by A − , if it satisfies AXA = A. In this paper, a group of explicit formulas are established for calculating the global maximum and minimum ranks and inertias of the difference A − − P N − P * , where both A − and N − are Hermitian g-inverses of two Hermitian matrices A and N , respectively. As a consequence, necessary and sufficient conditions are derived for the matrix equality A − = P N − P * to hold, and the four matrix inequalities A − > (≥, <, ≤) P N − P * in the Löwner partial ordering to hold, respectively. In addition, necessary and sufficient conditions are established for the Hermitian matrix equality A † = P N † P * to hold, and the four Hermitian matrix inequalities A † > (≥, < , ≤) P N † P * to hold, respectively, where (·) † denotes the Moore-Penrose inverse of a matrix. As applications, identifying conditions are given for the additive decomposition of a Hermitian g-inverse C − = A − + B − (parallel sum of two Hermitian matrices) to hold, as well as the four matrix inequalities C − > (≥, <, ≤) A − + B − in the Löwner partial ordering to hold, respectively.
1. Introduction. Throughout this paper, C m×n and C m H denote the collections of all m×n complex matrices and all m×m complex Hermitian matrices, respectively. The symbols A * , r(A) and R(A) stand for the conjugate transpose, rank and range (column space) of a complex matrix A, respectively; I m denotes the identity matrix of order m; [ A, B ] denotes a partitioned matrix consisting of A and B. Two Hermitian matrices A and B of the same size are said to be congruent if there is an invertible matrix S such that SAS * = B. For an A ∈ C H and P ∈ C m×n , establish formulas for calculating the global maximum and minimum ranks and inertias of the difference A − − P N − P * , where A − and N − are Hermitian g-inverses of A and N , and use the formulas to derive necessary and sufficient conditions for the following matrix equality and inequalities    A − = P N − P * , A − > P N − P * , A − ≥ P N − P * , A − < P N − P * , A − ≤ P N − P
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N − and inequality A − > (≥, <, ≤) N − for g-inverses of two Hermitian matrices, the additive decomposition C − = A − + B − and the inequalities C − > (≥, <, ≤ ) A − + B − , and the reverse-order law (P N P * ) − = (P † ) * N − P † and the inequalities (P N P * ) − > (≥, <, ≤) (P † ) * N − P † , etc., are special cases of (1.1) as well.
In a recent paper [14] , Liu and Tian considered the rank and inertia of the wellknown Schur complement D − B * A − B, where both A and D are Hermitian and A − is a Hermitian g-inverse of A, and obtained a group of explicit formulas for calculating the maximum and minimum ranks and inertias of D − B * A − B with respect to the choice of A − . In this paper, we shall use these rank and inertia formulas to solve Problem 1.1. As applications, we also derive necessary and sufficient conditions for the following matrix equality and inequalities
to hold, respectively, and consider their extensions to the sum of k matrices.
The following are some simple or well-known facts and formulas for ranks and inertias of matrices and their consequences (see [32, 33] for their references), which will be used in the latter part of this paper. The two inequalities in (1.10) were first given in [25] ; Theorem 1.4(a) and (b) were given in [32, Lemma 1.6].
Lemma 1.5 ([16]
). Let A ∈ C m×n , B ∈ C m×n and C ∈ C l×n . Then, the following rank expansion formulas hold
H . Then, the following inertia expansion formulas 
Let A ∈ C m H . Then, the general expression for the Hermitian g-inverse of A can be written as
where V ∈ C m×m is arbitrary (see, e.g., [32] ). For a partitioned Hermitian matrix
This expression usually occurs in some decompositions of M that involve generalized inverses. The special case D −B * A † B, as well as D −B * A −1 B when A is nonsingular, was extensively studied in the literature. In particular, some expansion formulas calculating for the rank and inertia of B * A − B and D − B * A −1 B can be found, e.g., in [5, 7, 8, 9, 10, 15, 26, 32, 38, 39] Concerning the global maximum and minimum ranks and inertias of (1.20), Liu and Tian [14] recently gave the following expansion formulas.
2. The rank of A − − P N − P * and the equality A − = P N − P * . In a recent paper [35] , Tian and Styan gave some closed-form formulas for calculating the maximum and minimum ranks of the difference A − −P N − Q, where A ∈ C m×n , N ∈ C l×k , P ∈ C n×k and Q ∈ C l×m are given, and used these formulas to derive necessary and sufficient conditions for the matrix equality A − = P N − Q to hold in different settings. As a continuation, we consider in this section the following matrix equality
for the Hermitian g-inverses A − and N − , where A ∈ C m H , N ∈ C n H and P ∈ C m×n are given. Note that the two Hermitian g-inverses A − and N − are not necessarily unique. Therefore, we can classify (2.1) as the following four reasonable cases:
In what follows, we first derive a group of formulas for calculating the global maximum and minimum ranks of A − − P N − P * with respect to A − and N − . We then use these formulas to derive necessary and sufficient conditions for the above four assertions to hold, respectively.
As a consequence,
Proof. It can be seen from the definition of Hermitian g-inverse of a matrix that (i) There exists an N − such that P N − P * ∈ {A − } if and only if AP N − P * A = A, or equivalently by the rank of matrix, min
(ii) {P N − P * } ⊆ {A − } if and only if AP N − P * A = A for any N − , or equivalently, by the rank of matrix max
Applying (1.23) and (1.24) to A − AP N − P * A and simplifying by elementary matrix operations, we obtain Proof. Setting N = P * AP in (2.2) and (2.3) yields the following result,
Then, (a) and (b) follow, respectively.
The rank subtractivity equality for a pair of matrices A and B of the same order is defined by r( B − A ) = r(B) − r(A). This relation is usually called a minus partial ordering and is denoted by A ≤ − B. A well-known rank subtractivity equality associated with the difference A − AP (P
see [6, 26, 28, 29] . It can be derived from (1.23) and (1.24) that
Combining (2.6), (2.7) and (2.8) leads to the following result. In order to derive necessary and sufficient conditions for the set inclusion {A − } ⊆ {P N − P * } to hold, we assume that P has full row rank because the maximum rank of A − is equal to the size of A. It is obvious that
Applying (1.23) and (1.24) to A − − P N − P * gives the following result.
H and P ∈ C m×n be given with r(P ) = m. Then,
As a consequence, the set inclusion {A − } ⊆ {P N − P * } holds if and only if
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Proof. Under the given conditions, applying (1.24) 
Further, applying (1.23) and simplifying by elementary matrix operations, we obtain max
Combining (2.11) and (2.12) yields (2.9). Setting the right-hand of (2.9) to zero yields (2.10).
Note that the first condition in (2.10) has no relation with A. Also note that
In this case, applying Theorem 2.4 leads to the first condition in (2.10). Thus, the first condition in (2.10) is a necessary and sufficient condition such that {P
In what follows, we assume that
m×n be given with r(P ) = m. Then,
if and only if
In this case, Proof. Suppose first that (2.14) holds. Then, this implies that
It can be derived from (1.24) that min A − r(A − ) = r(A) and min
Substituting these two equalities into (2.17) yields
On the other hand, (2.14) implies {A − } ⊆ {P N − P * }. Thus, the second condition in (2.10) holds. Substituting (2.18) into the second condition in (2.10) gives
which is equivalent to
Applying Lemma 1.6(d) to (2.20) gives (2.15) . Substituting the first rank equality in (2.15) into (2.18) results in (2.16).
Conversely, if (2.15) holds, we can see from Lemma 1.6(d) that (2.20), or equivalently, (2.19) holds. Combining the first rank equality in (2.15), (2.16) and (2.19), we see that N − P * AP satisfies r( N − P * AP ) = r(N ) − r(A) and the second rank equality in (2.10). This means by Theorems 2.1(b) and 2.4 that both
Thus, the set equality in (2.14) holds.
It can be seen from (2.15) that the set equality in (2.14) is characterized by a rank additivity condition and a Hermitian g-inverse of the bordered matrix consisting of N and P . It is obvious that the rank additivity condition is easy to satisfy, for example,
is nonsingular, then the first rank equality in (2.15) holds.
(ii) If N is nonnegative definite, then the first rank equality in (2.15) holds. 
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In particular, we have the following result.
Corollary 2.6. Let N ∈ C n H , and assume that P ∈ C n×n is nonsingular. Then, the set equality
3. The inertia of A − −P N − P * and the inequalities A − > (≥, <, ≤)P N − P * . In this section, we establish a group of formulas for calculating the extremum inertias of the difference A − −P N − P * , and then use the formulas to characterize the following four inequalities
where A ∈ C m H , N ∈ C n H and P ∈ C m×n are given.
As a consequence, 
Proof. Note from Lemma 1.2 that there exist
Applying (1.29) and (1.30) gives max
Applying (1.25) and (1.26) to the M and simplifying by elementary matrix operations and congruence matrix operations, and (1.15), we obtain max 
Setting N = P * AP in Theorem 3.1 leads to the following consequence. 
25
(ii) For any (P * AP ) − , there exists an A − such that
(iii) A ≥ 0 and AP = 0 ( A ≤ 0 and AP = 0 ).
(b) The following statements are equivalent:
for all A − and (P * AP ) − if and only if A > 0 and P = 0 ( A < 0 and P = 0 ).
The partial inertia of difference of two Hermitian generalized inverses of Hermitian matrices of the same size, as well as the Löwner partial ordering of Hermitian generalized inverses of two Hermitian matrices were studied by some authors; see, e.g., [2, 3, 4, 11, 12, 13, 18, 24, 36, 37] . Setting P = I m in Theorem 3.1, we obtain the following results on the partial inertia of A − − B − and their consequences. 
Under the conditions that
The rank and inertia of A
† − P N † P * , the equality A † = P N † P * and the inequalities A † > (≥, < ≤) P N † P * . For the special cases of (2.1) and (3.1) corresponding to the Moore-Penrose inverses, we have the following several results. 
Then, the following expansion formulas 4)-(1.8) , we obtain
establishing (4.2) and (4.3). Setting the right-hand sides of (4.2) and (4.3) equal to m or zero, respectively, leads to (a)-(e).
Setting N = P * AP in (4.1) and applying congruence operations and (1.9), we obtain
Thus, Theorem 4.1 reduces to the following result.
Corollary 4.2 ([32]). Let
The following expansion formulas
hold. As a consequence,
The following equalities hold
where
In particular, see [23] . In a recent paper [35] , the matrix equality C − = A − + B − was studied and a variety of results on parallel sum of matrices were derived through some expansion formulas for ranks of matrices. As a continuation, we consider in this section the matrix equality
for Hermitian generalized inverses of Hermitian matrices A, B and C.
Lemma 5.1. The set equality Proof. From (1.19), the general expression of A − + B − can be written as
where V and W are arbitrary, while the general expression of N − is
where S 1 , . . . , S 4 are arbitrary. Hence, we obtain
which is the same as (5.3). Thus, (5.2) holds.
Applying the results in Section 3 and Lemma 5.1 to {C − } and {P N − P * } in (5.2) gives the following results. The proofs are omitted. 
The following statements are equivalent: A special case of Theorem 5.3 is
In this case, combining Theorems 5.2 and 5.3 yields the following result. gives the following consequences.
6. The matrix inequalities C − > ( ≥, <, ≤ ) A − + B − . Applying Theorem 3.1 to C − and P N − P * in (5.2) yields the following result. 
(e) For any A − and B − , there exists a C − such that 
− if and only if 
if and only if
(e) For any A − and B − , there exists a (A + B) − such that
if and only if 
The additive matrix decomposition
The results in Sections 5 and 6 can easily be extended to the sum of k Hermitian g-inverses of Hermitian matrices. In fact, it is easy to verify that
where N = diag( A 1 , . . . , A k ) and P = [ I m , . . . , I m ]. A useful formula for the dimension of intersection of ranges of k matrices is given below.
m×t , and N and P be as given in (7.1). In particular,
Then, the dimension of intersection of the ranges of
Applying the results in Section 2 to {A − } and {P N − P * } in (7.1) gives the following results. The proofs are omitted.
H , and N and P be as given in (7.1). Then,
Theorem 7.2(c) implies the following special case.
H be given, and N and P be as given in 
In this case,
By Theorem 7.4, we now are able to define the parallel sums of k Hermitian matrices of the same size. 
or equivalently, r N P * P 0 = r[ N, P * ] + r(P ), (7.12) where N and P are as given in (7.1). In particular, k nonnegative definite matrices of the same size are always parallel summable.
We next examine the relations between the parallel sum of k Hermitian matrices and shorted matrices. Let Note that X ∈ V can be written as X = BZB * for some Z ∈ C The general expressions of the matrices Z and BZB * satisfying (7.15) were given in [34] . It was shown in [34] Applying these results to Theorem 7.6, we immediately obtain the following result. Proof. Eq. (7.18) follows from contrasting (7.10) with S[ A | R(P * ) ] in the first equality in (7.17) . Pre-and post-multiplying P and P * on the both sides of (7.18) and noticing that P P * = kI m , we obtain (7.19) from (7.18). Finally, substituting the S[ A | R(P * ) ] in the second equality in (7.17) into (7.19) yields (7.20) . 
