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Résumé Dans le domaine d’optimisation de forme de structures, la ré-
duction des coûts et l’amélioration des produits sont des défis permanents
à relever. Pour ce faire, le procédé de mise en forme doit être optimisé. Op-
timiser le procédé revient alors à résoudre un problème d’optimisation.
Généralement ce problème est un problème d’optimisation multicritère
très coûteux en terme de temps de calcul, où on cherche à minimiser plu-
sieurs fonctions coût en présence d’un certain nombre de contraintes. Pour
résoudre ce type de problème, on a développé un algorithme robuste, effi-
cace et fiable. Cet algorithme, consiste à coupler un algorithme de capture
de front de Pareto (NBI ou NNCM) avec un métamodèle (RBF), c’est-à-
dire des approximations des résultats des simulations coûteuses.D’après
l’ensemble des résultats obtenus par cette approche, il est intéressant de
souligner que la capture de front de Pareto génère un ensemble des solu-
tions non dominées. Pour savoir lesquelles choisir, le cas échéant, il est né-
cessaire de faire appel à des algorithmes de sélection, comme par exemple
Nash et Kalai-Smorodinsky. Ces deux approches, issues de la théorie des
jeux, ont été utilisé pour notre travail.L’ensemble des algorithmes sont va-
lidés sur deux cas industriels proposés par notre partenaire industriel. Le
premier concerne un modèle 2D du fond de la canette (elasto-plasticité) et
le second est un modèle 3D de la traverse (élasticité linéaire). Les résultats
obtenus confirment l’efficacité de nos algorithmes développés.
Mots-clés Optimisation multicritère, Méthode NBI, Méthode NNCM,
Métamodèle RBF, Couplage, Equilibre de Nash, Equilibre de Kalai-
Smorodinsky.
Abstract One of the current challenges in the domain of the multiob-
jective shape optimization is to reduce the calculation time required by
conventional methods. The high computational cost is due to the high
number of simulation or function calls required by these methods. Re-
cently, several studies have been led to overcome this problem by inte-
grating a metamodel in the overall optimization loop. In this thesis, we
perform a coupling between the Normal Boundary Intersection -NBI- al-
gorithm and The Normalized Normal constraint Method -NNCM- algo-
rithm with Radial Basis Function -RBF- metamodel in order to have a
simple tool with a reasonable calculation time to solve multicriteria opti-
mization problems. First, we apply our approach to academic test cases.
Then, we validate our method against two industrial cases, namely, shape
optimization of the bottom of a can undergoing nonlinear elasto-plastic
deformation and an optimization of an automotive twist beam. Then, in
order to select solutions among the Pareto efficient ones, we use the same
surrogate approach to implement a method to compute Nash and Kalai-
Smorodinsky equilibria.
Keywords Multicriteria optimization problems, Normal Boundary Inter-
section, Normalized Normal constraint Method, Radial Basis Function me-
tamodel , Coupling, Nash and Kalai-Smorodinsky equilibria.
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Présentation générale de la
thèse - motivation, objectif et
organisation. . .
Cadre Général
Dans l’ingénierie relative à la conception des pièces métalliques
dans plusieurs domaines (comme l’aérodynamique, l’hydrodynamique,
l’acoustique, l’électromagnétisme, l’électronique, l’optique et autres), il
existe une étape primordiale parmi les étapes de la conception qui est
l’optimisation de la forme ( i.e optimisation de structures) de la pièce.
En général, un problème d’optimisation de structures (ou de formes) est
défini par trois données :
• un modèle qui permet d’évaluer (on dit aussi d’analyser) le compor-
tement mécanique d’une structure.
• un critère que l’on cherche a minimiser ou maximiser, et éventuelle-
ment plusieurs critères.
• un ensemble admissible de variables d’optimisation qui tient compte
déventuelles contraintes que l’on impose aux variables.
L’optimisation de forme est faite à l’aide d’un ensemble de méthodes
permettant de trouver la « meilleure forme » à donner à une pièce pour
qu’elle remplisse l’ensemble de ses critères. Ces dernières sont établies
par l’analyse fonctionnelle. La capacité de la pièce à remplir un critère
peut en général s’exprimer sous forme numérique.
En réalité, pour les problèmes de forme en industrie, nous sommes
souvent obligés d’optimiser plusieurs critères simultanément qui sont
aussi concurrents ( i.e on ne peut pas améliorer un critère sans détériorer
l’autre). Nous pouvons considérer ces problèmes comme des problèmes
d’optimisation multicritère. En principe, la résolution de ce genre de
problème nous mène à l’identification de front de Pareto (ensemble des
solutions non dominées), une identification que nous pouvons effectuer
en faisant appel à un ensemble d’algorithmes d’optimisation ad hoc
comme les algorithmes génétiques, le recuit simulé, la méthode Normal
Boundary Intersection (NBI) (Deb.1996) (Shukla.2007) et Normalized
Normal constraint Methods (NNCM) (Messac.2004) (Martinez.2007). Les
deux dernières méthodes citées sont de plus en plus utilisées de nos jours
pour résoudre des problèmes industriels (Siddiqui.2012) (Logist.2012)
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(Ganesana.2013) (Lim.2001) (Jia.2007) (Datta.2005).
Les Méthodes NBI et NNCM nous permettent à travers l’identification
du front de Pareto d’avoir un ensemble de bonnes solutions. Lorsqu’il est
nécessaire d’effectuer un choix parmi les solutions Pareto-optimales, sou-
vent beaucoup trop nombreuses, nous pouvons utiliser des algorithmes
de sélection parmi lesquels nous considérons ici ceux issus de la théorie
des jeux, comme l’équilibre de Nash (Nash.1950) (Leyton-Brown.2008) ou
celui de Kalai-Smorodinsky (Kalai.1975) (Nagahisa.2002) (Bozbay.2012).
L’identification du front de Pareto pour nos problèmes d’optimisation
industriels est très coûteuse en temps de calcul, à cause de la nécessité
d’un grand nombre d’évaluations de critères à optimiser, nécessitant à
chaque fois le calcul coûteux de la réponse mécanique de la structure,
réponse parfois non-linéaire. Pour remédier à cela, une approche courante
revient à développer des algorithmes efficaces qui consistent à coupler
les méthode de résolution (i.e méthode de capture de front de Pareto
ou méthode de sélection) pour ces problèmes d’optimisation avec un
métamodèle (Wang.2007) (Duvigneau.2007). Parmi les travaux relatifs à
cette approche, nous pouvons citer : (Lian.2004) (Tahk.2003) (Fang.2004)
(Chung.2004) (Farina.2002) (Raza.2008) (Sobester.2005) (Wu.2002)
(Coelho.2007) (Coelho.2008) (Jones.2001).
Motivation, Problématique et objectifs
Dans cette thèse, nous allons valider nos approches et les appliquer
à deux cas industriels proposés par notre partenaire industriel Arcelor
Mittal. Nous avons deux cas différents pour deux différents services de
l’entreprise, le modèle du fond de la canette fourni par l’équipe Cans &
Components du centre Packaging d’ArcelorMittal Research SA et qui
est un modèle 2D, et le modèle 3D de la traverse fourni par ArcelorMit-
tal R&D MontataireAutomotive Applications et ArcelorMittal Tubular
Product Vitry.
Pour les deux cas traités, nous allons réaliser une optimisation de forme
afin de chercher les meilleurs profils qui, à la fois, optimisent les critères
et respectent les contraintes exigées par l’organisme industriel. Comme
nous l’avons déjà signalé, la résolution de ce genre de problème exige
de coupler les méthodes de résolution (capture de front de Pareto ou
sélection de solutions) avec des métamodèles. Dans le cadre de notre
travail, nous avons choisi, dans un premier temps, de résoudre les pro-
blèmes en identifiant le front de Pareto avec les méthodes NBI et NNCM
couplées avec le métamodèle de type fonctions à base radiale (RBF)
(Rippa.1999) (Duvigneau.2007). Dans un deuxième temps, nous utilise-
rons un couplage du métamodèle RBF avec les algorithmes de Nash et
Kalai-Smorodinsky afin de sélectionner les solutions optimales considé-
rées comme des équilibres des algorithmes cités.
Suite à ces données et ces exigences, nous nous sommes fixés comme
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objectifs :
• Modéliser les deux cas industriels à l’aide du logiciel LS Dyna et
programmer un code scilab permettant d’extraire les critères à opti-
miser à travers les résultats de LS Dyna.
• Construire des métamodèles précis pour les critères à optimiser à
l’aide du métamodèle RBF.
• Etudier l’ensemble des couplages entre les méthodes classiques
et le métamodèle RBF (NBI RBF, NNCM RBF, Nash RBF, Kalai-
Smorodinsky RBF).
• Appliquer ces approches à la fois à la résolution des cas tests acadé-
miques et aux cas industriels.
Contenu de la thèse
Ce manuscrit de thèse est composé de quatre parties. La première
est consacrée à la présentation complète des notions des outils et mé-
thodes utilisées durant la thèse (NBI, NNCM et RBF) et la validation
des codes Scilab relatifs. La deuxième partie, est une présentation des
modèles mécaniques des cas traités (fond de canette 2D et traverse 3D),
ainsi que les méthodes utilisées pour la déformation des modèles durant
l’optimisation (Spline cubique et FFD par RBF respectivement pour les cas
2D et 3D). Dans la troisième partie, nous présentons une contribution à
l’optimisation multicritère à base de mètamodèle à l’aide des algorithmes
développés durant la thèse à savoir (NBI RBF et NNCM RBF), ces derniers
sont validés à la fois pour des cas tests académiques connus et pour les
applications industrielles qui représentent des problèmes de conception
multicritère des structures mécaniques. Finalement, la dernière partie a
pour objet de faire une comparaison entre les deux équilibres utilisés
pour la sélection de solutions à savoir Nash et Kalai-Smorodinsky res-
pectivement, une comparaison faite à la base de la résolution de certains
problèmes tests académiques et un seul problème industriel qui est le
fond de la canette 2D.
Nous concluons le manuscrit en synthétisant les principales contribu-
tions présentées, et en dénombrant de nouvelles perspectives sur la base
des travaux effectués.
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Dans ce chapitre, nous allons présenter à la fois le contexte de notre
travail, ainsi que l’ensemble des outils utilisés (méthodes et techniques) ;
nous commençerons par le contexte méthodologique général de la thèse
qui est les problèmes d’optimisation multicritère, les méthodes de réso-
lutions de ce genre de problème (parmi lesquelles NBI et NNCM) et les
techniques d’approximation ou encore métamodèles, et nous terminerons
par une présentation de l’implémentation de l’ensemble des outils (en Sci-
lab).
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1.1 Etat de l’art en optimisation multicritère
1.1.1 Optimisation monocritère
Un problème d’optimisation monocritère est défini comme la re-
cherche du minimum ou du maximum (optimum) d’une fonction don-
néee. Nous pouvons aussi trouver certains problèmes d’optimisation de
ce genre pour lesquels les variables de la fonction à optimiser doivent vé-
rifier un certain nombre de contraintes. Dans ce cas, nous sommes devant
un cas particulier que nous appelons un problème d’optimisation avec
contraintes.
En général, un problème d’optimisation monocritère peut s’écrire sous la
forme mathématique suivante :
min
x
f (x)
s/c

gj(x) ≥ 0 j = 1; ...; J (∗)
hk(x) = 0 k = 1; ...; K (∗∗)
aiin f ≤ xi ≤ aisup i = 1; ...;m (∗ ∗ ∗)
(1.1)
Pour ce genre de problème, il y a trois types de contraintes :
– Des contraintes de bornes (***) : les valeurs de x vérifiant ces
contraintes définissent l’espace de recherche. Cet espace est représenté
à la figure 1.1-a (pour le cas m=2).
– Des contraintes de type égalités et inégalités ((*) et (**)) : les valeurs
de x vérifiant ces contraintes définissent l’espace des valeurs réalisables
ou espace admissible. Cet espace est représenté à la figure 1.1-b (pour
le cas m=2).
(a) Espace de recherche (b) Espace admissible
Figure 1.1 – Les différents espaces de recherche
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Dans la formulation (1.1), nous nous limitons à un problème de minimi-
sation, puisque la maximisation d’une fonction f (x) peut facilement être
transformée en un problème de minimisation :
max
x
f (x) = −min
x
(− f (x)) (1.2)
Dans toute la suite, nous supposerons que la fonction f est à minimiser.
La fonction f a plusieurs dénominations comme la fonction critère, fonction
objectif ou encore fonction coût.
Le vecteur x est appelé variable de décision ou encore variable d’optimisation.
C’est en faisant varier ce vecteur que l’on recherche le minimum de la
fonction f .
Pour la fonction critère, on peut définir deux types de minima :
– Un minimum global : un point x∗ est un minimum global de la
fonction f si on a : f (x∗) < f (x) quel que soit x tel que x∗ 6= x.
– Un minimum local : un point x∗ est un minimum local de la fonction
f si on a : f (x∗) < f (x) quel que soit x ∈ V(x∗) et x∗ 6= x, où V(x∗)
définit un voisinage de x.
Figure 1.2 – les différents types de minima pour une fonction : Minimum global (point
rouge) et Minimum local (point bleu)
Pour identifier ces minima, nous pouvons faire appel à un ensemble
de méthodes dédiées pour ce faire, et parmi ces dernières, nous citons cer-
taines méthodes pour chaque catégorie de minimisation (locale et globale).
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Méthodes locales
Optimiser localement, c’est chercher une solution à un problème qui
soit proche d’une solution de départ (optimisation locale), mais qui soit
meilleure en terme de coût (fonction critère). Pour cela, on recherche une
meilleure solution par itérations successives, cette classe de méthodes
peut se diviser en deux catégories : méthodes de minimisation sans calcul
de gradient et celles avec le calcul de gradient.
Méthode de minimisation sans calcul de gradient
Méthode générale : C’est la méthode la plus simple, très semblable à
la méthode de bissection pour trouver un zéro, elle se base sur l’idée de
d’encadrer le minimum entre 3 points a<b<c tel que f(b)< f(a) et f(b)< f(c)
et on répète l’encadrement jusqu’à la convergence (voir l’algorithme 1).
Algorithm 1 Méthode générale
1: Données : les points a b c et la fonction f tel que f(b)< f(a) et f(b)< f(c)
⊲ f la fonction à minimiser
2: Soient x1 ∈ [a, b] et x2 ∈ [b, c]
3: Si f (x1) < f (a) alors a = x1 ⊲ Test x1 à gauche
4: Si f (x1) < f (b) alors b = x1
5: Si f (x2) < f (c) alors c = x2 ⊲ Test x2 à droite
6: Si f (x2) < f (b) alors b = x2
7: Retourner en 2
Figure 1.3 – Illustration d’une itération de l’algorithme de la méthode générale pour la
recherche d’un minimum
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Méthode de minimisation avec calcul de gradient
Parmi les méthodes qui font appel au calcul de gradient et /ou de hes-
sien afin de faire la minimisation d’une fonction, nous trouvons la famille
des méthodes de minimisation à directions de descente.
Soit f : Rn → R, une fonction continûment différentiable, et x un vecteur
de Rn. Le vecteur d ∈ Rn est appelé direction de descente de f en x si et
seulement si ∇ f (x)Td < 0.
Le principe général de ces méthodes est le suivant : pour un x1 donné, on
construit un processus xk satisfaisant f (xk+1) < f (xk) avec :
xk+1 = xk + αkdk
où dk est une direction de descente et αk minimise f (xk+1) dans la direction
dk.
Algorithm 2 Algorithme général des méthodes de descente
1: Initialisation x0, α0 et d0
2: Tant que test d’arrêt n’est pas vérifié faire
3: xk+1 = xk + αkdk
4: Fin Tant que
Les algorithmes à directions de descente portent en général le nom de
leur direction de descente comme :
• l’algorithme du gradient est celui qui utilise la direction du gradient.
dk = −∇ f (xk)
xk+1 = xk − αk∇ f (xk)
Il s’agit bien d’une direction de descente si f ′(xk) 6= 0.
Si on prend αk = constante, alors on est devant l’algorithme du
gradient à pas fixe.
Si on prend αk = argmin
α
f (xk + αdk), alors on est devant l’algo-
rithme du gradient à pas optimal.
• l’algorithme du gradient conjugué est celui qui utilise les directions
du gradient conjugué.
dk = ∇ f (xk) + ||∇ f (xk)||||∇ f (xk−1)||dk−1
αk =
−∇ f (xk)
(∇2 f (xk)dk).dk
À la première itération, il n’y a pas de direction précédente et l’al-
gorithme prend alors simplement l’opposé du gradient.
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• l’algorithme de Newton est celui qui utilise la direction de Newton.
La direction de Newton est définie en un point xk en lequel le hessien
de f est inversible par :
dk = −(∇2 f (xk))−1∇ f (xk)
Toutes ces méthodes convergent vers un minimum local. Pour trouver
le minimum global, il faut faire appel à des méthodes plus complexes que
nous présentons dans la suite.
Méthodes globales
Ces dernières années, une forte demande dans le domaine des appli-
cations industrielles a obligé les chercheurs à donner plus d’importance
à l’optimisation globale. Et pour ce faire, plusieurs travaux sont effec-
tués pour l’évolution des algorithmes permettant de chercher l’optimum
global. Ces méthodes se divisent en deux familles, les méthodes détermi-
nistes et celles non-déterministes.
Méthodes déterministes
Ces méthodes se basent sur des techniques déterministes, comme
le "branch and bound" utilisant la programmation par intervalle. Ces
techniques permettent, lorsqu’elles sont utilisables, de trouver les optima
de fonctions de façon certaine. Leur domaine d’application s’étend len-
tement, puisque l’on est passé au fil des années de fonctions à quelques
variables, à des fonctions pouvant compter jusqu’à une vingtaine de va-
riables, au délà de ce nombre de variables, les méthodes peuvent avoir des
difficultés pour trouver les minima. Et parmi ces méthodes déterministes
(Floudas.2000) (Horst.1996), nous pouvons citer :
• Méthodes de séparation-évaluation (Clausen.1999) (Branch-and-
Bound methods) .
• Méthodes à Recherche par Quadrillage (Elster.1995) (Grid Search
Methods).
• Méthodes des Trajectoires (Stryk.1992) (Trajectory Methods).
Méthodes non-déterministes ou stochastiques
Ces méthodes se basent sur des techniques stochastiques, comme le
recuit simulé ou les algorithmes évolutionnaires. Ces techniques, prin-
cipalement développées par John Holland et popularisées par David
Goldberg, sont particulièrement utiles sur des problèmes trop complexes
pour être résolus par les méthodes d’optimisation classiques. Et parmi ces
méthodes, nous pouvons citer :
• Le recuit simulé : C’est la méthode la plus utilisée aujourd’hui.
Très populaire ces dernières années, elle a permis de résoudre des
problèmes très complexes du type « voyageur de commerce » où les
méthodes déterministes sont rapidement piégées dans des minima
locaux. Elle s’inspire de la thermodynamique et c’est une méthode
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de type « Monte Carlo » donc nécessite des nombres aléatoires (voir
(Kirkpatrick.1983) (Cerny.1985))).
• Les algorithmes de colonie de fourmis : Il s’agit d’algorithmes inspi-
rés du comportement des fourmis et qui constituent une famille de
métaheuristiques d’optimisation. Le premier algorithme de colonies
de fourmis proposé est appelé le système fourmi. Il vise notamment
à résoudre le problème du voyageur de commerce, où le but est
de trouver le plus court chemin permettant de relier un ensemble
de villes. L’algorithme général est relativement simple, et repose
sur un ensemble de fourmis, chacune parcourant un trajet parmi
ceux possibles. À chaque étape, la fourmi choisit de passer d’une
ville à une autre en fonction de quelques règles (voir (Dorigo.1996)
(Colorni.1991) (Dorigo.1997) ) (source de définition wikipidéa).
• Les algorithmes génétiques : Les algorithmes génétiques appar-
tiennent à la famille des algorithmes évolutionnistes. Leur but est
d’obtenir une solution approchée à un problème d’optimisation,
lorsqu’il n’existe pas de méthode exacte (ou que la solution est in-
connue) pour le résoudre en un temps raisonnable. Les algorithmes
génétiques utilisent la notion de sélection naturelle et l’appliquent
à une population de solutions potentielles au problème donné. La
solution est approchée par « bonds » successifs, comme dans une
procédure de séparation et évaluation, à ceci près que ce sont des
formules qui sont recherchées et non plus directement des valeurs
(voir (Holland.1975) (Goldberg.1994)) (source de définition wikipi-
déa).
1.1.2 Optimisation multicritère
Selon la formulation (1.1), la résolution d’un problème d’optimisation
monocritère consiste à chercher un minimum pour une seule fonction ob-
jectif. Cependant, lorsqu’on modélise un problème, on cherche souvent à
satisfaire plusieurs critères. Par exemple, on veut un système performant
et on veut aussi que ce système consomme peu. Dans ce cas, on parle d’un
problème d’optimisation multicritère (ou multiobjectif). Celui-ci s’écrit de
la manière suivante :
min
x
F(x) = ( f1(x); f2(x); ...; fn(x))
T
s/c (A) =

gj(x) ≥ 0 j = 1; ...; J (∗)
hk(x) = 0 k = 1; ...; K (∗∗)
aiin f ≤ xi ≤ aisup i = 1; ...;m (∗ ∗ ∗)
(1.3)
Contrairement aux problèmes d’optimisation monocritère, où la notion
d’optimum a un sens grâce à la relation d’ordre total sur les réels, dans
le cas multicritère, la relation d’ordre total n’existe pas et la notion d’op-
timum devient arbitraire. Une solution est alors de chercher un ensemble
de solutions nommées solutions non dominées, parmi lesquelles nous ne
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pouvons pas décider si l’une est meilleure que l’autre, aucune ne permet
systématiquement l’optimum pour tous les critères.
Un concept intéressant, qui nous permettra de définir ces solutions,
est le compromis. En effet, le but de la résolution d’un problème d’optimi-
sation multicritères est de chercher l’ensemble des meilleurs compromis
sur les nombreux critères de l’étude, cet ensemble est encore nommé
l’ensemble de Pareto, et sa représentation graphique est le front de Pareto
(Figure 1.4).
Figure 1.4 – Exemple de la représentation de l’ensemble de Pareto (en bleu) relatif au
problème de Tanaka
Comme il a été signalé ci-dessus, l’ensemble de pareto est constitué des
solutions non dominées, ou autrement dit, elles vérifient la relation de
dominance comme suit :
Soient x1 et x2 deux solutions potentielles au problème multicritère (1.3).
La solution x1 ∈ (A) est dite dominer x2 ∈ (A) si :
∀i, fi(x1) ≤ fi(x2)
Avec au moins un i tel que fi(x1) < fi(x2)
Remarque :
Une solution x1 est dite faiblement non dominée s’il n’existe pas de solu-
tion x2 ∈ (A) telle que :
∀i, fi(x1) < fi(x2)
Une solution x1 est dite fortement non dominée s’il n’existe pas de solu-
tion x2 ∈ (A) telle que :
fi(x2) ≤ fi(x1)
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Avec au moins un i tel que fi(x1) < fi(x2)
où i=1,..n avec n le nombre des fonctions critère.
Figure 1.5 – Illustration de la notion de dominance pour un cas bicritère, f1 et f2 sont
deux fonctions à minimiser. la solution A domine les solutions C et E
La figure 1.5 illustre le concept de dominance dans le cas d’un problème
d’optimisation bicritère, un problème où nous cherchons à minimiser
deux fonctions critère f1 et f2. Dans ce cas, les solutions représentées
par les points A et B dominent la solution représentée par le point C,
par contre, les solutions représentées par les points A , B et D ne sont
dominées par aucune solution. Les points représentatifs de ces solutions
non dominées constituent le front de Pareto.
Nous remarquons toujours à travers La figure 1.5 la diversité des solu-
tions. On peut ainsi distinguer :
• celles qui sont uniformément améliorables (points bleus) : il est pos-
sible de trouver des solutions meilleures pour l’ensemble des fonc-
tions critère.
• celles qui ne sont pas uniformément améliorables (points rouges) : il
est impossible de trouver une solution meilleure qu’elles pour l’en-
semble des fonctions critère.
Ce sont les solutions entrant dans ce deuxième cas de figure que l’on
désigne comme optimaux au sens de Pareto, ou Pareto-optimaux ou en-
semble de Pareto. La notion du front de Pareto ne permet donc pas de les
comparer entre elles. Pour savoir lesquelles sont les plus souhaitables, il
est nécessaire de faire appel à d’autres critères d’évaluation, d’un point de
vue qualitatif ou quantitatif où bien d’utiliser autres approches comme les
jeux de Nash.
1.2. Revue des methodes de capture de front de Pareto 15
En conclusion de cette partie, la notion adéquate lors de la résolution d’un
problème d’optimisation multicritère est celle du front de Pareto, lieu géo-
métrique, dans l’espace des critères (Espace Fonctionnel), de tous les points
non dominés. Pour la détermination numérique de front de Pareto, plu-
sieurs méthodes peuvent être adoptées.
1.2 Revue des methodes de capture de front de Pareto
Compte tenu de l’importance de la capture du front de Pareto, plu-
sieurs recherches ont été consacrés à développer des méthodes efficaces
permettant cette capture. Le livre (Yann.2002) de Yann Collette et Patrick
Siarry traite l’ensemble de ces algorithmes classés comme suit :
• Les méthodes scalaires (Coello.1998) : Pondération des fonctions ob-
jectif, Keeney-Raiffa, Distance à un objectif de référence, Compromis,
Corley, But à atteindre, But programmé, Algorithme de Lin-Giesy et
algorithme de Lin-Tabak.
• Les méthodes interactives (Miettinen.1999) : Compromis par substi-
tution, Fandel, STEP, Jahn, Geoffrion et la méthode du simplex.
• Les méthodes floues (Sakawa.1988) : La méthode de Sakawa et celle
de Reardon.
• Les méthodes exploitant une métaheuristique (Sait.1999) : Le recuit
simulé, La méthode P.A.S.A (Pareto Archived Simulated Annealing),
La méthode M.O.S.A (Multiple Objective Simulated Annealing), La
recherche Tabou et Les algorithmes génétiques (La méthode Mul-
tiple Objective Genetic Algorithm (M.O.G.A.), La méthode Non do-
minated Sorting Genetic Algorithm (N.S.G.A.), La méthode Niched
Pareto G.A. (N.P.G.A.), La méthode Weighted Average Ranking G.A.
(W.A.R.G.A)).
• Les méthodes d’aide à la décision (Maystre.1994) : ELECTRE I,
ELECTRE II, ELECTRE IS, ELECTRE TRI et PROMETHEE I.
Dans cette thèse, nous considérons deux méthodes très importantes : la
méthode Normal Boundary Intersection ou NBI développée par DAS et
DENNIS en 1996 (Deb.1996) (Shukla.2007), et la méthode Normalized
Normal Constraint method. Cette dernière, couramment appelée NNCM
est une méthode développée par Messac et Mattson en 2004 (Messac.2004)
(Martinez.2007).
1.2.1 La méthode Normal Boundary Intersection
La méthode Normal Boundary Intersection (NBI) permet de construire
une approximation consistante du Front de Pareto, donnant en général
une répartition bien uniforme des points sur le Front. Nous commençons
par donner une description rapide des notions de base utilisées dans cette
méthode.
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Notions de base NBI
En principe, la méthode NBI se base sur les six étapes suivantes :
*Individual Minima : nous obtenons ces points, à partir de la résolution
de n sous problème d’optimisation (P(i)) de notre problème d’optimisa-
tion intial (POMO).
(P(i))
min
x
fi(x); i = 1; ...; n
s/c

gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
(1.4)
Pour chaque sous problème (P(i)), nous avons un x∗i comme solution,
alors le point anchor est le suivant :
F∗i = [ f1(x
∗
i ), f2(x
∗
i ), ...., fn(x
∗
i )] (1.5)
Après la résolution de tous les sous problèmes, nous obtenons n points
qui présentent la notion de Anchor points.
Remarque : En reliant l’ensemble des n points, nous avons un hyperplan
nommé Convex Hull of Individual Minima ou CHIM.
*Matrice de ShadowMinima : c’est une matrice d’ordre n× 1 contenant
les n valeurs minimales de chaque fonction objectif.
F∗ = [ f1(x∗1), f2(x
∗
2), ...., fn(x
∗
3)] (1.6)
*Matrice de Pay-off : la matrice φ est d’ordre n× n ( n est le nombre
des fonctions objectif) et elle a comme composantes de la i eme ligne les
éléments :
F(x∗i )− F∗
Alors la matrice sera de la forme suivante :
φ =

0 f1(x∗2)− f1(x∗1) . . f1(x∗n)− f1(x∗1)
f2(x∗1)− f2(x∗2) 0 . . .
. f3(x∗2)− f3(x∗3) . . .
. . . . fn−1(x∗n)− fn−1(x∗n−1)
fn(x∗1)− fn(x∗n) fn(x∗2)− fn(x∗n) . . 0

*L’hyperplan CHIM :
CHIM =
{
φβ; β = (β1, β2, ..., βn)T avec
n
∑
i=1
βi = 1, βi ≥ 0.
}
(1.7)
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*Le vecteur normal :
n = −φ.e et e = (1, 1, 1..., 1)T . (1.8)
*L’identification de front de pareto : pour chaque point de notre hyper-
plan, nous aurons un point de pareto correspondant que nous obtenons
par la résolution du problème suivant :
(Ppareto NBI)
max
x,t
t
s/c

φ.β+ t.n = F(x)− F∗
gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
(1.9)
Méthode pour la génération des points βi
Cette méthode a comme finalité la génération des points constituant
l’hyperplan CHIM, l’utilisateur choisissant le nombre exact de ces points.
Dans ce sens, il faut signaler que la génération de ces points n’est qu’une
simple génération des valeurs βkj.
* Soit mi le nombre de points discrétisant le segement [F∗i F
∗
i+1] et
Ki = 1mi−1 i = 1, .., n− 1.
Alors β1j est la discrétisation uniforme suivante :
β1j ∈ {0;K1; 2K1; .....k1K1 = 1}
avec
k1 = m1 − 1
.
* Pour chaque valeur β1j, nous pouvons affecter les valeurs β2j sui-
vantes :
β2j ∈ {0;K2; 2K2; .....k2K2}
avec
K2 =
1
m2 − 1
k2 = E(
1− β1j
K2
)
* De même, les valeurs β3j correspondantes à chacune des valeurs β1j
et β2j sont les suivantes :
β3j ∈ {0;K3; 2K3; .....k3K3}
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avec
K3 =
1
m3 − 1
k3 = E(
1− β1j − β1j
K3
)
* Nous continuons avec la même technique jusqu’aux valeurs βn−1j
correspondantes à chacune des valeurs β1j et β2j et... et βn−1j et qui seront
les valeurs suivantes :
βn−1j ∈ {0;Kn−1; 2Kn−1; .....kn−1Kn−1}
avec
Kn−1 =
1
mn−1 − 1
kn−1 = E(
1−∑n−2i=1 βij
Kn−1
)
*Enfin , nous avons la valeur βnj à l’aide de la formule :
βnj = 1−
n−1
∑
i=1
βij
Figure 1.6 – Génération des éléments CHIM pour un problème à trois critères (n=3) et
une discrétisation à 7 points ( mi=7)
Pour mieux illuster la méthode NBI, nous faisons appel à un problème
d’optimisation biobjectif que nous allons résoudre par NBI, chaque étape
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figure dans le shéma suivant :
(a) (b)
(c) (d)
(e) (f)
Figure 1.7 – Les étapes de la capture du front de Pareto par la Méthode NBI : (a) Calcul
des minima individuels, (b) Détermination d’enveloppe convexe ou CHIM, (c)
Discrétisation du CHIM, (d) Détermination du champs des directions normales, (e)
Maximisation de l’amplitude descente le long des normales et (f) Capture de front de
Pareto
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1.2.2 La méthode Normalized Normal Constraint
Bien qu’ayant le même objectif que la méthode précédente, celui de
capturer le mieux possible le Front de Pareto, la méthode Normalized Nor-
mal Constraint (NNCM) diffère sensiblement de la méthode NBI. Nous
allons commencer par présenter les notions de base de cette méthode.
Notions de base NNCM
En principe, la méthode NNCM se base sur les sept étapes suivantes :
*Comme la méthode NBI, la première étape de la méthode NNCM
consiste à résoudre les n sous problèmes (P(i)) (problème (1.4)) afin
d’identifier les points Anchor.
*Les fonctions objectif normalisées : on fait un changement d’échelle,
de l’espace normal à l’espace normalisé, et pour cela, nous introduisons la
notion des fonctions objectif normalisées f i.
Soient fU et f N , le point Utopia et point Nadir définis respectivement
comme suit :
fU = [ f1(x∗1), f2(x
∗
2), ...., fn(x
∗
n)] (1.10)
f N = [ f N1 , f
N
2 , ...., f
N
n ] (1.11)
Avec
f Ni = max[ fi(x
∗
1), fi(x
∗
2), ...., fi(x
∗
n)]
En nous basant sur ces deux derniers points, nous définissons la matrice
L des longueurs de la manière suivante :
L = f N − fU (1.12)
L est donc de la forme :
L = [L1, L2, ...., Ln]
Avec Li = f Ni − fi(x∗i )
Maintenant, nous pouvons définir les n fonctions objectif normalisées :
f i(x) =
fi(x)− fi(x∗i )
Li
i = 1; ....; n (1.13)
*les vecteurs hyperplan : pour un problème d’optimisation multiobjec-
tif ( n fonctions ), nous avons (n-1) vecteurs hyperplan à définir comme
suit :
Nk = F
∗
n − F∗k k = 1; ....; n− 1 (1.14)
Avec
F
∗
i = [ f 1(X
∗
i ), f 2(X
∗
i ), ..., f n(X
∗
i )]
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*La discrétisation des vecteurs hyperplan : nous commençons tout d’abord
par la discrétisation du premier vecteur hyperplan, en choisissant le
nombre de points m1 que nous voulons, et nous obtenons m1− 1 segments
de même longueur :
K1 =
1
m1 − 1
Et à partir de m1, nous pouvons déduire le nombre de points pour les
autres vecteurs hyperplan selon la formule suivante :
mk = m1
∥∥Nk∥∥∥∥N1∥∥ k = 1; ..., n− 1
*La génération des points constituant l’hyperplan : nous obtenons l’en-
semble de ces points à l’aide de la formule classique suivante :
Xkj =
n
∑
k=1
βkjF
∗
k
Avec
n
∑
k=1
βkj = 1 et 0 ≤ βkj ≤ 1
Remarque : Pour la génération des points Xkj, nous nous basons sur la
méthode utilisée pour la génération des points βi( section NBI ).
*L’identification de front de pareto : pour chaque point de notre hy-
perplan, nous identifions un point du Front de Pareto correspondant que
nous obtenons par la résolution du problème suivant :
(Ppareto NNCM)
min
x
f d(x); d = n
s/c

gj(X) ≥ 0 j = 1; ...; J
hk(X) = 0 k = 1; ...; K
a ≤ Xi ≤ b i = 1; ...;m
Nk( f − Xkj)T ≤ 0 k = 1; ...; n− 1
avec f = [ f 1(x), f 2(x), ...., f n(x)]
(1.15)
*Retour à l’espace normal : après avoir identifié notre front sur l’espace
normalisé, nous devons le ramener dans l’espace normal, et cela en faisant
un transfert entre les deux espaces à l’aide de la formule simple suivante :
fi(x) = f i(x)× Li + fi(x∗i ) i = 1; ....; n (1.16)
De même, nous faisons appel à un problème d’optimisation biobjectif que
nous allons résoudre par NNCM afin de bien illustrer les étapes clés de la
méthode NNCM.
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(a) (b)
(c) (d)
(e) (f)
Figure 1.8 – Les étapes de la capture du front de Pareto par la Méthode NNCM : (a)
Calcul des minima individuels et le point uTopia, (b) Passage à l’espace normalisé à l’aide
des longueurs L1 et L2, (c) Détermination de la line utopia, (d) Discrétisation de la line
utopia, (e) Minimisation de la fonction f2 normalisée et (f) Capture de front de Pareto
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1.2.3 Validation
Après une présentation détaillée du principe de deux méthodes NBI
et NNCM pour le cas général, nous allons les valider dans le cadre des
problèmes bicritère (vu que tous les problèmes traités durant cette thèse
rentrent dans ce cadre d’étude). Pour ce faire, nous allons nous baser sur
les algorithmes (5 3).Cette validation s’applique à un ensemble de tests
académiques classiques et va montrer par la suite aussi bien les avantages
que les inconvénients des deux méthodes.
Le logiciel utilisé pour la programmation des deux méthodes est Scilab.
Algorithm 3 NNCM - cas bicritère -
1: x∗i = minx fi(x) i = 1 : 2 ⊲ Minimisation de chaque fonction
objectif
2: F∗i = [ f1(x
∗
i ), f2(x
∗
i )]
T i = 1 : 2 ⊲ Individual minima
3: Fu = [ f1(x∗1), f2(x
∗
2)]
T
⊲ Point Utopia
4: Fn = [ f1(x∗2), f2(x
∗
1)]
T
⊲ Point Nadir
5: L = Fu − Fn ⊲ Matrice des longueurs
6: f i(x) =
fi(x)− fi(x∗i )
Li
i = 1 : 2 ⊲ Fonctions objectif normalisées
7: F
∗
i = [ f 1(x
∗
i ), f 2(x
∗
i )]
T i = 1 : 2
8: N1 = F
∗
2 − F∗1 i = 1 : 2
9: Xkj = ∑
2
k=1 βkF
∗
k , βi ≥ 0 , ∑2i=1 βi = 1 ⊲ Discrétisation Utopia
10: Pour chaque β = (β1, β2)T ⊲ Généré par l’algorithme 4
11: On résoudre le problème :
min
x
f 2(x)
s/c

gj(X) ≥ 0 j = 1; ...; J
hk(X) = 0 k = 1; ...; K
a ≤ Xi ≤ b i = 1; ...;m
N1( f − Xkj)T ≤ 0
avec f = [ f 1(x), f 2(x)]
Algorithm 4 Une discrétisation uniforme de l’enveloppe convexe (CHIM)
en h points
1: Pour i = 1 : h
2: βi1 =
i−1
h−1 , βi2 = 1− βi1
3: Fin Pour
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Algorithm 5 NBI - cas bicritère -
1: x∗i = minx fi(x) i = 1 : 2 ⊲ Minimisation de chaque fonction
objectif
2: F∗i = [ f1(x
∗
i ), f2(x
∗
i )]
T i = 1 : 2 ⊲ Individual minima
3: F∗ = [ f1(x∗1), f2(x
∗
2)]
T
⊲ Shadow Minima
4: φ ⊲ La matrice Pay-off d’ordre(2× 2)
5: φi = F(x∗i )− F∗ ⊲ La ieme colonne de φ
6: n = −φ.e , e = (1, 1)T ⊲ vecteur normal
7: β = (β1, β2)T , βi ≥ 0 , ∑2i=1 βi = 1 ⊲ Discrétisation CHIM
8: Pour chaque β = (β1, β2)T ⊲ Généré par l’algorithme 4
9: On résoudre le problème :
max
x,t
t
s/c

φ.β+ t.n = F(x)− F∗
gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
Problèmes tests bicritère
Dans cette partie de la validation, nous utilisons une série de pro-
blèmes tests bicritère qui diffèrent par leurs fronts de Pareto. Parmi
les problèmes traités, nous distinguons ceux sans contraintes, avec
contraintes, ayant des fronts convexes, concaves ou discontinus.
Les deux méthodes, NBI et NNCM, sont validées sur des problèmes
d’optimisation multicritère connus et difficiles tels que SCH2, Min-Ex,
POL, TNK, FON et P4.
Pour la résolution de ces problèmes, nous avons choisi :
• Le toolbox Fmincon de scilab comme optimiseur pour la détermina-
tion des minima individuels et la maximisation le long des normales
du CHIM.
• h = 25 et h = 100 comme nombre de solutions souhaité pour les
deux méthodes NBI et NNCM.
Schaffer 2 -SCH2-
Ce problème (Deb.2001) est proposé par Schaffer. On minimise deux
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fonctions coût avec une seule variable. La solution est un front de Pareto
discontinu. Le problème est donné par :
(SCH2)
min
x
F(x) =

f1(x) =

−x si x ≤ 1
x− 2 si 1 < x ≤ 3
4− x si 3 < x ≤ 4
x− 4 si x > 4
f2(x) = (x− 5)2
s/c
{ −5 ≤ x ≤ 10
(1.17)
(a) NBI (b) NNCM
Figure 1.9 – Résolution du problème SCH2 par les méthodes (a) NBI et (b) NNCM, les
solutions obtenues sont en bleu et l’espace fonctionnel en rouge
Minimization Example -Min-Ex-
Le problème de minimisation Min-Ex porte sur deux fonctions coût et
deux variables. Il est proposé par Deb (Deb.2001), et a comme solution un
front de Pareto convexe. Il est défini comme suit :
(Min− Ex)
min
x=(x1,x2)
F(x) =
{
f1(x) = x1
f2(x) =
1+x2
x1
s/c
{
0.1 ≤ x1 ≤ 1
0 ≤ x2 ≤ 5
(1.18)
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(a) NBI (b) NNCM
Figure 1.10 – Résolution du problème Min-Ex par les méthodes (a) NBI et (b) NNCM,
les solutions obtenues sont en bleu et l’espace fonctionnel en rouge
Tanaka -TNK-
Tanaka (Tanaka.1995) propose un problème d’optimisation bicritère
très compliqué à deux variables et deux fonctions à minimiser en présence
de deux contraintes, il a comme solution un front de Pareto discontinu, le
problème est défini comme suit :
(TNK)
min
x=(x1,x2)
F(x) =
{
f1(x) = x1
f2(x) = x2
s/c

x21 + x
2
2 − 1− 0.1 cos (16 arctang ( x1x2 )) ≥ 0
(x1 − 0.5)2 + (x2 − 0.5)2 ≤ 0.5
0 ≤ x1, x2 ≤ π
(1.19)
(a) NBI (b) NNCM
Figure 1.11 – Résolution du problème TNK par les méthodes (a) NBI et (b) NNCM, les
solutions obtenues sont en bleu et l’espace fonctionnel en rouge
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Poloni -POL-
Poloni (Cerny.2000) a utilisé un problème ayant deux variables et deux
fonctions à minimiser. Ce problème a un ensemble de Pareto non convexe
et discontinu qui est difficile à trouver. Il est défini comme suit :
(POL)
min
x=(x1,x2)
F(x) =
{
f1(x) = 1+ (A1 − B1)2 + (A2 − B2)2
f2(x) = (x1 + 3)2 + (x2 + 1)2
s/c

A1 = 0.5sin(1)− 2cos(1) + sin(2)− 1.5cos(2)
A2 = 1.5sin(1)− cos(1) + 2sin(2)− 0.5cos(2)
B1 = 0.5sin(x1)− 2cos(x1) + sin(x2)− 1.5cos(x2)
B2 = 1.5sin(x1)− cos(x1) + 2sin(x2)− 0.5cos(x2)
−π ≤ x1, x2 ≤ π
(1.20)
(a) NBI (b) NNCM
Figure 1.12 – Résolution du problème POL par les méthodes (a) NBI et (b) NNCM, les
solutions obtenues sont en bleu et l’espace fonctionnel en rouge
Fonseca -FON-
Fonseca (Fonseca.1997) a utilisé un problème ayant trois variables
et deux fonctions à minimiser. Ce problème a un ensemble de Pareto
concave. Il est donné par :
(FON)
min
x=(x1,x2,x3)
F(x) =
{
f1(x) = 1− exp(−∑3i=1(xi − 1√3 ))
f2(x) = 1− exp(−∑3i=1(xi + 1√3 ))
s/c
{ −4 ≤ x1, x2, x3 ≤ 4
(1.21)
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(a) NBI (b) NNCM
Figure 1.13 – Résolution du problème FON par les méthodes (a) NBI et (b) NNCM, les
solutions obtenues sont en bleu et l’espace fonctionnel en rouge
Problème à quatre variables -P4-
P4 est un problème ayant quatre variables et deux fonctions à mini-
miser, et a comme solution un front de Pareto non convexe, il est défini
comme suit :
(P4)
min
x=(x1,x2,x3,x4)
F(x) =
{
f1(x) = −(x1 − x3)4 + (x2 − x4)4
f2(x) = (x1 − x3)2 + (x2 − x4 + 1)2
s/c
{
0 ≤ x1, x2, x3, x4 ≤ 1
(1.22)
(a) NBI (b) NNCM
Figure 1.14 – Résolution du problème P4 par les méthodes (a) NBI et (b) NNCM, les
solutions obtenues sont en bleu et l’espace fonctionnel en rouge
Les deux méthodes utilisées arrivent à correctement approcher les pro-
blèmes ayant un front de Pareto continu (Figures 1.10 1.13 1.14). Cepen-
dant, lorsqu’il s’agit d’un front discontinu, elles rajoutent des solutions
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dominées (Figures 1.9 1.11 1.12). Ceci est un premier point faible de NBI
et NNCM. Un autre point faible est relatif au grand nombre d’évaluations
des fonctions objectif effectuées lors de la résolution du problème (Tableau
1.1).
Remarque : Les solutions dominées générées ne résultent généralement
pas toujours de la méthode. Il arrive des fois qu’elles proviennent de dé-
faillance de l’optimiseur Fmincon utilisé (Figure 1.11.NNCM).
Ceci n’empêche pas que les deux approches présentent un avantage ma-
jeur qui est la génération d’un ensemble uniforme de points Pareto re-
présentatifs de l’ensemble des point Pareto et non pas un nombre de
points concentrés dans une région donnée, ce qui permet de construire
une bonne approximation du front de Pareto.
Problème Méthode nb. solutions nb. évaluations
SCH2
NBI 25 2432
NNCM 25 2670
NBI 100 10216
NNCM 100 10518
Min-Ex
NBI 25 403
NNCM 25 449
NBI 100 1575
NNCM 100 1741
TNK
NBI 25 497
NNCM 25 620
NBI 100 1905
NNCM 100 2324
POL
NBI 25 554
NNCM 25 603
NBI 100 2008
NNCM 100 2151
FON
NBI 25 305
NNCM 25 399
NBI 100 967
NNCM 100 1339
P4
NBI 25 448
NNCM 25 508
NBI 100 1782
NNCM 100 1912
Tableau 1.1 – Nombre d’évaluations des fonctions critère effectuées par les méthodes
NBI et NNCM lors de la résolution des problèmes SCH2, Min-Ex, POL, TNK, FON et
P4
Ayant en vue l’optimisation et l’atténuation des inconvénients, il est pos-
sible d’utiliser un filtre pour éliminier les solutions dominées (Figures
1.15) (Messac.2003) (Messac.2002) et intégrer les métamodèles dans la
boucle d’optimisation pour pouvoir diminuer le grand nombre d’évalua-
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tions des fonctions objectif exactes (l’objet de la prochaine section et du
prochain chapitre).
(a) SCH2 par NBI + Filre (b) SCH2 par NNCM + Filre
(a) TNK par NBI + Filre (b) TNK par NNCM + Filre
(a) POL par NBI + Filre (b) POL par NNCM + Filre
Figure 1.15 – Usage d’un filtre pour éliminer les solutions dominées obtenues par les
méthodes (a) NBI et (b) NNCM pour les problèmes SCH2, TNK et POL
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1.3 Necessité et revue des Métamodèles
1.3.1 Généralités
Dans les problèmes d’optimisation multicritère, nous devons chercher
l’ensemble de front de Pareto, ce qui nécessite de nombreuses évaluations
des fonctions objectif à minimiser, ce qui peut être très couteux en temps
de calcul. C’est pour contourner cet obstacle qu’il a été proposé, depuis
plusieurs années, de remplacer une partie des évaluations de la fonction
à optimiser par un modèle mathématique construit à partir d’un échan-
tillon de valeurs (valeurs exactes de ces fonctions en un certain nombre
de points, connus sous le nom de points maîtres). Ce modèle a souvent le
nom de métamodèle (Figure 1.16).
Figure 1.16 – Ojectif des métamodèles : approximation de la fonction exacte f en un
point donné x(m+1) ( point rouge ) à partir d’un échantillon de m points connus
(x(1),..,x(m)) ( points verts)
Dans la littérature, nous trouvons plusieurs types de métamodèles,
parmi lesquels, les plus utilisés sont :
• La méthode des surfaces de réponse : la Méthodologie des Surfaces
de Réponse (MSR) (en anglais : Response Surface Methodology) est
une combinaison des techniques statistiques et mathématiques utiles
pour le développement, l’amélioration et l’optimisation des proces-
sus. Cette méthode est largement utilisée dans le monde industriel,
particulièrement lorsque plusieurs variables d’entrée influencent les
résultats (les variables de sortie). Dans une démarche d’analyse en
surface de réponse de type polynomiale, la réponse f à une en-
trée multidimensionnelle x = (x1, .., xk) constituée des k variables
de conception xi est généralement modélisée par un polynôme du
second degré :
f = F(x) + e
Avec :
e est un terme d’erreur ayant une distribution normale avec une
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moyenne nulle (E(e) = 0) et une variance égal à σ2 et F(x) défini
comme suit :
F(x) = a0 +
k
∑
i=1
aixi +
k
∑
i=1
k
∑
j=1
aijxixj (1.23)
Avec un changement de variable au niveau du troisième terme de la
formule 1.23, on peut écrire F(x) sous la forme suivante :
F(x) = G(y) = a0 +
h
∑
i=1
aiyi, (h > k) (1.24)
où les yi contiennent les parties quadratiques xixj. Par la suite, nous
renotons (F, x) le couple (G, y).
Supposons maintenant que nous avons un échantillon de m points
connus (xi, f (xi)), alors chaque réponse fi peut s’écrire comme suit :
fi = a0 +
h
∑
j=1
ajxij + ei, ∀i = 1, ..,m (1.25)
avec xij est la composante j du point xi.
les coefficients ai sont appelés les coefficients de régression.
Sous forme matricielle, l’équation ( 1.25)) s’écrit :
f = Xa+ e (1.26)
avec :
f =

f1
f2
.
.
fm
, a =

a0
a1
.
.
ah
, e =

e1
e2
.
.
em
 et X =

1 x11 x12 . x1h
1 x21 x22 . x2h
. . . . .
. . . . .
1 xm1 xm2 . xmh
.
Une valeur approchée a , du vecteur des coefficients de regression
peut être determinée en minimisant la fonction des moindres carrés
de l’erreur, L , par rapport aux ai=0,..,h :
L =
m
∑
j=1
e2j = e
Te = (f-Xa)T(f-Xa) (1.27)
d’où :
a˜ = (XTX)−1XTf (1.28)
Mainenant, le métamodèle Surfaces de Réponse (MSR), devient une
fonction mathématique explicite qui peut être utilisée pour détermi-
ner une valeur approchée d’un point x0 :
fMSR(x0) = X0
T
a˜ (1.29)
Avec :
X0 = [1, x11, x12, .., x1h]
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• Le krigeage : Le métamodèle de krigeage est une méthode d’inter-
polation probabiliste basée sur la minimisation de la variance de
l’estimation en un point X donné, proposée par Krige (Krige.1951)
et formalisée par Matheron (Matheron.1962) permettant d’appro-
cher une fonction f en un point donné X à partir d’un échantillon
de m points connus (xi, f (xi)).
On suppose par ailleurs que f (X) est une réalisation d’une variable
aléatoire j(X) dont la covariance est connue :
cov(j(X); j(Y)) = c(X;Y) (1.30)
En cherchant à minimiser var( jˆ(X) − j(X)) tout en imposant
E( jˆ(X) − j(X)) = 0, on aboutit à une relation permettant de dé-
terminer fkrigeage(X) :
fkrigeage(X) = K
TC−1F (1.31)
où K est le vecteur colonne de terme général c(xi ; X), C est la matrice
de terme général c(xi ; xj), et F le vecteur colonne de terme général
f (xi).
La fonction de corrélation est en général choisie comme étant de
type exponentielle :
cov(X;Y) = θ1exp
(
−1
2
k
∑
i=1
(Xi −Yi)2
r2i
)
+ θ2 (1.32)
Les paramètres Θ = (θ1, θ1, r1, .., rk) sont alors déterminés par le
principe du maximum de vraisemblance, c’est à dire en maximisant
la fonction :
L(Θ) = p( f (xi), ..., f (xm)) = − 1√
(2π)mdetC
exp
(
−1
2
FTC−1F
)
(1.33)
( Pour plus de détails, voir (Duvigneau.2007) (Ababou.1994) ).
• La méthode des fonctions à base radiale (RBF) : C’est le type de
métamodèle utilisé durant cette thèse, il sera détaillé dans la section
ci-dessous (Duvigneau.2007).
1.3.2 Le métamodèle RBF
Pour un ensemble de N observations (Xi, f (Xi)), le but est d’avoir une
valeur approchée pour un point Xi+1 qui n’appartient pas à l’ensemble des
observations, pour cela, nous construirons une fonction f˜ , cette dernière
va nous permettre d’avoir le résultat recherché et cela en nous basant sur
le métamodèle de type fonctions à bases radiales RBF.
En général, il y a plusieurs types de fonctions à bases radiales, à savoir :
• Gaussienne φ(r) = e−βr2
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• Multiquadratique φ(r) =
√
r2 + β2
• Polyharmonique spline
φ(r) =
{
rk si k = 1; 3; 5; ...
rk.ln(r) si k = 2; 4; 6; ...
Notre choix s’est orienté vers les fonctions à base radiale de type gaus-
siennes.
En général, les points Xi où nous disposons des valeurs exactes de la
fonction à approcher sont appelés les centres du métamodèle, et les
fonctions à bases radiales φi sont des fonctions de la forme suivante :
φi(X) = φ(||X− Xi||)
où ||X− Xi|| est la distance entre les points X et Xi en norme euclidienne.
La valeur approchée f˜ (X) est la combinaison des fonctions à bases radiales
en utilisant des paramètres ωi.
f˜ (X) =
n
∑
i=1
ωiφ(||X− Xi||)
Le choix des paramètres ωi doit se faire de manière qu’ils vérifient la
condition suivante :
f˜ (Xi) = f (Xi), i ∈ {1; 2; ...;N}
En se basant sur la formule précédente , nous aurons le système linéaire
suivant :
A.ω = F (1.34)
Avec :
F =

f1
f2
.
.
fN
 ,ω =

ω1
ω2
.
.
ωN
 et A=

φ(||X1 − X1||) . φ(||X1 − XN ||)
φ(||X2 − X1||) . φ(||X2 − XN ||)
. . .
. . .
φ(||XN − X1||) . φ(||XN − XN ||)
 .
La famille de fonctions, gaussiennes, que nous avons choisi pour
construire notre métamodèle RBF, peut être écrite sous la forme :
φ(r) = e−r
2a f
a f est le coefficient d’atténuation.
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Il faut signaler que ce coefficient joue un rôle crucial au niveau de la préci-
sion de métamodèle. En effet, un mauvais choix peut nous conduire à des
valeurs approchées totalement aberrantes (Figures 1.21).
a f = 0.3 a f = 0.5
a f = 0.9 a f = 0.1
Figure 1.17 – Illustration de l’influence du facteur d’atténuation a f choisi pour le
calcul de la fonction approchée (rouge) d’une fonction exacte donnée (noir) par le
métamodèle RBF en utilisant différentes valeurs pour ce facteur en gardant toujours les
même points maîtres (points bleus) pour la construction du métamodèle
Optimisation du coefficient d’atténuation
La méthode présentée pour l’optimisation du facteur d’atténuation est
celle connue par leave-one-out cross validation(LOOCV) qui consiste à
construire le métamodèle par (N-1) observations puis nous le validons sur
la énième observation et nous répétons cette opération N fois.
Soit X(n) l’ensemble des points {X1,X2, ...,Xn−1,Xn+1, ...XN}.
Soit f˜ (n)(X, a) la fonction de l’interpolation RBF construite à base des
points X(n) :
f˜ (n)(X, a) =
N
∑
m=1,m 6=n
ω
(n)
m φ(||X− Xm||)
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Soit En l’erreur :
En = f (Xn)− f˜ (n)(Xn, a)
Alors, si nous éliminons successivement un point parmi les N points, et
nous construisons la fonction d’interpolation RBF, nous aurons un vecteur
des erreurs :
E(a) = [E1, E2, ..., EN ]
T
Notre but est de chercher a f qui minimise l’ensemble des erreurs obtenues.
a f = argmin||E(a)||
Algorithm 6 Optimisation du coefficient d’atténuation
1: Données : On fixe a réel
2: Pour n = 1 : N
3: X(n) = {X1,X2, ...,Xn−1,Xn+1, ...XN}
4: f˜ (n)(X, a) = ∑Nm=1,m 6=k ω
(n)
m φ(||X− Xm||)
5: En = f (Xn)− f˜ (n)(Xn, a)
6: Fin Pour
7: E(a) = [E1, E2, ..., EN ]
T
8: a f = argmin||E(a)||
Bien que cette mise en oeuvre naïve de l’algorithme leave-one-out (algo-
rithme 6) serait plutôt coûteuse (de l’ordre de N4), Rippa (Rippa.1999) a
montré que l’algorithme peut être simplifié en une seule formule définie
comme suit :
En =
ωn
A−1nn
où ωn est le n-ième coefficient du vecteur ω défini en ( 1.34), et A−1nn est
le n-ième élément diagonal de l’inverse de la matrice d’interpolation A
correspondant.
Choix des points maîtres
Après la discussion sur le facteur d’atténuation et de la méthode
Rippa servant à son optimisation, nous allons présenter un autre aspect
primordial pour les métamodèles, qui est la manière de choisir les points
maîtres. Dans la littérature, nous trouvons plusieurs méthodes pour ce
faire, parmi lesquelles :
• Génération aléatoire
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• Hypercube latin
• Distribution uniforme
Figure 1.18 – Génération des points maîtres par les différentes méthodes citées :
Génération aléatoire ( bleu ), Hypercube latin ( vert ) et Distribution uniforme ( rouge )
(a) Hypercube latin (b) Génération aléatoire
(c) Distribution uniforme
Figure 1.19 – Illustration de l’influence du choix des points maîtres générés par les
méthodes (a) Hypercube latin,(b) Génération aléatoire et(c) Distribution uniforme, pour
le calcul de la fonction approchée (rouge) d’une fonction exacte donnée (noir) par RBF
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Les résultats (Figures 1.19) montrent clairement, que le choix des points
maîtres à l’aide d’une distribution uniforme ou bien hypercube latin de-
meure meilleur qu’un choix aléatoire, de même, le choix uniforme est le
meilleur ( Etude comparative en Annexe).
Pour le reste de notre travail, tous les métamodèles RBF utilisés sont
construits à base d’un choix uniforme des points maîtres.
1.3.3 Validation
Après une présentation relativement exhaustive des métamodèles et
en particulier, celui du RBF, nous allons les valider pour des fonctions test
connues comme celles de Rastrigin et Schwefel (Törn.1989).
Pour ce faire, nous allons nous baser sur l’algorithme (7) (implémenté en
Scilab).
Algorithm 7 RBF
1: Données : f la fonction à approcher, N le nombre total des points
maîtres, φ fonction gaussiene et a0 facteur d’atténuation initial.
2: X(N) = {X1,X2, , ...XN} ⊲ Points maîtres choisis avec distribution
uniforme
3: Pour i = 1 : N
4: f (i) = f (Xi)
5: Fin Pour
6: FF =
[
f (1), f (2), ..., f (N)
]
7: a f = Rippaoptim (X(N), FF, a0)
8: Pour i = 1 : N ⊲ Calculer la matrice A = (Aij)
9: Pour j = 1 : N
10: Aij = φ(||Xi − Xj||) ⊲ φ(r) = e−r∗a f
11: Fin Pour
12: Fin Pour
13: A.ω = FF ⊲ Déterminer la matrice du poids ω en résolvant l’équation
14: fRBF(X) = ∑Ni=1 ωiφ(||X− Xi||)
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Fonction Rastrigin
f (x) = 10n+
n
∑
i=1
xi − 10(cos (2πxi)
*1D −3 ≤ x1 ≤ 3
(a) N=5 (b) N=15
Figure 1.20 – Approximation de la fonction Rastrigin 1D par RBF avec différents
nombre total N de points maîtres (a) N=5 et (b) N=15
*2D −1 ≤ x1, x2 ≤ 1
(a) N=25 (b) N=49
Figure 1.21 – Approximation de la fonction Rastrigin 2D par RBF avec différents
nombre total N de points maîtres (a) N=25 et (b) N=49
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Fonction Schwefel
f (x) = −
n
∑
i=1
xi sin (
√
xi)
*1D 0 ≤ x1 ≤ 100
(a) N=6 (b) N=10
Figure 1.22 – Approximation de la fonction Schwefel 1D par RBF avec différents
nombre total N de points maîtres (a) N=6 et (b) N=10
*2D 0 ≤ x1, x2 ≤ 100
(a) N=9 (b) N=49
Figure 1.23 – Approximation de la fonction Schwefel 2D par RBF avec différents
nombre total N de points maîtres (a) N=9 et (b) N=49
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Pour avoir une idée sur la précision de notre métamodèle, nous calculons
la valeur exacte et celle approchée par le métamodèle en m points test
( fi et f˜i respectivement - i = 1, ..,m), et à partir de ces deux dernières
valeurs ,nous calculons les facteurs RMSD - Root Mean Square Deviation
-, NRMSD -Normalized Root Mean Square Deviation -, MAX et NMAX
définis comme suit :
RMSD =
√
∑
m
i=1 ( f˜i − fi)2
m
NRMSD =
√
∑
m
i=1 ( f˜i − fi)2
∑
m
i=1 ( fi)2
MAX = max
i
∣∣ f˜i − fi∣∣
NMAX =
MAX√
∑
m
i=1 ( f˜i− f¯ )2
m
f¯ =
∑
m
i=1 fi
m
Ces facteurs nous permettent d’analyser la précision locale et globale
du métamodèle, en effet, ce dernier est précis si les valeurs des facteurs
NRMSD et NMAX tendent vers 0.
Fonction test Nb Points maîtres RMSD NRMSD
Rastrigin 1D
5 9.6 0.64
15 0.4 0.02
Rastrigin 2D
25 8.5 0.37
49 1.3 0.06
Schwefel 1D
6 10.2 0.29
10 2.0 0.05
Schwefel 2D
9 47.4 0.92
49 9.5 0.18
Tableau 1.2 – Les valeurs RMSD et NRMSD pour l’ensemble des cas traités
Fonction test Nb Points maîtres MAX NMAX
Rastrigin 1D
5 15.8 2.11
15 1.0 0.13
Rastrigin 2D
25 21.9 2.20
49 3.2 0.32
Schwefel 1D
6 25.8 0.80
10 7.8 0.24
Schwefel 2D
9 125.0 2.66
49 31.3 0.66
Tableau 1.3 – Les valeurs MAX et NMAX pour l’ensemble des cas traités
D’après les résultas obtenus et illustrés dans les Tableaux 1.2 1.3, il est
clair que notre choix adopté pour une distribution uniforme des points
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maîtres et en présence d’un nombre raisonnable de ces points dans la
base RBF, le métamodèle RBF fournit de bonnes approximations pour la
fonction à approcher (voir les colonnes NRMSD et NMAX des tableaux)
, par contre si le nombre de points est faible, le métamodèle reste moins
bon à cause du manque de précision dans certaines zones de la fonction
(on n’a pas assez de points pour les couvrir).
Conclusion du chapitre
Dans ce premier chapitre, nous avons présenté les outils mathéma-
tiques utilisés dans le cadre de cette thèse. Dans un premier temps, nous
avons traité de l’optimisation en général, et en particulier celle multicri-
tère. Nous avons présenté les méthodes NBI et NNCM pour la résolution
des problèmes de capture de front de Pareto, et nous avons montré que
ces méthodes ont deux inconvénients majeurs qui sont la génération de
certaines solutions dominées et le grand nombre d’évaluations exigées
par ces méthodes, et nous avons présenté des solutions pour éliminer
ces deux inconvénients (pour le premier point, nous pouvons utiliser
un filtre, et pour le deuxième, nous utilisons les métamodèles dans la
boucle d’optimisation). Dans un deuxième temps, nous avons présenté
les métamodèles en général et celui du RBF que nous avons utilisé durant
cette thèse en mettant en évidence l’ensemble des techniques à régler afin
d’avoir une bonne approximation à base de ce métamodèle RBF (facteur
d’atténuation et génération des points maîtres).
Dans le prochain chapitre, nous allons présenter des approches algorith-
miques que nous avons développées à la base des méthodes NBI, NNCM
et le métamodèle RBF permettant la capture du front de Pareto. Les deux
méthodes développées consistent à faire un couplage entre les méthodes
NBI et NNCM avec le métamodèle RBF. Ces méthodes va nous permettre
de résoudre les problèmes d’optimisation multicritère avec un temps de
calcul raisonnable surtout pour des applications industrielles complexes
en mécanique non linéaire.
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Dans ce chapitre, nous présentons brièvement les modèles mécaniques
étudiés durant cette thèse. En effet, le but n’est pas de présenter de ma-
nière détaillée les équations utilisées (élasticité en grandes déformation,
élasticité linéaire) ni le cadre mathématique et les approximations numé-
riques (eléments finis, integration en temps, etc). Ces modèles représentent
des cas industriels proposés par notre partenaire industriel ArcelorMittal.
Nous avons deux cas différents pour deux différents services de l’entre-
prise, le modèle du fond de la canette fourni par l’équipe Cans & Com-
ponents du centre Packaging d’ArcelorMittal Research SA et qui est un
modèle 2D, et le modèle 3D de la traverse fourni par ArcelorMittal R&D
Montataire Automotive Applications et ArcelorMittal Tubular Product
Vitry. Dans une dernière partie de ce chapitre, nous allons présenter l’en-
semble des techniques utilisées pour la déformation de la géométrie des
cas d’études cités (spline cubique pour la déformation 2D et FFD+RBF
pour la déformation de 3D), des techniques que nous allons utiliser dans
un prochain chapitre pour faire de l’optimisation de forme.
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2.1 Elasticité en grande déformation pour le packa-
ging (2D)
Dans le cadre de l’optimisation des boîtes boisson, l’équipe Cans &
Components du centre Packaging dArcelorMittal Research SA étudie
plusieurs propriétés de ces emballages telles que la tenue à la pression,
la tenue aux variations de températures ou encore la résistance aux chocs
des boîtes boisson. L’ensemble de ces critères correspondent à un cahier
des charges précis qui doit être respecté. Ces études permettent de carac-
tériser précisément les causes de détérioration des boîtes, quelles soient de
source mécanique ou chimique, le but étant d’améliorer la performance
des aciers pour emballages (APE). Cette partie de thèse s’est concentrée
sur la tenue à la pression du fond de la boîte boisson via la recherche des
nouveaus profils à l’aide de l’optimisation géométrique.
Ce chapitre est soumis à restriction de confidentialité.
2.1.1 Généralités
La boite boisson, communément appelée canette, est un emballage
métallique de masse fabriqué à base d’aluminium ou d’acier étamé. Les
fonctionnalités visées de ce genre de boite boisson fabriqué grâce au
procédé d’emboutissage / repassage de la paroi sont multiples, et voici
une liste non exhaustive :
• Coût compétitif et logistique performante
• Recyclabilité
• Légèreté
• Capacité de remplissage et d’impression
• Bon aspect de surface
• Capacité d’emboutissage élevée
En principe, la canette présente de nombreux avantages tant pour les
consommateurs que pour les industriels. Elle est souvent légère, résis-
tante, compacte et on peut la trouver sous plusieurs formats (Figure 2.1).
Figure 2.1 – La boîte boisson dans tous ses formats
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Composition de la canette
La boite boisson est composée de deux parties : le corps qui est
subdivisé en trois parties (paroi épaisse, paroi fine et une zone de tran-
sition), et le fond qui est constitué de (dôme, pied de la boite) (Figure 2.2).
Figure 2.2 – Coupe d’une boîte boisson et différentes zones de ses composantes
Cahier de charge pour la conception des canettes
Le respect strict du cahier des charges s’impose lors de la fabrication
d’une canette fabriquée suivant le procédé d’emboutissage/repassage
de la paroi. Ce cahier de charge porte sur 3 caractéristiques de la boîte
boisson :
• La résistance axiale de la boite vide : Ce paramètre permet de définir
la tenue de la boite durant l’opération de sertissage. La cible visée
est de 90 kg.
• La porosité de la boite : Ce paramètre est important quant à l’apti-
tude de la boite à résister à la corrosion créée par l’acidité des bois-
sons carbonatées de types colas, limonades etc.
• La tenue du fond à la pression interne : Ce paramètre est très im-
portant. En effet, au cours de sa fabrication et de sa distribution, la
pression interne d’une boîte boisson peut augmenter. De plus, son
stockage à températures élevées (comme par exemple le coffre d’une
voiture au soleil) peut également provoquer une augmentation de
pression interne. Pour éviter tout problème, la tenue du fond à la
pression interne doit être garantie.
Ce dernier critère est étudié tout au long de ce chapitre. En effet, lors de
la montée en pression de la boîte boisson, le pied de la boîte se déroule
petit à petit jusqu’à ce que la pression soit telle que le dôme se retourne
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subitement. Afin de caractériser la tenue du fond de la canette à la pression
interne, deux critères sont définis : le déroulement du pied (en anglais,
dome growth [DG]) et la pression de retournement du fond (en anglais,
dome reversal pressure [DRP]). Nous mettons en évidence que ces deux
derniers critères sont bien concurrents, et nous réalisons une étude de
front de Pareto leur correspondant.
2.1.2 Conception du modèle du fond de la canette 2D
Le but principal de cette partie est de prédire de manière fiable la
pression de retournement du fond d’une boîte boisson . Pour ce faire, la
modélisation par éléments finis sous LS dyna a été choisie. Ce paragraphe
est destiné à exposer les paramètres choisis pour réaliser la mise en calcul
(la forme canette) ainsi que les sorties exploitées (critères à optimiser).
Modélisation
La mise en place du modèle a été faite à partir d’une seule géométrie
de fond de canette mais le modèle est destiné à être fonctionnel avec
toutes les géométries possibles (pour notre travail, nous allons traiter trois
géométries différentes, voir chapitre suivant, Figure 3.3).
La canette étudiée est considérée axisymétrique, par conséquent, seule
une demie génératrice (2D) sera suffisante pour représenter l’ensemble de
la boîte. L’hypothèse de calculs en 2D ne s’éloigne pas trop de la réalité.
Le modèle étudié sera uniquement un modèle du fond de la canette 2D
(Figure 2.3).
Géométrie 3D Géométrie 2D
Figure 2.3 – Passage de géométrie 3D au 2D pour un type de canette
Données d’entrée du modèle 2D
Les entrées du modèle peuvent être une grande source d’erreurs si
elles sont mal choisies. Il est donc important de connaître précisément les
paramètres des matériaux et du procédé (caractéristiques mécaniques et
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caractéristiques d’acier) afin de modéliser au mieux la réalité.
Pour la mise en données des caractéristiques mécaniques, le logiciel de
simulation LS Dyna traite séparément la partie élastique et la partie plas-
tique de la courbe de traction. Pour la partie élastique, les données à ren-
seigner sont le module d’Young E et le coefficient de Poisson υ. La loi
d’Hollomon (Equation 2.1) a été utilisée pour modéliser la partie plas-
tique de la courbe de traction à partir de la limite d’élasticité (Re), de la
résistance à la traction (Rm) et du coefficient d’écrouissage n. Toutes ces
données sont obtenues à partir des essais de traction uniaxiale. Un dernier
argument d’entrée est celui de l’épaisseur d’acier utilisé e.
La loi d’Hollomon ou loi puissance permet d’écrire la contrainte sous la
forme suivante :
σ = Kǫn (2.1)
Pour notre modèle, nous avons choisi les valeurs suivantes pour nos
caractéristiques :
• υ = 0.3
• E= 210 GPa
• e = 0.46 mm
• n= 0.2
• Re = 270 MPa
• Rm = 380 MPa
• K = e(Rm.(n.(1−ln(n))))
Toutes les modélisations ont été faites sous le logiciel de simulation LS
Dyna, où nous avons choisi une méthode de résolution implicite explicite
des systèmes d’équations. Cette méthode débute par une résolution im-
plicite, et si la convergence des itérations d’équilibre échoue, elle passera
automatiquement à une résolution explicite pour un intervalle de temps
déterminé. Après cet intervalle de temps, la méthode revient au mode
implicite et tente de continuer (Ls dyna manual.2012).
2.1.3 Critères à optimiser : DRP vs DG
Comme nous l’avons déjà signalé, il y a deux critères d’optimisation à
prendre en compte simultanément : le déroulement du pied (DG) qui est
un critère mesuré par le déplacement vertical du pied de la canette (ex-
primé en mm) tandis que la pression de retournement (DRP) représente
la pression à laquelle le dôme s’est retourné (exprimé en bar). Ces critères
peuvent être décrits comme suit :
Pression de retournement du fond
Comme nous l’avons déjà signalé, la méthode utilisée pour la résolu-
tion est bien celle implicite explicite, qui consiste à passer de la méthode
implicite à celle explicite à un certain temps (temps de switch). A ce mo-
ment là, le dôme de la canette se retourne. Le DRP n’est que la valeur de
la pression à ce temps de switch (Tswitch).
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D’autre part, pour notre modèle, la pression appliquée est une fonction
linéaire par rapport au temps :
Pression(t) = 4 t (2.2)
d’où :
DRP = Pression(Tswitch) = 4 Tswitch (2.3)
Déroulement du pied
Ce critère n’est autre que le déplacement vertical Y du point de contact
avec un support plan Xc au moment où le code de calcul passe de la mé-
thode implicite à celle explicite (Tswitch). D’où la formule mathématique
de DG peut être définie comme suit :
DG = Y(Xc)t=Tswitch (2.4)
Le but est de chercher des nouveaux profils pour le fond du canette
permettant de :
• Maximiser la valeur de Pression de Retournement du Fond.
• Minimiser la valeur de Déroulement du Pied.
Figure 2.4 – Déroulement du pied de la canette causé par la pression interne
Extraction des valeurs DRP et DG via les fichiers des résultats de Ls
dyna
Si nous disposons d’un profil du fond de canette 2D, nous pouvons
extraire les valeurs correspondants à nos critères à optimiser DRP et DG
à l’aide de LS prepost de LS dyna comme il est montré sur les figures ci
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dessous :
* DRP
Figure 2.5 – Exemple d’un calcul de DRP à l’aide de Ls Dyna
* DG
Figure 2.6 – Exemple d’un calcul de DG à l’aide de Ls Dyna
2.2 Elasticité linéaire pour une pièce automobile (3D)
Afin d’atteindre l’objectif de satisfaire les utilisateurs finaux du do-
maine de l’automobile, différentes activités R&D de modélisation ou d’ex-
périmentation sont réalisées au centre de techniques sur les applications
automobile, comme par exemple la mise en forme des aciers (emboutis-
sage, profilage, hydroformage), leur assemblage (soudage par point, laser,
brasage...), ou encore l’évaluation des propriétés d’usage des structures
automobiles aciers (performances en crash, raideur de caisses...), ou aussi
l’optimisation de forme de certaines pièces automobiles (berceau moteur,
bras de suspension, traverse...). Dans cette partie de thèse, nous travaillons
sur l’optimisation de la forme de la traverse.
2.2.1 Généralités
La Traverse pour véhicule automobile est destinée à être tenue par
ses extrémités sur des éléments de châssis, tels que des prolonges. La
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traverse est essentiellement constituée d’une structure tubulaire dont la
section droite est conformée sur une partie au moins de sa longueur.
Cette conformation comprend, à partir de positions choisies situées de
part et d’autre de sa partie centrale, un repli sur elle-même de la structure
tubulaire, lequel repli s’accentue lorsque l’on va vers les extrémités.
Les caractéristiques mécaniques importantes pour la traverse en fonc-
tion sont :
• Rigidité
• Résistance aux efforts maxi
• Résistance aux efforts exceptionnels
• Résistance à la fatigue
• Acoustique et vibratoire
• Résistance à la corrosion
2.2.2 Conception du modèle de traverse 3D
Le but principal de cette partie est la mise en place d’outils de pré-
diction de manière fiable du comportement mécanique de la traverse
3D. Pour ce faire, la modélisation par éléments finis sous LS dyna a
été choisie. Ce paragraphe est destiné à exposer les paramètres choisis
pour réaliser la modélisation (la traverse) ainsi que les sorties exploitées
(critères à optimiser).
Modélisation
La mise en place du modèle 3D a été faite à partir d’une seule géomé-
trie réelle de la traverse qui entre dans le cadre de l’élasticité linéaire.
Pour la mise en données des caractéristiques mécaniques, nous devons
renseigner les données suivantes au logiciel de simulation LS Dyna à
savoir le module d’Young E et le coefficient de Poisson υ. La loi de Hooke
(Equation 2.5) a été utilisée pour modéliser le comportement linéaire du
matériau utilisé (acier) qui est homogène et isotrope. Un dernier argument
d’entrée est celui de l’épaisseur d’acier utilisé e.
Pour la loi de Hooke, deux aspect sont importants : la linéarité et l’élas-
ticité. Ces deux aspects ne sont pas identiques, la linéarité exprime «
l’allongement est proportionnel à la force », l’élasticité exprime que cet
effet est réversible et permet donc de revenir à l’état initial tel un ressort
soumis à de faibles forces. L’élasticité a une limite, qui est indépendante
de la notion de linéarité, Hooke n’a considéré que la phase élastique et
linéaire, donc proportionnelle et réversible.
σ = 2µǫ+ λtr(ǫ) (2.5)
Avec :
µ =
E
2(1+ υ)
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λ =
υE
(1+ υ)(1− 2υ)
Pour notre modèle, nous avons choisi les valeurs suivantes pour nos
caractéristiques :
• υ = 0.3
• E= 210 GPa
• e = 3 mm
2.2.3 Critères à optimiser : VM vs FR34
Comme nous l’avons déjà signalé, il y a deux critères d’optimisa-
tion simultanés à prendre en compte à savoir la valeur maximale de la
contrainte Von Mises sur toute la pièce (exprimée en MPA) et les forces de
réaction en deux points choisis de la pièces (voir la figure 2.7) (exprimées
en N).
Contrainte de Von Mises
On peut identifier sur une courbe de traction une partie élastique et
une partie plastique. Considérons σ0 comme étant la contrainte d’écoule-
ment et σVmises comme la contrainte de Von Mises (ou contrainte équiva-
lente). On reste dans le domaine élastique si σVmises < σ0 .
La contrainte de Von Mises peut être exprimée en fonction des contraintes
principales (σ1, σ2, σ3) à l’aide de la formule suivante :
σVmises =
1√
2
[(σ1 − σ2)2 + (σ2 − σ3)2 + (σ1 − σ3)2] 12 (2.6)
La contrainte de Von Mises est calculée sur tous les éléments de la pièce.
Elle renseigne sur les zones en surface ou à coeur pouvant être endom-
magées par déformation plastique. Notre but est de minimiser la valeur
maximale de cette contrainte sur toute la pièce. Autrement dit, si Pi, i=1 :N
sont les élèments constituant la pièce de la traverse et σiVmises les valeurs
de la contrainte de Von Mises calculées sur ces élèments respectivement,
notre critère à optimiser est défini comme suit :
VM = max
i
σiVmises i = 1 : N
Forces de réaction
Dans notre cas d’étude, nous avons deux forces exerçant leurs actions
en deux points appelés points d’applications (ou points d’impacts, point
3 et 4 sur la figure 2.7). Ces deux forces (FR3 et FR4) sont des forces de
réactions et elles ont presque la même valeur avec deux signes differents (
+ et -). Notre but étant de maximiser ces deux valeurs, pour ce faire, nous
avons défini le critère suivant :
FR34 =
√
FR23 + FR
2
4
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A partir de ces données, nous faisons de l’optimisation géométrique
pour chercher des nouveaux profils permettant de :
• Maximiser la valeur des forces de réaction (FR34).
• Minimiser la valeur maximale de la contrainte de Von Mises (VM).
Figure 2.7 – Critères à optimser pour la traverse 3D
Extraction des valeurs VM et FR34 via les fichiers des résultats de
Ls dyna
Si nous disposons d’un profil du traverse 3D, nous pouvons extraire
les valeurs correspondants à nos critères à optimiser VM et FR34 à l’aide
de LS prepost de LS dyna comme il est montré sur les figures ci dessous :
Figure 2.8 – Exemple d’un calcul de FR34 à l’aide de Ls Dyna : les deux forces FR3 et
FR4 sont calculé à l’instant final de la simulation (t=1) et FR34 =
√
FR23 + FR
2
4
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Figure 2.9 – Exemple d’un calcul de VM à l’aide de Ls Dyna : VM est indiqué en haut
à gauche
2.3 Techniques pour la déformation des formes en 2D
et 3D
Dans cette partie, nous allons présenter des techniques pour la défor-
mation des formes en 2D et 3D dont nous aurons besoin pour la défor-
mation des modèles présentés auparavant à savoir le fond de la canette
2D et la traverse de la voiture 3D quand nous allons faire l’optimisation
de forme de ces deux derniers (chapitre 4). Dans cette section, nous allons
présenter la formulation théorique des techniques utilisées, et nous allons
valider les codes développés pour ces techniques sur des cas tests simples
avant de les appliquer pour les cas industriels dans un prochain chapitre.
2.3.1 Interpolation Spline cubique pour la déformation des formes 2D
Généralités
Dans ce qui suit, nous allons présenter une méthode pour déformer
une géométrie bidimensionnelle (2D) en utilisant une technique reposant
sur les fonctions splines cubiques (Splin sur scilab). Ces fonctions mathé-
matiques qui peuvent être utilisées pour la création d’une interpolation
de classe C20 (Bookstein.1989) (Choi.2000) (Balci 1.2007) (Balci 2.2007)
(Shackleford.2012).
Interpolation cubique
Comme son nom l’indique, on utilise ici une équation cubique pour
modéliser localement la courbe. Quatre points sont nécessaires pour
évaluer la fonction qui remplace la courbe discrète. Tout dépend des
conditions de continuité utilisées, la forme de la cubique peut varier et
donner une interpolation différente (ex : interpolation cubique de Keys
ou interpolation cubique splines). La tangente à chaque point d’indice i
possède la même pente que le segment reliant les points d’indice i-1 et
i+1, ce qui signifie que chaque pic de la courbe peut être dépassé par la
courbe interpolée.
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Fonction Splin de Scilab
Cette fonction calcule une spline cubique ou sous-spline s qui interpole
les points maîtres (xi, yi), c’est à dire, nous avons s(xi) = yi pour tout i = 1,
.., M. Le résultat spline s est complètement défini par le triplet (x, y, d) où d
est le vecteur avec les dérivés aux xi : s′(xi) = di (c’est ce qu’on appelle la
forme Hermite). Plusieurs types de splines peuvent être calculées à l’aide
de Scilab en sélectionnant le paramètre splinetype approprié, et parmi ces
types, nous trouverons :
not a knot
C’est le cas par défaut utilisé par Scilab, la spline cubique est calculée en
utilisant les conditions suivantes (en considérant les M points x1, ..., xM) :
s′′′(x2) = s′′′(x+2 )
s′′′(x−M−1) = s
′′′(x+M−1)
natural
La spline cubique est calculée en utilisant les conditions suivantes :
s′′(x1) = 0
s′′(xn) = 0
periodic
La spline cubique périodique est calculée en utilisant les conditions sui-
vantes :
y1 = yn
s′(x1) = s′(xn)
s′′(x1) = s′′(xn)
monotone
Dans ce cas, la spline est calculée en utilisant un schéma local pour di tel
que s est monotone sur chaque intervalle :
Si yi ≤ yi+1, alors s est croissante sur l’intervalle [xi, xi+1]
Si yi ≥ yi+1, alors s est décroissante sur l’intervalle [xi, xi+1]
2.3.2 Interpolation par FFD+RBF pour la déformation des formes 3D
Généralités
Dans ce qui suit, nous allons présenter une méthode FFD (free form
deformation) pour déformer une géométrie tridimensionnelle (3D) en uti-
lisant une technique reposant sur les fonctions à base radiales (RBF). Ces
fonctions mathématiques qui peuvent être utilisées pour la création d’une
interpolation lisse entre les valeurs connues seulement à un ensemble dis-
cret de positions. Le terme radial est utilisé parce que l’argument d’entrée
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des fonctions de base est généralement calculé comme la distance entre
une position fixe dans l’espace 3D et une autre position à laquelle nous
aimerions évaluer une certaine quantité (Lassila.2010) (Manzoni.2010)
(Lassila.2011).
Interpolation par RBF
Soit f : R3 → R une fonction à valeur scalaire. Supposons que cette
fonction soit connue en M points discrets distincts xi dans l’espace tri-
dimensionnel. Soit g(ri) : R → R une fonction base radiale où ri est la
distance entre le point x = (x, y, z) que nous cherchons à évaluer et xi un
point déjà évalué ( un parmi les M points).
Une fonction RBF F nous fournit un moyen pour créer une fonction d’in-
terpolation lisse de f dans l’ensemble du domaine de R3. Cette fonction
est écrite comme une somme de M évaluations de la fonction base radiale
g(ri) , cette fonction RBF est donnée par la formulation suivante :
F(x) =
M
∑
i=1
wig(||x− xi||) + c0 + c1x+ c2y+ c3z, x = (x, y, z) (2.7)
Avec wi des coefficients scalaires et les quatre derniers termes consti-
tuent un polynôme du premier degré avec des coefficients c0 à c3. Ces
termes décrivent une transformation affine qui ne peut être réalisée par
les fonctions radiales seules. Depuis les M valeurs connues de la fonction
f (xi, yi, zi) = Fi, nous pouvons assembler un système d’équations linéaires
d’ordre M+4 :
GA = F (2.8)
où F = (F1, F2, . . . , FM, 0, 0, 0, 0), A = (w1,w2, . . . ,wm, c0, c1, c2, c3) et G est
une matrice d’ordre (M+ 4)× (M+ 4) définie comme suit :
G =

g11 g12 • • • g1M 1 x1 y1 z1
g21 g22 • • • g2M 1 x2 y2 z2
• • • • • • • • • •
• • • • • • • • • •
• • • • • • • • • •
gM1 gM2 • • • gMM 1 xM yM zM
1 1 • • • 1 0 0 0 0
x1 x2 • • • xM 0 0 0 0
y1 y2 • • • yM 0 0 0 0
z1 z2 • • • zM 0 0 0 0

(2.9)
Avec gij = g(||xi − xj||).
Pour le choix de la fonction à base radiale, il y en a plusieurs connues
dans la littérature scientifique comme par exemple :
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• g(t) =
√
log(t2 + k2), k2 ≥ 1
• g(t) = exp(−(k t)2), k2 ≥ 1
• g(t) =
√
log(t2 + k2), k2 ≥ 1
Pour notre cas, nous utilisons la deuxième formule (type gaussienne) avec
k = 3. Maintenant, nous pouvons facilement résoudre l’équation (2.8), afin
d’obtenir les M+ 4 coefficients à utiliser dans l’expression (2.7) lors de
l’interpolation entre les valeurs connues.
Déformation d’une géométrie 3D à l’aide de l’interpolation RBF
Dans cette partie, nous allons essayer de répondre à la question sui-
vante : Comment pouvons-nous utiliser l’interpolation RBF pour effectuer
une déformation pour une géométrie 3D?
Soit FG une géométrie 3D que nous cherchons à déformer.
Dans un premier temps, nous choisissons certains points de la géométrie
initiale, et nous commençons par la déformation de ces points ( défor-
mation = déplacement des points en espace 3D), alors, cette déformation
sera représentée par un vecteur décrivant le déplacement 3D ui du point
de la géométrie qui a été positionné à xi à la géométrie initiale (état non
déformé).
Dans l’état actuel, il y a uniquement les points choisis (point maîtres) dont
nous avons effectué un déplacement et leurs nouvel état est décrit par le
vecteur xi + ui , alors à ce niveau, nous pouvons faire appel à l’interpo-
lation RBF pour effectuer le déplacement du reste des points constituant
la géométrie initiale. Soit xi = (xi, yi, zi) et ui = (uxi , u
y
i , u
z
i ) les points
de contrôle (points maîtres) choisis et leur déplacement en espace 3D
respectivement. Nous considérons maintenant les trois systèmes linéaires
suivants :
GAx = (ux1 , u
x
2 , . . . , u
x
M, 0, 0, 0, 0)
T (2.10)
GAy = (u
y
1, u
y
2, . . . , u
y
M, 0, 0, 0, 0)
T (2.11)
GAz = (uz1, u
z
2, . . . , u
z
M, 0, 0, 0, 0)
T (2.12)
où G est assemblé comme décrit en (2.9). Les solutions de Ax, Ay, et Az
nous donnent les coefficients d’interpolation des déplacements dans les
trois directions de l’expression (2.7).
Validation du code de FFD + RBF : Déformation par RBF
En nous basant sur les notions de la méthode présentée auparavant
pour la déformation d’une géométrie 3D, nous avons écrit un code scilab
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pour ce faire, et ci-dessous, nous présentons les résultats obtenus pour un
cas simple à savoir une surface 3D qui est un carré.
Ensemble des points Points maîtres
Figure 2.10 – Géométrie 3D à déformer (Ensemble des points en bleu et les points
maîtres en rouge)
Pour appliquer notre FFD, nous avons choisi parmi l’ensemble des points
constituant notre géométrie à déformer un échantillon des points maitres
définis comme suit :
• Ensemble des points de la frontière dont nous faisons un déplace-
ment nul dans toutes les directions (points fixés).
• Ensemble des points au centre de la géométrie auquel on applique
un déplacement dans toutes les directions.
Les deux figures 2.10 montrent clairement ce choix effectué, et après nous
avons utilisé notre code afin de déformer l’ensemble des points et par la
suite nous obtenons la déformation totale de la géométrie initiale 2.11.
(a) Géométrie initiale (b) Géométrie déformée
Figure 2.11 – Surface déformée (b) par Free Form Deformation (FFD + RBF) à partir
d’une surface initiale plane (a)
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Conclusion du chapitre
Dans ce chapitre, nous avons succinctement décrit les modèles mé-
caniques, avec les détails des procédures de calcul effectif de réponses
elasto-plastique et élastiques, ainsi que celles de calcul de critères. Nous
avons également décrit les méthodes de la variation ou la déformation de
la forme en 2D (Spline cubique) et en 3D (FFD par RBF). L’ensemble de
ces méthodes présentées nous sera nécessaire pour réaliser le capture du
front de Pareto lors de l’optimisation concurrente de forme en plasticité
(Fond de la canette 2D) et en élasticité (Traverse 3D).

3Etude de capture de front dePareto via les métamodèles -
Application industrielles
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Dans ce chapitre, nous présentons un couplage effectué entre les deux
méthodes NBI et NNCM avec le métamodèle RBF. Ce couplage représente
un outil efficace pour la capture de front de Pareto pour des problèmes
d’optimisation multicritère en faisant appel à un nombre réduit d’évalua-
tions (souvent coûteuses en terme de temps de calcul) pour les fonctions
critère constituant les problèmes d’optimisation. Cette réduction d’éva-
luations à travers le couplage rend cet outil de capture de front de Pareto
raisonnablement coûteux en temps de calcul.
Dans un premier temps, nous validons les deux couplages NBI RBF et
NNCM RBF sur des cas test académiques, et dans un deuxième temps,
nous résolvons les deux problèmes d’optimisation de forme présentés au-
paravant, le fond de la canette 2D et la traverse 3D, à l’aide du couplage
NBI RBF, et nous terminons par une discussion sur les résultats obtenus.
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3.1 Couplage des méthodes NBI NNCM et du métamo-
dèle RBF
Les problèmes d’optimisation multicritère en général et, en particulier,
les problèmes liés à l’optimisation de forme sont très coûteux en terme de
temps de calcul. Ce coût de calcul très élevé rend alors l’optimisation très
difficile à mettre en oeuvre. Pour l’appliquer à des études de cas indus-
triels, un couplage entre un métamodèle et un algorithme d’optimisation
multicritère est souvent incontournable.
Ce couplage permet de bénéficier des avantages des méthodes de capture
de front de Pareto (NBI et NNCM), tels que l’identification de l’ensemble
de solutions optimales avec une bonne dispersion des solutions sur le
front de Pareto même pour des problèmes particulièrement difficiles, tout
en surmontant le nombre important d’évaluations des fonctions coût,
qui est l’inconvénient majeur de cette famille d’algorithmes. Ce nombre
important d’évaluations peut être considérablement réduit en utilisant
des approximations construites à partir d’un métamodèle. Dans le cadre
de ce travail, nous proposons de coupler le métamodèle RBF avec les deux
méthodes étudiées ici, NBI et NNCM.
L’idée principale de notre couplage est de résoudre le problème d’optimi-
sation initial en remplaçant les fonctions objectif exactes dont l’évaluation
est souvent coûteuse par des fonctions approchées par le métamodèle
RBF construit à la base d’un échantillon des valeurs exactes de la fonction.
Nous rappelons que les points maîtres constituant l’échantillon sont choi-
sis à partir d’une distribution uniforme et que le facteur d’atténuation du
métamodèle est optimisé à l’aide de la technique de Rippa.
Dans un premier temps, nous allons valider les deux approches pour
des cas test académiques, en faisant une comparaison entre les résultats
obtenus par les deux approches développées avec ceux obtenus par la ré-
solution des problèmes uniquement par les méthodes NBI et NNCM sans
couplage. Dans un deuxième temps, nous allons appliquer nos approches
pour les cas industriels présentés en chapitre 3 à savoir l’optimisation
concurrente de forme du fond de la canette 2D et celle de la traverse 3D.
3.2 Validation de couplage (cas académiques)
3.2.1 Validation de couplage NBI et RBF
Algorithme NBI RBF
L’algorithme (8) présente le couplage que nous avons effectué pour la
méthode NBI et le métamodèle RBF. En nous basant sur ce dernier, nous
avons programmé l’approche NBI RBF à l’aide du logiciel Scilab.
64
Chapitre 3. Etude de capture de front de Pareto via les métamodèles - Application
industrielles
Algorithm 8 Algorithme de l’approche NBI RBF pour le cas bicritère
1: Données : (P) le problème à résoudre, N le nombre des points maîtres.
(P)
min
x
F(x) = ( f1(x), f2(x))
s/c

gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
2: x(N) = {x1, x2, , ...xN} ⊲ Points maîtres choisis d’une manière
uniforme
3: ( f˜1, f˜2) = RBF ( f1, f2, x(N)) ⊲ Construction des métamodèles pour
chaque fonction critère à l’aide de l’algorithme 7
4: x∗i = minx f˜i(x) i = 1 : 2 ⊲ Minimisation de chaque fonction critère
5: F˜∗i = [ f˜1(x
∗
i ), f˜2(x
∗
i )]
T i = 1 : 2 ⊲ Individual minima
6: F˜∗ = [ f˜1(x∗1), f˜2(x
∗
2)]
T
⊲ Shadow Minima
7: φ ⊲ La matrice Pay-off d’ordre(2× 2)
8: φi = F˜(x∗i )− F˜∗ ⊲ Le ieme colonne de φ
9: n = −φ.e , e = (1, 1)T ⊲ vecteur normal
10: β = (β1, β2)T , βi ≥ 0 , ∑2i=1 βi = 1 ⊲ Discrétisation CHIM
11: Pour chaque β = (β1, β2)T ⊲ Généré par l’algorithme 4
12: On résout le problème :
max
x,t
t
s/c

φ.β+ t.n = F˜(x)− F˜∗
gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
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Cas test
Cette validation s’applique à un ensemble de tests académiques clas-
siques comme SCH1, HannaNC, Fon et P4, les quatres problèmes sont
des problèmes à une , deux, trois et quatres variables d’optimisation res-
pectivement. Les deux derniers problèmes ont été présentés auparavant,
par contre les deux premiers sont définis dans ce qui suit.
Schaffer 1 -SCH1-
Le problème SCH1 (Deb.2001) est proposé par Schaffer dans lequel il
minimise deux fonctions coût avec une seule variable, et a comme solution
un front de Pareto convexe. Il est donné par :
(SCH1)
min
x
F(x) =
{
f1(x) = x2
f2(x) = (x− 2)2
s/c
{ −5 ≤ x ≤ 5
(3.1)
Hanna Non convexe -HannaNC-
Le problème HannaNC (Deb.2001) porte sur deux fonctions coût et
deux variables. Il est proposé par Deb, et a comme solution un front de
Pareto concave. Il est défini comme suit :
(HannaNC)
min
x=(x1,x2)
F(x) =
{
f1(x) =
√
x1
f2(x) =
√
x2
s/c

x1 + x2 ≤ 5
0 ≤ x1
0 ≤ x2
(3.2)
Résultats
D’après les graphiques de la figure ( 3.1), il est clair que notre ap-
proche du couplage NBI RBF a donné de bons résultats. En effet, nous
avons pu converger vers les solutions exactes (celles fournies par la mé-
thode NBI) en utilisant le métamodèle RBF dans la boucle d’optimisa-
tion. Cette convergence était obtenue uniquement en faisant appel à un
nombre minimal d’évaluations exactes. Le tableau 3.1 montre que pour
l’ensemble des problèmes traités, le nombre d’appels de fonctions exactes
lors de la résolution à l’aide de l’approche NBI RBF est largement infé-
rieur au nombre d’évaluations exigées par la méthode NBI. Par exemple,
pour le problème HannHc, l’approche NBI RBF a effectué 50 évaluations
exactes contre 7997 évaluations effectuées par la méthode NBI, autrement
dit, le nombre d’évaluations NBI RBF présente 0.62% d’évaluations NBI.
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Pour les problèmes SCH1, FON et P4, le nombre d’évaluations NBI RBF
présente 12.75%,41.96% et 36.16% d’évaluations NBI respectivement. D’où
une réduction remarquable pour le nombre d’évaluations et par la suite
un gain considérable en terme de temps de calcul.
Problème Méthode nb.points maîtres nb.évaluations
SCH1
NBI - 314
NBI RBF 20 40
HannNC
NBI - 7997
NBI RBF 25 50
Fon
NBI - 305
NBI RBF 64 128
P4
NBI - 448
NBI RBF 81 162
Tableau 3.1 – Nombre d’évaluations exactes effectuées par les méthodes NBI et NBI
RBF pour une même discrétisation du CHIM
(a) SCH1 (b) HannaNC
(c) Fon (d) P4
Figure 3.1 – Comparaison des résultats obtenus par la méthode NBI (bleu) avec ceux
obtenus par l’approche NBI RBF (rouge) pour les problèmes test de (a) SCH1, (b)
HannaNC, (c) Fon et (d) P4
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3.2.2 Validation de couplage NNCM et RBF
Algorithme NNCM RBF
L’algorithme (9) présente le couplage que nous avons effectué pour la
méthode NNCM et le métamodèle RBF. En se basant sur ce dernier, nous
avons programmé l’approche NNCM RBF à l’aide du logiciel Scilab.
Cas test
Cette validation s’applique à un ensemble de tests académiques clas-
siques comme SCH2, TNK, P3 et P4bis, les quatres problèmes sont des
problèmes à une , deux, trois et quatres variables d’optimisation respecti-
vement. Les deux premiers problèmes ont été présentés auparavant, par
contre les deux derniers sont définis dans ce qui suit.
Problème à trois variables -P3-
Le problème P3 (Deb.2001) est un problème ayant trois variables et
deux fonctions à minimiser. Ce problème a un ensemble optimal de Pareto
convexe qui est difficile à trouver. Il est donné par :
(P3)
min
x=(x1,x2,x3)
F(x) =
{
f1(x) = x21 + (x3 − x2)2
f2(x) = x23 + (x1 − x2 − 1)2
s/c

0 ≤ x1 ≤ 1
0 ≤ x2 ≤ 1
0 ≤ x3 ≤ 1
(3.3)
Problème à quatre variables bis -P4bis-
le problème P4bis (Deb.2001) est un problème ayant quatre variables
et deux fonctions à minimiser, et a comme solution un front optimal de
Pareto convexe, il est défini comme suit :
(P4bis)
min
x=(x1,x2,x3,x4)
F(x) =
{
f1(x) = x21 + x
2
2 + x
2
3 + x
2
4
f2(x) = 3x1 + 2x2 +
x3
3 + 10(x4)
3
s/c

4x1 − 2 ∗ x2 − 0.8x3 + 0.5x21 = 0
x1 + 2x2 − x3 + 0.5x4 = 2
−1 ≤ x1 ≤ 1
−1 ≤ x2 ≤ 1
−1 ≤ x3 ≤ 1
−1 ≤ x4 ≤ 1
(3.4)
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Algorithm 9 Algorithme de l’approche NNCM RBF pour le cas bicritère
1: Données : (P) le problème à résoudre, N le nombre des points maîtres.
(P)
min
x
F(x) = ( f1(x), f2(x))
s/c

gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
2: x(N) = {x1, x2, , ...xN} ⊲ Points maîtres choisis d’une manière
uniforme
3: ( f˜1, f˜2) = RBF ( f1, f2, x(N)) ⊲ Construction des métamodèles pour
chaque fonction objectif à l’aide de l’algorithme 7
4: x∗i = minx f˜i(x) i = 1 : 2 ⊲ Minimisation de chaque fonction
objectif
5: F˜∗i = [ f˜1(x
∗
i ), f˜2(x
∗
i )]
T i = 1 : 2 ⊲ Individual minima
6: F˜u = [ f˜1(x∗1), f˜2(x
∗
2)]
T
⊲ Point Utopia
7: F˜n = [ f˜1(x∗2), f˜2(x
∗
1)]
T
⊲ Point Nadir
8: L = F˜u − F˜n ⊲ Matrice des longueurs
9: f i(x) =
f˜i(x)− f˜i(x∗i )
Li
i = 1 : 2 ⊲ Fonctions objectif normalisées
10: F
∗
i = [ f 1(x
∗
i ), f 2(x
∗
i )]
T i = 1 : 2
11: N1 = F
∗
2 − F∗1 i = 1 : 2
12: Xkj = ∑
2
k=1 βkF
∗
k , βi ≥ 0 , ∑2i=1 βi = 1 ⊲ Discrétisation Utopia
13: Pour chaque β = (β1, β2)T ⊲ Généré par l’algorithme 4
14: On résout le problème :
min
x
f 2(x)
s/c

gj(X) ≥ 0 j = 1; ...; J
hk(X) = 0 k = 1; ...; K
a ≤ Xi ≤ b i = 1; ...;m
N1( f − Xkj)T ≤ 0
avec f = [ f 1(x), f 2(x)]
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Résultats
Les graphiques de la Figure (3.2) montrent clairement les bons résul-
tats obtenus avec notre approche du couplage NNCM RBF. En effet, nous
avons pu converger vers les solutions exactes pour l’ensemble des cas trai-
tés ( même pour le problème SCH2 caractérisé par son front discontinu,
nous avons pu capturer un grand morceau de son front) en utilisant le
métamodèle RBF dans la boucle d’optimisation. Cette convergence était
obtenue uniquement en faisant appel à un nombre minimal d’évaluations
exactes.
(a) SCH2 (b) TNK
(c) P3 (d) P4bis
Figure 3.2 – Comparaison des résultats obtenus par la méthode NNCM (bleu) avec
ceux obtenus par l’approche NNCM RBF (rouge) pour les problèmes test de (a) SCH2,
(b) TNK, (c) P3 et (d) P4bis
Le tableau (3.2) montre que pour l’ensemble des problèmes traités, le
nombre d’appels de fonctions exactes lors de la résolution à l’aide de l’ap-
proche NBI RBF est largement inférieur au nombre d’évaluations exigées
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par la méthode NNCM. Par exemple, pour le problème SCH2, l’approche
NNCM RBF a effectué uniquement 50 évaluations exactes contre 2670
évaluations effectuées par la méthode NNCM, autrement dit, le nombre
d’évaluations NNCM RBF présente 1.87% d’évaluations NNCM. Pour les
problèmes TNK, P3 et P4bis, le nombre d’évaluations NNCM RBF pré-
sente 5.16% 6.42% et 17.60% d’évaluations NNCM respectivement. D’où,
une réduction remarquable pour le nombre d’évaluations et par la suite
un gain considérable en terme de temps de calcul.
Problème Méthode nb.points maîtres nb.évaluations
SCH2
NNCM - 2670
NNCM RBF 25 50
TNK
NNCM - 620
NNCM RBF 16 32
P3
NNCM - 840
NNCM RBF 27 54
P4bis
NNCM - 920
NNCM RBF 81 162
Tableau 3.2 – Nombre d’évaluations exactes effectuées par les méthodes NNCM et
NNCM RBF pour une même discrétisation de la line Utopia
Conclusion
Dans cette partie, nous avons validé les deux couplages pour un en-
semble de cas tests académiques (voir autres cas traités en Annexe ), et
nous avons prouvé qu’à l’aide de notre couplage, il y a possibilité de cap-
turer le front exact en diminuant le nombre d’ évaluations exactes des
fonctions si nous utilisons uniquement les méthodes classiques, et si nous
parlons de la diminuation des fonctions exactes, nous parlons de la réduc-
tion du temps de calcul exigé pour la résolution de ce genre de problème
d’optimisation. Maintenant, nous passons au traitement du cas industriel,
mais dans cette partie, nous avons utilisé uniquement un seul couplage
qui est le couplage NBI RBF.
3.3 Validation de couplage NBI RBF pour les cas indus-
triels
Des restrictions de confidentialité industrielle s’appliquent à un certain
nombre de résultats de calcul, transmis à notre partenaire industriel, mais
non présentés ici.
3.3.1 Fond de la canette 2D
Dans le cadre de la validation de notre couplage NBI RBF, nous avons
étudié un cas industriel fourni par notre partenaire industriel par Arcelor-
Mittal qui est le fond de la canette 2D. Le but est de faire l’optimisation
géométrique afin de chercher des nouveaux profils qui vont satisfaire les
besoins industriels demandés par les clients d’ArcelorMittal.
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Pour ce cas d’études, nous avons trois types différents de profils. Pour
chaque profil, nous avons mené une étude de capture de front de Pareto
par l’approche NBI RBF.
Profils canette 2D
cas 1 cas 2
cas 3
Figure 3.3 – Les trois types de profils de canettes étudiés
Formulation du problème d’optimisation
Variable d’optimisation
La première étape de l’optimisation est bien le choix de nos variables
d’optimisation pour les trois types de formes. En effet, pour chaque forme,
nous avons divisé le profil en deux parties :
• Partie fixe : cette partie de profil va être fixée durant tout le processus
d’optimisation.
• Partie variable : cette partie de profil sera notre variable d’optimi-
sation qui sera caractérisée par un certain nombre de points dits
points de contrôle (figure 3.4). Cet ensemble des points de contrôle
constitue notre variable d’optimisation (formule 3.5).
Soit ϕ un profil de canette, alors nous pouvons écrire ce dernier comme
suit :
ϕ = (ϕ1, ϕ2, ϕ3, ϕ4) (3.5)
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cas 1 cas 2
cas 3
Figure 3.4 – Illustration de la stratégie pour le choix de la variable d’optimisation pour
chaque profil de la canette 2D ( cas 1, cas 2 et cas 3) : Division de la forme en partie fixe
(Zone entre les points bleus) et en partie variable caractérisée par quatre points de
contrôle (Points verts) qui constituent la variable de l’optimisation
Points Maîtres RBF / Contraintes NBI
Pour les points choisis comme variable d’optimisation, nous allons
autoriser uniquement un déplacement vertical durant l’optimisation, par
contre, ils seront fixés selon l’axe horizontal. Le déplacement vertical sera
dans un intervalle bien précis de telle façon que le point initial sera le
milieu de cet intervalle (contraintes NBI). De même, il faut signaler que
le point initial et les points extrêmes de cet intervalle vont constituer les
points maîtres pour le métamodèle RBF.
L’ensemble des points de contrôle choisis comme variable d’optimi-
sation seront fixés selon l’axe horizantal, uniquement le déplacement
vertical est autorisé durant le processus d’optimisation pour ces points.
Ce déplacement vertical est autorisé dans un intervalle bien précis de telle
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façon que le point de contrôle initial sera au milieu de l’intervalle. Il faut
aussi signaler que le point milieu et les points extrêmes de l’intervalle vont
nous servir pour le choix des points maîtres pour le métamodèle RBF.
En effet, nous avons une variable d’optimisation avec quatre points de
contrôle. Pour chaque point, nous choisissons trois positions possibles (le
milieu et les extrêmes de l’intervalle), d’où, nous pouvons générer 34 = 81
profils pour chaque forme parmi les trois types de canettes (chaque profil
représente un point maître) qui vont nous servir pour la construction
de notre métamodèle RBF afin d’approcher les critères à optimiser : la
pression de retournement du fond DRP et le déroulement du pied DG.
cas 1 cas 2
cas 3
Figure 3.5 – Illustration de la stratégie suivie pour le choix des points maîtres pour la
construction du métamodèle RBF et déterminer les contraintes de notre problèmes
d’optimisation (Contraintes de bornes) pour chaque profil de la canette 2D ( cas 1, cas 2
et cas 3) : les points de contrôle initiaux avec ces trois situations possibles (points verts)
permettent de générer 34 = 81 profils représentant les points maîtres pour le RBF
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Soit ϕ0 = (ϕ01, ϕ02, ϕ03, ϕ04) la forme initiale de la canette, et α un nombre
réel positif (dans notre cas d’étude α = 0.5). Les contraintes NBI qui sont
uniquement des contraintes de bornes pour les cas traités peuvent s’écrire
à l’aide des bornes max et min de ϕ0 définis comme suit :
• ϕlower = (ϕ01 − α, ϕ02 − α, ϕ03 − α, ϕ04 − α)
• ϕupper = (ϕ01 + α, ϕ02 + α, ϕ03 + α, ϕ04 + α)
Formulation mathématique
Après avoir déterminé les critères à optimiser ( chapitre 3 ), la maxi-
misation DRP et la minimisation du DG, et les contraintes à vérifier (
contraintes de bornes ), nous pouvons écrire notre problème d’optimisa-
tion bicritère sous la forme mathématique suivante :
(Pcan)
max
ϕ=(ϕ1,ϕ2,ϕ3,ϕ4)
DRP(ϕ) / min
ϕ=(ϕ1,ϕ2,ϕ3,ϕ4)
DG(ϕ)
s/c (D can)
{
ϕlower ≤ ϕ ≤ ϕupper
(3.6)
Résolution du problème d’optimisation
Pour la résolution de ce problème d’optimisation bicritère de la canette
( problème 3.6), nous avons choisi le couplage NBI RBF. Les étapes suivies
par l’algorithme NBI RBF utilisé dans ce cas industriel sont décrites dans
l’organigramme de la figure (3.6). En effet, les étapes principales sont les
suivantes :
* Construction d’une fonction approchée par le métamodèle RBF pour
chaque critère à optimiser. Le nouveau problème d’optimisation étant
sous la forme :
(PcanRBF)
max
ϕ=(ϕ1,ϕ2,ϕ3,ϕ4)
D˜RP(ϕ) / min
ϕ=(ϕ1,ϕ2,ϕ3,ϕ4)
D˜G(ϕ)
s/c (D can)
{
ϕlower ≤ ϕ ≤ ϕupper
(3.7)
* Le problème (3.7) sera résolu à l’aide de la méthode NBI.
* La dernière étape sera de faire les évaluations exactes des solutions
trouvées par notre approche, et faire une comparaison entre les deux afin
de tester, au moins partiellement, l’efficacité de notre approche (en effet,
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nous ne disposons pas de front de Pareto pour les cas industriels).
Figure 3.6 – Organigramme de fonctionnement du couplage NBI RBF pour le cas
industriel du fond de la canette 2D - Exemple pour 81 éléments pour la base RBF
Résultats
Pour discuter de l’efficacité de notre approche pour cette application
industrielle, nous analysons les résultats obtenus à plusieurs niveaux :
• Comparaison de solutions approchées par RBF, et leur calcul exact.
• Temps de calcul.
• But ou objectif industriel (forme du fond de canette avec des valeurs
DRP et DG opérationnelles données par Arcelor Mittal) :
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Cas 1 : Profils avec une DRP supérieure à 15 bars et à une DG
inférieure à 1 mm).
Cas 2 : Profils avec une DRP supérieure à 19 bars et à une DG
inférieure à 1 mm).
Cas 3 : Profils avec une DRP supérieure à 20 bars et à une DG
inférieure à 1 mm).
• Vérification que les résultats sont effectivement des solutions non
dominées.
Résultats - Cas 1 -
N=6 N=12
N=24 N=50
Figure 3.7 – Comparaison entre les résultats obtenus par l’approche NBI RBF, et
l’évaluation exacte de ces résultats pour différentes valeur N de discrétisation du CHIM
pour le profil de canette -Cas 1-
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N CPU total∗∗∗ Fonction exacte Fonction approchée
nb.éval CPU∗∗ nb.éval CPU∗
6 4h 21 min 07 s 87 3h 57 min 34 s 76524 23 min 33 s
12 4h 38 min 53 s 93 4h 11 min 00 s 78246 27 min 53 s
24 5h 11 min 31 s 105 4h 38 min 45 s 80784 32 min 46 s
50 6h 19 min 40 s 131 5h 47 min 20 s 80405 32 min 20 s
Tableau 3.3 – Comparaison entre le temps de calcul nécessaire pour l’évaluation des
fonctions objectif exactes et des fonctions approchées au niveau de notre approche NBI
RBF - Cas 1 - ( (***)=(*)+(**) )
Résultats - Cas 2 -
N=6 N=12
N=24 N=50
Figure 3.8 – Comparaison entre les résultats obtenus par l’approche NBI RBF, et
l’évaluation exacte de ces résultats pour différentes valeur N de discrétisation du CHIM
pour le profil de canette -Cas 2-
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N CPU total∗∗∗ Fonction exacte Fonction approchée
nb.éval CPU∗∗ nb.éval CPU∗
6 3h 46 min 10 s 87 3h 21 min 24 s 86835 24 min 46 s
12 4h 07 min 28 s 93 3h 37 min 06 s 87444 30 min 22 s
24 4h 27 min 39 s 105 4h 00 min 13 s 85193 27 min 26 s
50 5h 43 min 23 s 131 5h 06 min 55 s 90883 36 min 28 s
Tableau 3.4 – Comparaison entre le temps de calcul nécessaire pour l’évaluation des
fonctions objectif exactes et des fonctions approchées au niveau de notre approche NBI
RBF - Cas 2 - ( (***)=(*)+(**) )
Résultats - Cas 3 -
N=6 N=12
N=24 N=50
Figure 3.9 – Comparaison entre les résultats obtenus par l’approche NBI RBF, et
l’évaluation exacte de ces résultats pour différentes valeur N de discrétisation du CHIM
pour le profil de canette -Cas 3-
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N CPU total∗∗∗ Fonction exacte Fonction approchée
nb.éval CPU∗∗ nb.éval CPU∗
6 6h22min47s 87 6h01min00s 462 21min06s
12 6h40min36s 93 6h19min30s 738 21min47s
24 7h25min01s 105 7h01min37s 1472 23min24s
50 10h28min02s 131 10h01min02s 2992 27min00s
Tableau 3.5 – Comparaison entre le temps de calcul nécessaire pour l’évaluation des
fonctions objectif exactes et des fonctions approchées au niveau de notre approche NBI
RBF - Cas 3 - ( (***)=(*)+(**) )
Discussion des résultats
Une simple comparaison entre les résultats obtenus par notre ap-
proche et l’évaluation exacte de ces solutions pour l’ensemble des cas
traités (Figures 3.7 3.8 3.9), nous permet de juger que nos résultats res-
tent très bons par rapport à la complexité mécanique de nos cas d’étude.
De même, il faut signaler que la résolution des problèmes avec notre
approche, nous a permis de faire un gain remarquable au niveau du
temps de calcul par rapport au temps exigé si nous avions choisi de les
résoudre uniquement en faisant appel à la méthode NBI avec des éva-
luations exactes. Pour bien illustrer ce point, nous prenons par exemple
le troisième cas traité avec un nombre de solutions N=50 représentant
le nombre de points sur le front, il est clair à partir du tableau (3.5) que
notre approche nous a permis de gagner un temps de calcul remarquable.
En effet, la résolution du problème a demandé 131 évaluations exactes
et 2992 évaluations approchées, respectivement, qui représentent 4.2%
et 95.8% des évaluations totales utilisées dans notre approche, mais en
même temps, nous constatons que seul ce 4.2% d’évaluations exactes
prend 95.71% du temps de calcul total requis.
Il est important de souligner que l’ensemble des résultats obtenus pour
la capture du front de Pareto pour ce cas industriel présente une preuve
numérique de caractère concurrent des deux critères DRP et DG.
Au début de cette partie, nous avons présenté l’objectif indutriel qui
était la recherche de nouveaux profils pour le fond de canettes satisfaisant
certaines caractéristiques, et cela pour les trois profils étudiés (rappel des
caractéristiques : une valeur DRP supérieure à 15, 19 et 20 bars respecti-
vement pour les cas 1, 2 et 3, et une valeur DG inférieure à 1 mm pour
tous les cas), un objectif que nous atteignons à l’aide de notre approche
utilisée qui est - le couplage NBI RBF -, et nous notons que dans tous les
cas étudiés (N = 6, 12, .., 50), il y a toujours parmi les solutions obtenus
certains profils qui vérifient les caractéristiques requises. Les profils sur la
figure (3.10) présentent certains nouveaux profils proposés pour les trois
cas traités.
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(a) DRP = 16.1001 , DG = 0.4646 (b) DRP = 17.2212 , DG = 0.6754
(c) DRP = 19.4712 , DG = 0.9312 (d) DRP = 19.2514 , DG = 0.8787
(e) DRP = 20.2092 , DG = 0.8977 (f) DRP = 21.2123 , DG = 0.9880
Figure 3.10 – Nouveaux Profils des canettes 2D vérifiant les caractéristiques requises
par l’indutriel pour les trois types de canette. Les valeurs de DRP et DG montrent que
ces solutions sont deux à deux non dominées
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Nous avons utilisé un filtre pour éliminer toutes les solutions dominées,
et nous avons remarqué que l’ensemble des solutions non dominées sont
presque situées sur la frontière de l’espace formé par les points maîtres de
la base RBF (Figures 3.11), et en nous basant sur ces résultats, nous pou-
vons conclure que les solutions obtenues peuvent être considérées comme
le front de Pareto capturé par la méthode NBI et que notre approche était
capable de résoudre ce problème industriel avec un temps de calcul très
raisonnable. Nous n’avons cependant pas de certitude qu’il n’existe pas
de points dont les critères exactes dominent le front approché.
cas 1 cas 2
cas 3
Figure 3.11 – Superposition des résultats obtenus par notre approche NBI RBF après
filtrage (rouge), les éléments constituant la base RBF (noir) et la solution initiale (bleu)
pour les trois types de canette ( cas 1, cas 2 et cas 3)
Après avoir validé notre approche de Couplage NBI RBF pour le premier
cas industriel 2D qui est l’optimisation du fond de canette avec ses trois
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différents profils, nous passerons à un deuxieme cas industriel, dans le
domaine automobile, qui est l’optimisation de forme de la Traverse 3D.
3.3.2 Pièce automobile : Traverse 3D
Dans le cadre de la validation de notre couplage NBI RBF, nous avons
utilisé un autre cas industriel qui est la traverse de voiture 3D. Le but est
de réaliser une optimisation géométrique concurrente afin de chercher de
nouveaux profils qui vont satisfaire les besoins des utilisateurs finaux des
solutions acier proposées par ArcelorMittal.
Profil traverse 3D
Figure 3.12 – Visualisation du profil de la traverse 3D sur le logiciel LSprepost de
LSDyna
Formulation du problème d’optimisation
Variable d’optimisation
La première étape de l’optimisation est bien le choix de nos variables
d’optimisation de notre forme, en effet, nous avons divisé le profil traverse
en deux parties :
• Partie variable : c’est le ventre de la traverse et cette partie constitue
réellement notre variable d’optimisation qui sera caractérisée par le
choix d’un certain nombre de points de contrôle.
• Partie fixe : c’est le reste du profil qui va être fixé durant tout le
processus d’optimisation.
Nous présentons, par la suite, certaines figures qui vont nous faciliter la
compréhension du profil traverse et le choix des variables d’optimisation
pour ce cas d’études. La figure (3.13) présente donc un zoom sur la tra-
verse pour mettre en évidence le ventre de cette pièce et la figure (3.14)
présente le ventre de la traverse 3D obtenu à l’aide d’un code Scilab et
sa projection en 2D, celle ci va nous servir d’éclaircissement du point
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essentiel de cette partie à savoir le choix des variables d’optimisation.
Figure 3.13 – Zoom sur la traverse 3D permettant de mettre en évidence le ventre de la
traverse sur le logiciel LSprepost de LSDyna
(a) Ventre de la traverse 3D (b) Projection 2D
Figure 3.14 – (a) Le ventre de la traverse 3D capturé par le logiciel Scilab et (b) La
projection 2D du ventre 3D
Comme nous l’avons déjà signalé dans le chapitre 3, la génération des
formes sera à la base de la méthode FFD par RBF expliquée auparavant, et
pour bien l’appliquer dans ce cas, la frontière ou bien le bord de la partie
variable de la traverse aura un déplacement nul dans toutes les directions
(les noeuds constituant cette zone seront ainsi fixés), et nous allons choisir
d’autres points maitres pour construire la base RBF pour la génération
des formes (dans notre cas d’étude, nous avons choisi neuf points) (voir
les figures 3.15).
Soit ϕ un profil de la traverse 3D, alors nous pouvons écrire ce dernier
comme suit :
ϕ = (ϕ1, ., ., ϕ9) (3.8)
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Figure 3.15 – Une projection 2D du ventre de la traverse 3D permettant de mettre en
évidence l’ensemble des noeuds (en bleu) fixés durant l’optimisation et l’ensemble des
noeuds RBF (en rouge) pour la génération des nouveaux profils pour la traverse à l’aide
de la méthode FFD par RBF.
Points Maîtres RBF / Contraintes NBI
Pour les neuf points choisis comme points de contrôle constituant
notre variable d’optimisation, nous allons autoriser un déplacement dans
les trois directions (selon les axes x,y et z) durant tout le processus d’opti-
misation. De même, les coordonnées spatiales des points initiaux seront le
milieu de l’intervalle présentant les contraintes NBI dans toutes les trois
directions (voir la figure 3.16). Il est intéressant de signaler que ces point
initiaux et les points extrêmes des intervalles vont nous servir pour consti-
tuer les points maîtres pour la construction de notre métamodèle RBF.
Figure 3.16 – Illustation de la simplification effectuée afin de réduire la dimension de
notre variable d’optimisation à trois. Au début, le choix était de neuf points de contrôle
et pour chaque point, nous avons cinq positions possibles (points noirs), A la fin, nous
avons caractérisé chaque point par la longueur de l’intervalle dans les trois directions au
lieu des cinq positions possibles sur l’intervalle. Pour l’ensemble de points, nous avons
exigé la même longueur pour les intervalles.
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En réalité, nous avons une variable d’optimisation avec neuf points de
contrôle, et pour chaque point, nous avons choisi cinq positions pos-
sibles, d’où, nous pouvons générer 59 = 1953125 formes possibles pour
la traverse. Vu ce grand nombre des formes dont nous devons effectuer
un calcul exact pour construire la base RBF, nous avons fait une simpli-
fication (Figure 3.16), au lieu que les neuf noeuds de la traverse soient
notre variable d’optimisation, nous allons choisir plutôt la distance de
l’intervalle autorisée pour les déplacements dans les trois axes comme des
nouvelles variables, d’où nous pouvons choisir la même distance pour les
neuf noeuds selon les trois axes, ainsi, nous aurons uniquement 53 = 125
formes pour calculer la base RBF. Cette dernière va nous être utile pour la
construction de notre métamodèle RBF pour approcher les deux critères
à optimiser à savoir la valeur maximale de la contrainte de Von Mises sur
toute la pièce (VM) et les forces de réaction (FR34) (voir chapitre 3).
Après avoir donné une idée sur la manière dont nous allons gérer les
variables d’optimisation, nous pouvons remplacer la formule déjà pré-
sentée pour identifier un profil de traverse (formule 3.8) par la nouvelle
formule :
ϕ = (ϕax, ϕay, ϕaz) (3.9)
Soit ϕ0 = (ϕax0, ϕay0, ϕaz0) la forme initiale de la traverse, et ax, ay et
az des nombres réels positifs (Dans notre cas d’étude ax = 5, ay = 3 et
az = 2). Alors, les contraintes NBI qui sont uniquement des contraintes
de bornes pour ce cas traité peuvent s’écrire à l’aide des bornes max et
min de ϕ0 définis comme suit :
• ϕlower = (ϕax0 − ax, ϕay0 − ay, ϕaz0 − az)
• ϕupper = (ϕax0 + ax, ϕay0 + ay, ϕaz0 + az)
Formulation mathématique
Connaissant les critères à optimiser et les contraintes à vérifier (contraintes
de bornes), nous pouvons écrire le problème d’optimisation de la forme
de la traverse 3D qui est un problème d’optimisation bicritère sous la
forme mathématique suivante :
(PTraverse)
max
ϕ=(ϕaxx ,ϕayy,ϕazz)
FR34(ϕ) / min
ϕ=(ϕaxx ,ϕayy,ϕazz)
VM(ϕ)
s/c (D traverse)
{
ϕlower ≤ ϕ ≤ ϕupper
(3.10)
Résolution du problème d’optimisation
Pour la résolution de ce problème d’optimisation bicritère de la tra-
verse, nous avons choisi le couplage NBI RBF. L’algorithme détaillé utilisé
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dans ce cas industriel est présenté dans la figure (3.17). En effet, les étapes
principales sont les mêmes que celles que nous avons déjà appliquées pour
le premier cas de la canette 2D à savoir :
* Construction de métamodèle pour chaque critère à optimiser et formuler
Le problème approché du problème initial (Problème 3.11).
(PTraverseRBF)
max
ϕ=(ϕaxx ,ϕayy,ϕazz)
F˜R34(ϕ) / min
ϕ=(ϕaxx ,ϕayy,ϕazz)
V˜M(ϕ)
s/c (D traverse)
{
ϕlower ≤ ϕ ≤ ϕupper
(3.11)
* Ce dernier problème sera résolu à l’aide de la méthode NBI classique.
* Dans la dernière étape, nous allons faire les évaluations exactes des
solutions trouvées par notre approche, et faire une comparaison entre les
deux afin de tester l’efficacité de notre approche.
Figure 3.17 – Organigramme de fonctionnement du couplage NBI RBF pour le cas
industriel du travesrse 3D - Exemple pour une base RBF de 125 éléments
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Résultats
N=12 N=24
N=50 N=100
Figure 3.18 – Résultats de l’optimisation concurrente de forme de la traverse 3D pour
différentes valeur N de discrétisation du CHIM
N CPU total∗∗∗ Fonction exacte Fonction approchée
nb.éval CPU∗∗ nb.éval CPU∗
12 1j 21h 50 min 137 1j 21h 04 min 390 46 min
24 2j 01h 51 min 149 2j 01h 04 min 786 47 min
50 2j 09h 56 min 175 2j 09h 08 min 1584 48 min
100 3j 02h 01 min 225 3j 01h 12 min 3206 49 min
Tableau 3.6 – Comparaison entre le temps de calcul nécessaire pour l’évaluation des
fonctions objectif exactes et des fonctions approchées au niveau de notre approche NBI
RBF - Cas Travesrse - ( (***)=(*)+(**) )
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Discussion des résultats
Pour discuter de l’efficacité de notre approche de couplage NBI et RBF
pour cette application industrielle, nous analysons les résultats selon les
axes :
• Temps de calcul.
• But ou objectif industriel qui est l’identification des nouveaux profils
dominant la forme initiale de la traverse 3D.
• Vérification que les résultats sont effectivement des solutions non
dominées.
En ce qui concerne le premier point, il faut signaler que la résolution
des problèmes avec notre approche, nous a permis de faire un gain re-
marquable au niveau du temps de calcul par rapport au temps exigé si
nous avions choisi de les résoudre en faisant appel à la méthode NBI avec
évaluations exactes seulement. Pour illustrer ce point, nous prenons par
exemple le quatrième cas traité avec un nombre de solutions (N=100), il
est clair à partir du tableau ( 3.6) que notre approche nous a permis de ga-
gner un temps de calcul remarquable, en effet, la résolution du problème a
demandé 225 évaluations des fonctions exactes et 3206 celles approchées,
respectivement, qui présentent 6.55% et 93.45% des évaluations totales
utilisées dans notre approche, mais en même temps, nous constatons que
seul ce 6.55% prend 98.9% du temps de calcul total requis.
Cette dernière remarque explique notre choix d’éviter la résolution de
ces problèmes indutriels uniquement avec la méthode NBI, parce que
cette dernière va nécessiter un grand nombre d’évaluations des fonctions
exactes représentant les critères à optimiser, ce qui nécessitera un temps
de calcul très important.
Pour le deuxième point, nous notons que dans tous les cas étudiés (N =
12, 24,.., 100), il y a toujours parmi les solutions obtenues, certains profils
qui vérifient les caractéristiques requises à savoir des profils dominant le
profil initial de la traverse (voir les figures 3.18).
Concernant le dernier point de cette discussion, les résultats de la fi-
gure (3.18) mettent en évidence un certain nombre de solutions deux à
deux non dominées, qui sont toutes meilleures que (dominent) la solution
de départ, initialement utilisée par l’industriel. Ces solutions, Pareto-
optimales du point de vue du métamodèle, sont parfois à la lisière de
la frontière formée par les points de la base du métamodèle, tout en
n’étant dominées par aucun de ces derniers (pas de "mauvaise surprise").
L’obtention de solutions inédites non dominées (par évaluation exacte des
critères), répondant aux cahier des charges de l’industriel, dont les valeur
exactes des critères les placent suffisament proche du front de Pareto du
métamodèle, peut être considéré comme une preuve d’efficacité de notre
approche.
Nous terminons cette partie par la présentation de certains profils do-
minant la forme de la traverse 3D initiale (figures 3.19).
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(a) Le ventre (a) La traverse
profil (a) : VM = 555.176 ; FR34 = 2523
(b) Le ventre (b) La traverse
profil (b) : VM = 544.635 ; FR34 = 2504
(c) Le ventre (c) La traverse
profil (c) : VM = 536.803 ; FR34 = 2486
Figure 3.19 – Nouveaux profils (a, b et c) de la Traverse 3D vérifiant les
caractéristiques requises par l’indutriel. Les valeurs de VM et FR34 montrent que ces
solutions sont deux à deux non dominées entre elles.
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Les résultats obtenus pour le problème de la traverse 3D confirment l’effi-
cacité de notre algorithme pour la résolution des problèmes d’optimisation
bicritère industriels. Cette performance peut s’expliquer par la conver-
gence vers l’ensemble optimal de Pareto au fur et à mesure avec l’aug-
mentation des nombres solutions NBI (Figure 3.18). Cette convergence est
due surtout à la précision du métamodèle RBF . Cette précision est due à
une bonne stratégie du choix des élèments de la base RBF ( points maîtres)
qui se base sur le principe de la distribution uniforme .
Conclusion du chapitre
Dans ce chapitre, nous avons validé l’efficacité de nos deux algo-
rithmes NNCM RBF et NBI RBF pour un ensemble de cas tests acadé-
miques connus, avant de valider le dernier algorithme pour la résolution
de problèmes industriels complexes, la forme du fond de la canette 2D et
de la traverse 3D, proposés par notre partenaire industriel.
Les résultats obtenus pour les deux couplages effectués au niveau des
cas test académiques prouvent qu’il y a possibilité de capturer le front
exact en diminuant le nombre d’évaluations exactes des fonctions critères.
Pour les cas industriels, nous avons utilisé le couplage NBI RBF pour
résoudre les deux cas proposés, le fond de la canette 2D et la traverse
3D, et les résultats obtenus confirment l’efficacité de notre algorithme sur
deux niveaux : niveau résolution du problème d’optimisation et la capture
du front et le niveau des exigences industrielles.
D’après l’ensemble des résultats obtenus dans ce chapitre, il est intéressant
de souligner que la capture de front de Pareto génére un ensemble des
solutions non dominées. Pour savoir lesquelles choisir, le cas échéant, il
est nécessaire de faire appel à des algorithmes de sélection, comme par
exemple Nash et Kalai-Smorodinsky. Ces deux approches, issues de la
théorie des jeux, feront l’objet du prochain chapitre.
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Dans le chapitre précédent, nous avons pu identifier le front de Pa-
reto pour un ensemble de problèmes académiques et industriels. Nous
avons aussi signalé que cette approche permet de fournir beaucoup de
bonnes solutions, mais, parfois, il faut en implémenter une seule : Com-
ment choisir une parmi l’ensemble des solutions capturées ? Pour ce faire,
nous allons présenter deux approches de sélection des solutions. Dans un
premier temps, nous présentons une première approche issue de la théorie
des jeux statiques, et de la notion d’équilibre de Nash. Dans un deuxième
temps, nous étudierons la possibilité d’appliquer la théorie de l’équilibre
de Kalai-Smorodinsky à la sélection de solutions acier efficaces.
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4.1 Séléction par jeux de Nash
4.1.1 Introduction
La théorie des jeux est une théorie riche et pluridisciplinaire qui vise à
modéliser et optimiser le comportement d’acteurs qui prennent des déci-
sions dans un environnement concurrentiel (plus précisément, les actions
des uns ont des répercussions sur les gains des autres). C’est l’héritage de
mathématiciens qui comptent parmi les plus grands du vingtième siècle,
tels que Von Neumann, Nash. La théorie des jeux a des ramifications
en sociologie, économie, mathématiques, recherche opérationnelle, etc.
Dans cette thèse, nous présentons l’un des concepts principaux de cette
théorie, qui est l’équilibre de Nash, souvent utilisé dans diverses ap-
plications d’ingénierie (finance, gestion de chaînes logistiques, industrie
automobile, aérodynamique, et mécanique des structures). Plusieurs pa-
piers ont traité de ce concept, parmi lesquels : (Cachon.2004) (Leng.2005)
(Armantier.1998) et (Abou El Majd.2010).
Généralités
Dans le cadre de la théorie des jeux, l’équilibre de Nash fut proposé
par John Forbes Nash. Considérons un jeu se jouant à plusieurs joueurs,
où chaque joueur souhaite améliorer sa position. Le théorème de Nash
stipule qu’il existe sous certaines hypothèses (théorème 1) au moins un
point d’équilibre où chaque joueur ne pourra plus améliorer unilatérale-
ment. On nomme ce point Equilibre de Nash (EN) (définition 1).
Soient N disciplines (joueurs) telles que chaque joueur (i) dispose d’un
espace de contrôles Si et d’un critère fi.
fi : s = (s1, ..., sN) ∈ ∏
i
Si 7→ fi(s)
L’existence d’un équilibre de Nash dans un jeu est lié à l’existence d’un
point fixe dans la correspondance de meilleure réponse. Les théorèmes de
points fixes permettent ainsi de caractériser les situations dans lesquelles
un équilibre existe. Le résultat le plus communément utilisé est celui de la
théorème 1.
Théorème 1. Si les ensembles Si sont compacts, et les critères fi s.c.i. convexes,
alors il existe au moins un équilibre de Nash.
Definition 1. Une stratégie s∗ = (s∗i ) est un équilibre de Nash si :
s∗i est solution de minsi∈Si
fi(si, s∗−i) 1 ≤ i ≤ N
Algorithmes de calcul d’un EN
Comme signalé ci-dessus, un équilibre de Nash dans un jeu est lié à
l’existence d’un point fixe. En effet, un équilibre de Nash est un point fixe.
Donc, tout algorithme de calcul de point-fixe multivalué peut être essayé
pour déterminer l’équilibre de Nash (algorithme 10).
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Algorithm 10 Calcul de l’équilibre de Nash
1: Initialisation : s(0) ∈ S1 × ...× SN
2: Calcul de sˆi = minsi∈Si fi(si, s
k
−i), 1 ≤ i ≤ N
3: Faire
4: s(k+1) = t sˆ+ (1− t)s(k)
5: k ← k+ 1
6: jusqu’à convergence
Pour le critère d’arrêt ou encore la convergence, toute une étude a été
menée dans (Li.1987) par exemple.
Dans la suite de cette partie de thèse, nous allons considérer unique-
ment sur des problèmes bicritère.
Cas des problèmes bicritère
Pour le cas bicritère, il s’agit d’un jeu à deux joueurs (critères f1 et f2).
On considère S1 (resp. S2) l’ensemble des stratégies admissibles du joueur
(1) (resp. du joueur (2)). Les deux joueurs agissent respectivement comme
suit :
Joueur(1) : min
s1∈S1
f1(s1, s2)
Joueur(2) : min
s2∈S2
f2(s1, s2)
où f1 et f2 sont deux critères définis sur S1 × S2. Les deux joueurs
cherchent à améliorer leurs propres critères parallèlement. Le but est de
trouver une stratégie (s1∗, s2∗) ∈ S1 × S2 qui définit l’état d’équilibre du
jeu comme suit :
(Equilibre de Nash)
(s1∗, s2∗) = arg min
s1∈S1
f1(s1, s2∗)
(s1∗, s2∗) = arg min
s2∈S2
f2(s1∗, s2)
4.1.2 Split arbitraire -choix arbitraire de partage-
Dans notre cas d’étude, nous considèrons notre variable de recherche
x = (x1, x2, ...xm) et les deux ensembles des stratégies de chaque joueur
sont des variables appartenant à Rm1 et Rm2 tel que m1 +m2 = m. la pro-
blèmatique qui se pose en général, c’est la manière de choisir les stratégies
-autrement dit le partage de la variable d’optimisation entre les joueurs-.
Dans un premier temps, nous allons tester le fait d’effectuer un partage
arbitraire pour des cas tests académiques et industriels déjà présentés.
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Cas Tests Académiques
En nous basant sur l’algorithme (4.1) qui permet de détérminer l’équi-
libre avec un partage arbitraire, nous allons calculer l’équilibre de Nash
pour certains problèmes académiques à savoir Constmin, TNK et POL
(Tanaka.1995) (Cerny.2000).
Algorithm 11 Algorithme Equilibre de Nash
1: x = (x1, x2) ⊲ Effectuer un partage arbitraire de la variable
d’optimisation entre les fonctions objectif
2: Choisir (x01, x
0
2) ⊲ Point de départ
3: Choisir kmax, ǫ ⊲ Paramètres de l’équilibre de Nash
4: k = 0
5: xk+11 = minx1
f1(x1, xk2) ⊲ Minimiser la première fonction objectif
6: xk+12 = minx2
f2(xk1, x2) ⊲ Minimiser la deuxième fonction objectif
7: Tant que k < kmax
8: Si ||xk+11 − xk1||+ ||xk+12 − xk2|| < ǫ
9: k = k+ 1
10: Retourner à l’étape 5 ⊲ Retourner à l’étape de minimisation
11: Sinon
12: Arrêt
13: Fin Si
14: Fin Tant que
15: (x∗1 , x
∗
2) = (x
k+1
1 , x
k+1
2 ) ⊲ Equilibre de Nash
Les résultats présentés au niveau de la figure 4.1 montrent clairement que
l’équilibre de Nash n’est pas nécessairement une solution efficace (loin de
front de Pareto), ce qui présente l’inconvénient majeur de cette approche.
Pour l’ensemble de partages arbitraires appliqués aux problèmes traités,
il y a uniquement un seul partage qui nous a permis d’avoir un équilibre
de Nash qui se situe sur le front de Pareto du problème résolu (Problème
Constmin -partage 2-). Une seconde remarque qui découle des résultats
précédents est l’influence du partage de la variables d’optimisation entre
les critères (joueurs). En effet, la solution de Nash obtenue dépend du
choix de partage. Pour l’ensemble des problèmes traités (Constmin, POL
et TNK), avec un partage (partage 1), l’équilibre de Nash est bien proche
du front de Pareto, par contre, avec le deuxième partage (partage 2), l’équi-
libre obtenu reste loin du front de Pareto.
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Constmin -Partage 1- Constmin -Partage 2-
POL -Partage 1- POL -Partage 2-
TNK -Partage 1- TNK -Partage 2-
Figure 4.1 – Les équilibres de Nash (point bleu) pour les problèmes Constmin, TNK et
POL par les deux partages arbitraires possibles
4.1. Séléction par jeux de Nash 97
Cas Tests Industriels
Dans cette partie, nous allons calculer l’équilibre de Nash pour le pro-
blème d’optimisation du fond de canette, nous utilisons un partage ar-
bitraire entre les deux critères à optimiser (DRP et DG). Pour faire les
calculs, nous allons adopté le principe suivi dans le chapitre 3 pour la
capture de front de Pareto avec les méthodes NBI et NNCM auparavant
dans ce cas industriel. Nous allons résoudre le problème approché par
RBF jusqu’à la convergence vers l’équilibre de Nash et faire le calcul exact
de la solution approchée trouvée, comme le montre l’algorithme (12).
Algorithm 12 Couplage Nash RBF
1: x = (x1, x2) ⊲ Effectuer un partage arbitraire de la variable
d’optimisation entre les fonctions objectif
2: Choisir (x01, x
0
2) ⊲ Point de départ
3: Choisir kmax, ǫ ⊲ Paramètres de l’équilibre de Nash
4: k = 0
5: xk+11 = minx1
f˜1(x1, xk2) ⊲ Minimiser la première fonction objectif
6: xk+12 = minx2
f˜2(xk1, x2) ⊲ Minimiser la deuxième fonction objectif
7: Tant que k < kmax
8: Si ||xk+11 − xk1||+ ||xk+12 − xk2|| < ǫ
9: k = k+ 1
10: Retourner à l’étape 5 ⊲ Retourner à l’étape de minimisation
11: Sinon
12: Arrêt
13: Fin Si
14: Fin Tant que
15: (x∗1 , x
∗
2) = (x
k+1
1 , x
k+1
2 ) ⊲ Equilibre de Nash approché par RBF
16: ( f1(x∗1 , x
∗
2), f2(x
∗
1 , x
∗
2)) ⊲ Evaluation exacte de l’équilibre approché
Dans nos cas d’étude, la variable d’optimisation a quatre composantes.
Nous pouvons nous permettre de tester l’ensemble des scénarios repré-
sentant le partage arbitraire entre les critères (14 scénarios possibles).
Les résultats présentés dans la figure 4.2 indiquent les équilibres de Nash
obtenus pour les différents partages de la variable d’optimisation entre les
deux joueurs DRP et DG. Il existe certaines solutions Nash remarquables
qui se trouvent sur ou sont près de la frontière de l’espace fonctionnel -
front de Pareto-. Mais, malheureusement, loin de la zone d’intérêt pour les
applications industrielles (zone supérieure gauche du Front de Pareto) et
elles restent minoritaires par rapport aux autres solutions qui demeurent
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inefficaces (strictement dominée par un optimum de Pareto ). D’où, on re-
tient que le partage arbitraire est à proscrire dans ce cas d’étude industriel.
Cas 1 Cas 2
Cas 3
Figure 4.2 – Les équilibres de Nash (points rouges) pour le problème du fond de canette
2D par des différents partages arbitraires pour les trois types de profil de canette
Nous avons montré à travers plusieurs cas tests (académiques et indus-
triels) que le choix d’un partage arbitraire pour le calcul d’un équilibre
de Nash d’un problème d’optimisation n’est pas toujours souhaitable, car
nous ne sommes pas sûr que cet équilibre soit une solution optimale au
sens de Pareto, ni même, une solution proche du front de Pareto du pro-
blème traité.
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4.1.3 Aperçu d’autres stratégies de partage
Ces derniers temps, plusieurs études ont été faites pour développer
certains algorithmes de partage pour les jeux de Nash. Parmi ces études,
nous pouvons citer :
• J.A. Désidéri a proposé un algorithme de partage de variables d’op-
timisation utilisant les vecteurs propres de la matrice Hessienne
pour le critère le plus important. Cet algorithme de partage qu’on
qualifie d’intelligent, permet une dégradation du critère de la disci-
pline principale avec un gain au niveau du critère de la deuxième
discipline, tout en garantissant que la dégradation soit la moindre
possible. La difficulté majeure de cette approche de partage est le
choix de la dimension de chaque espace de la stratégie pour chaque
joueur d’une part, et le choix du critère le plus important d’autre
part (Désidéri.2007).
• N. Moussaid a présenté une nouvelle approche de partage de va-
riables d’optimisation, qui permet de déterminer numériquement
les stratégies entre deux joueurs en utilisant la stratégie de jeux de
Nash. Cette approche est basée sur la construction de deux tableaux
d’allocations P et Q dont la ieme composante (de P pour le joueur
1, de Q pour le joueur 2) représente la probabilité que le joueur
contrôle la ieme composante de la variable de décision. Moussaid a
proposé et expérimenté avec succès des algorithmes qui calculent
P, Q et les équilibres de Nash, en utilisant la stratégie de jeux de
Nash couplée avec une extension de l’approche "Normal Boundary
Intersection". Le détail de ces travaux est publiée dans sa thèse
(Moussaid.2010).
Conclusion
Dans cette partie, nous avons essayé de calculer les équilibres de Nash
pour un ensemble des problèmes d’optimisation académiques et indus-
triels, et à travers les résultats obtenus, nous pouvons conclure que l’avan-
tage majeur de cette approche est le coût de calcul raisonnable (vs celui
de capture du front de Pareto), par contre, elle a certains inconvénients
comme le risque d’inefficacité de la solution obtenue (EN loin du front
de Pareto) ou bien le problème de partage de la variable d’optimisation.
Pour éviter ces deux problèmes majeurs de l’EN, nous avons fait appel à
une autre alternative à savoir l’Equilibre de Kalai-Smorodinsky dont les
avantages sont le fait que cet équilibre est vraiment une solution au sens
de Pareto et que la résolution ne nécessite pas un partage.
4.2 Sélection par jeu de Kalai-Smorodinsky
4.2.1 Introduction
L’équilibre de Kalai-Smorodinsky (KS) est considéré comme l’une des
alternatives de l’équilibre de Nash, il est défini par Raiffa (1953) et carac-
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térisé par Kalai et Smorodinsky (1975). Cet équilibre est lié à la solution
donnée par Nash pour le problème de négociation, et dans la plupart des
publications traitant ce problème comme (Kalai.1975) (Nagahisa.2002)
(Bozbay.2012), nous pouvons facilement observer cette relation car nous
trouvons que les solutions présentées par les deux approches ont presque
les même caractéristiques (3 caractéristiques communes sur 4) .
L’approche de KS nous permet d’identifier un équilibre qui doit satis-
faire quatre axiomes : KS est une solution efficace (solution sur le front
de Pareto), indépendante, symétrique et monotone (pour plus de détails,
consulter les références cités ci-dessus).
Généralités
La solution de Kalai-Smorodinsky est le point d’intersection entre le
segment qui relie le point Utopia Fu et le point Nadir Fn avec le bord
de l’ensemble réalisable -Espace fonctionnel- (voir figure 4.3). Le point
Utopia est le point qui a comme valeur pour chaque objectif la valeur op-
timale de l’objectif considéré. Ce point ne correspond pas à une solution
réalisable car si c’était le cas, cela sous-entendrait que les objectifs ne sont
pas contradictoires et qu’une solution optimisant un objectif, optimise si-
multanément tous les autres, ce qui ramènerait le problème à un problème
ayant une seule solution Pareto optimale. Le point Nadir est en fait à l’op-
posé du point utopique, ses composantes sont les valeurs des maxima des
composantes de fi sur l’ensemble de Pareto et non pas sur tout l’ensemble
faisable. Une visualisation de l’ensemble de ces définitions présentant les
étapes du calcul de l’équilibre de Kalai-Smorodinsky est donnée sur la
figure 4.4.
Figure 4.3 – La solution de Kalai-Smorodinsky KS (point bleu) pour un problème
bicritère
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Figure 4.4 – Les étapes de l’identification de l’équilibre de KS : Calcul des minima
individuels et le point utopia (point noir), calcul du point nadir (point vert),
détermination de la line reliant les points utopia et nadir, et l’identification de l’équilibre
de KS (point bleu).
4.2.2 Validation
Pour la validation de nos codes relatifs au calcul de l’équilibre de
Kalai-Smorodinsky, nous avons utilisé les cas tests académiques et indus-
triels utilsés auparavant pour la validation de l’équilibre de Nash afin de
faire une comparaison entre les deux équilibres.
Cas Tests Académiques
En nous basant sur l’algorithme(13) qui permet de calculer l’équilibre
de Kalai-Smorodinsky, nous allons le tester pour les problèmes acadé-
miques utilisés auparavant à savoir Constmin, TNK et POL.
Algorithm 13 algorithme de Kalai-Smorodinsky
1: x∗1 = minx f1(x) ⊲ Minimiser la première fonction objectif
2: x∗2 = minx f2(x) ⊲ Minimiser la deuxième fonction objectif
3: Fu = [ f1(x∗1), f2(x
∗
2)]
T
⊲ Point Utopia
4: Fn = [ f1(x∗2), f2(x
∗
1)]
T
⊲ Point Nadir
5: τ = F
u−Fn
||Fu−Fn||
6: On résout le problème : ⊲ Equilibre de Kalai-Smordonisky
max
x,t
t
s/c

Fn + t.τ = F(x)
gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
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(a) Constmin (b) POL
(c) TNK
Figure 4.5 – Identification de l’équilibre de Kalai-Smorodinsky (point bleu) pour les
problèmes (a) Constmin, (b) TNK et (c) POL
Les résultats présentés au niveau de la figure 4.5 illustrent clairement le
point que nous avons signalé au début de notre chapitre à propos de
l’avantage majeur de l’équilibre de Kalai-Smorodinsky à savoir que cette
solution est par définition une solution optimale au sens de Pareto.
Cas Tests Industriels
Dans cette partie, nous allons calculer l’équilibre de Kalai-
Smorodinsky pour le problème d’optimisation du fond de canette, et
nous allons suivre le même principe que nous avons adopté pour les
méthodes NBI,NNCM et Nash dans ce cas industriel à savoir résoudre
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le problème approché par RBF jusqu’à la convergence vers l’équilibre de
Kalai-Smorodinsky et faire le calcul exact de cette solution approchée
trouvée comme le montre l’algorithme (14).
Algorithm 14 Couplage de Kalai-Smorodinsky et RBF
1: xk+11 = minx1
f˜1(x1, xk2) ⊲ Minimiser la première fonction objectif
2: xk+12 = minx2
f˜2(xk1, x2) ⊲ Minimiser la deuxième fonction objectif
3: F˜u = [ f˜1(x∗1), f˜2(x
∗
2)]
T
⊲ Point Utopia
4: F˜n = [ f˜1(x∗2), f˜2(x
∗
1)]
T
⊲ Point Nadir
5: τ = F˜
u−F˜n
||F˜u−F˜n||
6: On résout le problème : ⊲ Formulation Kalai-Smordonisky
max
x,t
t
s/c

Fn + t.τ = F(x)
gj(x) ≥ 0 j = 1; ...; J
hk(x) = 0 k = 1; ...; K
aiin f ≤ xi ≤ aisup i = 1; ...;m
7: xKSapp ⊲ Equilibre de Kalai-Smorodinsky approché par RBF
8: xKS = ( f1(xKSapp), f2(xKSapp)) ⊲ Evaluation exacte de l’équilibre
approché
Nous allons présenter les résultats obtenus dans cette partie en deux
étapes, une première étape établit la validation de notre approche unique-
ment au niveau du calcul de l’équilibre de Kalai-Smorodinsky pour les
critères approchés par RBF, et pour cela, nous avons effectué une super-
position des solutions NBI RBF (présentant le front de Pareto approché
dans ce cas) et la solution de Kalai-Smorodinsky calculée par notre code,
et nous pouvons conclure à partir des figures à gauche de la figure des
résultats 4.6 l’efficacité de notre code, car pour l’ensemble des cas traités,
l’équilibre de KS se situe parmi les solutions NBI. Donc, cet équilibre
peut être considéré comme une solution optimale au sens de Pareto.
Après cette première étape, nous sommes passé à la deuxième étape de
la présentation des résultats à savoir la projection réelle de la solution KS
sur l’espace fonctionnel (espace constitué par le calcul exact des éléments
de la base RBF), et nous remarquons clairement sur les figures à gauche
de la figure des résultats 4.6 que la solution KS évaluée exactement pour
les cas traités se trouve sur la frontière de l’espace, d’où une validation
acceptable de notre code du couplage Kalai-Smorodinsky RBF (KS RBF).
104 Chapitre 4. Sélection de solutions efficaces
KS RBF Projection réelle
(a) cas 1
KS RBF Projection réelle
(b) cas 2
KS RBF Projection réelle
(c) cas 3
Figure 4.6 – Equilibre de Kalai-Smorodinsky calculé à l’aide des critères approchés par
RBF (figures à gauche : KS approché est le point rouge et les points bleus présentent le
front de Pareto approché par RBF) et sa projection réelle sur l’espace fonctionel (figures à
droites : KS est le point rouge) pour les trois types de profil de la canette 2D
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EN KS
(a) cas 1
EN KS
(b) cas 2
EN KS
(c) cas 3
Figure 4.7 – Comparaison entre les positions de l’équilibre de Kalai-Smorodinsky (point
rouge sur les figures à droite) et les équilibres de Nash (points rouges sur les figures à
gauche) par rapport à l’espace fonctionnel (points noirs) et la solution initiale (point
bleu) pour les trois types de profil de la canette 2D.
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Une simple comparaison entre les résultats obtenus pour le problème
de l’optimisation du fond de canette par les deux approches Kalai-
Smorodinsky et Nash avec un partage arbitraire (Figure 4.7) nous a
permis de relever les points suivants :
• L’approche KS permet d’avoir directement une solution optimale au
sens de Pareto contrairement à l’approche EN dont nous avons ef-
fectué 14 scénarios pour le partage sans pour autant obtenir des
résultats concluants.
• Parmi les 14 équilibres de Nash calculés pour les trois types de
canette, nous trouverons uniquement 4, 6 et 3 solutions Pareto-
optimales respectivement pour les cas d’études 1, 2 et 3. Parmi l’en-
semble des solutions, il y a uniquement une seule qui se situe dans
la zone intéressante pour l’industriel.
• Les solutions KS obtenues pour les cas 1 et cas 3 sont des solutions
qui dominent la solution initiale.
(a) cas 1 (b) cas 2
(c) cas 3
Figure 4.8 – Profils correspondant aux équilibres de Kalai-Smorodinsky pour les trois
types de profil de la canette.
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Conclusion
A travers les remarques signalées ci-dessus, nous pouvons conclure
que l’approche KS a le même avantage que celle de EN qui est le temps de
calcul raisonnable, et en même temps, cette approche élimine les incon-
vénients majeurs de EN. En effet, la solution KS obtenue est une solution
optimale et elle est identifiée sans avoir besoin de partage de la variable
d’optimisation.
Conclusion du chapitre
Dans ce chapitre, nous avons étudié la faisabilité de deux approches
" équilibre de Nash et équilibre de Kalai-Smorodinsky" pour la sélection
des solutions efficaces pour des problèmes d’optimisation multicritère.
Les résultats obtenus prouvent que les deux approches ont un grand avan-
tage sur les méthodes de capture de front de Pareto qui est le temps de
calcul raisonnable. Par contre, une comparaison entre les deux approches
montre clairement que l’approche KS demeure meilleure que celle de EN
grâce à deux points :
• La solution KS est une solution par construction Pareto-optimale
contrairement à celle de EN qui ne l’est pas nécessairement.
• L’approche KS ne demande pas un partage de la variable d’optimi-
sation comme l’exige la formulation jeux de Nash (EN).

Conclusion générale
L’objectif de ce travail de thèse était d’étudier un ensemble de mé-
thodes d’optimisation multicritère qui permet la résolution de problèmes
de conception de forme avec un coût de calcul raisonnable. Plusieurs
aspects ont été abordés pendant cette étude. Nous avons commencé par la
présentation de l’optimisation multicritère, des algorithmes de capture de
front de Pareto, en particulier, les algorithmes NBI et NNCM, et du méta-
modèle RBF. Pour les deux méthodes NBI et NNCM, nous avons montré,
à travers des cas tests, que le point fort de ces deux méthodes est qu’elles
génèrent un ensemble uniforme de points Pareto-optimaux équidistribués
sur le front de Pareto et non pas un nombre de points concentrés dans
une région donnée, ce qui permet de construire une bonne approximation
de la surface Pareto. Pour les inconvénients de ces deux approches citées,
nous trouverons la possibilité de générer certaines solutions dominées et
le grand nombre d’évaluations des fonctions critère, ce que peut être coû-
teux au niveau du temps de calcul. De même, nous avons montré que la
meilleure approche (au moins pour nos applications) pour la construction
d’un métamodèle RBF précis est bien de générer sa base d’une manière
uniforme, et d’optimiser son facteur d’atténuation à l’aide de la technique
de RIPPA. On a aussi vu que la meilleure méthode (ou la plus répandue)
pour la résolution d’un problème d’optimisation réel, généralement mul-
ticritère, avec un coût de calcul réduit est l’utilisation d’un algorithme de
capture de front de Pareto couplé à un métamodèle.
Dans cette thèse, nous avons développé deux algorithmes basés sur ce
principe de couplage, le couplage NBI RBF et celui de NNCM RBF. Ces
deux algorithmes ont été utilisés dans le troisième chapitre pour résoudre,
dans un premier temps, un ensemble des problèmes tests académiques
complexes connus comme (SCH1, SCH2, HannaNC, POL, TNK, FON, P3,
et P4). Dans un deuxième temps, nous avons validé et appliqué nos ap-
proches à deux cas industriels proposés par notre partenaire industriel. Le
premier concerne un modèle 2D du fond de la canette (elasto-plasticité) et
le second est un modèle 3D de la traverse (élasticité linéaire). Les résultats
obtenus confirment l’efficacité de nos algorithmes développés NBI RBF et
NNCM RBF. En effet, les résultats obtenus par les deux couplages pour
les cas test académiques prouvent qu’il y a possibilité de converger vers
le front de Pareto réel en diminuant le nombre d’évaluations exactes des
fonctions critères. Pour les cas industriels, nous avons utilisé uniquement
le couplage NBI RBF pour la résolution des deux cas proposés, et les
résultats obtenus confirment la robustesse et l’efficacité de notre algo-
rithme sur deux niveaux : la résolution du problème d’optimisation (i.e
identification du front de Pareto) et les exigences industrielles, tout en
109
110 Conclusion générale
ayant un gain considérable en terme de temps de calcul.
Pour les cas industriels traités, nous avons succinctement décrit les
modèles mécaniques (dans le deuxième chapitre), avec les détails des
procédures de calcul effectif de réponses elasto-plastique et élastiques,
ainsi que celles de calcul de critères. Nous avons également décrit les
méthodes de la variation ou la déformation de la forme du fond de la
canette en 2D (Spline cubique) et la traverse en 3D (FFD par RBF).
L’identification du front de Pareto pour l’ensemble de problèmes aca-
démiques et industriels nous a permis de fournir beaucoup de bonnes
solutions, mais, parfois, il faut en implémenter une seule : comment
choisir une parmi l’ensemble des solutions capturées ? Pour ce faire, nous
avons introduit, au niveau de chapitre 4, deux approches de sélection
des solutions. Dans un premier temps, nous avons présenté une pre-
mière approche issue de la théorie des jeux statiques qui est l’équilibre
de Nash (EN). Dans un deuxième temps, nous avons étudié la possi-
bilité d’appliquer la théorie de l’équilibre de Kalai-Smorodinsky (KS) à
la sélection de solutions efficaces. Pour l’équilibre de Nash, nous avons
utilisé un partage arbitraire de la variable d’optimisation entre les critères
à optimiser, et nous avons prouvé que cette méthode n’est pas assez
fiable car il y a le risque d’inefficacité des solutions (EN loin de front
de Pareto). Pour surmonter cette problématique, nous avons eu recours
à la deuxième alternative qui est l’équilibre de Kalai-Smorodinsky. Ce
dernier nous a permis d’avoir un équilibre (solution) efficace. Pour les
deux approches, il faut signaler un avantage majeur qui est le coût de cal-
cul qui reste raisonnable par rapport à celui de capture du front de Pareto.
A l’avenir, il serait intéressant de tester le couplage des méthodes
NBI et NNCM avec d’autres types de métamodèle pour résoudre les pro-
blèmes d’optimisation multicritère industriels. Il serait aussi intéressant
de tester la possibilité dajouter autant de points maîtres à chaque itération
(actualisation et enrichissement des métamodèles).
Un autre axe de recherche pourrait être l’étude d’autres approches
pour la partage de la variable d’optimisation pour le calcul de l’équilibre
de Nash, comme celles introduites et étudiées par Désidéri (Désidéri.2007)
et Moussaid (Moussaid.2010).
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A.1 Validation de la méthode NBI
La méthode NBI est validée sur un ensemble de problèmes d’optimi-
sation multicritère connus et difficiles tels que SCH1, Messac, Hanna non
convexe, ZDT1, Deb et Hanna discontinu.
SCH1 (b) Messac
(c) Hanna non convexe (d) ZDT1
(e) Deb (f) Hanna discontinu
Figure A.1 – Résolution des problèmes (a) SCH1, (b) Messac, (c) Hanna non convexe,
(d) ZDT1, (e) Deb et(f) Hanna discontinu par la méthodes NBI, les solutions obtenues
sont en bleu et l’espace fonctionnel en rouge
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A.2 Usage d’un filtre pour la méthode NBI
Comme déjà signalé tout en long des chapitres, la méthode NBI a un
inconvénient majeur, elle peut générer des solutions dominées, d’où la
nécessité d’un filtre pour éliminer ces solutions (cas de problème de Deb
et Hanna discontinu).
(a) Deb (b) Hanna discontinu
Figure A.2 – Usage d’un filtre pour éliminer les solutions dominées obtenues par la
méthode NBI pour les problèmes (a) Deb et (b) Hanna discontinu
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A.3 Validation de la méthode NNCM
La méthode NNCM est validée sur un ensemble de problèmes d’opti-
misation multicritère connus et difficiles tels que Max-Ex, Const-Min-Ex,
P3, ZDT2, Messac-mod et Tanaka-mod.
(a) Max-Ex (b) Const-Min-Ex
(c) P3 (d) ZDT2
(e) Messac-mod (f) Tanaka-mod
Figure A.3 – Résolution des problèmes (a) Max-Ex, (b) Const-Min-Ex, (c) P3, (d)
ZDT2, (e) Messac-mod et(f) Tanaka-mod par la méthodes NBI, les solutions obtenues
sont en bleu et l’espace fonctionnel en rouge
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A.4 Usage d’un filtre pour la méthode NNCM
Comme la méthode NBI, la méthode NNCM a aussi le même incon-
vénient majeur qui est la possibilité de générer des solutions dominées,
d’où la nécessité d’un filtre pour éliminer ces solutions (Cas de problème
de Tanaka-mod et Tanaka).
(a) Tanaka-mod (b) Tanaka
Figure A.4 – Usage d’un filtre pour éliminer les solutions dominées obtenues par la
méthode NNCM pour les problèmes (a) Tanaka-mod et (b) Tanaka
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A.5 Etude Comparative entre la distribution uniforme
et le latin hypercube pour le choix des éléments de
la base RBF (points maîtres)
Comme déjà signalé, nous avons choisi la distribution uniforme des
points maîtres pour la construction de la base du métamoèle RBF. Ce choix
est fait à la base des résultats obtenus par une étude comparative entre les
deux méthodes (latin hypercube et distribution uniforme). Cette étude est
validé sur des cas tests académaiques et des cas industriels (les critères
DRP et DG).
* Fonctions académiques
* Fonctions à une variable
(a) Rastrigin 1D (b) Schwefel
Figure A.5 – Approximation des fonctions (a) Rastrigin 1D et (b) Schwefel par RBF
avec le même nombre total (N = 15) de points maîtres avec les méthodes de génération de
points : distribution uniforme (rouge) et latin hypercube (bleu)
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* Fonctions à deux variables
(a) Distribution Uniforme (b) Latin Hypercube
Fonction Rastrigin 2D
(a) Distribution Uniforme (b) Latin Hypercube
Fonction Branin
Figure A.6 – Approximation des fonctions Rastrigin 2D et Branin par RBF avec le
même nombre total (N = 81) de points maîtres avec les méthodes de génération de
points : distribution uniforme (figures à gauches) et latin hypercube (figures à droites)
-fonctions exactes en rouge et fonctions approchées en bleu-
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* Critères industriels
* Critère DRP
(a) Distribution uniforme (b) Latin hypercube
Figure A.7 – Approximation du critère DRP avec le même nombre total (N = 81) de
points maîtres avec les méthodes de génération de points : (a) Distribution uniforme
(figure à gauches) et (b) Latin hypercube (figures à droites) -fonction exacte en noir et la
fonctions approchée (a) en rouge et (b) en bleu, pour la canette de type Cas2.
(a) Distribution uniforme (b) Latin hypercube
Figure A.8 – Approximation du critère DRP avec le même nombre total (N = 81) de
points maîtres avec les méthodes de génération de points : (a) Distribution uniforme
(figure à gauches) et (b) Latin hypercube (figures à droites) -fonction exacte en noir et la
fonctions approchée (a) en rouge et (b) en bleu, pour la canette de type Cas3
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* Critère DG
(a) Distribution uniforme (b) Latin hypercube
Figure A.9 – Approximation du critère DG avec le même nombre total (N = 81) de
points maîtres avec les méthodes de génération de points : (a) Distribution uniforme
(figure à gauches) et (b) Latin hypercube (figures à droites) -fonction exacte en noir et la
fonctions approchée (a) en rouge et (b) en bleu, pour la canette de type Cas2
(a) Distribution uniforme (b) Latin hypercube
Figure A.10 – Approximation du critère DG avec le même nombre total (N = 81) de
points maîtres avec les méthodes de génération de points : (a) Distribution uniforme
(figure à gauches) et (b) Latin hypercube (figures à droites) -fonction exacte en noir et la
fonctions approchée (a) en rouge et (b) en bleu, pour la canette de type Cas3
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A.6 Validation du métamodèle RBF pour des fonctions
1D
Dans cet annexe, une série des fonctions analytiques 1D est utilisée
pour tester la capacité du métamodèle RBF à les approcher en présence
d’un nombre de points maîtres (points bleus) répartis de manière. Les
fonctions utilisées sont : Rastrigin , Perm, Zakharov et Ackbley.
(a) Rastrigin (b) Perm
(c) Zakharov (d) Ackbley
Figure A.11 – Approximation des fonctions (a) Rastrigin , (b) Perm, (c) Zakharov et
(d) Ackbley, avec le métamodèle RBF construit avec deux points maîtres répartis d’une
manière uniforme (distribution uniforme).
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A.7 Validation du métamodèle RBF pour des fonctions
2D
Dans cet annexe, une série des fonctions analytiques 2D est utilisée
pour tester la capacité du métamodèle RBF à les approcher en présence
d’un nombre de points maîtres (points bleus) répartis de manière. Les
fonctions utilisées sont : Matyas , Perm, Beale et Branin.
(a) Matyas (b) Perm
(c) Beale (d) Branin
Figure A.12 – Approximation des fonctions (a) Matyas , (b) Perm, (c) Beale et (d)
Branin, avec le métamodèle RBF construit avec deux points maîtres répartis d’une
manière uniforme (distribution uniforme).
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A.8 Validation de l’approche NBI RBF
Dans cet annexe, nous utilisons une série des problèmes tests multicri-
tère qui diffèrent par leurs fronts de Pareto afin de valider notre approche
de couplage NBI RBF.
(a) Tanaka (b) Messac
(c) Const-Min-EX
Figure A.13 – Comparaison entre les solutions obtenues par l’approche NBI RBF (*
rouge) et celles obtenus par NBI (points bleus) pour les problèmes (a) Tanaka, (b) Messac
et (c) Const-Min-Ex.
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A.9 Optimisation des profils de la canette 2D
Dans cet annexe, nous faisons l’optimisation de forme pour les trois
type de profil de la canette 2D, avec une nouvelle variable d’optimisa-
tion et des nouvelles contraintes. Les résultats obtenus prouvent toujours
l’efficacité de notre couplage NBI RBF d’identifier des nouveaux profils
respectant les exigences industriels.
* Optimisation canette -Cas1-
(a) Problème traité (b) Résultats obtenus
(c) Profil 1 (d) Profil 2
Figure A.14 – Optimisation de la forme du font de la canette de type cas 1 avec
l’approche NBI RBF : (a) Présentation du problème à traiter avec la variable
d’optimisation et les contraintes, (b) Les résultats obtenus par l’approche NBI RBF
(points rouge) et les éléments de la base RBF (points noirs), (c) et (d) des nouveaux
profils pour le fond de la canette vérifiant les exigences industriels.
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* Optimisation canette -Cas2-
(a) Problème traité (b) Résultats obtenus
(c) Profil 1 (d) Profil 2
Figure A.15 – Optimisation de la forme du font de la canette de type cas 2 avec
l’approche NBI RBF : (a) Présentation du problème à traiter avec la variable
d’optimisation et les contraintes, (b) Les résultats obtenus par l’approche NBI RBF
(points rouge) et les éléments de la base RBF (points noirs), (c) et (d) des nouveaux
profils pour le fond de la canette vérifiant les exigences industriels.
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* Optimisation canette -Cas3-
(a) Problème traité (b) Résultats obtenus
(c) Profil 1 (d) Profil 2
Figure A.16 – Optimisation de la forme du font de la canette de type cas 3 avec
l’approche NBI RBF : (a) Présentation du problème à traiter avec la variable
d’optimisation et les contraintes, (b) Les résultats obtenus par l’approche NBI RBF
(points rouge) et les éléments de la base RBF (points noirs), (c) et (d) des nouveaux
profils pour le fond de la canette vérifiant les exigences industriels.
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A.10 Equilibre de Nash -Partage arbitraire-
Dans cet annexe, nous utilisons une série des problèmes tests multi-
critère pour calculer les équilibres de Nash avec des différents partage de
la variable d’optimisation.
MIN-Ex -Partage 1- Min-Ex -Partage 2-
Max-Ex -Partage 1- Max-Ex -Partage 2-
P4 -Partage 1- P4 -Partage 2-
Figure A.17 – Equilibre de Nash pour les problèmes Min-Ex, Max-Ex et P4 pour deux
différents partages arbitraires
128 A. Annexes
A.11 Equilibre de Kalai-Smorodinsky
Dans cet annexe, nous utilisons une série des problèmes tests multicri-
tère pour identifier l’équilibre de Kalai-Smorodinsky.
(a) Min-Ex (b) Hanna non discontinu
(c) Fonseca (d) P4
Figure A.18 – Equilibre de Kalai-Smorodinsky (point bleu) pour les problèmes (a)
Min-Ex, (b) Hanna non discontinu, (c) Fonseca et (d) P4
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Notations
DG : Dome Growth /Déroulement du Pied
DRP : Dome Reversal Pressure/Pression de Retournement du Fond
DU : Distribution Uniforme
EN : Equilibre de Nash
FFD : Free Form Deformation
KS : Equilibre Kalai-Smorodinsky
LHS : Latin Hypercub Sampling
MAX : Le facteur Maximum Absolute Error
NBI : La méthode Normal Boundary Intersection
NBI RBF : Couplage de la méthode NBI et le métamodèle RBF
NMAX : Le facteur Normalized Maximum Absolute Error
NNCM : La méthode Normalized Normal constraint Methods
NNCM RBF : Couplage de la méthode NNCM et le métamodèle RBF
NRMSD : Le facteur Normalized Root Mean Square Deviation
RBF : Le métamodèle Radial Basis Function
RMSD : Le facteur Root Mean Square Deviation
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