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Abstract-Several algorithms have been proposed for the stable numerical computation of non- 
dominant solutions of linear difference equations. The unifying approach of these algorithms is that 
they replace the task of solving the given initial value problem, by that of solving a boundary value 
problem, which is in some sense, equivalent. A similar task is involved in the numerical solution of 
initial value problems for ordinary differential equations using linear multistep methods. However, in 
this case, it is always assumed that the numerical solution will be found by forward recurrence, and 
this assumption imposes severe restrictions on the numerical methods that can be used. By adapting 
some of the ideas that have been proposed for linear recurrence relations, new algorithms are derived 
for the numerical solution of initial value problems, and it is shown that these new methods can be 
competitive with the best methods currently available. 
1. ALGORITHMS FOR 
SOLVING LINEAR RECURRENCE RELATIONS 
Many important special functions satisfy linear three term recurrence relations of the form 
a0 (n) Yn+2 + a1 (n) Ynfl + a2 (n) Y7l = 0. (l.la) 
Here, the sequences {czi (n)}, i = 0, 1,2, are known for all n = 0, 1,2, . . . , and it is required to 
compute the sequence {y,} in a range 0 2 n 5 L. It has been known for some time that severe 
numerical instability can occur if an attempt is made to compute a solution of (l.la) using direct 
forward recurrence, starting with the two given initial conditions 
Yo = f(O)? Yl = f(l). (l.lb) 
A particularly well known example of this instability arises in the computation of Bessel functions 
using .the three term recurrence 
Yn+2 - ; Yn+1 + Yn = 0. (1.2) 
If the two initial conditions yo = JO (z), y1 = J1 (x) are specified, and (1.2) is solved for {y,}, 
n > 2, using direct forward recurrence, then all the precision in the desired solution J, (z) is 
very quickly lost. The precise reason for this instability can be seen by examining the relative 
behaviour of the fundamental solutions of (1.2). These are well known to be J, (x) and Y, (z) 
which are the Bessel functions of the first and second kind, respectively. The fundamental solution 
J, (x) is minimal, in the sense that 
(1.3) 
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while Y, (z) is said to be dominant. AS a result of just one rounding error in the numerical 
solution of (1.2), the solution gn that is actually computed is 
Even though the constant A2 is of the magnitude of round-off error, we immediately see that the 
relative error in the computed solution gm has the behaviour 
A way of dealing with this instability was given by J.C.P. Miller [l] who proposed his famous 
backward recurrence algorithm. Essentially, this algorithm involves solving for {yn} using (1.2) 
in the direction of decreasing n, a direction for which J, (x) is now the dominant solution. Since 
accurate values of yn are not normally available for large n, Miller proposed taking the arbitrary 
boundary conditions 
Yn = 1, Yjv+r = 0, 
for large N, and then scaling the solution so as to satisfy the initial condition. Thus Miller’s 
algorithm for the stable computation of a minimal solution of (l.la,b) in a range 0 5 n 5 L is: 
Set Zrir = 0, Zrl = 1 for some suitably large N. 
Compute ZAN1 = - 
a0(n)ZAy12 + al(n) Z 21 
a2 (n) 
, forn=N-l,N-2 ,..., 0. 
Normalise to obtain yiN1 = “ii$(‘). 
(1.5) 
The sequence yiN”l 
1 > 
is an approximation to the required solution {yn}. The convergence of this 
process was examined by Gautschi [2], who showed that, for fixed n 
if, and only if, yn is a minimal solution of (1.1) satisfying yn # 0. We note that this algorithm 
requires only one initial condition to be specified. This is to be expected since the numerical 
solution of (1.2) defines a one-dimensional subspace. 
An alternative approach to the computation of nondominant solutions of (1 .la,b) was proposed 
by Fox [3] and Gautschi [2], who suggested reposing the given initial value problem as a boundary 
value problem which is mathematically equivalent. Gautschi considered solving the system 
Yo = f(O), 
ao(n + m(n)y,+l + a2(n)yn = 0, n=O,l,..., N-l, (I-7) 
!/N+l = f(N + 1). 
The resulting problem can now be written in the form Ay = b, where the matrix A is tri-diagonal. 
In his original article, Fox suggested that this system should be solved by relaxation, although 
the Gaussian elimination approach suggested in [2] does seem a much more natural approach. 
A link between the algorithms of Fox, Gautschi and Miller, and indeed between virtually all 
algorithms for solving linear recurrence relations, was established by Cash and Zahar [4]. They 
showed that Miller’s backward recurrence algorithm is computationally equivalent to writing the 
recurrence relation in the boundary value form Ay = b and then factorising the matrix A into a 
UL product. The resulting backward elimination and forward substitution then corresponds to 
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the backward recurrence and scaling procedures of Miller’s algorithm. Gautschi did not pursue 
his approach because of the difficulty in general of obtaining J(N + 1). 
An algorithm for the stable computation of nondominant solutions of the inhomogeneous second 
order recurrence 
ao(7J)y?z+2 + al(n)Y,+l + a2(n)y, = b(n), U-8) 
was given by Olver [5]. This algorithm is considerably more powerful than ones which were 
previously proposed. In particular, it automatically provides a suitable value for N for use in the 
homogeneous form of (1.7) with f(N + 1) = 0 to compute the solution of (1.8) to the required 
degree of accuracy in a range 0 5 n 5 L. In addition, it allows the stable computation of 
intermediate solutions which are neither dominant nor minimal. The underlying idea behind 
Olver’s algorithm is similar to the ideas discussed earlier, in that the problem is reposed as a 
mathematically equivalent boundary value problem. Olver then proposed solving the resulting 
linear algebraic system using Gaussian elimination, and pointed out the important advantages 
to be gained by adopting this approach. 
The basic ideas that we have discussed earlier in this section, have been extended to higher 
order linear recurrence relations [4,6,7], as well as, to first order systems. The common underlying 
theme of all these extensions is the same as for the second order case, in that the original problem 
is first re-posed as a boundary value problem, and this boundary value problem is then solved by 
some form of matrix factorisation. Many of these ideas also have applications in the numerical 
solution of initial value problems for ordinary differential equations, and we will consider these 
in the next section. 
2. STABILITY THEORY OF 
NUMERICAL METHODS FOR ODES 
We saw, in the previous section, that algorithms for the stable computation of nondominant 
solutions of linear recurrence relations are based on the reformulation of the given initial value 
problem to a mathematically equivalent boundary value problem. In the context of linear ordinary 
differential equations, the idea of replacing ill-conditioned initial value problems by equivalent 
well-conditioned boundary value problems has been known for some time [8]. In this section, we 
expand on these ideas and consider the numerical solution of the initial value problem, 
2 = fC&Y), Y(Xo> =yo, Y E RS, (2.1) 
using the linear k-step method, 
k 
&ajYn+j=hCDj.fn+jy (2.2) 
j=O j=O 
where h is the steplength of integration, yn+j is the approximate numerical solution obtained at 
z,+j and .fn+j = f (zn+j, Yn+j ). Similar problems to those discussed in Section 1 are obtained 
when solving (2.1) using (2.2). In particular if (2.1) is linear then the difference equation (2.2) 
will have k fundamental solutions only one of which can be a good approximation to the solution 
of (2.1). In view of this, care has to be taken to ensure that the required solution of (2.2) is 
dominant, since (2.2) will b e solved by forward recurrence. Stability conditions imposed on (2.2) 
serve to ensure this dominance. In what follows, we consider the basic requirements that need to 
be imposed on (2.2), so that it is in some sense “suitable” for the solution of (2.1). 
The fundamental condition that needs to be imposed on any numerical method is one of 
convergence. That is, we demand the limiting behaviour, 
/ii0 IIYn - Y (GJII = 0. (2.3) 
z,=zo+nh 
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To achieve this limiting behaviour, the linear multistep method (2.2) needs to satisfy two basic 
requirements, one related to accuracy and the other to stability. We consider first the accuracy 
requirement. To do this, we define the local truncation error associated with (2.2) as, 
LTE=~ajy(z,+j)-R~P,f(z,+j, Y(%+j)). (2.4) 
j=o j=O 
Using a straightforward Taylor expansion this can be expressed as 
LTE = Cm+i km+’ y@+‘) (z,J + 0 (hm+2). (2.5) 
In this case, the order of (2.2) is defined to be m, and if m > 1, the method is said to be 
consistent. Consistency is clearly a necessary condition for (2.2) to be convergent. However, it is 
not sufficient, since (2.2) also needs to satisfy a stability requirement. Dahlquist [9] showed that 
a suitable stability requirement is that of zerostability, and we now define this concept. 
DEFINITION. The linear multistep method (2.2) is said to be zero-stable, if all roots rj of the 
stability polynomial ~~=, oi rZ satisfy ]rj 1 5 1 with those of unit modulus being distinct. 
Dahlquist then proved the following classic theorem: 
consistency + zero-stability M convergence. (2.6) 
The important point to note is that the condition of zero-stability simply demands that, in the 
limit h = 0, the required solution of (2.2) is dominant. We have to impose this condition since 
we only allow the solution of (2.2) by forward recurrence. It is natural to ask how severe the 
restriction of convergence is on the possible choice of linear multistep methods. As we will now 
show, it is indeed a severe restriction. We first normalise (2.2) by setting LYE = 1. This leaves 
2k + 1 free coefficients associated with (2.2) and these can be used to derive a method of order 2k. 
However, Dahlquist [9] proved the following theorem. 
THEOREM. The maximum order of a convergent linear k-step method is k + 1 if k is odd and 
k+2ifkiseven. 
We see, for example that if we choose k = 5, we could obtain a method of order 10 whereas, 
the maximum order of a convergent method would be 6. 
Although convergence is a basic property for a numerical method to possess, it does not guar- 
antee ‘Lgood” behaviour of the method when it is applied with a nonzero stepsize. Simpson’s 
method, for example, is a convergent 2-step method. However, when it is applied to the scalar 
differential equation, 
Y’ = XY, Re(X) < 0, (2.7) 
it produces a solution which for all h > 0 increases with n. Since the solution of (2.7) clearly 
tends to zero with increasing n, this behaviour is not acceptable. When deriving a numerical 
method for the solution of (2.1), the aim is to find a method with a solution which has the same 
behaviour as the solution of (2.1). Considerable progress has recently been made in analysing the 
dynamic behaviour of numerical schemes. However, one of the most widely used model problems, 
despite the fact that it has rather trivial dynamics, is (2.7). For this problem the solution clearly 
tends to zero, as x -t 00, and the aim is to derive numerical methods with solutions having 
the same limiting behaviour as n + oo. It is often the case that a numerical method has this 
behaviour only for a limited set of Q = h A, and this has led to the following definition of absolute 
stability. 
DEFINITION. The linear multistep method (2.2) is defined to be absolutely stable for a given 
value of q, if, for that value of q, all roots of the stability polynomial 
& (cri - q&) 7-i = 0 
i=o 
satisfy ]ri] < 1, for all i = 1,2, . . . , k. 
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The connection with the stability theory for linear recurrence relations is immediate and can 
be described as follows. Consider the case where the linear multistep method (2.2) is used to 
solve (2.7). We obtain the linear recurrence relation 
6 (G - QPi) yTz+i = 0. 
i=o 
(2.8) 
We saw in Section 1, that if we solve (2.8) using direct forward recurrence, we will, due to the 
effect of rounding errors, eventually obtain a solution which is proportional to the dominant 
fundamental solution of (2.8). It is clear that if we wish to obtain a decreasing solution, that 
is, one which mimics the behaviour of the solution of (2.7), then we need the dominant solution 
of (2.8) to ultimately decrease to zero. This is exactly the restriction that the condition of 
absolute stability imposes. 
An important class of problems, for which a numerical method with a very large region of ab- 
solute stability is required, is the class of stiff equations [lo]. An appropriate stability requirement 
for dealing with such equations is that of A-stability, and this can be defined as follows: 
DEFINITION. A linear multistep method is said to be A-stable if its region of absolute stability 
contains the whole of the complex left hand halfplane Re(q) < 0. A natural question to ask is how 
restrictive is the requirement of A-stability. Dahlquist [ll] proved the following theorem, which 
shows that A-stability does in fact impose a very severe restriction on the class of acceptable 
linear multistep methods. 
THEOREM. 
(i) An explicit linear multistep method cannot be A-stable. 
(ii) The order of an A-stable linear multistep method cannot exceed 2. 
Since methods of order 2 are of such limited practical use there have been numerous attempts to 
overcome the stability barrier imposed by Dahlquist’s theorem. These have followed two distinct 
lines. The first, is to lessen the requirement of A-stability and to demand something rather 
less restrictive. The second, is to look at a different class of methods, typically Runge-Kutta 
methods. There is, however, a third approach which has received relatively little attention. This 
arises from the observation that we need to impose the condition of absolution stability, simply 
because we insist on solving the difference equation using forward recurrence. That is, we need 
to make the desired solution the dominant fundamental solution of the difference equation. If 
we were to remove this restriction, and instead solve the difference equation using some of the 
boundary value techniques described in Section 1, then it may be possible to avoid some of the 
severe restrictions imposed by the requirement of absolute stability. We will show in the next 
section that this is indeed the case and in fact is a possible to derive A-stable methods with order 
greater than two, starting from linear multistep methods. 
3. FINITE DIFFERENCE METHODS FOR 
ORDINARY DIFFERENTIAL EQUATIONS 
The approach we will investigate in this section, in an attempt to avoid the restrictions on order 
imposed by A-stability, is one where we repose the finite difference scheme as a mathematically 
equivalent boundary value problem. However, we need to adapt the ideas proposed in Section 1 if 
they are to be successfully used to solve ODES. In particular, we need to formulate our algorithm 
so that changes in the steplength of integration are easy to perform. Before considering this in 
any detail, however, we first consider a particular example of our general approach. Consider the 
following third order linear 2-step method, 
?-h+2 + 4?&+1 - 59, = h {4f,+r + 2fn}. (3.1) 
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This numerical method was used by Dahlquist to demonstrate the severe instability that can 
occur if a nonzero stable method is used to integrate (2.7). If we apply (3.1) to the solution 
of (2.7), we obtain 
Yn+z + (4 - 4q) Yn+l - (5 + 2q) yn = 0, q=hX. (3.2) 
The general solution of this recurrence relation is, of course, of the form 
where cl, cs are constants and ri,r2 are the two roots, assumed distinct, of the quadratic, 
r2 + (4 - 4q) T - (5 + 2q) = 0. 
We plot these roots for several values of real q, and these are shown below 
4 0 -0.1 -1 -10 
ri 1 0.904 -0.359 -0.344 Z5 
r2 -5 -5.31 -8.36 -43.6 -oo 
We see from the behaviour of these roots that, for all negative q, the required solution of (3.2) 
is minimal. Hence, for all q, the computation of this solution by direct forward recurrence will 
be unstable. In the parlance of initial value problems, this corresponds to the fact that (3.1) is 
not absolutely stable for any value of q. Equation (3.1) has the extra difficulty in that we need 
to compute an additional value of y at x = h before it can be used. Following the approach 
described in Section 1 for linear recurrence relations, we could attempt to compute the solution 
of (3.2) in a stable fashion by reposing it as a boundary value problem. This approach would 
involve solving the boundary value problem 
Yo = Y (x0), 
Yn+2 + (4 - 4q) YnSl - (5 + 2q) Yn = 0, n = 0, 1,2, . . . ) N - 2, (3.3) 
YN =O. 
This would be a perfectly satisfactory approach if it were not for the fact that, in the context of 
initial value problems, we need to be able to control the local error in the solution by adjusting 
the steplength of integration. While this is an added complication compared with the case of 
linear recurrence relations considered in Section 1, we do have the important additional facility 
that we are able to use a separate predictor to estimate advanced solutions. To allow both 
changes in the steplength and the stable computation of nondominant solutions, we need to set 
up a “local” boundary value problem. We do this, in general, by setting up an equation for 
an unknown solution yn+i, in terms of known values Yn, yn_i, . . . , Y~_~, and unknown values 
specified at x,+2, xn+sr . . . , xn+k. We compute these boundary values using a separate predictor 
where, for the sake of efficiency, we require Ic to be small. This general process can be formulated 
in the following way: 
k 
c (aj ~n+~ - hPj fn+j ) = 2 @j* yn+j - h/j; fn+j) - 6 (bj yn+j - hi$ fn+j) = O, (3-4) 
j=O j=O j=O 
where oj = c$ - &j, pj = & - pj, for 0 5 j 5 k. We now use (3.4) to solve for the unknown 
value Y~+~, by rewriting it in the form 
2 (a; Yn+j _ hp; fn+j) = 2 (6.j Y$j - h& f (xn+jyY%)) * 
j=O j=O 
(3.5) 
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In expression (3.5), the ~~n+j, 0 5 j I r - 1 are known values and the yc$ are separate approxi- 
mations to gn+j obtained by using a predictor. Normally, we will choose T < k SO that (3.5) can 
be regarded as a boundary value problem where the boundary conditions are 
yn+j given, 0 I j I r - 1, Yn+j = Y$jr r+llj<k. (3.6) 
The sense in which we refer to (3.5) as a “local” boundary value problem is now clear, since yn+,. 
is the only unknown. Difference formulae belonging to the general class (3.5) can now be defined 
by specifying various values of r, a;, tij, &, pj. The trade-off is that the larger the value we 
choose for k - T the more computational effort is required to set up the boundary value problem, 
but the better accuracy and stability we obtain. We now give an example of this splitting process 
defined by (3.5). We consider again equation (3.1). Putting T = 1, flj = 0, 60 = 62 = -1, tEi = 2 
in equation (3.5), we obtain, 
Yn+l - Yn = $ (4f,+1 + 2fn) - f (Y?j2 - 2&Y_, + @) . (3.7) 
In this formulation, we need a separate predictor to compute the yj’). To achieve this, we use the 
Trapezium rule starting from the initial value yi”’ = yn. We are not necessarily recommending 
this process as being particularly efficient, but rather, we use it to show the improved stability 
that can be obtained using this approach. By carrying out the usual analysis, it is straightforward 
to show that (3.7) is A-stable and has order 3. It is now clear that this general approach does 
have enormous potential, since we have derived a one step method which is of order 3 and 
A-stable-something which is not possible with linear multistep methods. It is important to note 
that, although we started off with a linear multistep method, the overall approach is, of course, 
not a linear multistep method. In fact, the approach we have described can be written as a 
Runge-Kutta method with Butcher tableau. 
0 0 
1 4 3 
2 3 1 a 
1 s 12 0 -& 8 
_L 0 _A 8 
12 
It is clear that this diagonally implicit method would have been more effective if we had made 
all the diagonal elements equal. If we extend this approach to the multistep case, then we end up 
deriving a special class of general linear methods. By constructing our methods carefully, we can 
derive very efficient high order A-stable formulae. In the next section, we describe this approach 
and mention its extension to partial differential equations. 
4. SOME PRACTICAL FORMULAE 
In this section, we describe some practical methods for solving (2.1) and briefly discuss the 
extension to partial differential equations. We consider first the case of stiff initial value problems 
and examine in detail the use of modified extended backward differentiation formulae [12-141. 
These have the general form 
k 
c "jYn+j = h@kfn+k +flk+lfn+k+l)r 
j=O 
(4.1) 
and for each k they have order k + 1. 
‘ZMJA 28:1-3-E 
52 J. R. CASH 
Following the approach described in the previous section, we will solve for the unknown solution 
yn+k in terms of known initial values yn+j, 0 2 j 2 k - 1, and the boundary value yrik+i at 
X,+k+i. This boundary value will be computed using a separate predictor. More specifically, our 
general approach will be as follows: 
(I) Compute y$)k as the solution of the conventional k-step backward differentiation formula 
k 
c fij Yn+j = h $k Yn+k - 
j=O 
(2) Compute yfik+i as the solution of 
k-2 
c &j %+j+l + &k-l !&!k + 6k %+k+l = hpk fn+k+l. 
j=O 
c3) Compute .ffdk+l = f (h+k+l, Yf!k+l), f,$k = f (%+k, yF!k) 
(4) Compute Yn+k from (4.1) written in the form 
c aj %+j = h [(pk - uk) fn+& + ok+1 .f”,‘k+l •/- uk f:jk 
3 
. 
j=O 
We choose the coefficient uk, so that 
since, in this case, all systems of nonlinear algebraic equations which need to be solved have the 
same coefficient matrix when solved by Newton iteration. The stability regions for these methods 
are given in [10,13] and in particular they are A-stable for order 5 4 and A(o)-stable for order 
5 9. The precise relationship between the approach just described and that considered for linear 
recurrence relations in Section 1 can be made clear by considering the case k = 1. The one-step 
MEBDF is 1141 
Y~+I - Y,, = h 
1 3 
-5 YiL+2 + 5 YL+1 
> 
. (4.2) 
Applying (4.1) to the usual scalar test equation (2.7), we obtain, 
q=hX. 
As q -+ 0, the zeros of the characteristic polynomial 
$r’+ l-%9 r-1=0 
( > 
approach 1, --co. It is immediately clear that we require the minimal solution of (4.2) and this is 
obtained in a stable manner by imposing boundary conditions at x,,, x,+2. For the k = 1 case, 
this is done in the following way: 
(i) Compute yr?r from YWI = yn + hf,+l; 
(ii) Compute yfi2 from yn+z = y(‘)i + hf +2’ 
(iii) Evaluate f,!$i = f (x,+1. y$$:) and iz:i = f (xn+2, y$!i2); 
(iv) Compute yn+i from 
Y,+I - Y, = h 
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Notice that yn+l is defined as the solution of a “local” boundary value problem with boundary 
conditions imposed at z, and X,+-J. Numerical results presented in [14] show that this approach 
is very competitive with that of Gear for a large class of stiff test problems. This basic approach 
has many possible refinements and extensions. For example, it is straightforward to derive classes 
of modified Adams formulae which are suitable for the integration of nonstiff equations [15]. In 
addition, it is possible to extend these ideas to time dependent problems in partial differential 
equations. In particular, the application to parabolic equations has been considered in [16,17]. 
Indeed the whole idea of reposing finite difference equations as local boundary value problems 
has received relatively little attention and there are whole classes of methods of the form (3.4) 
which are yet to be investigated. An obvious example would be to consider equations of the form 
k 
c aj ?/n+j = h (pk fn+k + pk+l fn+k+l + ok+2 fn+k+2) * (4.3) 
j=o 
The coefficients of this formula would be derived so that it either has order k+l or k+2. We would 
then solve for the required solution yn+k in terms of known initial values yn+j, 0 < j 5 k - 1, and 
boundary values y$)k+l) gFJk+2 which are generated using a separate predictor. Although these 
formulae will be more expensive per step than MEBDF, they will have much better stability 
properties and seem excellent candidates for the efficient solution of stiff initial value problems. 
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