Separate compilation allows the decomposition of programs into units that may be compiled separately, and linked into an executable. Traditionally, separate compilation was equivalent to the compilation of all units t,ogether, and modification and re-compilation of one unit, required re-compilation of all importing units.
Introduction
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B.C. 0 1998 ACM l-581 13.005.8/98/0010...$5.00 these units to be compiled one at a time using only the signature (i.e. type) information from imported units. The object code of such separately compiled units would be combined by a linker into an executable. If each unit were compiled after any unit it imported, each unit compiled successfully, and all units were present, then linking would be successful. The compiler had to check that units respected imported units' signatures, whereas the linker had to reconcile external references, and to check the order of compilation, typically using time stamps in the object code. Therefore, separate compilation was equivalent to the compilation of all units together.
Because of the intended support for loading and executing remotely produced code, Java has a different approach to separate compilation and linking. As before, classes may be compiled separately -even on different machines, and the compiler has to check that units respect imported units' signatures. Also, if each unit compiles successfully, and it is compiled after any unit, it imported, then linking will be successful. However, the remit of the linker has been extended: Not, only does it have to resolve external references, it also has to ensure that, binaries are structurally correct (vcrification) , and that they respect the types of entities they import from other binaries (resolution).
In the traditional approach, when the signature of a unit is modified and re-compiled, all importing units have to be re-compiled as well. In Java however, recompilation of importing units cannot always be enforced. It, is the task of the linker to ensure that the binaries respect each others' exported signatures, independently of the order of compilation. Certain source code modifications, such as adding a method to a class, are defined as binary compatible [S] . The Java language description does not require the re-compilation of units importing units which were modified in binary compatible ways, and claims that successful linking and cxecution of the altered program is guaranteed.
Not only do binary compatible changes not require re-compilation of other classes, but such re-compilations *may not be possible: a binary compatible change to the source code for one class may cause the source code of other classes no longer to be type correct. Yet the guarantee of successful linking and execution still holds since only the binaries are consulted during these steps. In particular, it is possible to link successfully and execute binaries corresponding to type-incorrect source code. Separate compilation is no longer equivalent to compilation of all units together. This is a deliberate feature and constitutes a crucial ingredient of the Java approach [ll] . It allows the modification (usually through extension) of libraries, without requiring re-compilation of software using these libraries.
Binary compatibility is a powerful but immature language feature; although supported in previous forms by some language implementations, Java is the first case we know of where it is explicitly described in the language definition. We feel that its exact meaning and properties are not fully understood. This is unfortunate, since [5, 41 demonstrate that loopholes in the definition and implementation of binary compatibility provide opportunities to break Java security.
The Java language specification [lo] devotes a whole chapter to binary compatibility, giving examples, and pointing out possible interplay of features. However, it does not give an exact definition, and uses the term binary compatibility in two senses. It lists the changes considered to be binary compatible, e.g. on p.237: "...a list of some important binary compatible changes that ,Java supports: re-implementing existing methods, . . . . adding new fields to an existirrg class or interface, . . . . adding a class, >> and describes the guarantee of such changes, p.240:
"A change to a type is binary compatible with pre-existing binaries if pre-existing binaries that previously linked without error will continue to link without error. " So, from the Java description we have modifications guarantee list of binary no re-compilation, compatible changes ==+ linking without errors, safe execution
There is no appropriate precedent for a terminology in this area: Corresponding to the guarantee we define link compatible changes as source code modifications for which all types (i.e. classes and interfaces) that successfully linked with the original binaries will also successfully link with the binaries obtained after modification and re-compilation. Safe changes are those changes that can be proven to preserve the guarantee; they include most changes listed in [lo] We build on some of our previous work formalizing the semantics of Java [6, 71, but we could have used any formalization that gives meaning to type checking and distinguishes source code from compiled code, e.g. [17] .
The remainder of this paper is organized as follows:
In section 2 we examine the motivation and some subtleties of binary compatibility, and demonstrate these in terms of examples. In section 3 we summarize the
formalization from ]7] needed for the current discussion. In sect,ion 4 we formalize compilation and linking of fragments. In sections 5-6 we define link compatibility, prove its composition properties, define safe changes and prove that they are link compatible. In appendix A we justify our approach and discuss alternatives. Finally, in section 7 we draw conclusions and outline further work.
2 Binary compatibility in Java
The motivation for the concept of binary compatibility in Java is the intention to support large scale re-use of software available on the Internet [ll].
In particular, Java avoids the fragile base class problem, found, in rnost C++ implementations, where an instance variable (data member) access is compiled into an offset from the beginning of the object, fixed at compile-time. If new instance variables are added and the class is re-compiled, then offsets may change, and object code previously compiled using the original deflnition of the class may not execute safely together with the object code of the modified class: Similar problems arise with virtual function calls. The term "fragile base class problem" is also used in a wider sense, to describe the problems arising in separately developed systems using inheritance for code reuse [13] . C++ development environments usually attempt to compensate by automatically re-compiling all files importing the modified class. Although Java development environments do the same, there are realistic cases where this strategy would be too restrictive.
For instance, if one developed a local program P, which imported a library Ll, the source for L1 was not available, Ll imported library L2, and L2 was modified, then recompilation of Li would not be possible. Any further development of P would therefore be impossible.
In comrast, Java prornises that if the modification to L2 were binary compatible, then the binaries of the modified L2, the original Ll and the current P can be linked without, error. This is possible, because Java binaries carry more type information than object code usually does.
Interestingly, it is possible to modify types in binary incompatible ways, and to still be able to link without errors with the binaries of some importing types. Still, other binaries will exist, which linked without errors 1st phase 
An example
The example from figure 1 demonstrates some of the issues connected with binary compatibility.
It consists of three phases.
In the first phase we create the classes Student, CStudent, and Lab. For simplicity we ignore the issue of access restrictions (e.g. private, public, import). The class CStudent inherits the instance variable grade of type int. In the class Lab, the field guy, of class CStudent, is assigned the grade 1. This program is wellformed, and can be compiled, producing three binary files Student. class, CStudent . class and Lab. class. In the second phase we add the field grade of type char to class CStudent, and re-compile CStudent, producing CStudent'. class.
In the third phase we define a new class, Marker. In the body of its method go, we assign the grade 'A' to guy. The class Marker is type correct, and thus it can be compiled to produce the file Marker. class.
The two changes, i.e. the addition of field grade in class CStudent, and the creation of class Marker, are binary compatible changes. So, the corresponding binaries, i.e. Student. class, CStudent'. class, Lab. class and Marker. class, can safely be linked together.
The sources are not type correct any more. An attempt to re-compile the class Lab would flag a type error for the assignment guy. grade=lOO, since the expression guy. grade now refers to the field in class CStudent which is of type char. Also, the compiled form of the expression guy .grade in the binary Lab. class refers to an integer, whereas the compiled form of the same 
A problem with binary compatibility
The example in figure 2 demonstrates that the list of binary compatible changes given in [lo] is too permissive and so fails to fulfil the guarantee. In particular, it considers the addition of methods to interfaces to be a binary compatible change, and as a result it does not prevent values of a particular interface type referring to objects of classes which do not fully implement that interface. This problem is known to JavaSoft [16] .
In the first phase consider compiling interface I, and classes C, D. Compilation will be successful. In the second phase method meth2() is added to interface I, and I is re-compiled. This is listed as a binary compatible change [lo] . In the third phase, code invoking an1 .meth2 (> is added to the body of meth3 in class D and then D is re-compiled. Since the new method body is type correct, this is a binary compatible change as well, [IO] . A, ccording to the guarantee of binary compatibility, the binaries for I', C and D' should link and run successfully. But they cannot, as there is no implementation of meth2().
Thus, although addition of methods to interfaces is listed as a binary compatible change in [lo], it does not uphold the promise of safe linking and execution. This section summarizes material from [7] needed for the formalization of separate compilation and binary compatibility. In [7] we describe the semantics of a substantial subset of Java encompassing primitive types, classes, interfaces, inheritance, fields, methods, interfaces, shadowing, dynamic method binding, the value null, arrays, exceptions and exception handling. We distinguish between three languages: Java, is our subset of Java, Javase is an enriched version of Java, containing compile-time information necessary for execution, Java, is an extension of Javase supporting run-time constructs such as addresses.
Java > Java, c' Javase c Java, wP Java,.
-1 4 -1 -1 Type = Type = Type Zwdn Type
We give type systems for Java,, Java,, and Java,. The two latter are slight modifications of the former. We prove that a well-typed Java, term retains its type when transformed to the corresponding Java,, or Javar term. The operational semantics, --+r, describes the execution of Java, terms for a particular Java,, program p. We prove a subject reduction theorem, stating that execution of Java, terms preserves types up to subclasses/subinterfaces. In the remainder of this section we discuss these concepts in more depth. A Java, program consists of an environment, usually denoted by a I', and Java, body, usually denoted by a p. The syntax of environments can be found in appendix B, that of Java, bodies can be found in appendix C. The first phase of the computing students example corresponds to environment Pt l? I'lab, as given in figure 3, and body pst p"" plab, as given in figure 4 .
The order of declarations and definitions is not significant, therefore l? !?' = I" I', and p p' = p' p. The sets cm cl(~), it, and Vr(I') contain the names of all classes, interfaces or variables declared in environment, F or program p respectively. The set 'D(-) is the union of the previous sets. For example, D(P"" Plab) = 'n(I"' Ilab) = {CStudent, Lab}. The assertion I f T swdn T' indicates that in environment l?, type T widens to type T', i.e. values of type T can be assigned to variables of type T' without any run-time checks. We indicate by I? t 0 that the declarations in environment lY are well-formed, e.g. that every identifier has a unique declaration, that fields are unique in a class, etc. Provided that, I? t 0, Java, terms can be type checked in terms of a type inference system, part of which appears in appendix D. The assertion I? t t : T signifies that term t has type T for environment I?; the assertion I? t-p 0 signifies that program body p is welltyped in environment F, i.e. the class bodies contain type correct function bodies which return values of the expected types. The assertion I? t-p @ signifies that p is complete, i.e. that it is well-typed and contains a class body for each class in I'.
To support execution of method calls and field access, Java, is enriched with type information. The enriched language is called Java,,; enriching is performed by the mapping C, which can be understood as an abstraction of compilation from Java source code to binary code. Only type correct terms are mapped, i.e. C{I?, t) is defined only iff there exists a type T with I' t t : T. Furthermore, if F t t : T, and I? I" l-0 (i.e. I" does not "affect" I), then II" t-t : T and C{l?, tl=C(FI", tj. The syntax of Java,, is an extension of the Java, syntax and is given in appendix E.
The Java,, version of the students class bodies is given in figure 5 . In pse lab the field access guy. grade has been enriched by the class from which grade is inherited, and is compiled to guy [Student] . grade, whereas in P?, it is compiled to guy [CStudent] .grade. <Java,,, terms also have types, indicated by assertions F kse t : T. For a Java,, program body p, I? t-,, p 0 means that p is well-typed, whereas I' b,p GV signifies for Java,, is identical to that of Java, except for the two cases where the Java,, syntax differs from that of Java,; these appear in appendix F. When type checking Java,, field access expressions, the parent class containing the field declaration is taken into account. Similarly, the statically determined argument types are taken into account when type checking Java,, method calls. These properties of the Java,, types reflect, at a higher level, checks performed by the byte-code verifier [15, 121, and are crucial for proving the lemmas in section 5. The following lemma says that C preserves types:
Lemma 1 For types T, T' Java, term t:
rb, c&t] : T Java, is an extension of Javase describing run-time terms, such as addresses, or null-values in field access or method calls. For Java,, program body p, Java, terms are executed according to rewrite system tip.
The subject reduction theorem proven in [7] (and similarly in [17, 141) states that for any well-typed, nonground JavaT term and any Java,, body p with b,p @, there exists a rewrite step which either terminates, or produces a new, well-typed Java, term, or contains an exception. The exception may be a language defined exception, such as divide-by-zero, null-pointer-access etc, or any of the user-defined exceptions, but not one of the linker exceptions. In particular, because the subject reduction theorem ensures the existence of a rewrite step, it also guarantees that all required method bodies and fields will be present. Absence of fields or method bodies is the kind of thing that would throw a linker exception [12] .
The subject reduction theorem thus suggests that the assertion F b,p @ means that p is a complete suc-cessfully linked Javase program body. The assertion I? t;,,p @ can be established by proving that r 6, p 0 and that Cl(p) = Cl(r). The latter requirement is usually a last step and is straightforward to establish. However, the requirement r t-,, p 0 is not that easy; in general it requires full type checking.
Therefore, we consider the preservation of the property I? t,, p 0 to be an appropriate approximation of the guarantee of binary compatibility.
For notational convenience, we use the notation b,(I', p) 0 as a synonym for l? b, p 0. 
Concatenating and compiling fragments
We shall call a pair F = (I', p), a fragment, where r is an environment and p is one or more class bodies. If p is a Java, body then F will be a Java, fragment, otherwise it will be a Java,, fragment. Fragments consist of the declaration and body of one or more classes; they represent parts of programs, or libraries, and they need not be self-contained.
r63 rf = rorf, where r. such that r = r. rl, D(rl) c D(l?),
and ITo, r' disjoint.
where po such that p=popl, D(pl) G D(p'), and PO, p' disjoint.
In this section we introduce operators to describe concatenation and compilation of fragments. In some cases we expect the constituent environments and bodies to be disjoint, as defined in:
Updating is associative but not commutative. For disjoint fragments F, F' updating is equivalent to concatenation, and also Fo(F" $ F') = (FoF") $ F. For example, I? and I?" are disjoint, whereas Yes' and r" PCs are not. The parts of well formed environments or programs are disjoint, e.g. I'I" t 0 implies that r, I" are disjoint.
Thus, c((rst rc=,pstp=S),(rcS',pcs')~ l (rcs',p;;') = cg(rstrcs,P~~P~~),(rcs',pc~')~.
The operator -o -represents concatenation of fragments through juxtaposition, without performing any checks.
The operation F@,F' describes the efSect of the compilation of a Java8 fragment F' on an existing Java,, fragment F. The original Java,, fragment F is updated by the compilation of F' in the context of F. 
Concatenation is associative and commutative. If F and F' are disjoint, then t F 0 and I-F' 0 implies l-FoF' 0. Also, t-FoF' 0 implies that F and F' are disjoint.
The operator -a -describes updating the first argument by the declarations/bodies from the second, whereby any class or interface in both will be taken from the second: SO, (rvyp;",p;;) G~,(I-',~cs') = (rvcs',p;;p;s,'). In general, C(F, F]@,F' # C(F @ F', F @ F']. The left hand side represents separate compilation of fragments whereas the right hand side represents compilation of all fragments together. As we mentioned earlier, in Java these are different, and it, is possible for the first to be defined, and the latter to be undefined.
Because the arguments of _ ~3~ -come from different, domains, the concepts of commutativity and associativity do not apply. We shall use ac implicitly in a left-associative manner. For fragments Fo, F=(I',p), F'=(r',p'), such that 22(r) = Z?(I") and p = p', the equality (Fo @ F') Bi,(r', E) = (Fo &i F')@,(r', p') holds, where E describes the empty environrnent or program body.
The second phase of the students example compiles (r-' , PCS) into (rst r= rl=b, pi", p;", pt;"), giving:
(rst rcs rlab, p:; p;: pfb) ec (rcs' , pcs) =-(rst r-P, p;; p;; p;;b) $c (r-' , E) = (rst rcs' rlab, p;", p;; p;;b)
In the third phase we compile the new fragment (I?", pm) int,o the result of the previous change, giving:
(rat r-' Pb, p;", p;; p;;b) f3c (ry pm) = (rst r-rlab rm, p;; p;; p;;b cgrst r-rlab r-m, pm]) = (r-t r-' rlab rm, p;; p;; P;;~P;,)
The following lemma, used to prove lemma 5, describes the result of compiling fragment F" into FoF'. If C{F', F"] is defined, i e compilation of F" does not need information frorn F, then F remains unaffected, and is not taken into account for compilation of F". If F and F" are disjoint, then F remains unaffected but may be taken into account for compilation of F". 
Link compatibility
The tcrrn link compatibility aims to capture the guarantee given by binary compatibility.
It restricts source code modifications in terms of the properties of the resulting compilation.
As we argued in section 3, wellformedness, expressed by the assertion kS-,,F 0, should be preserved throughout binary compatible changes.
We consider F' a link compatible change of a fragment F, if all fragments Fo that successfully linked with F continue to do so after compilation of F' into F.
Definition
6 A Java, fragment F', is a link compatible change of a ,Javu,, fragment F, iff For a11 Fo disjotint with F':
For example, (I?", pc" ) is a link compatible change of (rst rcs rlab, p",", p",: P:;~), and (I?', E) is a link compatible change of (l? I"' Flab, pi", p;", ptp). In section 6 we discuss how to prove such statements. Originally we had defined as link compatible changes F' those guaranteeing that b,,F 0 ==+ ks-,,F $,F' 0, but this definition turned out to be too weak, c.f. appendix A where we discuss alternatives. The requirement 6, (Fo OF) 83, F' 0 ensures successful compilation of F' in the context of both Fo and F. It is weaker than asking beFoo (F ac F') 0, because it, is possible for (FooF) eB, F' to be defined and for F CB, F' not to be. This subtlety is deliberate. It allows F' to be considered a link compatible change for a library F, which imports other libraries, and which cannot be compiled in isolation, i.e. for which beF 0 does not hold. Such a library can only be compiled in the presence of one or more further libraries, represented by the fragment Fo, with which t,,FooF 0 holds. Therefore, the fragment F does not need to contain all the type information necessary to type check F'; it only needs to contain enough inforrnation to ensure type correct compilation of F' in the context of all appropriate fragments Fo. Thus, F acts as a kind of filter for Fo, by requiring that heFo OF 0. Consider, for example: The fragment (rD', 6) is a link compatible change of (rC rD,e), of (l?,e), and of (rD,E). The latter holds, because any I"0 with PO rD t-0 also satisfies lYo rD' t-0.
Our original intuition was, for F' a link compatible change of F, that F need only contain the definitions or declarations modified by F'. This was incorrect, because in general these do not hold sufficient information to ensure type correctness in the context of all appropriate fragments The fragment (rB', E) is a link compatible change of (I?* I", c), and of (I'*, E), but it is not a link compatible change of (rB, E) Namely, t-s-,, (I'*' , E) o ( IYB, E) 0 holds, but r*' rB' t-0 does not! And so, it is not the case that be ((r*' ,4 0 (rB, 4) ec (rB' ,4 0.
Properties of link compatible changes
We now discuss and prove the following five properties of link compatible changes:
Preservation over larger fragments:
link compatibilit,y is preserved by larger fragments. for two different link compatible changes applied to the same fragment, there does not necessarily exist a further link compatibk change reconciling the two -as shown in figure 11 .
Lack of folding property:
in general, two link compatible changes cannot, be folded into one link compatible change--as shown in figure 10.
These properties are crucial in delineating the exact nature of binary compatibility.
In fact, we have been discussing with thr Java language developers whether a diamond property and the preservation over libraries are satisfied by binary compatibility, and to what extent these properties should be satisfied [16] . Thus, a major cont,ribution of this paper lies, we believe, in formulating and distinguishing these properties.
The preservation over larger fragments automatically establishes link compatibility for all fragments that contain a smaller fragment for which this property has already been established.
The preservation over sequences guarantees t,hat link compatible steps may be combined, and preserve t,he linking capabilities ~ provided that each step is a link compatible change of the result of the application of all previous modifications. The preservation over sequences is not surprising, but the fact that it is satisfied demonstrates that the definition is appropriate.
The lack of folding and diamond properties restrict the ways in which link compatible changes may be combined. The lack of diamond property means that programmers may not apply independent link compatible changes to the sume fragment and expect the linking capabilities to be preserved. However, the preservation over libraries allows programmers to apply independent link compatible changes and expect the linking capabilities to be preserved, as long as they were working on dijyercnt fragments. In particular, it mrans t,hat vari011s libraries may be modified separately, each in link compatibile ways, and still preserve their linking capabilities. This holds, even if these libraries should import r~a.c:h ot,her.
Next, we formulate a,nd prove these properties. As outlined in figure  7 , a sequence of link compatible steps, Fi , Fi,, applied to fragment F preserves the linking capabilities of F. In order to establish that a step is link compatible, we need to know the effect of all prior st,eps, thus we require that Fi+, is link compatible for FooF @, Fi... @, F:. In contrast to preservation over sequences, we do not need to know the effect of another modification in order to establish that F: is a link compatible change of F,. However, we may take another modification into account when applying a modification. We distinguish the following two cases: 1) The application of a modifica.tion takes into account the effect of t,he previous modifications, thus FI, is transformed to FL, where Fi = FI, 83 C{FOF~O...F','-,oF~...oF,,F~]; as described in figure 8. 2) The application of a modification does not take into account the effect of any other modifications and compiles in t,he original context,, i.e. FI, is transformed to Fi, where Fz = FI, @ C{ Fo Fl . . . o FnrFk.; as described in figure 9. The first case represents the situation where programmers make changes to the particular fragments that belong to them, but, are aware of each other's actions. The second case corresponds to the sit,uation where programmers take a snapshot of each other's work, and then go on to work on their own fragments unaware of each other's activity. In both cases, when all modified fragments are put together, the resulting program F o Fy . ..o Fz preserves the linking capabilities of the original program. The order of the fragments is imrnaterial for the current lernma. The concepts of transitivity and reflexivity are not applicable to the link compatibility relationship, because its domain and range do not match. Instead, one might consider the following "folding property", outlined in figure 10:
For disjoint, F', , Fk, if Fi is a link compatible change of F, and Fb is a link compatible change of (FeoF) consider Java,, fragment corresponding to Student and CStudent, i.e. F = (Pt P, pSt p""). First, the class Lab is compiled, i.e. F', = (l?rab, prab). Then, the modified cla.ss CStudent' is cornpiled, i.e. Fh = (P', p""). Both changes are link compatible changes, yet the change formed by nai'vely composing the two steps, i.e. compiling Lab a& CStudent' into the original program, is not a link compatible change, since the Java, class body of Lab is not, well-t,yped in an environment featuring the class declaration from CStudent'.
Lack of diamond property
For certain F', and FL, link compatible changes of F, there do not exist fragments Fi and F(, , such that Fi, Fk disjoint with F', , Fk, and Fi is a link compatible change of F CH,F{, and F& is a link compatible change of F CH, Fk, and F acFi 63, Fi= F cB, F; (13, F;
For example, Fi might be introducing a method f wit,11 signature int -+ int into a class C, and Fb introducing another method f wit,h signature int + char into the same class C. The lack of diamond property does not contradict the preservation over libraries, because there we required the modifications to be applied to disjoint fragments.
Type preserving changes
In the previous section we established the power of link compatibility, and argued that it models the guarantee by binary compatibility.
However, we have not discussed yet how to prove that, a particular modification is link compatible. In this section we introduce type preserving changes, and prove that type preserving changes are link compatible. In section 6 we shall introduce safe changes, which correspond to those changes suggested in the Java specification, which apply to Java,, and can be demonstrated to ensure link compatibility, and we shall prove that safe changes are type preserving. r. r t-,, e : T =+ r. r e rf be e : T For example, consider r*, I?*' rB rB' as introduced 7 7 in the beginning of section 5. Then the environment rB' is a type preserving change of r* rB, and of l?*, but it is not a type preserving change of rB. It holds that l?*' r*, x : rB t-x[].f () : char, but it does not hold that r*' r* B rB', x : rB E x[].f () : char. In fact, it does not even hold that I?*' rB @ rB t-0.
Notice, that I? might be incomplete in t,he above definition , i.e. it might not satisfy r t 0, and it might not have a type for the expression e. The requirement that r. !2 k,-,, e : T ==$ r. l? $ I? t,, e : T is strictly stronger than lY t,, e : T ----r' I? @ I" l-se e : T. For example, lYB' vacuously satisfies the rcquirernent I'* Fzz-,, e : T ===+ r* $ rB' tse e : T, since no expression satisfies I'* h, e : T. We expect for r with I' t-0, the requirement I? t,, e : T ----r. I' $ I" b, e : T to be equivalent with To I? 6, e : T ==+ r. r @ I" h,, e : T.
Notice also, that, a type preserving change of of an environment does not preserve the types of Java, terms. So, I? I?'", guy : CStudent l-gyy.grade : int, whereas (Pt I?, guy : CStudent) @ 1'"" t-guy.grade : char.
As with link compatibility, in general, if I?' is a type preserving change of a smaller environment r, then it is also a type preserving change of the larger environment r r/f.
The following lemma describes how type preserving changes of environments combined with type correct compilations of class bodies produce link compatible modifications. The second requirement,, asking that r. r t 0 ==+ r0 r CE r' t p' 0, allows US to consider modifications which need a context, ro for their compilation.
Thus we can have libraries which are not st,and alone. That requirement could be replaced by the stronger requirement that, r @ I" t-p' 0. The third requirement ensures that a new class body will be provided for any class in I", i.e. whose declaration is modified. Let US call F = (r,p), F' = (I", p'). Take any Java,, fragment Fo = (roe, POO), such that Fo disjoint from F', and b,FooF 0. To show that b-,,(FooF) acF' 0.
Because l-se~o OF 0, it also holds that roe and IY are disjoint, and, because of the requirements of the lernma, P' I-p' 0, where I"' = roe r a-, r'. Therefore, P' b 0. It remains to prove that I?' h, p" 0, where p/f = cgrypoop 6f3 pq.
Take any Java,, class body cBody from p". Let C be the name of the class to which cBody belongs.
1st Case: C E Cl(p'). Then there exists a Java, class body cBody', such that p' = cBody' p:, and that c p', cBody'1 -cBody. Because r" E p' 0, we also have that I?' t-cBody' 0, and with lemma 1, we also get that I"' he cBody 0.
2nd Case: C $! Cl(p'), therefore cBody stems from poo or p. Because roe r & poop 0, it also holds that lYoo I'h, cBody 0. Because Cl(P) & Cl($), we also have that C $ Cl@"). Therefore, C has the same definition in I'00 IY and in roe I? 63 I?'. Take any method body mBody from cBody; because cBody is type correct, through application of the type rule for class bodies, we obtain: roe I', this : C b$-,, mBody : T1 x . ..T. + T, where T1 x . ..T. + T is a signature of m in class C in the environment roe I?, and where mBody has the form mBody = m is XXI : Tl...Xx, : T,.{stmts}.
Applying the type rules for method bodies, we obtain: I'00 I?, this : C, zI : T1, . ..zn : T, be stmts[zl/xl, . . . . z,/x,] : T, where Zl, . . . z, are fresh identifiers in stmts and in J?oo I'. From definition 7, it follows that roe (I? @ I?), this : C,wl : T1, . ..w. : T, t,, stmts[wl/xl, . ..w.,/x,] : T, where we renamed ~1, . . . z, to ~1, w, in order to avoid any name clashes. Therefore, applying the Java,, type rule for method bodies, we obtain that, roe r CH I?, this : C k se mBody : T1 x . ..T. + T, and because the definition of C in roe r is identical to that, in roe r tf) I", we have that all method bodies in cBody satisfy their signature in roe r $ I?. SO, it holds that roe r $ I" b, cBody 0.
Therefore, roe I? $ I" be cBody 0 for any cBody in p". This, finally, gives that he(J?',p") 0. 0
From lemma 6 we see that link compatibility requires the environment modification to be a type preserving change of the original environment, and the Javas program body modification to be type correct in the new environment.
The latter requirement is very easy to establish, and corresponds to a successful local compilation step. This confirms that "reimplementing method bodies is a binay compatible change", [lo] .
However, the first requirement from lemma 6, namely type preservation, is not obviously straightforward to establish, since it requires that for all possible enGronments I'oo, the two environments should give the same types to all Java,, expressions.
In the next section we consider restricted modifications to the environment which imply type preservation.
changing the direct super-class of a class C, as long as all direct or indirect, super-classes continue to be direct or indirect super-classes; changing the direct, super-interfaces of an interface I, as long as all direct or indirect super-interfaces continue to be direct or indirect super-interfaces; adding a field to a class C; adding a method to a class C; and are formalized in definition 8. R.emember that cha,nging method bodies, or the names (but not the types) of the formal parameters of a method, are already considered link compatible changes because of lemma 3; t,herefore these changes do not need to be defined as safe changes. R.emember that the order of declarations is not significant, t,herefore I? = rr , C ext C'..., only means that IY contains such a declaration of class C. The requirement r. r t 0 ==$ r& ~1 f' k 0, which ensures preservation of well formedness of the environment in all appropriate contexts ro, could be replaced by the stronger requirernent lY l" t-0, which corresponds to requiring succesful compilation in the context of l?. The original requirement, r. r k 0 ==+ ror $ r' t-0, is trivially satisfied by the first five cases of definition 8. In the sixth case, which describes the addition a new field, v,+l, to a class, this field must have a different name than any of the other fields in the class, i.e. v,,+~ # vi for 1 5 i < n. The seventh case describes the addition of an instance method m,+l to a class. The new method, m,+r , may not override any of the methods already in C; if mn+r overrides any method inherited by C from any of its superclasses, then it must have the same result type as the overriden method. This means, that either one of the superclasses of C must contain a method with identifier m,+r and signature MT,+1 , or all of the superclasses of C must be present in l?.
The following lemma says that safe changes are type preserving.
Lemma 7 Given environments I', I", if I?' is a safe change of I', then r' is a type preserving change of I'.
Proof
Take any r', safe change of I?. To show that I? is type preserving change of of r. For any environment Fe disjoint from I", any Java,, expression eo, and type To, r. l? b-,, eo : To implies that r. J? t-0, which implies that r0 and r are disjoint. Take any environment l?e disjoint from I". Show for any T, T' that PO r t T iwdn T' implies that r. r a rf t-T lwdn T', using structural induction on the proof of r. r I-T iwdn T'.
Show for any class C, that if C has in environment l?e l? a declaration of a field v with type T, then class C also has in environment r0 !Z @ I" a declaration of field v with type T. Similarly, if class C inherits from another class C' in environment rc l? a declaration of a field v with type T, then class C also inherits from the class C' in environment r. r @ I" a declaration of field v with type T. These field declarations must be unique. Any methods declared or inherited by interface I in environment I?0 I', are also declared or inherited by interface I in environment I?0 l? @ l?. Finally, for any method with identifier m with argument type AT and result type T declared or inherited by class C in environment I'0 I', there exists a method with identifier m with argument type AT and result type T declared or inherited by class C in environment r. r @ r'.
Then show, by structural induction on the proof, that l'a lY t,, e : T implies r0 r @ I" b, e : T. For the cases where e is a variable, an instance method call, or an instance variable access one has to apply case analysis on the contents of I?, according to definition 8. 0
In the computing students example Yes' adds an instance variable to a class, therefore it is a safe change of I'"", and so with lemma 7, I"" is a type preserving change of P. Because type preservation automatically applies to larger environments, I?" is a type preserving change of l? l?. With lemma 6, (I'""',p",z) is a link compatible change of (I? F"", pS,i p",:). Similarly, I" adds a class to environment l? I?"' I'lab, therefore it, is a safe change; and so, the pair (Im,pm) is a link compatible change of (FSt Its' Flab, p;", pi; ptEb) .
Conclusions and further work
The contributions of this pa.per are:
l We suggest a terminology and formal framework with which to describe the effects and properties of binary compatibility.
l We define safe changes, a subset of the binary compatible changes listed in the language specification, and prove for a substantial subset of Java, that safe changes guarantee successful linking without re-compilation.
l
We identify as the characteristic property of safe changes that, they preserve the types of the enriched Java se expressions.
We have investigated the properties of combinations of binary compatible modifications.
We expect that better formalizations will be found; indeed the formulation suggested in this paper is the result, of many discussions and iterations over previous approaches (201, and we continue work in this direction. Some of the outstanding questions are described in chapter A. Concepts for binary compatibility as proposed in [8] influenced the Java language design. Ours is the only formalization for a concrete language and proof of correctness we know of. In [2] fragments consisting of a signature and a body are used to describe linkable units, and linking consists of a type checking and a substitution phase. Our formalism distinguishes between source code and compiled code, mainly because in Java separat,e compilation is not equivalent to compilation of all parts together, a fact already pointed out but not pursued in [2] .
We shall extend Java, to encompass a larger subset of *Java, and extend safe binary compatibility to include access restrictions, static variables and methods, etc. Further work includes refining the description of separate compilation to consider compilation in partial environments, rather than in the environment for the whole program. For the computing students, e.g, , some classes do not, need to be compiled in the complete environment, because C (l? Fcs Ilab, pst 1 = C{l?, ~""1.
It would be interesting to recast some of this work in terms of a formal description of the Java byte-code and byte-code verifier (such as [15, 91) . The fact, that separate compilation of the types is not equivalent to compilation of all types together can be seen as another case of lack of full abstraction property in language translation, which, as shown in [I] may lead to loss of protection. It remains to investigate how far problems with binary compatibility can be understood in these terms.
Finally, a more dista,nt and ambitious task remains the formalization of the dynamic linker/loader, and an approach to the associated security issues.
of the modification F'? Do we allow the modifications to depend on contexts? Our answer is yes, because we want to model modifications to libraries that are not stand-alone. This is why in definition 6 we require t,,FoOF 0 ===+ b,(FsoF) C&F' 0 as opposed to the stronger requirement t,,FoOF 0 d t,,FoO(F~,F') 0.
The number of "pre-existing binaries" involved The term "pre-existing binaries" is used twice in the quote from before, but it is not necessarily clear, how many different pre-existing binaries are involved. Either one set is involved, meaning:
A change is binary compatible with pre-existing binaries if these pre-existing binaries link without error and continue to do so after the change. or, two sets are involved, meaning:
A change is binary compatible with pre-existing binaries if any further pre-existing binaries that link without error with the former preexisting binaries continue to do so after the change to the former pre-existing binaries.
We have chosen the second interpretation, and distinguish F, the binaries being modified, from Fs, the "context" binaries that, linked without error with F.
In definition 6 the modifications F' are considered link compatible for F, iff for all contexts Fe, such that F and Fe linked without error, the effect of F' onto F will link with Fs without error. However, in section A.2 we shall discuss the repercussions of considering one set of pre-existing binaries.
The representation of "linking", and of "linking without error" Linking is described in some detail in 12.3 of [lo] , as a process taking place after loading, and consisting of verification, preparation and resolution of symbolic references. Verification ensures that a binary is structurally correct; for the byte-code it is described in some detail in [12] and also in [15] .. Preparation involves creation of stat,ic fields and their initialization to default values. Resolution involves checking symbolic references (containing type information) to methods and fields of other classes and replacing them by more direct references [lo] .
A formal description of the linker requires the development of more formal apparatus, e.g. [9] . However, for the purposes of the current investigation, we do not need a complete description of the linking process, because we clearly are not interested in the outcome of the linker, we are only interested in the possible errors reported by it. All checks performed during verification and resolution correspond to checking type correctness of JavaS, terms.
Thus, we claim for JavaL,, fragments Fi , F2, that if h,Fi 0, then the code corresponding to Fi would pass the verifier checks, and if t-SCFioFz @, then all symbolic references in the code corresponding to Fi and Fs would be successfully resolved. Therefore, the requirement b,,FioF2 0 together with the requirements that all declared classes have a class body, adequately represents "linking without error". In section A.2 we shall discuss the repercussions of an alternative representation of "linking without errors' through run-time safety, a property whereby program execution will never raise linker-related exceptions c.$ definition 10.
A.2 Alternative definitions
The approach described in the main body of this paper represents a certain stance on the issues identified above, one which we have found to be the most reasonable and fruitful. Naturally we have given some consideration to other possibilities, and in this section we compare three alternatives to definition 6, which correspond to different answers to the last two of the five issues.
We consider the representation of "linking without error" either through type-safety of the program, or though the run-time safety, For the number of preexisting binaries, we consider the cases where either one or two sets are taken into account. This produces the following four alternatives: Definition 9 describes a variation of link compatibility where we consider a modification F' with respect to some specific pre-exiting binaries F only, and require the result to link without error: Definition 9 A Java, fragment F' is a weak link compatible change of a Java,, fragment F, Zff
This definition would allow the removal of a method from a class, provided that that method were not called inside any of the method bodies in F. Therefore, this definition is appropriate only in cases where we have an exact knowledge of the classes which we want to link with the modified classes. For well-formed fragments link compatibility implies weak link compatibility. Lemma 8 If a Java, fraymend F' is a link compatible change of a Java,, fragment F, and k F 0, then F' is a weals li71k compatible change of F.
Therefore, a type correct compilation cannot be considered a local link compatible step, and a type-correct compilation of a new fragment F' does not guarantee run-time safety, unless the original fragment F was type correct:
We shall now consider an alternative representation of "links without error", in terms of the run-time behavio?Lr of the resulting program, whereby we call a Java,, program run-time safe if its execution does not cause the exceptions that would be detected by a linker (i.e. absence of a method body, or absence of a field).
Conjecture 2 If a Java, fragment F' is weak link compatible change of a Java,, fragment F, then F' is a local link compatible change of F.
We call linker exceptions those exceptions that could be raised by resolution; these are AbstractMethodError, IllegalAccessError, InstantiationError, etc. In other words, execution of a run-time safe program may terminate, or may halt or because of a predefined or user defined exception, but not because an appropriate body or field was absent.
The opposite direction of the implication does not hold. For example, the addition of a method to an interface, although a local link compatible change, does not always create a type correct fragment and therefore is not not weak link compatible.
Definition 10 A Java,, fragment F = (I',p) is runt,ime safe iff, for all terms t, states u, with execution of p leads to configuration (t , CJ): l t = throw Li, C(Li) = <<...BE -----r' E is not a linlcer exception,.
The requirement of local link compatibility is weak, because it cannot guarantee much after subsequent locally type correct compilations. In the next definition we require the property of run-time safety to be preserved in all appropriate contexts, and by subsequent locally type-correct compilations of class bodies.
Definition 12 A Java, fragment F' is a global link compatible change of a Java,, fragment F, iff for all Java, fragments F", Java,, bodies p", Java,, fragment F" = (~,p"), where Fo disjoint from F', F":
FooF is run-time safe
The subject reduction theorem implies that type safety (FooF) CBc F' CBc F" is run-time safe and completeness guarantee run-time safety.
(or is undefined).
Conjecture 1 If h,F @, then F is run-time safe.
Our next attempt at a formal definition of the guarantee of binary compatibility will be in terms of runtime safety. In definition 11 we only consider one set of pre-existing binaries, whereas in definition 12 we consider two.
Thus, the addition of a method to an interface is not a global link compatible change even if this method were not called in F, Fo or F', as it may be called in a subsequent modification F". Global link compatible changes are local link compatible changes. Lemma 9 If a Java, fragment F'is global linlc compatible change of a Java,, fragment F, then F'is a local linlc compatible change of F. Definition 11 A Java, fragment F' is a local link compatible change of a Java,, fragment F, i,fl F aH, F' is run-time safe Therefore, provided that F BC F' is run-time safe, F' is a local link compatible change, even if C-,,F 63, F' 0 did not hold! Thus local link compatibility seems to guarantee no more than what is required. The above definition would allow the addition of a method to an interface, provided that this method was never called from F; this corresponds to the second phase from our example in section 2.2. However, we see no practical way of ensuring that a change satisfies the local link compatible change property. More importantly, after a local link compatible change and a locally type correct compilation run-time safety is not guaranteed any more, as demonstrated by the third phase of the example from section 2.2. 
