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Abstract
Let G be a simple graph of order n. Let c = a + b√m and c = a − b√m, where a and b are two nonzero integers and m is a
positive integer such that m is not a perfect square.We say that Ac =[cij ] is the conjugate adjacency matrix of the graph G if cij = c
for any two adjacent vertices i and j, cij = c for any two nonadjacent vertices i and j, and cij = 0 if i = j . Let PG() = |I − A|
and Pc
G
() = |I − Ac| denote the characteristic polynomial and the conjugate characteristic polynomial of G, respectively. In this
work we show that if Pc
G
() = Pc
H
() then Pc
G
() = Pc
H
(), where G denotes the complement of G. In particular, we prove that
Pc
G
()=Pc
H
() if and only if PG()=PH () and PG()=PH (). Further, letPc(G) be the collection of conjugate characteristic
polynomials Pc
Gi
() of vertex-deleted subgraphs Gi = G\i (i = 1, 2, . . . , n). If Pc(G) =Pc(H) we prove that PcG() = PcH (),
provided that the order of G is greater than 2.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this work we consider only simple graphs. The spectrum of a simple graphG of order n consists of the eigenvalues
12 · · · n of its (0, 1) adjacency matrix A=A(G) and is denoted by (G). The Seidel spectrum of G consists
of the eigenvalues ∗1∗2 · · · ∗n of its (0,−1, 1) adjacency matrix A∗ = A∗(G) and is denoted by ∗(G). Let
PG()=|I −A| and P ∗G()=|I −A∗| denote the characteristic polynomial and the Seidel characteristic polynomial,
respectively. Let c = a + b√m, where a and b are two nonzero integers and m is a positive integer such that m is not a
perfect square. The value c = a − b√m is called the conjugate1 number of c. We say that Ac = [cij ] is the conjugate
adjacency matrix of G if cij = c for any two adjacent vertices i and j, cij = c for any two nonadjacent vertices i and
j, and cij = 0 if i = j . The conjugate spectrum of G is the set of the eigenvalues c1c2 · · · cn of its conjugate
adjacency matrix Ac = Ac(G) and is denoted by c(G). Let P cG() = |I − Ac| denote the conjugate characteristic
polynomial of G. We say that two graphs G and H are conjugate cospectral if P cG() = P cH ().
Further, we say that an eigenvalue  of G is main if and only if 〈j,Pj〉=n cos2 > 0, where j is the main vector (with
coordinates equal to 1) and P is the orthogonal projection of the space Rn onto the eigenspace EA(), understanding
E-mail address: lepovic@knex.uis.kg.ac.yu.
1 Let zi = xi + yi√m for i = 1, 2, . . . , k, where xi and yi are not necessary nonzero integers. Then we can easily see z1 + z2 + · · · + zk = z1 +
z2 + · · · + zk and z1z2 . . . zk = z1 z2 · · · zk .
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that 〈x, y〉 is the scalar product in an orthonormal basis of the space Rn. The quantity  = | cos | is called the main
angle of . Similarly, we say that ∗ ∈ ∗(G) is the Seidel main eigenvalue if and only if 〈j,P∗j〉=n cos2 ∗ > 0, where
P∗ is the orthogonal projection of the space Rn onto the eigenspace EA∗(∗). The quantity ∗ = | cos ∗| is called the
Seidel main angle of ∗. Of course, in the same way are deﬁned the conjugate main eigenvalue c and conjugate main
angle c.
Let Ak = [a(k)ij ] for any nonnegative integer k. The number Wk of all walks of length k in G equals sumAk , where
sumM is the sum of all elements in a matrix M. According to [3], the generating function WG(t) of the numbers Wk
of length k in the graph G is deﬁned by WG(t) =∑+∞k=0 Wktk . The function W ∗G(t) =∑+∞k=0W ∗k tk is called the Seidel
generating function [7,9], whereW ∗k =sum (A∗)k and (A∗)k=[(a∗ij )(k)]. In this paper, the functionWcG(t)=
∑+∞
k=0Wck tk
is called the conjugate2 generating function, where Wck = sum (Ac)k and (Ac)k = [c(k)ij ].
Let Ac = Ac(G), where G denotes the complement of G. Since Ac = 2a(J − I ) − Ac, where J is a square matrix
of order n with entries equal to 1, using a procedure which is applied in [3, p. 45] for getting WG(t), it is not difﬁcult
to see that
WcG(t) =
1
2at
[
(−1)nP c
G
(−(2at + 1)/t)
P cG(1/t)
− 1
]
. (1)
Finally, let X = [xij ] be a square matrix of order n, and let X = [xij ], where xij = pij + qij√m and pij , qij ∈ Z.
Then using the Leibnitz deﬁnition of the determinant, we get
detX =
∑

(−1)| |
n∏
i=1
xi,(i) =
∑

(−1)||
n∏
i=1
xi,(i) = detX,
where the summation goes over all permutations = ((1), (2), . . . , (n)) and || =±1 is the parity of . Therefore,
if we set
P cG() =
n∑
k=0
(ak + bk
√
m)n−k then P c
G
() =
n∑
k=0
(ak − bk
√
m)n−k , (2)
where ak and bk are integer values, understanding that a0 + b0√m = 1 + 0 · √m and a1 + b1√m = 0 + 0 · √m.
2. On conjugate characteristic polynomial
Theorem 1. If G and H are two conjugate cospectral graphs then their complementary graphs G and H are also
conjugate cospectral.
Proof. Let P cG()=
∑n
k=0 (ak + bk
√
m)n−k and P cH ()=
∑n
k=0 (ck + dk
√
m)n−k . Then we have (ak − ck)+ (bk −
dk)
√
m = 0. Since √m is an irrational number it turns out that ak = ck and bk = dk for k = 0, 1, . . . , n. Using (2) we
obtain that P c
G
() = P c
H
(). 
Corollary 1. Let G and H be two conjugate cospectral graphs. Then WcG(t) = WcH (t) and WcG(t) = WcH (t).
Proof. Using Theorem 1 and relation (1) we ﬁnd that WcG(t) = WcH (t), which completes the proof. 
Theorem 2. LetGandHbe twographs of order n.ThenP cG()=P cH () if andonly ifPG()=PH ()andPG()=PH ().
2 Since Ac(G) = [cij ] it follows that (Ac(G))k = [c(k)ij ] for i, j = 1, 2, . . . , n and for any nonnegative integer k. Consequently, we have
Wc
k
(G) = Wc
k
(G) for any deﬁned k. The proofs of these assertions can be easily obtained by induction on k.
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Proof. First, assume that P cG() = P cH (). Since 2b
√
mA = −(a − b√m)(J − I ) + Ac, using a procedure which is
applied in [3, p. 45], we get
WcG(t) =
1
(a − b√m)t
[
(2b
√
m)nPG(((a − b√m)t + 1)/2b√mt)
P cG(1/t)
− 1
]
, (3)
from which we obtain PG() = PH () using Corollary 1. Besides, applying (3) to their complementary graphs G and
H we obtain PG() = PH ().
Conversely, let us assume that PG() = PH () and PG() = PH (). In view of this it follows that WG(t) = WH(t).
Using a straightforward calculation, we can easily see
WG(t) = − 2b
√
m
(a − b√m)t
[
P cG((2b
√
m − (a − b√m)t)/t)
(2b
√
m)nPG(1/t)
− 1
]
, (4)
which shows3 that P cG() = P cH (). 
Replacing b with − b in the last relation and keeping in mind that P c
G
() = P cG(), we obtain that
PG
(
− b√m
2b
√
m
)
= (a + b
√
m)P cG(− a) + (−1)n(a − b
√
m)P c
G
(−− a)
2n+1a(b
√
m)n
.
Further, let P(G) be the collection of characteristic polynomials PGi () of vertex-deleted subgraphs Gi = G\i
(i = 1, 2, . . . , n). The following reconstruction problem was posed by Cvetkovic´ at the XVIII International Scientiﬁc
Colloquium in Ilmenau in 1973.
Problem 1. Is it true that for n> 2 the characteristic polynomial of a graph G is determined uniquely by the collection
P(G) of characteristic polynomials of vertex-deleted subgraphs of G?
The reconstruction problem is solved afﬁrmatively for regular graphs and a broad class of bipartite graphs [5].
Besides, the polynomial reconstruction conjecture is true for all trees and all disconnected graphs [4], except perhaps
for disconnected graphswith exactly two connected componentsH1 andH2 such that |H1|=|H2|. In the case that a graph
G contains at least one vertex i such that G\i is regular, the characteristic polynomial of G can be also determined from
the characteristic polynomials of its vertex-deleted subgraphs [8]. In the general case [6], the characteristic polynomial
of G is determined uniquely from P(G) and P(G).
Let Pc(G) be the collection of conjugate characteristic polynomials P cGi () of vertex-deleted subgraphs Gi = G\i
for i = 1, 2, . . . , n.
Theorem 3. If G is a graph of order n> 2 then the conjugate characteristic polynomial of G is determined uniquely
by the collection Pc(G) of conjugate characteristic polynomials of vertex-deleted subgraphs of G.
Proof. Let G and H be two graphs of order n> 2 such that Pc(G) =Pc(H). Since P cGi () = P cHi () we obtain from
Theorem 2 that PGi () = PHi () and PGi () = PHi () for i = 1, 2, . . . , n. Consequently, according to [6] it turns out
that PG() = PH () and PG() = PH (), which proves that P cG() = P cH (). 
Next, replacing  with x + y√m note that the conjugate characteristic polynomial P cG() can be transformed into
the form
P cG(x + y
√
m) = Qn(x, y) + √mRn(x, y), (5)
3 In view of Theorem 2 note that if Pc0
G
() = Pc0
H
() for a ﬁxed constant c0 = a0 + b0√m0 then for any deﬁned c = a + b√m we also have
Pc
G
() = Pc
H
().
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where Qn(x, y) and Rn(x, y) are two polynomials of order n in variables x and y, whose coefﬁcients are integers. Since
P c
G
(x − y√m) = P cG(x + y
√
m) (see (2)) we have
P c
G
(x − y√m) = Qn(x, y) −
√
mRn(x, y). (6)
We note from (5) and (6) that x0 + y0√m ∈ c(G) and x0 − y0√m ∈ c(G) if and only if x0 and y0 is a solution4
of the following system of equations:
Qn(x, y) = 0 and Rn(x, y) = 0. (7)
We now demonstrate that the conjugate eigenvalues of G and its complementary graph G determine completely all
solutions of the system equations in (7).
Proposition 1. Let c1c2 · · · cn and 
c
1
c
2 · · · cn be the conjugate eigenvalues of G and G, respectively.
Then xij = (ci + 
c
j )/2 and yij = (ci − 
c
j )/2
√
m is a solution of (7) for any i, j = 1, 2, . . . , n.
Proof. Since P cG(
c
i ) = P cG(xij + yij
√
m)and P c
G
(
c
j ) = P cG(xij − yij
√
m), making use of (5) and (6) we ﬁnd that
Qn(xij , yij ) = 0 and Rn(xij , yij ) = 0. 
Proposition 2. Let P cG(x + y
√
m) = Qn(x, y) + √mRn(x, y). Then the following two equalities are satisﬁed:
Qn(x, y)
x
= Rn(x, y)
y
and
Qn(x, y)
y
= mRn(x, y)
x
.
Proof. Let = x + y√m. Using the rule for the differentiation of compound functions, we have
dP cG()
d
(x + y√m)
x
= Qn(x, y)
x
+ √mRn(x, y)
x
,
dP cG()
d
(x + y√m)
 y
= Qn(x, y)
y
+ √mRn(x, y)
y
,
wherefrom we get (Qn(x, y)/x − Rn(x, y)/y)√m − (Qn(x, y)/y − mRn(x, y)/y) = 0. Since √m is an
irrational number and keeping in mind that the coefﬁcients of the polynomials Qn(x, y) and Rn(x, y) are integers, we
obtain the statement. 
3. On conjugate main eigenvalues
In [1] was proved that the graph G and its complement G have the same number of main eigenvalues. We also know
that |M(G)| = |M∗(G)|, whereM(G) andM∗(G) denote the sets of all main and the Seidel main eigenvalues of G,
respectively [2].
For a square symmetric matrix X of order n let 1(X)2(X) · · · n(X) denote the eigenvalues of X
Theorem 4 (the Courant–Weyl inequalities [3]). Let A and B be two real symmetric matrices of order n and let
C = A + B. Then
(10) i+j+1(C)i+1(A) + j+1(B),
(20) n−i−j (C)n−i (A) + n−j (B),
where 0 i, j, i + j + 1n.
4 If xk and yk is a solution of (7) then xk and yk are necessarily real values. Indeed, assume that xk = xk,0 + i xk,1 and yk = yk,0 + i yk,1
where i = √−1. Then xk,0 + yk,0√m + i (xk,1 + yk,1√m) ∈ c(G) and xk,0 − yk,0√m + i (xk,1 − yk,1√m) ∈ c(G), which provides that
xk,1 +yk,1√m=0 and xk,1 −yk,1√m=0, because the conjugate eigenvalues of G and G are real numbers. So we obtain that xk,1 =0 and yk,1 =0.
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Proposition 3. For any graph G of order n we have
i
(
1
2a
Ac
)
+ n+1−i
(
1
2a
A
c
)
+ 10, (8)
i+1
(
1
2a
Ac
)
+ n+1−i
(
1
2a
A
c
)
+ 10, (9)
for i = 1, 2, . . . , n and i = 1, 2, . . . , n − 1, respectively.
Proof. First, 2aK = Ac + Ac, where K denotes the adjacency matrix of the complete graph Kn. We know that
1(Kn) = n − 1 and i (Kn) = −1 for i = 2, 3, . . . , n. Therefore, setting i + j + 1 = n and replacing i + 1 with i in
Theorem 4 (10), we obtain (8). Similarly, setting n − i − j = 2 and replacing n − i with i + 1 in Theorem 4 (20), we
obtain (9). 
Using the fact that (a − b√m)K = Ac + (−2b√mA) and aK = Ac + b√mA∗, from relations Theorem 4 (10) and
(20) we obtain Propositions 4 and 5.
Proposition 4. For any graph G of order n we have
i
(
1
a − b√mA
c
)
+ n+1−i
(
− 2b
√
m
a − b√mA
)
+ 10 (10)
i+1
(
1
a − b√mA
c
)
+ n+1−i
(
− 2b
√
m
a − b√mA
)
+ 10, (11)
for i = 1, 2, . . . , n and i = 1, 2, . . . , n − 1, respectively.
Proposition 5. For any graph G of order n we have
i
(
1
a
Ac
)
+ n+1−i
(
b
√
m
a
A∗
)
+ 10, (12)
i+1
(
1
a
Ac
)
+ n+1−i
(
b
√
m
a
A∗
)
+ 10, (13)
for i = 1, 2, . . . , n and i = 1, 2, . . . , n − 1, respectively.
Using (8)–(13), by easy calculations we obtain Corollaries 2–4. For instance, combining (8) and (9) we ﬁnd that
n+1−i
(
1
2a
A
c
)
∈
[
−i
(
1
2a
Ac
)
− 1,−i+1
(
1
2a
Ac
)
− 1
]
for i = 1, 2, . . . , n − 1, which provides the proof of Corollary 2.
Corollary 2. Let  ∈ c(G) be a conjugate eigenvalue of the graphGwithmultiplicityp1 and let q be themultiplicity
of the eigenvalue −− 2a ∈ c(G). Then p − 1qp + 1.
Corollary 3. Let  ∈ c(G) be a conjugate eigenvalue of the graphGwithmultiplicityp1 and let q be themultiplicity
of the eigenvalue (+ (a − b√m))/2b√m ∈ (G). Then p − 1qp + 1.
Corollary 4. Let  ∈ c(G) be a conjugate eigenvalue of the graphGwithmultiplicityp1 and let q be themultiplicity
of the eigenvalue −(+ a)/b√m ∈ ∗(G). Then p − 1qp + 1.
In view of Corollaries 2–4 and using the same arguments as in [2], we ﬁnd out that |Mc(G)| = |M(G)| and
|Mc(G)| = |M∗(G)|, whereMc(G) is the set of all conjugate main eigenvalues of G.
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Proposition 6. Let c1, c2, . . . , ck and 
c
1, 
c
2, . . . , 
c
k be the conjugate main eigenvalues of the graph G and its com-
plement G, respectively. Then
∑k
i=1(ci + ci ) = 2a(n − k).
Proof. Let = { i |ci ∈ c(G)\Mc(G)}. Since the spectral trace of Ac is zero, we get
k∑
i=1
ci +
∑
i∈
ci = 0 and
k∑
i=1
ci +
∑
i∈
(−ci − 2a) = 0,
which provides the statement. 
Making use of Corollaries 3 and 4 and using the same procedure as in the proof of Proposition 6, we can easily
obtain the following two results.
Proposition 7. Let c1, 
c
2, . . . , 
c
k and 1, 2, . . . , k be the conjugate main eigenvalues and main eigenvalues of G,
respectively. Then
∑k
i=1(ci − 2b
√
mi ) = (a − b
√
m)(n − k).
Proposition 8. Let c1, c2, . . . , ck and ∗1, ∗2, . . . , ∗k be the conjugate main eigenvalues and the Seidel main eigen-
values of G, respectively. Then∑ki=1(ci + b√m∗i ) = a(n − k).
Using the spectral decomposition of Ac, it is not difﬁcult to show that WcG(t) may be represented in the form
WcG
(
1

)
= n
c
1
− c1
+ n
c
2
− c2
+ · · · + n
c
k
− ck
, (14)
where nci =n(ci )2 and nc1 +nc2 + · · ·+nck =n, understanding that ci denotes the main angle of ci . Using (1) and (14),
we obtain the following relation:
k∏
i=1
(+ ci + 2a) =
(
k∏
i=1
(− ci )
)(
1 + 2a
k∑
i=1
nci
− ci
)
. (15)
We note that if c ∈Mc(G) then −c − 2a /∈Mc(G). Consequently, using (15) it follows that:
k∑
i=1
nci
ci + cj + 2a
= 1
2a
(16)
for j = 1, 2, . . . , k. Similarly, making use of (3) and (14), by an easy calculation we ﬁnd that
k∑
i=1
nci
ci − 2b
√
mj + (a − b
√
m)
= 1
a − b√m (17)
for j = 1, 2, . . . , k. Further, since b√mA∗ = a(J − I ) − Ac and using a procedure applied in [3, p. 45], we obtain
WcG(t) =
1
at
[
(−1)n(b√m)nP ∗G(−(at + 1)/b
√
mt)
P cG(1/t)
− 1
]
.
Thus, combining (14) and the last relation we can easily see that the following relation is satisﬁed:
k∑
i=1
nci
ci + b
√
m∗j + a
= 1
a
(18)
for j = 1, 2, . . . , k. Finally, let (z(i)1 , z(i)2 , . . . , z(i)n ) denote the unit eigenvector corresponding to the conjugate main
eigenvalue ci such that
∑n
j=1z
(i)
j =
√
nci . Let deg(i) denote the degree of the vertex i.
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Proposition 9. Let c1, c2, . . . , ck ∈Mc(G). Then
(10)
√
nc1 z
(1)
i +
√
nc2z
(2)
i + · · · +
√
nck z
(k)
i = 1,
(20)
√
nc1 z
(1)
i 
c
1 +
√
nc2 z
(2)
i 
c
2 + · · · +
√
nck z
(k)
i 
c
k = (n − 1)a − ((n − 1) − 2 deg(i)) b
√
m,
for any i = 1, 2, . . . , n.
Proof. Let = {i | ci ∈ c(G)\Mc(G)}. Then for any nonnegative integer , we have
(Ac) =
k∑
i=1
Zi (ci )
 +
∑
i∈
Yi (ci )

,
where Zi = Zi[z(i)rs ] and Yi = Yi[ y(i)rs ] with z(i)rs = z(i)r z(i)s and y(i)rs = y(i)r y(i)s . Of course, we understand that
{ (y(i)1 , y(i)2 , . . . , y(i)n ) | i ∈ } represents a complete set of mutually orthogonal normalized eigenvectors with respect
to ci ∈ c(G)\Mc(G) such that y(i)1 + y(i)2 + · · · + y(i)n = 0. Using the expression above for (Ac) we obtain
n∑
j=1
c
()
ij =
k∑
t=1
⎛
⎝ n∑
j=1
z
(t)
j
⎞
⎠ z(t)i (ct ) +∑
t∈
⎛
⎝ n∑
j=1
y
(t)
j
⎞
⎠ y(t)i (ct ),
which provides the proof. 
Theorem 5. Letc1, 
c
2, . . . , 
c
k ∈Mc(G) and let (z(i)1 , z(i)2 , . . . , z(i)n ) be the unit eigenvector ofci such that
∑n
j=1z
(i)
j =√
nci . Then
z
(i)
j =
(
k∑
=1
√
ncz
()
j
c + ci + 2a
)
2a
√
nci , (19)
for i = 1, 2, . . . , k and j = 1, 2, . . . , n, understanding that nci = n(
c
i )
2
, where ci is the main angle of ci .
Proof. For i = 1, 2, . . . , k and j = 1, 2, . . . , n deﬁne z(i)j by (19). In order to prove that (z(i)1 , z(i)2 , . . . , z(i)n ) is the
eigenvector of the main eigenvalue ci , it is sufﬁcient to demonstrate that its coordinates z
(i)
j satisfy the following
system of homogeneous linear equations:
ci
(
k∑
=1
√
ncz
()
j
c + ci + 2a
)
2a
√
nci =
n∑
t=1
(
k∑
=1
[2a(1 − c(0)j t ) − cjt ]
√
ncz
()
t
c + ci + 2a
)
2a
√
nci ,
understanding that c(0)ij = 	ij , where 	ij is the Kronecker delta symbol. Indeed, using (16) and the equation c z()j =∑n
t=1cjt z
()
t , the last relation is transformed into
ci
(
k∑
=1
√
ncz
()
j
c + ci + 2a
)
2a
√
nci = 2a
√
nci −
(
k∑
=1
√
nc z
()
j (
c
 + 2a)
c + ci + 2a
)
2a
√
nci .
Using Proposition 9 (10) we ﬁnd that the right-hand side of the previous relation is ci z
(i)
j . Hence (z
(i)
1 , z
(i)
2 , . . . , z
(i)
n )
is a conjugate eigenvector of G corresponding to ci . It remains to show that it is a unit eigenvector and that the total
sum of its coordinates is
√
nci . This can be veriﬁed directly, using (16). 
Similarly, using that −2b√mA= (a −b√m)(J − I )−Ac and making use of (17) and Proposition 9 (10), we arrive
at (20). Using that b√mA∗ = a(J − I ) − Ac and making use of (18) and Proposition 9 (10), we arrive at (21).
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Theorem 6. Let1, 2, . . . , k ∈M(G) and let (x(i)1 , x(i)2 , . . . , x(i)n ) be the unit eigenvector ofi such that
∑n
j=1x
(i)
j =√
ni . Then
x
(i)
j =
(
k∑
=1
√
ncz
()
j
c − 2b
√
mi + a − b
√
m
)
(a − b√m)√ni , (20)
for i = 1, 2, . . . , k and j = 1, 2, . . . , n, understanding that ni = n2i where i is the main angle of i .
Theorem 7. Let∗1, ∗2, . . . , ∗k ∈M∗(G)and let (s(i)1 , s(i)2 , . . . , s(i)n )be the unit eigenvector of∗i such that
∑n
j=1s
(i)
j =√
n∗i . Then
s
(i)
j =
(
k∑
=1
√
ncz
()
j
c + b
√
m∗i + a
)
a
√
n∗i , (21)
for i = 1, 2, . . . , k and j = 1, 2, . . . , n, understanding that n∗i = n(∗i )2, where ∗i is the main angle of ∗i .
Proposition 10. Let G be a graph with k main eigenvalues. Then we have
1
nci
=
k∑
j=1
4a2 ncj
(cj + ci + 2a)2
and
1
nci
=
k∑
j=1
4a2ncj
(cj + ci + 2a)2
,
1
ni
=
k∑
j=1
(a − b√m)2ncj
(cj − 2b
√
mi + a − b
√
m)2
,
1
n∗i
=
k∑
j=1
a2ncj
(cj + b
√
m∗i + a)2
,
for any i = 1, 2, . . . , k.
Proof. Using (19)–(21) and keeping in mind that the main eigenvectors with respect to A , A∗ and Ac are the complete
systems of mutually orthogonal normalized eigenvectors, we obtain the required statement. 
4. On conjugate integral graphs
We say that a graph G is integral or Seidel integral if its spectrum (G) or ∗(G) consists only of integral values,
respectively. However, if we apply this deﬁnition to the conjugate adjacency matrix Ac, in that case the complete graph
Kn and its complement nK1 are not integral with respect toAc for any n2, where nK1 denotes a graph with n isolated
vertices. In order to extend the class of conjugate integral graphs, we introduce the following deﬁnition.
Deﬁnition 1. We say that a simple graph G of order n is conjugate integral if its conjugate eigenvalues are in the form
ci = pi + qi
√
m for i = 1, 2, . . . , n, where pi and qi are integral values. The eigenvalue ci = pi + qi
√
m is called the
conjugate integral eigenvalue.
Theorem 8. If a graph G of order n is a conjugate integral graph then its complement G is also conjugate integral.
Proof. According to (5) we getQn(pi, qi)+√mRn(pi, qi)=0. SinceQn(pi, qi) andRn(pi, qi) are integers and √m
is not a perfect square, it turns out thatQn(pi, qi)=0 andRn(pi, qi)=0 for i=1, 2, . . . , n. Consequently,Qn(pi, qi)−√
mRn(pi, qi) = 0 which means that pi − qi√m are the conjugate eigenvalues of G. 
Proposition 11. Let G be a regular integral graph of order n and degree r. Then G is conjugate integral too.
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Proof. Using the fact that the regular graph G has only one main eigenvalue 1 = r , we note from Proposition 7 that
c1=(n−1)a+(2r−(n−1))b
√
m. If  ∈ (G)\M(G) then fromCorollary 3 we obtain − a+(2+1)b√m ∈ c(G),
which completes the proof. 
Corollary 5. If G is integral then G is conjugate integral if and only if the main spectrum Mc(G) consists only of
conjugate integral eigenvalues.
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