1] The peak in stratospheric HCl was reached in the late 1990s. Between 1998 and 2004 the stratospheric loading of HCl was relatively constant, with some month to month fluctuation; this was followed by a more pronounced decrease in HCl since 2004. We use probability distribution functions (PDFs) and scatter diagrams for validation and bias characterization of Aura Microwave Limb Sounder (MLS) HCl retrievals. Both these methods allow us to use large statistical samples and do not require correlative measurements to be colocated in space and time. The bias between the Halogen Occultation Experiment (HALOE) and Aura MLS is greatest above the 525 K ($21 km) isentropic surface. The global average mean bias between Aura and the Atmospheric Chemistry Experiment (ACE) for January 2005 was 2% and between Aura MLS and HALOE was 14%. The widths of the PDFs are a measure of the spatial variability and measurement precision. The Aura MLS HCl PDFs are consistently wider than those for ACE and HALOE, this reflects the retrieval uncertainties. The median observation uncertainty for Aura MLS v1.51 HCl is 12%, and the median ACE v2.2 uncertainty is 8%. We also connect Aura MLS HCl with the heritage of HALOE HCl by using neural networks to learn the interinstrument biases and provide a seamless HCl record from the launch of the Upper Atmosphere Research Satellite (UARS) in 1991 to the present.
Introduction
[2] The Microwave Limb Sounder (MLS) on Aura is providing the first daily global observations of HCl [Waters et al., 2006; Froidevaux et al., 2006b] . A preliminary validation of MLS HCl has been presented by Froidevaux et al. [2006a] .
[3] Evaluation and validation of satellite data are necessary, but sampling issues can make practical application problematic. In the traditional approach to validation, there is a comparison of matched pairs of profiles coincident in space and time. This strong constraint dramatically reduces the statistical sample sizes we can deal with. The definition of ''coincident'' observations varies, but 1000 km or more often separates such measurements. Establishing instrument accuracy or precision through such comparisons can be hindered by the limited number of coincident pairs and the contribution of atmospheric variability (termed representativeness). Issues of representativeness arise because the validation exercises are typically limited geographically. It is therefore useful to augment the traditional approach to validation with the use of probability distribution functions (PDFs) of trace gases over an extended period for a given spatial domain. In this study, we choose to form PDFs of an entire month of data and to specify the spatial domain in terms of Lagrangian flow-tracking coordinates. The width of the PDFs allow us to quantify the spatial variability for each analysis grid cell over the month. The analysis starts with the launch of UARS and continues up to the present. The scatter diagrams allow us to compare a pair of instruments globally over the entire period of overlap using the PDFs for each month, for each Lagrangian region.
[4] PDFs have already been used in a variety of tracer studies [Pierrehumbert, 1994; Yang, 1995; Sparling and Schoeberl, 1995; Rood et al., 2000; Hu and Pierrehumbert, 2001; Gao et al., 2002; Johnson et al., 2002; Strahan, 2002; Neu et al., 2003; Hsu et al., 2004] and in estimation of representativeness uncertainty in chemical data assimilation [Lary, 2003] .
[5] Not only does a PDF characterize the tracer distribution, its shape tells us about mixing barriers, how complete the mixing is, and chemical processes such as ozone depletion [Sparling, 2000; Pierrehumbert, 2000; Strahan, 2002; Neu et al., 2003] . For example, a narrow peak in the concentration PDF indicates that the air is well mixed and significant variability generating processes have not recently occurred (e.g., long-range transport). A multimodal distribution indicates air of different origins (e.g., polar and midlatitude). In general, broad peaks indicate recent variability-generating processes such as photochemistry or transport (horizontal or vertical).
[6] Measurement imprecision is one factor that affects the widths of the PDFs, and precision of the measurements is certainly a parameter that needs validation. Because a major component of the variability of trace gases is due to atmospheric transport we make our comparisons in equivalent PV latitude -potential temperature coordinates [Schoeberl et al., 1989; Proffitt et al., 1989; Lait et al., 1990; Douglass et al., 1990; Lary et al., 1995; Schoeberl et al., 2000] . Using these coordinates also extends the effective latitudinal coverage of the measurements, although there will always be limitations arising from sampling issues. In the period 1991 -2004 we use the UKMO meteorological analyses, and after that we use NASA GEOS meteorological analyses.
[7] Section 2 describes the HCl intercomparison using PDFs and scatter diagrams and the cross calibration of HCl retrievals using neural networks. Section 3 presents a continuous time series of HCl from the launch of UARS to the present. Section 4 gives a summary.
HCl Intercomparison
[8] We compare measurements of HCl from the different instruments in Table 1 . Table 1 also gives the median observation uncertainty over the entire record of each instrument. The Halogen Occultation Experiment (HALOE) provides the longest record of space based HCl observations. Aura MLS has a vertical resolution which is 3 km in the lower stratosphere increasing to 5 -6 km near 1 hPa and 7 km near 0.22 hPa. ACE and HALOE have a vertical resolution of about 4 km. The ACE and HALOE retrievals are given on a much finer altitude grid, with a spacing of 1 km or less. The Aura MLS retrievals used are given on a pressure grid with an approximate altitude spacing of $2.5 km.
PDFs
[9] Figure 1 shows example HCl PDFs for the three instruments HALOE, ACE and Aura MLS. In each case the PDFs are for all observations made by that instrument in a Lagrangian region for three isentropic levels centered on an equivalent latitude of 55°N during all the Januarys that the instruments observed (Figures 1a to 1c ) or for the observations made only during January 2005 (Figures 1d to 1f). A consistent picture is seen in these plots: Aura MLS agrees very well with ACE, while HALOE HCl retrievals are lower than those from the other instruments. There is a general increase in the bias with increasing altitude, particularly noticeable at the 525 K ($21 km) surface and above.
Previous comparisons among HCl data sets reveal a similar bias for HALOE [Russell et al., 1996; McHugh et al., 2005; Froidevaux et al., 2006a] .
Width of the PDFs
[10] The width of the PDFs, s rep , gives us a measure of the spatial variability (representativeness) in the tracer field [Lary, 2003] . A robust estimator of the width of the distribution is the average deviation [Press et al., 1992] ,
where y is the tracer volume mixing ratio (VMR), and the overbar indicates the mean of the N observations considered. It is interesting to look at a cross section of the representativeness as it highlights the regions with large gradients. Figure 2 shows the PDF width for HCl observations made by Aura MLS during January 2005. The upwelling air over the tropics is visible as is the large spatial variability in the lower stratospheric polar vortex at high northern latitudes.
[11] The width of the PDF could be characterized in several ways. Two other common measures are the variance, or its square root, the standard deviation. Both of these measures have been tried and give essentially the same results. The reason for choosing the average deviation is that the variance and standard deviation depend on the second moment of the PDF and can be unduly affected by a few outliers. The average deviation is a more robust estimator that does not suffer from this problem [Press et al., 1992] .
[12] The PDF width is actually a function of several things including spatial variability, sampling, and retrieval uncertainty and noise. The all years January plots in Figures 1a-1c clearly include a wider variety of situations than do the specific January plots (Figures 1d-1f ), so as would be expected, these PDFs are wider. It is interesting to note that even though the median values of the Aura MLS and ACE PDFs are very similar, the width of the Aura MLS HCl PDFs are consistently larger than those for ACE and HALOE, this may well reflect in part the retrieval uncertainties shown in Table 1 . The median observation uncertainty for Aura MLS HCl is 12%, which is 50% larger than the median ACE v2.2 uncertainty of 8%. However, the instruments generally have a similar spatial distribution, e.g., both Aura MLS and ACE have wide PDFs for the lower stratosphere vortex, and narrow PDFs in the upper 1996, 1997, 1999, 2000, 2002 -2005, 2007 Toon et al.
[1999] 10% a The uncertainties given are the median uncertainty of all the level 2 product uncertainties for all the observations made by each instrument. The HALOE uncertainties are only estimates of random error and do not include any indications of overall accuracy.
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LARY AND AULOV: HCl INTERCOMPARISON AND HISTORICAL CONTEXT Figure 1 . Example HCl PDFs for the three instruments HALOE, ACE, and Aura MLS. In each case the PDFs are for all observations made by that instrument in a Lagrangian region for three isentropic levels centered on an equivalent latitude of 55°N during all the Januarys that the instrument observed. stratosphere. Likewise, the HALOE PDFs for a given month, are narrower than the ACE PDFs and the median HALOE uncertainty is less than median ACE observation uncertainty (e.g., Figures 1a -1c ). As pointed out by E. Remsberg (personal communication, 2007) , the width of the PDFs also depends on the spatial extent of the observations. For example, HALOE made sunrise measurements in the northern hemisphere from 1 -9 January and from about 16 January to the end of the month. HALOE obtained data in the regions shown in Figure 1 for only a few days of January 2005. Because there is normally a lot of wave activity in the northern hemisphere in January, it would be easy for HALOE not to see a lot of the variability that was present for the month of January for that latitude zone. And that lack of coverage for the month is another reason for the narrower HALOE PDFs in Figures 1d-1f .
Biases
[13] We can take the difference between the medians of the PDFs as a measure of the interinstrument bias. This bias is really only significant if it is larger than the atmospheric variability in the Lagrangian region we are considering.
[14] Figure 3 Figures 3c and 3d we only plot Lagrangian regions where the bias was greater than the natural HCl variability in that region of the atmosphere, we have called this the useful bias. The natural variability (representativeness) has been diagnosed by taking the width of the PDF as measured by the average deviation of the PDF.
[15] We note that for the January 2005 example, the bias between Aura and ACE in the lower stratosphere is less than the natural variability. The average mean bias between Aura and ACE for January 2005 was 2.3%. Figures 3e and 3f show the analogous bias for HALOE and Aura, only those Lagrangian regions where the bias was greater than the natural HCl variability have been plotted. We note that for the January 2005 example, the bias between HALOE and Aura is greater than the natural variability throughout most of the stratosphere. The average mean bias between Aura and HALOE for January 2005 was 13.9%. In general, the number of points from both of the solar occultation instruments (HALOE and ACE) is much less than the number of points from the microwave emission instrument (MLS).
Scatter Diagrams and Cross Calibration
[16] So far, we have compared the PDFs for all overlapping Lagrangian regions for a given month. However, we can use a single scatter diagram to compare all the overlaps globally for all the months observed by each pair of instruments. Such a scatter diagram has the advantage of a huge sample size, it encompasses the entire period that a pair of instruments were making contemporaneous observations. The scatter diagram is intended as a big picture summary for all contemporaneous observations made globally. Figure 4 shows two scatter diagrams for all the contemporaneous observations of HCl made globally by two pairs of instru- Figures 3c and 3d we only plot Lagrangian regions where the bias was greater than the natural HCl variability in that region of the atmosphere, we have called this the useful bias. It can be seen that for most of the Lagrangian regions observed by both ACE and Aura the bias is less than 10%. (e) and (f) Analogous bias for HALOE and Aura where the bias was greater than the natural HCl variability. ments. In Figure 4a we compare ACE and Aura MLS which were making contemporaneous observations between September 2004 and the present. In Figure 4b we compare HALOE and Aura MLS which were making contemporaneous observations between September 2004 and November 2005.
[17] In the ideal case where we have perfect agreement between two instruments, the slope of the scatter diagram would be 1 and the intercept would be 0. In the case of ACE and Aura, we see there is a slope of 1.08, and for HALOE Aura there is a slope of 0.91. It can be seen that solely using the slopes does not do justice to the differences. For example, Figure 4a shows a much better agreement than Figure 4b , but the slopes themselves do not reflect this. Figure 4b shows an offset of order 9% near 2 ppbv, whereas Figure 4a shows maybe 1 or 2% for values near 2 ppbv. The mean absolute value of the differences seems a good indicator of the fits. We also note that in the case of Aura MLS and HALOE, the scatter diagrams do not have a constant slope over the entire range of HCl values, several ''wiggles'' are present. This means that the interinstrument biases are spatially and temporally dependent. Neural networks are multivariate, nonparametric, ''learning'' algorithms that are ideally suited to learning, and correcting for, such interinstrument biases.
[18] We have used a neural network with three inputs and one output. The inputs are equivalent PV latitude, potential temperature, and HCl from instrument A. The output is HCl from instrument B. Potential temperature and equivalent latitude are used because they are good markers of the largescale flow pattern [Lary and Mussa, 2004] . When we do the training we randomly split our training data set into three portions of 80%, 10% and 10%. The 80% is used to train the neural network weights. This training is iterative and on each iteration we evaluate the current RMS error of the neural network. The RMS error is calculated by using the second 10% of the data that was not used in the training. We use the RMS error and the way it changes with training iteration (epoch) to determine the convergence of our training. When the training is complete, we use the final 10% as a validation data set. This 10% of the data was randomly chosen and not used in either the training or RMS evaluation. We only use the neural network if the validation scatter diagram, which plots the actual data from validation portion against the neural network estimate, yields a straight line graph with a slope of 1. This is a stringent and independent validation. The validation is global as the data was randomly selected over all temporal and spatial data points available. Several training strategies were examined, the one described included the most species over the longest time period. The neural network algorithm used was a feedforward back-propagation network with 20 hidden nodes. The training was done by the Levenberg-Marquardt backpropagation algorithm provided by the Matlab neural network toolbox (available at http://www.mathworks.com/ products/neuralnet/).
[19] Figures 5a and 5c show the results of such a neural network training to learn interinstrument biases between ACE v2.2, Aura MLS v1 and HALOE v19 HCl. Figures 5b  and 5d show an independent validation of the training using a randomly chosen, totally independent, data sample not used in training the neural network. In each case the x axis shows the actual ACE v2.2 HCl (the target). In Figures 5a  and 5b the y axis is the neural network estimate of ACE v2.2 HCl based on Aura MLS v01 HCl. Figure 5a shows the results using the training data, Figure 5b shows the results of the independent validation. In Figures 5c and 5d the y axis is the neural network estimate of ACE v2.2 HCl based on HALOE v19 HCl. Figure 5c shows the results using the training data, and Figure 5d shows the results of the independent validation. The mapping has removed the bias between the measurements and has also straightened out the ''wiggles'' seen in Figure 4 . It can be seen that to adequately using the slopes to describe the differences does not do justice to the differences. For example, Figure 4a shows a much better agreement than Figure 4b , but the slopes themselves do not reflect this. Figure 4b shows an offset of order 9% near 2 ppbv, whereas Figure 4a shows maybe 1 or 2% for values near 2 ppbv. The mean absolute value of the differences seems a good indicator of the fits. Figure 5a is the result using the training data, and Figure 5b is the result of the independent validation. (c) and (d) The y axis is the neural network estimate of ACE v2.2 HCl based on HALOE v19 HCl. Figure 5c is the result using the training data, and Figure 5d is the result of the independent validation. In each case, this is a global training for all contemporaneous observations between each pair of instruments.
The training points are the median values of a PDF of observations made during a given month for a given equivalent PV latitude -potential temperature bin. The width of the cloud of points in each of these scatter diagrams is a good measure of the uncertainty associated with the neural network fit. We have objectively evaluated the goodness of the neural network fit by using the reduced c r 2 metric, which is really just the root mean square deviation normalized to measurement errors,
where y NN is the neural network estimate of the benchmark observation, y is the benchmark observation, and s is the observation uncertainty, n = N À n is the degrees of freedom, N is the total number of benchmark observations, and n is the number of parameters used in the fit.
[21] Table 2 shows the reduced c r 2 statistics for a variety of HCl products. In order to be more critical the HCl validation products were only used if the fractional observational uncertainty of the benchmark observation was less than 0.1. For each benchmark instrument the results in Table 2 are sorted in descending order of c r 2 , so the last product in each group is the product that agreed most closely with the benchmark instrument. In each case the product with the largest (worst) c r 2 was HALOE HCl, and applying a neural network recalibration considerably improved the agreement with the benchmark instruments (reduced c r 2 ).
HCl Time Series
[22] Now that we have completely characterized the interinstrument biases and been able to correct for them we can connect Aura MLS HCl observations to the heritage of HALOE. This allows us to produce an HCl time series from the launch of UARS in 1991 up-to the present. Figure 6 shows HCl time series for six different locations (on the 525 K % 21 km, 800 K % 30 km, 1300 K % 41 km, and 2100 K % 50 km isentropic surfaces) from the launch of UARS to the present with HCl observations from HALOE, ATMOS, ACE, MkIV and Aura MLS.
[23] Figure 6 (left) uses the original v19 HALOE data, and the low bias of HALOE HCl relative to all other instruments is evident. Figure 6 (right) uses the HALOE v19 data recalibrated with a neural network to agree with ACE v2.2 HCl. If we compare Figures 6 (left) and 6 (right) we see that as expected, the recalibration brings the HALOE data into good agreement with ACE and Aura MLS data, and the independent ATMOS HCl data.
[24] We also performed a recalibration of the ACE and MLS data to agree with HALOE v19. These two HCl recalibrations have been used by Lary et al. [2007] to form a long Cl y time series and associated uncertainty estimate (typically 0.4 ppbv at 800 K). The uncertainty in the Cl y estimate is primarily due to the discrepancy between the different observations of HCl, i.e., the HALOE, Aura MLS, and ACE interinstrument biases.
[25] We have attempted to characterize the biases as ''exactly'' as possible for each space region. What we do not do, due to a lack of temporal overlap, is have the bias varying with time. Artifacts of this do appear to be evident in some of the neural network adjustments, for example, in the upper stratosphere, the adjustment of HALOE to MLS HCl seems to yield a time series which is too flat, this is true to a lesser extent for the HALOE to ACE HCl adjustment. We note that the size of the training data set plays a role, the overlap between HALOE and MLS is rather short and the result of this can be seen in Figure 6e the corrected time series using this short overlap (blue line) has the wrong shape. The the overlap between HALOE and ACE is longer and the red line in Figure 6e does not suffer from this artifact. We are currently working on trying to improve this.
Summary
[26] We have used PDFs to characterize the interinstrument biases between the HCl products provided by Aura MLS v01, ACE v2.2, and HALOE v19. These biases are presented in a number of ways, including global equivalent latitude potential temperature cross sections for every month of overlap between the instruments (available from http:// www.pdfcentral.info/). The bias between HALOE and Aura MLS is greatest above the 525 K ($21 km) isentropic surface. The global average mean bias between Aura and ACE for January 2005 was 2% and between Aura and HALOE was 14%. A scatter diagram compares all the overlaps globally for all the months observed by a pair of instruments.
[27] The width of the PDFs are a measure of the spatial variability. The Aura MLS HCl PDFs are consistently larger than those for ACE and HALOE, this reflects the retrieval uncertainties. The median observation uncertainty for Aura MLS HCl is 12%, which is 50% larger than the median ACE v2.2 uncertainty of 8%. The instruments generally have a similar spatial distribution, e.g., both Aura MLS and ACE have wide PDFs in the lower stratosphere vortex, and narrow PDFs in the upper stratosphere.
[28] We used neural networks to correct for interinstrument biases and produce a consistent time series of HCl from 1991 to the present. Such an HCl time series is of use in estimating a time series of Cl y . The c r 2 statistics for a variety of HCl products. In order to be more critical, HCl validation products were only used if the fractional observational uncertainty for the benchmark observation was less than 0.1. For each benchmark instrument the results are sorted in descending order of c r 2 , so the last product in each group is the product that agreed most closely with the benchmark instrument, the c r 2 for this instrument is shown in bold. The number of contemporaneous bins which were available for each comparison is shown.
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LARY AND AULOV: HCl INTERCOMPARISON AND HISTORICAL CONTEXT Figure 6 . Selected HCl time series from the launch of UARS to the present with HCl observations from HALOE, ATMOS, ACE and Aura. (a) For 2100 K ($50 km) at 85°S, (b) and (c) for 1300 K ($41 km) at 55°N and 55°S, and (d) and (e) for 55°N at 800 K ($30 km) and 525 K ($21 km). In each case the green line and shading is for the original HALOE v19 data, and the red line and shading is for HALOE data remapped with a neural network to agree with Aura MLS v1 HCl. The black line is the ACE v2.2 data with the grey shading representing the associated uncertainty. The d in the legend which labels the shading refers to the total uncertainty (observational, representativeness, and where relevant, neural network adjustment). The remapping of HALOE generally brings the HALOE data into better agreement with the ATMOS (squares) data as can also be seen from the c r 2 values shown in Table 2 .
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