It is widely believed, in the areas of optics, image analysis and visual perception, that the Hilbert transform does not extend naturally and isotropically beyond one dimension.
A-4 degree of directionality which is apparent in the demodulated envelope patterns.
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A similar idea using quaternions and even octonions for multi-dimensional signals was proposed by Craig in 1996 13 . The quaternionic approach allows several possible definitions but introduces additional phases in the definition of the analytic image, which have no clear interpretation.
In the area of phase-retrieval the concept of analyticity is central to the understanding of multi-dimensional bandlimited signals. 14 Interestingly the mathematical development of a complex function of several complex variables (and the associated Cauchy-Riemann equations) leads, in this case, to a non-isotropic interpretation of the Hilbert transform relations in the two real space variables. 15, 16 However, an alternative definition of the multi-dimensional Cauchy-Riemann conditions leads to isotropic equations. 17 In an isotropic system it is not clear why there should be a preferred direction. Sometimes anistotropic definitions are justified by the symmetry of the problem. So for example images obtained by differential interference contrast (DIC) microscopy have one direction related to the differential shear, so the application of a directional multi-dimensional Hilbert transform may be appropriate. 18 Similarly, in 3-D white-light interferometry the Hilbert transform relation applies to just one coordinate. 19 Little known to many researchers in signal processing, the theory of the Hilbert transform extended to n-dimensions (n real variables) has been in development since the1920s by pure mathematicians working in an area known as the harmonic analysis of singular integrals. Following Hilbert's lead 20 Marcel Riesz 21 proposed "fonctions conjuguées" or conjugate functions as extensions to the Hilbert transform. At the same time, independent work by Tricomi, 22 and Giraud 23 developed the same idea. More recently the works of Mikhlin 24, 25 followed soon after by Calderon and Zygmund 26, 27 Paper lodged in support of thesis.
A-5 have proved the existence and convergence of the associated integral operators.
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Another approach to the problem by the generalisation of the Cauchy-Riemann conditions to higher dimensions was undertaken by Fulton. 17 Readers wishing to follow the rather circuitous development of the n-dimensional Riesz transform (as the ndimensional analogue of the Hilbert transform is now known) are advised to start with the textbooks by Stein, 29 and Mikhlin, 25 and the article by Carberry. 30 The main complication with the Riesz transform is that it is an n-vector for an n-dimensional scalar signal and it has not been apparent how to incorporate the 2-vector image into conventional image processing.
Perhaps, of all the applied sciences, geophysics has been the most successful in finding possible definitions of the 2-D Hilbert transform over the years. 13, [31] [32] [33] [34] Indeed the definitions of Nabighian Two recent publications have touched on the idea of an isotropic Hilbert transform. The first 40 (written in German, but our translation is available) explicitly uses
Paper lodged in support of thesis.
A-6 the 2D Riesz transform to enhance digital images. The second, 41 considers a "radial Hilbert transform" for digital image enhancement but in the context of an optical spiral phase filter implemented with a spatial light modulator (SLM). Neither publication discusses the rather significant quadrature effects of the transform. In this publication we shall concentrate upon the remarkable phase and quadrature related effects rather than the intensity or magnitude effects seen in digital images.
and
In many cases the Fourier (or spectral) description of the Hilbert transform is informative:
defines the Hilbert transform of a real function f, and
defines the corresponding complex analytic signal.
The Fourier transform operator F, operating on a function g is given by
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whereas the Fourier transform of the Hilbert transform of g is given by
In other words the Fourier transform of the Hilbert transform of g is the Fourier Clearly a point is a non-directional discontinuity in two or more dimensions. The transforms of several authors actually have a point discontinuity, 13, 32 however the output is not scalar for a scalar input, but either a 2-vector or a quaternion. It is not always clear how to interpret the output in such cases, and this may explain to some extent why these methods have not been endorsed more generally.
Two-dimensional quadrature functions
We A-10 unable to ensure that the output is real (for real input), of the correct polarity, and direction insensitive. To do this we propose a second operation purely in the spatial domain.
The full 2-D Fourier domain analysis of our proposed operator is presented in paper II. Our proposed 2-D signum function is defined simply as a pure spiral phase function in spatial frequency space
Here the phase B is the polar angle in frequency space. The major influence in the conceptual and mathematical development of our spiral phase formalism has been the research on optical vortices. There are deep connections mainly related to the Fourier property of far-field diffraction patterns. . The 2F discontinuity in the phase p.v.
is unimportant because the complex exponential in equation (8) is continuous everywhere (except the origin). Our reason for using the function S is that it has the following properties:
i.) It has odd radial symmetry (so all sines convert to cosines and vice versa),
ii.) It only contains a single point discontinuity (maintaining circular symmetry),
iii.) There is no radial variation of magnitude or phase with radius, and the magnitude is unity, hence ensuring scale invariance,
A-11 iv.) The relative angular variation is constant so that it has uniform rotational properties.
This spiral phase Fourier multiplier is applied to a fringe pattern with its offset removed:
Hence the ideal quadrature function (assuming suitably band-limited amplitude and
and the 2-D complex fringe pattern
If we have a fringe pattern image , g x y which has a unique orientation angle , x y > associated with each point as shown in figure 3(a) , then we find that our Fourier spiral phase operator has the following effect on the fringe pattern:
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The heuristic derivation of this important result is as follows. If we consider the Fourier transform of the localised fringe pattern in figure 3(a) , then we obtain a distribution shown in figure 3(b) . If we try to localise the pattern to a small region then the lobes in figure 3(b) become larger. The formal mathematical description of this process, utilising the method of stationary phase, is described in paper II. We ignore here the uncertainty principle which limits localising the fringes and the fringe lobes simultaneously. A cosine fringe pattern will give two lobes with the same polarity.
Multiplying the lobes by the spiral phase will change the lobes to opposite polarity and introduce a phase factor exp i> . It is well known that changing lobe polarity changes a cosine into a negative sine, and the orientational phase then appears as a factor on top of this quadrature effect.
The above Fourier multiplication is also equivalent to a 2-D convolution of the image function with a spatial spiral phase kernel function
where the kernel function can be shown by general Fourier techniques to be a rather interesting spiral-phase, inverse-square function 
The spatial polar coordinates being defined as usual
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Equation (14) can also be interpreted in terms of the 2-D Riesz kernels
The convolution kernel approach may be important for efficient implementations of the spiral phase transformation.
We have defined an orientational phase factor We use a special orientation estimator to find e > , an estimator that does not flip 180º from fringe to fringe (ie. it is not a simple gradient estimator) and so maintains local continuity. Details of orientation estimation are provided in the appendix to paper II. The next step is to simply extract ĝ and calculate the 2-D complex image:
A-14
The process can be seen as combination of pure phase function multiplication in the space domain , x y and in the Fourier domain , u v . The operator V{} defined by
we shall refer to as the vortex operator for brevity in the following text. The vortex operator has the following invariant properties: scale, translation, and rotation (for properly defined > ). In essence the operator satisfies all the requirements of a 
Application to two-dimensional fringe patterns
The first example using the vortex operator is a fringe pattern which could quite easily occur as a human fingerprint or as an optical interference pattern. In figure 5 we show details of the input and output images compared to idealised quadrature pairs and alternative demodulation methods. The quadrant "Hilbert" transform 3, 14 has been included because it appeared recently in a problematic definition of the multi-dimensional analytic signal.
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The vortex operator complex image is visually very close to the ideal, only failing close to the discontinuity at the centre. The half-plane Hilbert method fails seriously for any closed curve fringe pattern. The horizontal fringes are highly distorted in this case leading to a dark region in the estimated magnitude. The phase shows a local sign ambiguity and is also highly distorted in the transition region. 10 The quadrant Hilbert transform gives a slightly more isotropic estimate of the magnitude but fails rather badly with the phase estimate.
In figure 6 we show a comparison of methods applied to the interference pattern from figure 4 . This time the initial image has both amplitude and phase structure (AM-
A-16 FM). The input image also has uniform random noise added for realism (10% of peak signal, 100% of minimum signal). Again the vortex operator generates an estimated complex image that is visually close to the ideal. The actual error is in the range -28%
to +10% in a region less than half of a fringe from the central discontinuity of the underlying conical phase function. Outside a region just two fringes from the centre the error drops below 3% and the closeness to the ideal magnitude is clear in figure 7 . In contrast the half-plane Hilbert transform produces anisotropic magnitude and phase estimates with the usual visible artefacts as seen in figure 6 . Note that these artefacts are typically very large (magnitude error in the range -98% to +35% for example) and widely dispersed as illustrated in figure 7.
An exact solution for circular symmetric patterns
Our equation defining the vortex operator derives from an approximation linking the sine and cosine components of a general fringe pattern. However, there is at least one simple circular symmetric function that transforms exactly using the vortex operator:
The Bessel functions asymptotically approach decaying sinusoids, for 3 r l > , which is essentially within one fringe period. The exact solution above suggests an inverse formula:
However, such an inversion may be impractical in more general, non-circular symmetric cases. This is because the inverse requires that orientation estimation and multiplication take place before the Fourier spiral phase transformation. Consequently any errors in the orientation, especially discontinuities, will spread widely in the final result. The proposed forward algorithm does not have such a problem; any errors in the orientation estimate remain localised.
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Summary
We Each point in the fringe pattern has a well-defined orientation angle. A-28
half-plane and quarter-plane Hilbert operators give highly anisotropic estimates of magnitude and phase. The input image has both amplitude and frequency modulation with 10% uniform random noise added. The complex image generated by the vortex operator is visually (and numerically) close to the ideal. In contrast to this the half-plane Hilbert result shows gross errors in both magnitude and phase estimates. The vortex operator derives a close estimate of the complex image magnitude, failing only at discontinuities in the phase. The half-plane Hilbert operator derives a highly oscillatory estimate of the magnitude with substantial errors in all regions.
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