Abstract. We show that there exists a linear-time algorithm that computes the strong chromatic index of Halin graphs.
Introduction Definition 1. Let G = (V, E) be a graph. A strong edge coloring of G is a proper edge coloring such that no edge is adjacent to two edges of the same color.
Equivalently, a strong edge coloring of G is a vertex coloring of L(G) 2 , the square of the linegraph of G. The strong chromatic index of G is the minimal integer k such that G has a strong edge coloring with k colors. We denote the strong chromatic index of G by sχ ′ (G). Recently it was shown that the strong chromatic index is bounded by (2 − ǫ)∆ 2 for some ǫ > 0, where ∆ is the maximal degree of the graph [12] . 3 Earlier, Andersen showed that the strong chromatic index of a cubic graph is at most ten [1] .
Let G be the class of chordal graphs or the class of cocomparability graphs. If G ∈ G then also L(G) 2 ∈ G and it follows that the strong chromatic index can be computed in polynomial time for these classes. Also for graphs of bounded treewidth there exists a polynomial time algorithm that computes the strong chromatic index [13] .
Definition 2. Let T be a tree without vertices of degree two. Consider a plane embedding of T and connect the leaves of T by a cycle that crosses no edges of T . A graph that is constructed in this way is called a Halin graph.
Halin graphs have treewidth at most three. Furthermore, if G is a Halin graph of bounded degree, then also L(G) 2 has bounded treewidth and thus the strong chromatic index of G can be computed in linear time. Recently, Ko-Wei Lih, et al., proved that a cubic Halin graph other than one of the two 'necklaces' Ne 2 (the complement of C 6 ) and Ne 4 , has strong chromatic index at most 7. The two exceptions have strong chromatic index 9 and 8, respectively. If T is the underlying tree of the Halin graph, and if G = Ne 2 and G is not a wheel W n with n = 0 mod 3, then Ping-Ying Tsai, et al., show that the strong chromatic index is bounded by sχ ′ (T ) + 3. (See [14, 15] for earlier results that appeared in regular papers. 5 )
If G is a Halin graph then L(G) 2 has bounded rankwidth. In [5] it is shown that there exists a polynomial algorithm that computes the chromatic number of graphs with bounded rankwidth, thus the strong chromatic index of Halin graphs can be computed in polynomial time. In passing, let us mention the following result. A class of graphs G is χ-bounded if there exists a function f such that χ(G) f(ω(G)) for G ∈ G. Here χ(G) is the chromatic number of G and ω(G) is the clique number of G. Recently, Dvořák and Král showed that for every k, the class of graphs with rankwidth at most k is χ-bounded [3] . Obviously, the graphs L(G)
2 have a uniform χ-bound for graphs G in the class of Halin graphs. In this note we show that there exists a linear-time algorithm that computes the strong chromatic index of Halin graphs.
The strong chromatic index of Halin graphs
The following lemma is easy to check.
Lemma 1 (Ping-Ying Tsai). Let C n be the cycle with n vertices and let W n be the wheel with n vertices in the cycle. Then
A double wheel is a Halin graph in which the tree T has exactly two vertices that are not leaves. 
Let G be a Halin graph with tree T and cycle C. Then obviously,
The linegraph of a tree is a claw-free blockgraph. Since a sun S r with r > 3 has a claw, L(T ) has no induced sun S r with r > 3. It follows that L(T ) 2 is a chordal graph [9] (see also [2] ; in this paper Cameron proves that L(G) 2 is chordal for any chordal graph G). Notice that
Cubic Halin graphs
In this subsection we outline a simple linear-time algorithm for the cubic Halin graphs.
Theorem 1. There exists a linear-time algorithm that computes the strong chromatic index of cubic Halin graphs.
Proof. Let G be a cubic Halin graph with plane tree T and cycle C. Let k be a natural number. We describe a linear-time algorithm that checks if G has a strong edge coloring with at most k colors. By Equation (2) we may assume that k is at most 10. Thus the correctness of this algorithm proves the theorem.
Root the tree T at an arbitrary leaf r of T . Consider a vertex x in T . There is a unique path P in T from r to x in T . Define the subtree T x at x as the maximal connected subtree of T that does not contain an edge of P. If x = r then T x = T .
Let H(x) be the subgraph of G induced by the vertices of T x . Notice that, if x = r then the edges of H(x) that are not in T form a path Q(x) of edges in C. Add the remaining two edges that are incident with each of these endpoints to B(x).
Thus the boundary B(x) consists of at most 9 edges. The following claim is easy to check. It proves the correctness of the algorithm described below. Let e be an edge of H(x). Let f be an edge of G that is not an edge of H(x). If e and f are at distance at most 1 in G then e or f is in B(x).
6
Consider all possible colorings of the edges in B(x). Since B(x) contains at most 9 edges and since there are at most k different colors for each edge, there are at most k The algorithm now fills a table which gives a boolean value for each coloring of the boundary B(x). This boolean value is TRUE if and only if the coloring of the edges in B(x) extends to an edge coloring of the union of the sets of edges in B(x) and in H(x) with at most k colors, such that any pair of edges in this set that are at distance at most one in G, have different colors. These boolean values are computed as follows. We prove the correctness by induction on the size of the subtree at x.
First consider the case where the subtree at x consists of the single vertex x. Then x = r and x is a leaf of T . In this case B(x) consists of three edges, namely the three edges that are incident with x. These are two edges of C and one edge of T . If the colors of these three edges in B are different then the boolean value is set to TRUE. Otherwise it is set to FALSE. Obviously, this is a correct assignment.
Next consider the case where x is an internal vertex of T . Then x has two children in the subtree at x. Let y and z be the two children and consider the two subtrees rooted at y and z.
The algorithm that computes the tables for each vertex x processes the subtrees in order of increasing number of vertices. (Thus the roots of the subtrees are visited in postorder). We now assume that the tables at y and z are computed correctly and show how the table for x is computed correctly and in constant time. That is, we prove that the algorithm described below computes the table at x such that it contains a coloring of B(x) with a value TRUE if and only if there exists an extension of this coloring to the edges of H(x) and B(x) such that any two different edges e and f at distance at most one in G, each one in H(x) or in B(x), have different colors.
Consider a coloring of the edges in the boundary B(x). The boolean value in the table of x for this coloring is computed as follows. Notice that that are at distance at most one in G have different colors. A coloring of B(x) is assigned the value TRUE if there exist colorings of B(y) and B(z) such that the three colorings are consistent and B(y) and B(z) are assigned the value TRUE in the tables at y and at z respectively. Notice that the table at x is built in constant time.
Consider a coloring of B(x) that is assigned the value TRUE. Consider colorings of the edges of B(y) and B(z) that are consistent with B(x) and that are assigned the value TRUE in the tables at y and z. By induction, there exist extensions of the colorings of B(y) and B(z) to the edges of H(y) and H(z). The union of these extensions provides a k-coloring of the edges in H(x).
Consider two edges e and f in B(x) ∪ B(y) ∪ B(z). If their distance is at most one then they have different colors since the coloring of B(x) ∪ B(y) ∪ B(z) is consistent. Let e and f be a pair of edges in H(x). If they are both in H(y) or both in H(z) then they have different colors. Assume that e is in H(y) and assume that f is not in H(y). If e and f are at distance at most one, then e or f is in B(y). If they are both in B(y), then they have different colors, due to the consistency. Otherwise, by the induction hypothesis, they have different colors. This proves the claim on the correctness.
Finally, consider the table for the vertex x which is the unique neighbor of r in T . By the induction hypothesis, and the fact that every edge in G is either in B(x) or in H(x), G has a strong edge coloring with at most k colors if and only if the table at x contains a coloring of B(x) with three different colors for which the boolean is set to TRUE.
This proves the theorem. 
Halin graphs of general degree Theorem 2. There exists a linear-time algorithm that computes the strong chromatic index of Halin graphs.
Proof. The algorithm is similar to the algorithm for the cubic case.
Let G be a Halin graph, let T be the underlying plane tree, and let C be the cycle that connects the leaves of T . Since L(T ) 2 is chordal the chromatic number of L(T ) 2 is equal to the clique number of L(T ) 2 , which is
where d(u) is the degree of u in the tree T . By Formula (1) and Lemma 1 the strong chromatic index of G is one of the six possible values
Root the tree at some leaf r and consider a subtree T x at a node x of T . Let H(x) be the subgraph of G induced by the vertices of T x . Let y and z be the two boundary vertices of H(x) in C.
We distinguish the following six types of edges corresponding to H(x).
1. The set of edges in T x that are adjacent to x. 2. The edge that connects x to its parent in T . 3. The edge that connects y to its neighbor in C that is not in T x . 4. The set of edges in H(x) that have endpoint y. 5. The edge that connects z to its neighbor in C that is not in T x . 6. The set of edges in H(x) that have endpoint z.
Notice that the set of edges of every type has bounded cardinality, except the first type.
Consider a 0/1-matrix M with rows indexed by the six types of edges and columns indexed by the colors. A matrix entry M ij is 1 if there is an edge of the row-type i that is colored with the color j and otherwise this entry is 0. Since M has only 6 rows, the rank over GF [2] of M is at most 6.
Two colorings are equivalent if there is a permutation of the colors that maps one coloring to the other one. Let S ⊆ {1, . . . , 6} and let W(S) be the set of colors that are used by edges of type i for all i ∈ S. A class of equivalent colorings is fixed by the set of cardinalities { |W(S)| | S ⊆ {1, . . . , 6} }.
We claim that the number of equivalence classes is constant. The number of ones in the row of the first type is the degree of x in H(x). Every other row has at most 3 ones. This proves the claim.
Consider the union of two subtrees, say at x and x ′ . The algorithm considers all equivalence classes of colorings of the union, and checks, by table look-up, whether it decomposes into valid colorings of H(x) and H(x ′ ). An easy way to do this is as follows. First double the number of types, by distinguishing the edges of H(x) and H(x ′ ). Then enumerate all equivalence classes of colorings. Each equivalence class is fixed by a sequence of 2 12 numbers, as above. By table lookup, check if an equivalence class restricts to a valid coloring for each of H(x) and H(x ′ ). Since this takes constant time, the algorithm runs in linear time. This proves the theorem. ⊓ ⊔
