A novel, neural network controlled, dynamic evolutionary algorithm is proposed for the purposes of molecular geometry optimization. The approach is tested for selected model molecules and some molecular systems of importance in biochemistry. The new algorithm is shown to compare favorably with the standard, statically parametrized memetic algorithm.
Introduction
Studying the molecular properties and reactivity of molecular systems requires, in a majority of cases, finding the geometric structure of a molecule corresponding to the (global) energy minimum. The issue is especially difficult in studies on nano-and biosystems. The difficulty arises from the fact that the number of local minima on the potential energy hypersurface is growing exponentially with the system size (Unger and Moult, 1993; Hendrickson, 1995; Wales, 1999) . Thus, as one could suspect, the search for the optimum geometry of a molecular system belongs to the class of NP-hard problems (Unger and Moult, 1993; Hendrickson, 1995) .
In recent years, several attempts have been made to address the issue (Floudas and Pardalos, 2000; Pintér, 2006; Sierka et al., 2007) . Still, the problem of geometry optimization cannot be considered to be satisfactorily solved, and the computational chemistry community is looking forward to a robust, reliable method for finding the global minimum of molecular potential energy.
In this work we propose a new evolutionary scheme for molecular geometry optimization. The main feature of the algorithm is that a neural network is used to dynamically tune parameters of the evolutionary process. Additionally, the approach efficiently exploits domain specific features of the optimization problem.
The paper is structured as follows. In Section 2 the existing approaches to global geometry optimization are concisely presented and their drawbacks are briefly discussed. A new algorithm, addressing the shortcomings of the preexisting ones, is introduced in Section 3, with the implementation details provided in Section 4. Results of calculations for selected molecular systems are shown and shortly discussed in Section 5. Conclusions are briefly drawn in Section 6.
Motivation
To keep the paper self-contained, we start with a short introduction to the notion of memetic algorithms (Moscato, 1999) .
In this approach, the Genetic Algorithm (GA) (Holland, 1975) global searcher is supplemented with a local optimization (e.g., gradient based) procedure. The local search is started in each step of the evolutionary process from the points in the solution space generated by the GA, providing the global searcher with information about the achieved local minimum. Formally, this approach can be treated as the Lamarkian type of evolution (Moscato and Cotta, 2004) , with the passing of learned information (obtained in the local optimization process) to the future generations. Alternatively, the memetic approach can be understood as a way of reducing the space that has to be explored by the genetic algorithm to the subspace spanned by the local minima, leading to improved overall efficiency.
Among the variety of existing genetic algorithm families, memetic type algorithms seem to be the natural choice for the molecular geometry optimization problem. Selecting this option is substantiated by generally better efficiency of such an approach. They often require substantially fewer evaluations of the function be-ing optimized than pure evolutionary algorithms, at the same time providing higher quality solutions (Moscato and Cotta, 2004) . Moreover, the approach allows to leverage the existing high quality local optimization machinery present in a majority of quantum-chemical and molecular mechanics packages (Schmidt et al., 1993; Frisch et al., n.d.; te Velde et al., 2001; Spoel et al., 2005; Phillips et al., 2005; Harrison, 1993) . Now we are in a position to analyze the performance of the (memetic) GA 1 in greater detail. The basic theoretical foundation follows from Holland's theorem, which shows that above-average fitness increases exponentially in successive generations (Holland, 1975) . This finding seems to be contradicted by the famous No-Free-Lunch (NFL) theorem of Wolpert and Macready (1997) , which states that on an average set of problems no specific optimization algorithm can be better. The contradiction, however, is only seeming and disappears upon closer scrutiny.
The crucial observation is that the performance of a GA strongly depends on its parameters. The dependence is so drastic that in many cases a small variation in the parameter set may change the convergence rate by orders of magnitude. To make things worse, (quasi)optimal parameter sets seem to differ substantially for even quite similar problems. In principle this means that using a genetic algorithm we trade the complexity of finding the solution for the complexity necessary to find the (at least quasi) optimal set of the algorithm parameters. This hypothesis is substantiated by the fact that there seems to be no generally applicable universal choice of those parameters (Eiben et al., 1999) .
One may see it as a manifestation of the NFL theorem. However, as pointed out by Culberson (1998) , using some insight information about the optimized function softens assumptions of NFL. This is probably the main reason behind the success of memetic algorithms, where information obtained from the local search influences future generations. However, again, there is no universal set of optimum parameters for the GA based global searchers because of substantial differences in the topology of the potential energy surface between molecular systems.
The typical workaround for this problem is to find an optimal parameter set for a representative molecule and subsequently use the parametrization for a series of somehow similar systems. Many techniques may be used for that purpose, leading to the so-called meta-GA family of methods. Common for these methods is the fact that there are two optimization algorithms, the inner, performing the requested optimization, and the outer, finding the optimal parameter set for the inner one. Most often, in the spirit of the evolutionary approach, the outer algorithm is just another GA. This technique, however, is far from ideal. Firstly, the two-level procedure is much more time consuming than a simple optimization task.
2 Secondly, the similarity of the studied systems, which is relied upon in the meta-GA approach, is not a well defined notion. This may lead to reasonable optimization performance for some of the molecules, and extremely bad results for others, even though they are all very similar according to chemical intuition. Eventually, the procedure is based on the assumption that there exists a parameter set for a genetic algorithm which is optimal for the whole process of evolutionary optimization. Unfortunately, the assumption does not hold (Eiben et al., 1999) , making it impossible to obtain the optimal performance this way.
Algorithm
To avoid the drawbacks of the static meta-GA described above, a completely different approach is called for. To account for the fact that the optimal values of the parameters depend on the current state of the evolution, the optimal algorithm has to be dynamic. In this context, this means the ability to control (change) the parameter values during the evolutionary optimization (Eiben et al., 1999) . The observation, however, leaves us with the crucial issue of deciding which parameter values are optimal at the current stage of the evolution.
This problem has been extensively studied in the context of dynamic meta-GAs (Eiben et al., 1999; de Landgraaf et al., 2007; Cicirello and Smith, 2000) . However, to our knowledge, all the existing solutions either use simple heuristics (Eiben et al., 1999; Bäck, 1993; Wu et al., 1997) or, in the most advanced cases, the parameter set is embedded into the optimization problem and optimized as a part of the solution (Spears, 1995; Angeline, 1995) .
In this work we propose a Neural Network (NN) as the agent controlling the evolutionary process. The input of the NN comprises the statistical information about the current population and the performance of the current parameter set, and the output is the parameter set for the next stage of the evolutionary process. The choice of the neural network as the controlling agent is substantiated by the ability of properly trained neural networks to reproduce any mapping and to generalize it (Hertz et al., 1991) . The computational procedure is presented in more detail in Algorithm 1.
Implementation details
A program implementing the proposed algorithm was written in the C language. The main part of it is implemented within the framework of the Genetic Algorithm 561 Algorithm 1 Neural Network + Genetic Algorithm + Local Search.
for i = 1 to POPULATION SIZE do s i ← local search(random solution) end for generation ← 0 while generation < MAX GENERATIONS do get population statistics parameters ← neural network(statistics)
Utility Library (GAUL) (Adcock, n.d.) . The neural network controlling the parameters of the genetic algorithm is based on the Fast Artificial Neural Network Library (FANN) (Nissen, 2003) . The program includes a flexible interface to external quantum-chemical and molecular mechanics packages. The external programs are used to perform the local optimization and provide data for the fitness function evaluation.
The feed-forward (Hertz et al., 1991) neural network controlling the parameters of the genetic algorithm consists of six inputs, four hidden layers comprising six neurons each and six outputs. The connection rate between the hidden layers was set to 0.8. The network is fed with floating point numbers normalized to the [0, 1] range. They represent minimum, average and maximum distances between the chromosomes, the maximum and average value of the fitness function and a fraction indicating how far in the past the best value of fitness function has been found, respectively. Two of the output neurons provide the mutation rate and crossover rate. The other output neurons indicate which type of crossover, mutation, crossover selection and mutation selection should be used in the next generation of the evolutionary process.
Results and discussion
To verify the efficiency and reliability of the presented algorithm, a series of calculations were performed for selected medium sized molecules. We chose decane (C 10 H 22 ), icosane (C 20 H 42 ), ergotamine and metenkephalin. The linear alcanes were selected because the topology of the potential energy surface is well known for these systems. This allows us to check whether the results obtained by the proposed algorithms are physically sound.
Ergotamine and met-enkephaline were chosen because of their biological significance and because they constitute a challenging benchmark for global optimization methods. The structural formulas of the molecules under study are shown in Fig. 1 .
Locally optimized structures with the corresponding energy were obtained using the AMMP (Harrison, 1993; Harrison et al., 1995) molecular mechanics package. The neural network was trained according to the RPROP protocol (Riedmiller, 1994) , with the learning rate set to 0.7. In the training process, the optimal parameters of the genetic algorithm were correlated with properties of the population at different stages of the evolution. The training set was constructed using data obtained from the optimization of several medium-sized molecules (alkanes, ergotamine and met-enkephaline).
The parameter sets for benchmark calculations were obtained in the meta-GA (Clune et al., 2005) fashion, with the outer evolutionary algorithm performing optimization in the parameter space of the inner genetic algorithm. The fitness function of the outer algorithm was defined as
where ε represents the energy of the molecule obtained by the inner algorithm, ε max is the maximum energy recorded so far, τ is the time spent by the inner algorithm to perform the optimization and τ max is the maximum time accounted for. The values of the scaling parameters A and B were set to 1000 and 1, respectively. This way a strong preference for a parameter set leading to optimal solutions was established.
The procedure was performed for a series of molecules.
From the quasi-optimal parameter sets obtained, three showing the best overall performance are used as the benchmark in this work. Two of those parametrizations result from calculations for metenkephalin, and the third set was generated from the optimization of the icosane molecule. The parameter sets, named respectively M1, M2 and I1, are reported in Table 1. The first series of calculations were performed for decane (C 10 H 22 ), icosane (C 20 H 42 ), ergotamine and metenkephalin. Each optimization process was repeated ten times and the energies obtained in these runs were averaged. The results of computations are reported in Table 2. Additionally, the optimized geometries were compared with the best geometry found for the molecule. The compliance of the structures was assessed by means of the Root Mean Square Deviation (RMSD) defined as
where the matrices A, B represent atomic coordinates, R stands for the rotation matrix and w i denotes the weight associated with the i-th atom. We set the weights to 1 for heavy atoms and 0 for hydrogens. The results are shown in Table 3 .
Another series of calculations was performed for selected derivatives of met-enkephalin. The substituent location is indicated in Fig. 2 . The set of met-enkephaline derivatives was chosen to check the performance of the proposed approach for a series of similar molecular systems. The same averaging procedure was used. The results are presented in Tables 4 and 5 .
As can be clearly seen, the dynamic evolutionary optimization procedure proposed in this work performs on a par with, and in some cases outperforms, the static genetic algorithm equipped with the parameter set specifically tuned for a given molecule. The superiority of the neural-network controlled dynamic approach is especially evident in the case of a series of chemically similar molecules, such as the derivatives of met-enkephalin.
It is instructive to see how the neural network control scheme influences the behaviour of the genetic evolution- ary process. To get some insight into the issue, we analyzed changes in the average energy and distance between the chromosomes in a population during optimization of the icosane molecule. Comparing Figs. 3 and 4 , it is evident that the strongly randomized populations lead to the scattering of the average energy values while the overly concentrated ones lead to stagnation in the energy optimization process. The neural network controlled process obtains the best solution in the shortest time. When average energy becomes stagnant, the neural-network supervisor increases the variability within the populations as indicated by the occurrence of a hump on a corresponding curve in Fig. 4 . This, in turn, results in a significant decrease in average energy.
Conclusions
A new, neural network controlled, dynamic evolutionary algorithm was proposed for the purpose of molecular geometry optimization. For selected model molecular systems it was shown to perform on a par, and in several cases exceed, a statically parametrized genetic algorithm. The reliability of the algorithm, in concert with shorter calculation time, makes it a compelling alternative to the currently used global geometry optimizers. 
564
A. Styrcz et al. 
