ABSTRACT. We lift ambit fields as introduced by to a class of Hilbert space-valued volatility modulated Volterra processes. We name this class Hambit fields, and show that they can be expressed as a countable sum of weighted real-valued volatility modulated Volterra processes. Moreover, Hambit fields can be interpreted as the boundary of the mild solution of a certain first order stochastic partial differential equation. This stochastic partial differential equation is formulated on a suitable Hilbert space of functions on the positive real line with values in the state space of the Hambit field. We provide an explicit construction of such a space. Finally, we apply this interpretation of Hambit fields to develop a finite difference scheme, for which we prove convergence under some Lipschitz conditions.
INTRODUCTION
Ambit fields, introduced by Barndorff-Nielsen and Schmiegel [5] , have attracted much attention in recent years being a powerful tool to model stochastic phenomena like turbulence, tumor growth, weather dynamics, and financial prices (see Barndorff-Nielsen and Schmiegel [5] , Barndorff-Nielsen, Benth and Veraart [2, 3] , Benth andŠaltytė Benyth [7] , Corcuera et al. [14] and Vedel Jensen et al. [22] ). The class of ambit fields is analytically tractable, and provides a framework for a probabilistic description of the dynamics of noisy systems which are more general than the conventional stochastic partial differential equations (see Barndorff-Nielsen, Benth and Veraart [1] ).
Following Barndorff-Nielsen and Schmiegel [5] , an ambit field is defined as a real-valued random field on R + × R d and a filtered probability space (Ω, F , {F t } t≥0 , P ) of the form (1.1) Z(t, x) = Here, (t, x) ∈ R + × A, A ⊂ R d is a Borel measurable subset called the ambit set, g a measurable realvalued function on R + × R + × R d × R d and σ a real-valued predictable random field on R + × R d . The function g is sometimes referred to as the kernel function, and σ is modelling the volatility or intermittency. Finally, L is a Lévy basis, where σ and L are assumed independent. In this paper we restrict our attention to L being a square-integrable Lévy basis. Moreover, we suppose L to have mean zero. Using the integration concept of Walsh (see Walsh [23] ), the ambit field Z(t, x) in (1.1) is well-defined if where c is the control measure and L ′ the Lévy seed associated with L. Indeed, Var(L ′ (x, t)) c(dx, dt) is equal to the Radon-Nikodym derivative of the covariance measure of L. We refer to Barndorff-Nielsen and Schmiegel [5] or, the more recent survey paper of Barndorff-Nielsen, Benth and Veraart [4] for details and discussions about ambit fields and their properties and applications. An analysis on stochastic integration for random fields as introduced by Walsh applied to ambit fields can be found in Barndorff-Nielsen, Benth and Veraart [1] . Note that we consider the ambit field Z without drift and restrict our attention to times t which are positive. Moreover, in the general definition of ambit fields by Barndorff-Nielsen and Schmiegel [5] , the ambit set A is also allowed to be dependent on time and space (t, x). We refrain from such generality here, as in most cases such dependency can be included in the specification of the kernel function g. The objective of this paper is to define a class of Volterra processes with values in Hilbert space which provides an infinite-dimensional formulation of ambit fields. We shall call these processes Hambit fields, referring to the Hilbert space-valued structure. After defining Hambit fields, we discuss some specific examples and relate the Hambit fields to the "classical" ambit fields Z(t, x) as in (1.1). Under mild conditions, we can compute a rather explicit expression for the characteristic functional of a Hambit field. If L is a Wiener basis, then the Hambit field becomes a conditional Gaussian Hilbert-valued random variable.
One of our main results is the representation of Hambit fields as a weighted series of volatility modulated Volterra processes. Volatility modulated Volterra processes generalize Lévy semistationary processes, for which Ornstein-Uhlenbeck processes constitute a particular case. Lévy semistationary processes have been applied to model energy spot prices (see Barndorff-Nielsen, Benth and Veraart [2] ), while in BarndorffNielsen, Benth and Veraart [3] ambit fields have been proposed as a model for energy forward markets. Thus, the representation of Hambit fields in terms of a weighted series of volatility modulated Volterra processes provides us with a useful theoretical link between spot and forward market models based on ambit fields. This result shows the power of lifting ambit fields to Hilbert space, which gives a simple approach to show such a representation using basis function expansions. For an extensive discussion of energy spot and forward markets and multi-factor commodity pricing models, we refer to Benth,Šaltytė Benth and Koekebakker [8] .
Hambit fields can be seen as a Volterra process in Hilbert space. By a simple splitting of time in the integration and in the kernel function they can be viewed as mild solutions of a first order stochastic partial differential equation formulated in a Hilbert space of functions from R + into the state space of the Hambit field. We construct an explicit space of such functions on R + , generalizing the Filipovic space of real-valued absolutely continuous functions on R + (see Filipovic [17] ). Via an evaluation map, we can transform the solution of the stochastic partial differential equation linearly into a Hambit field. This result follows from a commutativity property of the stochastic integral with linear maps.
Using the interpretation of Hambit fields as the boundary solution of a stochastic partial differential equations, we develop an iterative finite difference scheme. The scheme is formulated in the state space of the Hambit field, and under certain Lipschitz conditions on the kernel function the convergence rate of the scheme is controlled. Our results provide a framework for numerical studies of ambit fields, taking a different route than the Fourier-based method suggested by Eyjolfsson [16] .
Our results are presented as follows. In the next section we define Hambit fields and study some elementary aspects and develop a series representation in terms of volatility modulated Volterra processes. We proceed in Section 3 by introducing a stochastic partial differential equation for which we can relate Hambit fields as a boundary solution. Finally, Section 4 is devoted to the development and analysis of a finite difference scheme for this stochastic partial differential equation.
DEFINITION AND ANALYSIS OF HAMBIT FIELDS
In this Section we introduce a class Hilbert-space valued Volterra processes that provides a general definition of ambit fields as defined in (1.1).
In the sequel, we shall operate with the three separable Hilbert spaces U, V and H, where we denote the respective inner products by (·, ·) i and corresponding norms | · | i , i = U, V, H. Let t → σ(t) be a Uvalued predictable stochastic process. Introduce the measurable function Γ :
, where L(V, H) is the space of bounded operators from V to H, and L(U, L(V, H)) the space of bounded operators from U to L(V, H). Note that since H is a Hilbert space, L(V, H) becomes a Banach space, which again implies that L(U, L(V, H)) is a Banach space under respective operator norms. By the predictability of the process σ, we find that s ∈ [0, t] → Γ(s, t)(σ(s)) ∈ L(V, H) is predictable. Finally, assume that L is a square-integrable V-valued Lévy process with zero mean (i.e., L is a martingale). Denote by Q ∈ L(V) the covariance operator of L, being a symmetric, non-negative definite trace class operator. Note that we use the notation L(V) for L(V, V), and that we do not assume independence between σ and L.
We define a Hambit field as follows: 
is called a Hambit field.
We remark that by Peszat and Zabczyk [20, Sect. 8.6 ], the conditions on Γ and σ make the stochastic integral with respect to L well-defined, in fact the following isometry holds
HS ds .
A convenient sufficient condition for (2.1) is formulated in the next Lemma:
Proof. If {v m } m∈N is an ONB in V, then by definition of the Hilbert-Schmidt norm and
HS . Since Q is trace class operator, the result follows. ✷
We note that this sufficient condition on the integrability of the "kernel function" Γ and the "volatility" σ share some similarity with the analogous condition for classical ambit fields (see (1.2)).
Let us look an example of a Hambit field motivated by the analysis of Benth, Rüdiger and Süss [12] . Consider a stochastic volatility modulated Ornstein-Uhlenbeck process of the following form:
where A is a (possibly unbounded) linear operator on H which is densely defined and generating a C 0 -semigroup S. Moreover, it is assumed that W is an H-valued Wiener process with covariance operator Q. Hence, we choose V = H. The volatility process σ(t) is assumed to be predictable and take values in the space of Hilbert-Schmidt operators on H, denoted L HS (H). Thus, we let U = L HS (H), and recall that whenever H is a separable Hilbert space, L HS (H) becomes a separable Hilbert space under the HilbertSchmidt norm. A mild solution of (2.3) is
Note that the stochastic integral is well-defined as long as we have 
Thus, as the C 0 -semigroup exp(Ct) of C is Bochner integrable since C is bounded, and Z(1) has finite expected value, it follows from the continuity of the Bochner integral that t → Tr(Y(t)) is integrable on finite time intervals. This shows that we can use Y 1/2 (t) as a stochastic volatility process σ in the definition of a Hambit field.
Let us return back to the general discussion of Hambit fields. Our next result concerns the L 2 -proximity of two distinct Hambit fields.
Lemma 2.3. Suppose the Hambit fields
By assumption, the second term above converges to zero as n → 0. Consider the first term: Note that
which tends to zero when n → ∞ by uniform continuity. In conclusion, for these particular regularity conditions on Γ and σ we are ensured that Assumption 1 holds. This case is particularly relevant when
In the next Proposition we present the characteristic functional of the Hambit field:
Proposition 2.4. Suppose that Assumption 1 holds and assume that σ is independent of L. Then, for h ∈ H, we have
where
. . , n − 1. Then, by the independent increment property of L and double conditioning using the independence between σ and L, we find
The last equality follows from the Lévy-Kintchine formula for L (see Peszat and Zabczyk [20, Thm. 4 .27]). By the Cauchy-Schwarz inequality it holds that
where X n (t) is defined by (2.7). Thus, invoking the inequality |e ix − e iy | ≤ |x − y|, for x, y ∈ R, and Lemma 2.3, complete the proof. ✷ Peszat and Zabczyk [20, Thm. 4 .27]). If σ is independent of W , we find by Proposition 2.4 that for any h ∈ H
We interpret the ds-integral in the last expectation as a Bochner integral in the space of operators. In conclusion, for L = W and σ independent of W , the Hambit field becomes a Gaussian random variable conditional on σ. Indeed, X(t)| σ(·) is an H-valued Gaussian process with covariance operator
and mean equal to zero. We discuss stationarity for the Hambit process. Let Γ(t, s) := Γ(t − s) for a moment. Choosing a non-random time-independent volatility σ(s) := σ ∈ V, we obtain the characteristic functional of the form
, then we see that the characteristic functional of X(t) has a limit
op ds < ∞, we can define the H-valued process (2.10)
which has characteristic functional
Hence, X(t), when t → ∞ is equal in distribution to X stat (t). The process X stat (t) is the stationary version of X(t). We remark that ambit fields are often defined to be stationary processes (see Barndorff-Nielsen and Schmiegel [5] ). Letting L = W again, we find that the stationary distribution of X is Gaussian in H with covariance operator
and mean equal to zero. As a specific example of an Hambit field which is asymptotically stationary, we might consider the Ornstein-Uhlenbeck process (2.3) with constant non-random volatility. In this case Γ(t, s) = S t−s , where S is the C 0 -semigroup generated by A.
Relation to classical ambit fields.
We relate Hambit fields to the classical definition of ambit fields, see (1.1). Let U be a Hilbert space of real-valued functions on a Borel measurable subset A ⊂ R n , n ∈ N. Consider the measurable real-valued function (t, s, x, y) → g(t, s, x, y), where 0 ≤ s ≤ t < ∞, x ∈ B, y ∈ A, and B ⊂ R d , d ∈ N being a Borel measurable subset. Let V be a Hilbert space of measures on the Borel subsets of A. For σ ∈ U, we define the linear operator on V
given by
for any µ ∈ V. If we let H be a Hilbert space of real-valued functions on B, then under appropriate hypotheses on g and selection of Hilbert spaces one can have Γ(t, s)(σ)µ ∈ H for µ ∈ V and Γ(t, s) ∈ L(U, L(V, H)). Assume σ(s) is a U-valued stochastic process such that Γ(t, s)(σ(s)) is integrable with respect to the V-valued Lévy process L. Then we get,
which is a classical ambit field. Note that we choose here to work with a kernel function g which is nonstationary in time. In X(t, x) above, the Lévy process L is a measure. A Lévy basis is not a measure, but very close to one (see Barndorff-Nielsen, Benth and Veraart [1] for a discussion of Hilbert-valued processes and Lévy bases).
To be more specific, choose n = d = 1 and let A = B = R + . Assume U = V = H, and let U be the Filipovic space (see Filipovic [17] ) of absolutely continuous functions on R + , that is, real-valued functions f on R + which are weakly differentiable and such that
for a non-decreasing weight function w :
We denote this separable Hilbert space U w , and its inner product by (·, ·) w . For σ ∈ U w , we need to impose conditions on g such that
is an element in U w for all (t, s) with s ≤ t < ∞ and f ∈ U w . Next, we need to have that
, and furthermore that s → Γ(t, s)(σ(s)) is integrable with respect to the U w -valued Lévy process L. We collect the conditions in the next Lemma:
Lemma 2.5. Let σ be a predictable U w -valued process, and suppose that x → g(t, s, x, y) ∈ U w for a.e.
• and t ≥ 0,
Then we have a classical ambit field
with X(t, ·) ∈ U w for t < ∞.
we must show that the linear operators are bounded.
To this end, note that
By definition (2.12)
where g x denotes the weak derivative with respect to the third argument of g. By the Cauchy-Schwartz inequality, we find for the first term
But, by the fundamental theorem of calculus and Cauchy-Schwartz' inequality again,
Hence, we find
For the second integral in (2.12), it follows by similar arguments that,
These estimations imply
and
and therefore Γ ∈ L(U w , L(U w )) by the assumptions of the Lemma. For the L-integrability, we first note that since σ(s) is assumed to be predictable, it follows that s → Γ(s, t)(σ(s)) is predictable. We must show that the integrability condition (2.1) holds:
which is finite by the assumptions of the Lemma. Hence, the proof is complete. ✷
In the representation of X(t, x), we have used the notation L(dy, ds) = ∂ y L(y, ds) dy, where ∂ y is the partial (weak) derivative with respect to y. We remark that we can define the classical ambit field
for some Borel measurable subset A ⊂ R + . We note that |g(t, s, ·, y)1(y ∈ A)| w = 1(y ∈ A)|g(t, s, ·, y)| w , and therefore
Thus, either we can impose slightly weaker U w -norm-integrability conditions on g (the middle estimate above), or we can assume the strong one given in Lemma 2.5. In the latter case, we observe that such a condition provides us with a classical ambit field for all choices of A.
Representation of Hambit fields in terms of volatility modulated Volterra processes.
We show that a Hambit field can be represented as a countable sum of volatility modulated Volterra (VMV) processes under a certain regularity condition on the stochastic volatility field σ:
Proposition 2.6. Let {u n } n∈N , {v m } m∈N and {h k } k∈N be ONB's in U, V and H, resp. Suppose that
Then the Hambit field X(t) can be represented in L 2 (Ω) as Proof. We can represent L(t) by
where L m := (L, v m ) V is a real-valued square integrable mean zero Lévy process. Hence,
But Γ(t, s)(σ(s))v m ∈ H, and thus the stochastic integral
The last equality follows by definition of the stochastic integral of an H-valued adapted process with respect to a real-valued Lévy process. This means that
by linearity of the inner product and continuity of the operator Γ(t, s). We show next that
Note that, as the Lévy process L m is a square-integrable martingale, we find by the definition of stochastic integration with respect to martingales (see e.g. Protter [21] )
since, using that the bases are orthonormal,
which tends to zero as N → ∞ by assumption. The result follows. ✷
Remark that the real-valued Lévy processes {L m } ∞ m=1 defined in Prop. 2.6 above are not independent. They are not even zero correlated unless the ONB {v m } k∈N consists of the eigenvectors of Q. Indeed, we have
Further, we also observe that if Γ(t, s) = Γ(t − s), i.e., the kernel is specified in a stationary form, then the real-valued processes Y n,m,k (t) in Prop. 2.6 become,
which is in fact a Lévy semistationary (LSS) process. Barndorff-Nielsen, Benth and Veraart [2] applied LSS processes to model spot prices in energy market. Further, using factor models involving Lévy-driven continuous-time autoregressive moving average processes to describe electricity spot prices, Benth et al. [10] extended the classical commodity spot market models based on Wiener-driven Ornstein-Uhlenbeck processes. The class of continuous-time autoregressive moving average processes is a special case of LSS processes (see Brockwell [13] , and Benth andŠaltytė Benth [7] for an analysis and discussion in weather modelling). Barndorff-Nielsen, Benth and Veraart [3] proposed ambit fields as a modeling tool for energy forward markets. Our result in Prop. 2.6 shows that any ambit field can be represented as an infinite LSS (or VMV) factor model, providing a strong theoretical argument for the rationale in using LSS (or VMV) processes and ambit fields as modelling devices for commodity market prices.
The integrability condition on Γ and σ in Prop. 2.6 is stronger than the sufficient condition in Lemma 2.2 for well-definedness of the Hambit field X. In fact, by Parseval's identity (and Tonelli's theorem)
for {u n } n∈N ONB of U. As long as
. Thus, the condition in Prop. 2.6 implies that the condition of Lemma 2.2 holds. Suppose now that {a n } n∈N is a sequence of strictly positive numbers such that
is a sufficient condition for Prop. 2.6 to hold.
Let us consider an example. Let U be a U-valued square-integrable Lévy process with zero mean and η ∈ L 2 (R + ). Assume that σ(t) is the U-valued OU process
This is a very simple definition of an LSS-process with values in the Hilbert space U. As U is squareintegrable, it has a covariance operator Q U on U, and we assume that the ONB {u n } is the set of eigenvectors of Q U with corresponding eigenvalues λ n . As Q U is positive definite, we have 0 ≤ (Q U u n , u n ) U = λ n , i.e., all eigenvalues are non-negative. We find that
where U n (s) = (U (s), u n ) U is a square integrable real-valued Lévy process with zero mean. But then,
The integrability condition in Prop. 2.6 thus becomes
Hence, since η ∈ L 2 (R + ), the integrability condition in Prop. 2.6 is satisfied if
λ n , which is weaker than the summability of √ λ n .
We find that Tr(Q 1/2
√ λ n , so the summability of √ λ n is equivalent to assuming that Q 1/2 U has finite trace.
A natural application of Prop. 2.6 is to truncate the infinite sum in order to obtain an approximation of the Hambit field X. For this purpose, define (2.14)
for N, M, K ≥ 1, where Y n,m,k (t) is given in Proposition 2.6. It moreover follows by a repeated application of Minkowski's inequality (see Folland [18, p. 186] ) that
and note furthermore that
Given the respective ONB's, one can thus make the error induced by means of the truncated Hambit field (2.14) arbitrarily small. The rate of convergence, on the other hand, is not easily derived in the general set-up, and requires some more structure on the Hilbert spaces to be quantified. Sometimes it may be convenient to express the Hambit field in terms of a finite set of given "nice" vectors in H. To this end, let {ξ 1 , ξ 2 , . . . , ξ n } be n linearly independent elements of H, and denote by H n the subspace of H spanned by these. Note that {ξ i } n i=1 may be a subset of the basis functions of H, but in general they are not. Introduce the projection operator P n : H → H n defined as (2.15)
′ ∈ R n , ξ n is the vector with coordinates ξ 1 , ξ 2 , . . . , ξ n , and H n the symmetric n × n-matrix with coordinates (ξ i , ξ j ) H , i, j = 1, . . . , n assumed to be invertible. We recall from basic functional analysis that P n (f ) is the element in H n which minimizes the distance, that is, |f − P n (f )| H = inf g∈Hn |f − g| H . In the next Proposition we state the representation of an Hambit field projected down on H n in the Gaussian case: Proposition 2.7. Let L = W be an V-valued Wiener process. Then for any n ∈ N there exists an ndimensional standard Brownian motion B(t) = (B 1 (t), ..., B n (t)) such that
with γ(t, s) being the square-root of the symmetric, positive definite stochastic n × n variance-covariance matrix
n ξ n , which can be written as
Note that for any x ∈ R n , we have
From Thm. 2.1 in Benth and Krühner [11] , we obtain the existence of an n-dimensional Brownian motion B such that
But by definition of the involved operators
T n Γ(t, s)(σ(s))QΓ(t, s)(σ(s)) * T * n ( x) = C(s, t) x . The matrix C(t, s) is obviously symmetric by definition. Since, for any x ∈ R n , we find
positive definiteness of C(s, t) follows. Thus, C has a square-root and the proof is complete. ✷
In a practical situation one aims at choosing ξ i such that the elements in C are easy to compute. We note that β n := H −1/2 n ξ n is an n-dimensional vector of orthonormal basis elements of H n .
HAMBIT FIELDS AND HYPERBOLIC SPDES
By a simple change of variables, one may view an Hambit field as the solution of a linear hyperbolic SPDE evaluated at the boundary. In the present Section we analyse this connection in further detail.
To this end, let H be a separable Hilbert space of strongly measurable H-valued functions on R + , and denote by S ξ for ξ ≥ 0 the right-shift operator defined by S ξ f = f (ξ + ·) for f ∈ V. We assume that {S ξ } ξ≥0 is a C 0 -semigroup on H. The generator of S ξ is seen to be ∂ ξ = ∂/∂ξ, being a densely defined unbounded operator on H.
Consider the SPDE
with initial value Y (0) ∈ H. We suppose that for every f ∈ H and t ∈ R + , the mapping
is an element of H and that Γ(t + ·, t)(σ(t)) ∈ L(V, H). Furthermore, we suppose that
HS ds < ∞ which makes the stochastic integral term in (3.1) well-defined. Remark that the Hilbert-Schmidt norm is with respect to linear operators from V to H and that predictability of the integrand is ensured from the definition of a Hambit field. Assume the additional integrability condition on the noise term of the SPDE in (3.1) ,
Then, by Peszat and Zabczyk [20, Ch. 9] there exists a unique mild solution of (3.1) given by the predictable H-valued stochastic process Y (t),
We have the following result, which can be used to link Y to the Hambit field X. Let Φ be a simple process in L(V, H), e.g.,
Proposition 3.1. Suppose {Φ(s)} s∈R+ is a predictable process with values in
is a simple process in L(V, H), and
Thus, the proposition holds for simple processes. Let { Φ n } n∈N be a sequence of simple processes such that
HS ds
and therefore {L Φ n } n∈N is a sequence of simple processes approximating LΦ. Hence, by definition of stochastic integration, we find
As L is a linear bounded operator, we find for any sequence {X n } n∈N of square integrable random variables in
it follows that
The proposition follows. ✷
As a corollary, we obtain the following result:
Proof. By Prop. 3.1 it follows,
e.g., that the evaluation map commutes with the stochastic integral. ✷
In the following Section 4 we will develop an iterative scheme for X based on finite difference approximation of the solution Y of the SPDE (3.1).
We next construct an explicit example of a space H.
An example of H.
We define the Filipovic space for Hilbert space-valued functions on R + . Our extension follows essentially the steps by Filipovic [17] and rests on fundamental properties of so-called vector-valued functions. Given a separable Hilbert space H with norm | · | H induced by the inner product denoted (·, ·) H . Let us recall some basic facts of vector-valued functions that we shall need (see Hunter [19] ). First, a function f : R + → H is Bochner integrable if and only if it is weakly measurable and
Weak measurability means that x → (f (x), g) H : R + → R is measurable for every g ∈ H. We remark that since H is a separable Hilbert space, weak measurability is equivalent to strong measurability (see Hunter [19] , Thm. 6.16, page 197) 1 . Let L 1 loc (R + ; H) be the space of locally Bochner integrable functions f : R + → H. According to Def. 6.31, page 201 in Hunter [19] 
The integrals above are understood in the Bochner sense. We are now ready to define a space of H-valued "smooth" functions. 
Denote by ·, · w the inner product
for f, g ∈ H w , and observe that f
Proof. The proof adapts the arguments of Thm. 5.1.1 in Filipovic [17] to Hilbert-valued functions. We include the details here for the convenience of the reader.
Observe that L 2 (R + ; H) is a Hilbert space, and so is H × L 2 (R + ; H) with norm ·
T is isometric, since
1 Strongly measurable means that f can be approximated by simple functions, that is, fn = n j=1 c j 1 E j , where {E j } j∈N ⊂ B R + and {c j } j∈N ⊂ H, such that |f (x) − fn(x)| H → 0, a.e. for x ∈ R + when n → ∞.
We claim that its inverse is the operator S : H × L 2 (R + ; H) → H w defined as
First, since h ∈ L 2 (R + ; H) and w −1/2 (y) ≤ 1 due to w being non-decreasing and w(0) = 1, we find that the integral is well-defined in the Bochner sense. It holds,
where we have applied Thms. 6.32 (page 201) and 6.35 (page 203) in Hunter [19] . Furthermore,
where we used Thm 6.35 (page 203) in Hunter [19] in the last equality. Hence, S = T −1 , and H w is isomorphic to the Hilbert space H × L 2 (R + ; H) implying that H w is a complete inner product space, i.e., a Hilbert space.
H is assumed separable, which means that for any f ∈ L 2 (R + ; H)
But since L 2 (R + ; R) is separable, we find for an ONB {h n } n∈N ⊂ L 2 (R + ; R)
But then {h n ⊗ e k } n,k∈N is an ONB of L 2 (R + ; H). This shows that L 2 (R + ; H) is separable, and hence H × L 2 (R + ; H) is separable as well. By the isomorphism T , we can therefore conclude the separability of H w . The proof is complete. ✷
The next Lemma provides us with a fundamental theorem of calculus on H w :
for every x ∈ R + and t ≥ 0. The constant c is given by c 2 :
Proof. For f ∈ H w , we find by the Cauchy-Schwartz inequality, 
The second integral is finite as S t is a uniformly bounded operator on H w from Lemma 3.5. Thus, letting t ↓ 0, we get that S t f − f w → 0, showing strong continuity on D. By appealing to a density argument for D in H w , we can conclude that S t is strongly continuous on H w : Introduce the subspace (following Filipovic [17] , page 77) [19] ensures that
for the operator T defined in (3.6). We have that f n ∈ D 0 and f n − f w → 0 as n → ∞ because T is an isomorphism (see proof of Prop. 3.4) . This shows that D 0 is dense in H w .
Thus, for f, g ∈ H w , the triangle inequality along with the uniform boundedness of S t , yield,
. By strong continuity of S t on D we choose t such that S t g − g w ≤ ǫ/2. Then, S t is strongly continuous on H w . The proof is complete. ✷
We conclude that S t is a C 0 -semigroup on H w with a generator ∂ x being defined on D, a dense subset of H w .
Introduce the evaluation map δ x ; H w → H for x ∈ R + as δ x f := f (x) for f ∈ H w . We prove that δ x is a bounded linear operator:
Proof. For f ∈ H w it holds by Lemma 3.5 that
But then by Bochner's norm inequality and Cauchy-Schwartz' inequality,
This concludes the proof. ✷
We end this Subsection with some results on linear functionals on H and H w . To this end, let H w be the classical Filipovic space (which can be obtained by selecting H = R in the definition of H w above). The norm is denoted by | · | w . We have the following proposition: Proposition 3.9. For L ∈ H * and g ∈ H w , the real-valued function x → L(g(x)) on R + is an element of H w .
Proof. Recall that if g ∈ H w , then g(x) ∈ H for any x ∈ R + , and thus L(g(·)) is a real-valued measurable function on R + which is locally integrable. As g ∈ H w it is weakly differentiable,
and by properties of the Bochner integral
Hence, x → L(g(x)) is weakly differentiable and ∂ x (L(g(x))) = L(g ′ (x)), for ∂ x being the differential operator. Thus,
, and that L • δ x ∈ H * w , whenever L ∈ H * . This means that there exists a unique ℓ x ∈ H w such that
We can characterize ℓ x :
Proof. From Lemma 5.3.1 in Filipovic [17] ,
whereδ x is the evaluation map on H w . Hence,
We find that ℓ
) by linearity of L * and the fundamental theorem of calculus. Noting that h x (0) = 1, the proof follows. ✷
A FINITE DIFFERENCE SCHEME
This section presents a finite difference scheme for approximating solutions of a slightly generalized version of the hyperbolic SPDE (3.1). More specifically, we consider the hyperbolic SPDE set in H (4.1)
with given initial value Y (0) = Y 0 ∈ H. Here, β(t) ∈ L(V, H) is predictable and such that
For the special case of Hambit processes, we choose β(t) = Γ(t + ·, t)(σ(t)). However, in this section, we simplify the notation by considering a general stochastic integrand β. Suppose in addition that
then by Peszat and Zabczyk [20, Ch. 6] , the SPDE (4.1) possesses a mild solution
In what follows, we can easily include a drift in the SPDE above, but we refrain from doing so reduce notation and technicalities. Let ∆x > 0 and ∆t > 0 denote the discrete steps in space and time respectively, and set t n = n∆t, x j = j∆x for n = 0, . . . , N and j = 0, . . . , J for some J, N ∈ N. We aim at introducing an approximation Y n of Y at time t n of the form
Here, {y n j } j=0,...J ⊂ H. We assume that Y n ∈ H, and remark that in the case H = H w this assumption holds since the weak derivative of Y n in that case is piecewise constant and zero outside x > x J . It is convenient to think of
that is, δ xj Y n approximates the sampled solution of (4.1) at the point (n∆t, j∆x). Here, we recall the evaluation operator δ x ∈ L( H, H) introduced in the previous section. For the initial value Y 0 , we introduce the approximation
This is indeed a linear interpolation of Y 0 as an element in H. We assume Y 0 ∈ H, and obviously let y
As we shall see, we need a particular approximation of β(t), denoted by β(t) and given as (for x ≤ x J ) (4.4)
and β(t)(x) = δ xJ β(t) for x > x J . Thus, we sample the operator β(t) ∈ L(V, H) into a linear combination of operators δ xj β(t) ∈ L(V, H), j = 0, . . . , J. We see that x → β(t)(x) is a function from R + into L(V, H). We therefore define β(t) ∈ L(V, H) by x − x j ∆x (δ xj+1 β(t)(f ) − δ xj β(t)(f )) + δ xj β(t)(f ) 1 [xj,xj+1) (·) , for f ∈ V, with x ≤ x J . When x > x J , we let β(t)(f )(x) = δ xJ β(t)(f ). Since δ xj β(t)(f ) ∈ H, β(t)(f ) is a function from R + into H. We assume that β(t)(f ) ∈ H from now on, and remark that when H = H w , this assumption is fulfilled since we have a piecewise constant weak derivative which is zero outside x J . To derive a recursive scheme for y n j in n, we use finite difference approximations of the SPDE (4.1), thus using dY (t) ≈ Y (t + ∆t) − Y (t), dt ≈ ∆t, dL(t) ≈ L(t + ∆t) − L(t) and ∂ ξ Y (t) ≈ (Y (t)(· + ∆x) − Y (t))/∆x in (4.1) to find the finite difference scheme where λ = ∆t/∆x, β n j = δ xj β(t n ) and ∆L n = L(t n+1 ) − L(t n ). We note that the finite difference scheme (4.6) is a Hilbert space generalization of a scheme proposed and analysed by Benth and Eyjolfsson [9] . In that paper a numerical approximation of real-valued VMV processes based on a scheme for a hyperbolic SPDE was introduced, analogous to the case we study here. Our infinite dimensional approach and analysis that follows are inspired by Benth and Eyjolfsson [9] . Notice that the information in the finite difference scheme in (4.6) flows to the left as time progresses. Hence, for a given time n∆t, the scheme will provide values for y n+1 j , j = 0, . . . , J − 1 for the next time step. As we wish to study our approximation Y n for n = 0, 1, . . . N and x ≤ x J , we can adjust our finite differencing to be made for suitably large choices of grid points in space x initially, so that at terminal time N ∆t we have a computation of y N j for all j = 0, . . . , J. Indeed, this is the same as letting J be depending on the time step n. We refrain from going into technical details on the practicalities here, but refer to Benth and Eyjolfsson [9] for more discussion.
As in the case of a finite difference scheme for the standard advection partial differential equation, one needs some constraints on the discrete steps, i.e. (∆x, ∆t), to guarantee its stability. The stability condition of Courant, Friedrichs, and Lewy (the CFL condition, see [15] ) is needed to ensure the stability of our finite difference scheme (4.6). In our case this translates into the necessary constraint (4.7)
∆t ≤ ∆x, which we assume to hold. Given our Hilbert space H of H-valued functions on R + it will be convenient for our analysis to define the following family of bounded linear operators on H. Given positive ∆x > 0 and ∆t > 0 corresponding to the steps of the finite difference scheme in space and time respectively consider the family {T ∆x,∆t } ∆x>0,∆t>0 which is defined by Proof. We prove the result by induction. It clearly holds for n = 0, since then Y 0 = Y 0 = T 0 Y 0 . Next, suppose that it holds for n ∈ N. Assume that x ∈ [x j , x j+1 ) for a given j ∈ N, j ≤ J. Then, x + ∆x ∈ [x j+1 , x j+2 ), and we find But by the finite difference scheme (4.6), it follows
By invoking the definition of β(t) and noting that x can be chosen arbitrary,
From the induction hypothesis, we then find
This completes the proof. ✷ + 2E
