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MARI1, MARI2.1 in MARI2.2 . . . . . . . . . . . . . . . . . . . . 42
ix
x Seznam slik
5.1 Stabilnost centrov v prehodu iz prvega v drugo časovno obdobje
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sovni obdobji . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
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Sodelovanje v znanosti igra pomembno vlogo tako v produkciji, kot v desemi-
naciji znanstvenega védenja. Čeprav so njegove meje težko določljive, je pogosto
operacionalizirano skozi so-avtorstva znanstvenih bibliografskih enot, ki pred-
stavljajo enega poglavitnih formalnih rezultatov znanstvenega sodelovanja. Iz
osebnih bibliografij raziskovalcev je mogoče ustvariti tako imenovana so-avtorska
omrežja, ki omogočajo preučevanje povezanosti nekaterih značilnosti raziskoval-
cev z vzorci vzpostavljanja so-avtorskih povezav, na ravni celotnega omrežja pa
tudi ugotavljanje strukture tovrstnih omrežij.
Z analizo so-avtorskih omrežij štirih znanstvenih disciplin v štirih petletnih
obdobjih so Kronegger in drugi (2011) z bločnim modeliranjem potrdili domnevo
o strukturi tipa več-centrov—semi-periferija—periferija. Pričujoče delo analizo
razširja na skoraj vse znanstvene discipline, kot jih opredeljuje Javna agencija
za raziskovalno dejavnost Republike Slovenije (ARRS) in poleg strukture sodelo-
vanja v znanosti naslovi še vprašanje stabilnosti znanstvenih sodelovanj skupin
raziskovalcev glede na pripadnost vedi.
Struktura so-avtorskih omrežij slovenskih raziskovalcev je preverjena z metodo
neposrednega pred-določenega bločnega modeliranja, za merjenje stabilnosti do-
bljenih skupin raziskovalcev v času pa so vpeljane različne prilagoditve popravlje-
nega Randovega indeksa. V kontekstu preučevanja so-avtorskih omrežij v dveh
časovnih obdobjih, enote navadno prihajajo v omrežje (npr. mladi raziskovalci)
ali ga zapuščajo (npr. upokojitev), kar pomeni, da je razvrščanje (bločno mo-
deliranje) v prvem in v drugem časovnem obdobju izvedeno na dveh različnih
množicah enot. Prilagojeni Randovi indeksi omogočajo primerjanje podobnosti
dveh razvrstitev, ki sta izračunani na dveh množicah enot, kjer je ena množica
enot podmnožica druge množice enot, združevanje in deljenje skupin v času pa
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različno vplivata na vrednost predstavljenih koeficientov.
Predpostavljena struktura omrežja več-centrov—semi-periferija—periferija je
značilna za vse analizirane discipline. Povprečna velikost dobljenih centrov je
statistično značilno (p < 0, 05) večja v prvem obdobju (5,6 raziskovalcev), v pri-
merjavi z drugim obdobjem (4,4 raziskovalci). Glede na področje raziskovanja pa
je povprečna velikost centrov statistično značilno (p < 0, 05) vǐsja v naravoslovno-
tehnǐskih disciplinah (4,6 raziskovalcev), kakor v družboslovno-humanističnih di-
sciplinah (3,8 raziskovalcev). Stabilnost skupin raziskovalcev na ravni disciplin je
relativno nizka in je prej posledica mnogih kratkoročnih sodelovanj, kakor priso-
tnosti deljenja raziskovalnih skupin. Na ravni ved je povprečna stabilnost disciplin
statistično značilno večja v vedah Tehnika in Medicina v primerjavi s Humani-
stiko, medtem ko med združenimi vedami v skupini naravoslovno-tehnǐskih ved
in družboslovno-humanističnih ved ni razlike v povprečni stabilnosti dobljenih
centrov.
Ključne besede: razvrščanje, bločno modeliranje, Randov indeks, stabilnost,
znanstveno sodelovanje, so-avtorska omrežja
Abstract
Collaboration in science plays an important role in the production as in the
dissemination of a new scientific knowledge. Even there is hard to define the
borders of scientific collaboration, the term is often operationalized through the
co-authorship of scientific bibliographic units, which represents one of the most
important results of a scientific collaboration. Based on the personal researchers’
bibliographies, the co-authorship networks can be constructed. These networks
enable us to study the relationship between some researchers’ characteristics and
the patterns of establishing new co-authorship ties. Furthermore, it allows us to
study the structure of that kind of networks.
Kronegger et al. (2011), who studied the co-authorship networks of four sci-
entific disciplines in four five years periods, confirmed the hypothesis about the
multi-core—semi-periphery—periphery structure. In the current work, the ana-
lysis is done on the level of almost all scientific disciplines, according to the
Slovenian Research Agency (ARRS). Beside the structure of co-authorship ne-
tworks, the current work also addresses the question of the stability of scientific
collaboration teams across scientific fields.
The structure of co-authorship networks of Slovenian researchers is examined
using the pre-specified blockmodeling, while the stability of obtained clusters
of researchers is measured with one of three proposed Modified Adjusted Rand
Indices. In the context of co-authorship networks in two time periods, some
researchers can enter or leave the network in the second time period. This implies
that the classification (blockmodeling) is performed on two different sets of units
for the first and for the second time period. The Modified Adjusted Rand Indices
enable us to compare two clusterings, obtained on two different sets of units,
where one set of units is a subset of another set of units. Moreover, the merging
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and splitting of clusters in time have a different effects on the value of proposed
indices.
The assumed network structure multi-core—semi-periphery—periphery exists
in all analysed scientific disciplines. The average core size is statistically signifi-
cantlly (p < 0.05) higher in the first time period (5.6 researchers) compared to
the second time period (4.4 researchers). Depending on the field, the average
core size is statistically significant (p < 0.05) higher in the fields of the natural
and technical sciences (4.6 researchers) that in the fields of the Social sciences
and Humanities (3.8 researchers). The stability of cores on the level of scientific
disciplines is relatively low. Instability of cores is more the consequence of many
short term collaborations rather than splitting of cores. On the level of scientific
fields, the average stability of cores is statistically significant (p < 0.05) higher in
the fields of the Engineering sciences and technologies and the Medical sciences
in comparison to the Humanities, while on the level of merged scientific fields into
the natural and technical sciences and social sciences and humanities, there is no
difference in the average stability of obtained cores (the value of MARI1 is 0.21).
Key words: classification, blockmodeling, Rand Index, stability, scientific colla-
boration, co-authorship networks
1 Uvod
Avtorji, ki se ukvarjajo s preučevanjem sodelovanja v znanosti, navajajo raz-
lične definicije znanstvenega sodelovanja. Laudel (1999) je znanstveno sodelo-
vanje opredelil kot sistem raziskovalnih aktivnosti, ki jih izvaja več akterjev na
način, da učinkovito in usmerjeno dosežejo raziskovalni cilj, ki ustreza njihovim
lastnim raziskovalnim ciljem in interesom. Kasneje je tipe znanstvenega sodelo-
vanja razdelil v šest kategorij: (i) sodelovanje, ki vključuje deljenje dela oziroma
delovne sile (ang collaboration involving a division of labour), (ii) sodelovanje
kot storitev (ang service collaboration), (iii) sodelovanje za prenos znanja (ang
transmission of know-how), (iv) sodelovanje, ki zagotavlja dostop do razisko-
valne opreme (ang provision of access to research equipment), (v) sodelovanje, ki
vključuje vzajemno preverjanje znanstvenih rezultatov (ang trusted assesorship)
in (vi) sodelovanje, ki vključuje vzajemno spodbudo (ang mutual stimulation).
Polovica izmed naštetih je nevidnih v formalnih komunikacijskih kanalih (Laudel
2002), kar predstavlja eno glavnih pomanjkljivosti operacionalizacije konstrukta
znanstvenega sodelovanja skozi so-avtorstva, tudi zato, ker so posamezne katego-
rije znanstvenega sodelovanja različno izražene glede na področja znanstvenega
sodelovanja. Pomen neformalnega sodelovanja, ki ga je v kontekstu preučevanja
sodobne znanosti težko meriti in analizirati, prav tako izpostavlja del taksonomije
sodelovanja, ki so jo opredelili Hagedoorn in drugi (2000).
Katz in Martin (1997) podobno navajata, da lahko sodelovanje v znanosti
opredelimo kot skupno delo raziskovalcev z namenom ustvarjanja novega znanja,
vedenja, vendar hkrati opozarjata, da so meje znanstvenega sodelovanja nejasne,
zaradi česar natančno merjenje znanstvenega sodelovanja ni mogoče.
Kljub temu pa je konstrukt znanstvenega sodelovanja pogosto operacionalizi-
ran s so-avtorstvi znanstvenih bibliografskih enot, ki predstavljajo enega glavnih
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produktov znanstvenega sodelovanja. Kot je nakazano zgoraj, je takšen način
merjenja sodelovanj v znanosti pogosto kritiziran. Katz in Martin (1997) sta
predstavila mnogo primerov sodelovanj, katerih rezultat ni so-avtorstvo biblio-
grafske enote. Celo znotraj različnih so-avtorstev obstajajo razlike v izraženo-
sti sodelovanj med različnimi avtorji, zato je de Haan in drugi (1994) poleg so-
avtorstev predstavil še pet drugih indikatorjev za merjenje sodelovanj med raz-
iskovalci: skupno urednikovanje, skupno mentorstvo pri doktorskih disertacijah,
skupna priprava predlogov raziskav, skupna udeležba pri formalnih raziskoval-
nih programih ter skupna organizacija konferenc. Kljub temu, da so-avtorstvo
predstavlja le del sodelovanja, je še vedno najbolj uporaben in učinkovit način
merjenja znanstvenega sodelovanja (Lundberg in drugi 2006), poleg tega pa je so-
avtorstvo ena izmed najbolj formalnih manifestacij znanstvenega komuniciranja
(Grobolǰsek in drugi 2014).
Eden izmed bolj razširjenih pristopov preučevanja znanstvenega sodelovanja
skozi so-avtorstva temelji na analizi so-avtorskih omrežij. V takšnih omrežjih
enote (vozlǐsča) predstavljajo avtorji, ki so povezani z neusmerjeno povezavo,
če so soavtorji ene ali več bibliografskih enot. V primerjavi s prav tako pogo-
sto analiziranimi omrežji citiranj, kjer vozlǐsča predstavljajo bibliografske enote,
usmerjene povezave med njimi pa citati (Mali in drugi 2010), so-avtorstva zahte-
vajo zelo močne socialne vezi. Ker se citati lahko pojavijo, ne da bi se avtorji med
sabo poznali, citacijskih omrežij ne prǐstevamo med osebna socialna omrežja, po-
leg tega pa se citati lahko nanašajo na dela, nastala v različnih časovnih obdobjih
(Liu in drugi 2005; Mali in drugi 2012).
Kakorkoli, z analizo so-avtorskih omrežij je mogoče odgovoriti na številna
vprašanja, ki se nanašajo tako na osnovne strukture (vzorce) znanstvenega sode-
lovanja (Newman 2006), kakor tudi na povezanost določenih ostalih značilnosti
avtorjev s strukturo njegovih povezav v omrežju. Mnoge študije potrjujejo močno
povezanost znanstvenih sodelovanj s kakovostjo rezultatov tovrstnih sodelovanj,
pa tudi močno povezanost znanstvenega sodelovanja z zmožnostjo deseminacije
znanstvenih spoznanj (Hollis 2001; Frenken in drugi 2005; Lee in Bozeman 2005;
Abbasi in drugi 2011).
Glanzel (2002) je pokazal, da se pojavnost so-avtorstev ter povezanost so-
avtorstev z znanstveno produktivnostjo in citiranostjo (ang citation impact)
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močno razlikujeta po področjih raziskovanja oziroma znanstvenih vedah. Glede
na način merjenja znanstvenega sodelovanja in znanstvene produktivnosti pa je
lahko povezanost omenjenih konstruktov tudi negativna (Hu in drugi 2014).
V okviru analize so-avtorskih omrežij se pogosto analizirajo dejavniki, ki vpli-
vajo na vzpostavljanje so-avtorstev. Moody (2004) je, na primer, ugotovil, da novi
avtorji v omrežju pogosteje vzpostavijo povezavo z že prisotnimi avtorji z vǐsjim
ugledom, merjenim skozi število soavtorjev (stopnja vozlǐsča). Abbasi in drugi
(2012) pa so, na podlagi analize longitudinalnih so-avtorskih omrežij, izposta-
vili še vpliv sredǐsčnosti vozlǐsča (ang betweenness) na verjetnost vzpostavljanja
povezav z novimi raziskovalci. V analizo so bile vključene bibliografske enote v
angleškem jeziku, ki so vsebovale frazo ’jeklene konstrukcije’ (ang steel structure)
in so bile objavljene v petnajstih najbolǰsih znanstvenih revijah s tega področja.
Po drugi strani pa so analize stabilnosti (trajanj) tovrstnih povezav redkeje
preučevane. Te se lahko opravijo na mikro ravni (na primer na ravni posame-
znika), na mezo ravni (na primer na ravni institucij) in na makro ravni (na primer
na ravni držav). Poleg dejavnikov na ravni posameznika imajo dejavniki na insti-
tucionalni ravni in na ravni nacionalnih znanstvenih politik nezanemarljiv vpliv
na znanstveno sodelovanje (Garg 2014).
Kronegger in drugi (2011) so preučevali strukture so-avtorskih omrežij na
ravni štirih znanstvenih disciplin (Fizika, Matematika, Biotehnologija, Sociolo-
gija) v štirih časovnih obdobjih (1986-2005). Ena izmed ključnih ugotovitev je
bila, da struktura sodelovanj slej ali prej, ne glede na znanstveno disciplino, pre-
ide v strukturo več-centrov–semi-periferija–periferija. Izraz center v tem primeru
označuje skupino raziskovalcev, ki med sabo sodelujejo na bolj sistematičen način,
kakor z ostalimi raziskovalci iz omrežja (glej poglavje 3.1.2). Kronegger in drugi
(2011) so se prav tako ukvarjali z vprašanjem stabilnosti centrov (skupin razisko-
valcev) v kontekstu preučevanja razvoja bločnih struktur analiziranih disciplin
v času. Stabilnost struktur so preučevali z vizualnimi tehnikami. Zaključili so,
da je struktura sodelovanja v laboratirjskih disciplinah stabilneǰsa od strukture




Ferligoj in Kronegger (2009) sta opravila analizo omrežja so-avtorstev slovenskih
sociologov (95 raziskovalcev), ki so bili leta 2008 registrirani pri Javni agenciji za
raziskovalno dejavnost Republike Slovenije (ARRS). Upoštevala sta so-avtorstva
pri naslednjih tipih bibliografskih enot: članki v revijah z merjenim faktorjem
vpliva, izvirni znanstveni članki, poglavja v znanstvenih monografijah in znan-
stvene monografije. Da bi potrdila strukturo so-avtorskih omrežij, sta izvedla
bločno modeliranje. Zaključila sta, da v analiziranem omrežju so-avtorstev slo-
venskih raziskovalcev obstaja jasna struktura tipa več-centrov–semi-periferija–
periferija. Kasneje sta analizo razširila na štiri znanstvene discipline (poleg Soci-
ologije še na Matematiko, Fiziko in Biotehniko) v štirih časovnih obdobjih. Tudi
v tem primeru sta potrdila strukturo več-centrov–semi-periferija–periferija za vsa
analizirana omrežja disciplin v vseh časovnih obdobjih, razen v primeru zelo zgo-
dnjih obdobjih majhnih nastajajočih znanstvenih disciplin (Kronegger in drugi
2011).
H1 Struktura so-avtorskih omrežij na ravni znanstvenih disciplin slej ali prej
preide v strukturo tipa več-centrov–semi-periferija–periferija.
Delitev znanstvenih disciplin na naravoslovne in tehnične na eni strani ter
na družboslovne in humanistične na drugi strani, je zelo razširjena. Kronegger
in drugi (2011) so preučevali razlike v vzorcih so-avtorstev med raziskovalci z raz-
ličnih znanstvenih področij. Izpostavili so, da nastale razlike niso zgolj posledica
različnih predmetov preučevanj, temveč tudi različnih načinov dela. So-avtorstva
so manj pogosta v disciplinah, kjer znanstveno sodelovanje ne predstavlja ključ-
nega pomena za dosego raziskovalnega cilja. To je mogoče delno pojasniti z
analizo motivov za znanstveno sodelovanje. Beaver in Rosen (1978) sta identifici-
rala 18 takšnih motivov. Nekateri izmed njih so podobni motivom znanstvenega
sodelovanja na mikro nivoju, ki jih je, na podlagi analize podatkov zbranih z
anketo in semi-standardiziranimi intervjuji, izpostavil Melin (2000), ki je ugoto-
vil, da so motivi za znanstveno sodelovanje predvsem pragmatične narave in so
posledica visoke stopnje samo-organizacije sodelujočih. Njegovi rezultati kažejo
predvsem na pomembnost tako socioloških razlogov (na primer dolgotrajno prija-
teljstvo med sodelujočimi), kakor tudi kognitivnih (na primer raven specializacije)
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in tehničnih (na primer dostop do raziskovalne opreme) razlogov. Slednje je iz-
jemno pomembno v kontekstu velike znanosti (ang Big Science) (de Solla Price
1969), ki se je začela po drugi svetovni vojni, kjer postajajo znanstveniki vse
bolj in bolj odvisni od velikih, dragih in tehnološko zelo dovršenih instrumen-
tov. To rezultira v velikih raziskovalnih centrih, ki zahtevajo integracijo različnih
ekspertov iz različnih znanstvenih področij (Grobolǰsek in drugi 2014, 866-867).
Trend pogosteǰsih znanstvenih sodelovanj (in so-avtorstev) v vse večjih razisko-
valnih skupinah, tudi z namenom doseganja bolǰse učinkovitosti izrabe dostopnih
virov, vǐsje produktivnosti ter za doseganje vǐsjega ugleda in vidnosti (Chinchilla-
Rodŕıguez in drugi 2012), je značilen za mnoge znanstvene discipline, a se stopnja
izraženosti znanstvenega sodelovanja razlikuje med različnimi znanstvenimi disci-
plinami. Melin (2000) zaključuje, da je znanstveno sodelovanje v medicini najbolj
razširjeno – raziskovalci navadno delujejo v okviru raziskovalnih skupin in obča-
sno tudi z drugimi raziskovalnimi skupinami. Na drugi strani pa v humanistki
skorajda ni raziskovalnih skupin, sodelovanje z drugimi raziskovalci pa je prej iz-
jema kot pravilo. Kyvik (2003) na primeru Norveške prav tako ugotavlja, da je
najvǐsji delež bibliografskih enot nastalih v so-avtorstvu (v obdobju med 1980 in
2000) značilen za medicino, sledijo naravoslovne znanosti, družboslovne znanosti
in humanistika. Hu in drugi (2014) so potrdili domnevo, da je sodelovanje manj
razširjeno v tako imenovanih teoretičnih, kakor v eksperimentalnih disciplinah.
H2 Povprečna velikost centrov se s časom veča.
H3 Povprečna velikost centrov je večja v naravoslovno-tehnǐskih disciplinah,
kakor v družboslovno-humanističnih disciplinah1.
H4 Stabilnost centrov je večja v naravoslovno-tehnǐskih disciplinah, kakor v
družboslovno-humanističnih disciplinah.
1Izraz naravoslovno-tehnǐske discipline zajema naslednje vede po ARRS klasifikacijski shemi:
Naravoslovje, Tehnika, Medicina in Biotehnika. Izraz družboslovno-humanistične discipline pa
zajema vedi Družboslovje in Humanistika, glede na ARRS klasifikacijsko shemo.
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1.2 Struktura dela po poglavjih
Po uvodni opredelitvi pojma in pomena znanstvenega sodelovanja ter kratki
omembi nekaterih že opravljenih raziskav s področja sodelovanj v znanosti ter
strukture so-avtorskih omrežij in predstavitvi raziskovalnih domnev, naslednje
poglavje vsebuje opis podatkov. V tem poglavju sta na kratko opisana glavna
informacijska vira podatkov za pripravo so-avtorskih omrežij slovenskih razisko-
valcev. Prav tako so navedene osnovne opisne značilnosti so-avtorskih omrežij,
vključno z utemeljitvijo mej omrežij.
Nadaljnja poglavja sledijo metodološkemu poteku preverjanja uvodoma pred-
stavljenih hipotez. V poglavju o bločnem modeliranju je predstavljen namen in
potek bločnega modeliranja, naslovljen je tako problem določitve števila skupin,
kakor tudi problem zaznavanja strukturno enakovrednih majhnih skupin v rela-
tivno velikih omrežjih. Bločno modeliranje je izvedeno za dve časovni obdobji,
rezultat česar sta dve razvrstitvi za vsako analizirano znanstveno disciplino.
Dobljeni razvrstitvi predstavljata podlago za ugotavljanje stabilnosti centrov
bločnih modelov v času. Ker do sedaj predstavljene mere za merjenje podobnosti
dveh razvrstitev predpostavljajo dve razvrstitvi iste množice enot, so v četrtem
poglavju predstavljene različne prilagoditve popravljenega Randovega indeksa.
Skupno predstavljenim meram je mogoča primerjava dveh razvrstitev, opravljenih
na dveh množicah enot, kjer je ena podmnožica druge možice enot, prav tako pa
ima združevanje in deljenje skupin pri različnih predstavljenih merah različen
vpliv na vrednost mere.
Peto poglavje predstavi tehniko vizualizacije stabilnosti bločnih struktur v
času, vključno s semi-periferijo, periferijo in raziskovalci, ki v določenem časovnem
obdobju zapustijo omrežje in raziskovalci, ki se v določenem časovnem obdobju
pridružijo omrežju. Tehnika se razlikuje od tiste, predstavljene v raziskavi Kro-
negger in drugi (2011). Prednost predstavljenega načina vizualizacije stabilnosti
bločnih struktur je predvsem v možnosti avtomatiziranega preglednega prikaza
več disciplin hkrati, vendar pa se sooča z omejitvami, kot je oteženo neposredno
primerjanje velikosti opredeljenih skupin v času. Poleg vizualizacije prehodov je
v petem poglavju predstavljena še interpretacija stabilnosti za analizirane znan-
stvene discipline.
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Šesto poglavje je namenjeno pojasnjevanju stabilnosti centrov v času. V li-
nearni model, ki omogoča vključitev nekaterih dodatnih kontrolnih pojasnjeval-
nih spremenljivk, so vključene spremenljivke, ki opisujejo lastnosti so-avtorskih
omrežij, bločnih modelov ter disciplin. Poleg pojasnjevanja stabilnosti centrov v
poglavju preverimo tudi domnevo o razliki povprečne velikosti centrov v dveh
opredeljenih časovnih obdobjih ter domnevo o razlikah velikosti centrov med
naravoslovno-tehničnimi ter družboslovno-humanističnimi disciplinami.
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2 Opis podatkov
Glavni vir podatkov sta Kooperativni online bibliografski sistem in servisi (CO-
BISS) in Informacijski sistem o raziskovalni dejavnosti v Sloveniji (SICRIS).
Oba informacijska sistema vzdržuje Inštitut informacijskih znanosti v Mariboru
(IZUM) v sodelovanju z ARRS. Medtem ko baza SICRIS vsebuje predvsem po-
datke o raziskovalcih, raziskovalnih skupinah, projektih ter raziskovalnih organi-
zacijah, pa baza COBISS vsebuje podatke o vseh bibliografskih enotah v Sloveniji
– tako tistih, ki so klasificirane kot znanstvene, kakor tudi leposlovne in ostale.
Združitev obeh virov podatkov omogoča oblikovanje celostnih osebnih bibliografij
raziskovalcev, ki so bili kadarkoli registrirani pri ARRS.
Čeprav so na voljo podatki za dalǰse časovno obdobje, se v raziskavi ome-
jimo zgolj na dve desetletni obdobji med leti 1990 in 2010. Analizo izvajamo na
dveh desetletnih obdobjih, saj se v tem času zaključi večina večjih raziskovalnih
projektov, poleg tega pa definirana obdobja zaobjamejo poglavitne spremembe
družbenega in političnega okolja v Sloveniji.
Prvo obdobje analize označuje leto 1991 po osamosvojitvi Slovenije. Prav
slednja ima nezanemarljiv vpliv na raziskovalno okolje, kar še posebej velja za
področji družboslovja in humanistike v smislu večanja avtonomije raziskovalcev,
na splošno pa se je po osamosvojitvi dvostransko sodelovanje, kot navaja Reso-
lucija o raziskovalni in inovacijski strategiji Slovenije 2011–2020 (Uradni list RS
2011), ’zaradi čim večje prepoznavnosti slovenskih raziskav in razvoja v evrop-
skem okviru in širše, na raziskovalno-razvojnem področju, pospešeno razvijalo vse
od slovenske osamosvojitve. Cilj je bil čim hitreǰsa vključitev v EU in poglablja-
nje sodelovanja tudi z drugimi državami’. Med leti 1991 in 2000 se zgodi prelom
v rasti absolutnega števila znanstvenih objav (Kronegger in drugi 2015).
Prvo obdobje zaokrožimo leta 2000, ko definiramo drugo časovno obdobje, ki
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traja od leta 2001 do leta 2010. V tem času je bilo delovanje slovenskih znanstve-
nikov v samostojni državi že ustaljeno. Odstotek slovenskega bruto domačega
proizvoda (BDP) namenjenega raziskovalni in razvojni dejavnosti (RRD) je začel
po letu 2000, ko je znašal 1,8 %, rahlo upadati, a je bil leta 2006 kljub temu vǐsji,
kot je bil vsa leta od osamosvojitve – znašal je 1,6 % BDP-ja, kar je sicer še vedno
pod povprečjem Evropske unije (Sorčan in drugi 2008). Do leta 2010 se je delež
BDP-ja namenjenega RRD povečal na 2,1 %, kar je delno posledica povečanega
števila poročevalskih enot (Statistični urad Republike Slovenije 2011). Slovenija
je leta 2004 postala članica Evropske unije, za kar se zdi, da se je do neke mere po-
enostavilo sodelovanje slovenskih raziskovalcev s tujimi. Potrebno pa je opozoriti,
da tovrstna sodelovanja niso obravnavana v analiziranih omrežjih so-avtorstev,
saj se pri preučevanju sodelovanja omejimo zgolj na sodelovanje med raziskovalci
znotraj znanstvenih disciplin, ki imajo šifro raziskovalca pri ARRS.
Sodelovanje med dvema ali več raziskovalci je operacionalizirano skozi so-
avtorstvo vsaj ene bibliografske enote, ki jo ARRS opredeljuje kot znanstveno
(Tabela 2.1). V prvem časovnem obdobju je bilo takih objav skupaj 73.132, v
drugem časovnem obdobju pa 121.286. V prvem časovnem obdobju je bilo največ
objavljenih bibliografskih enot tipa objavljen znanstveni prispevek na konferenci
(vabljeno predavanje) (39 %) ter izvirni znanstveni članek (36 %). V drugem
časovnem obdobju je bil največji delež objavljenih bibliografskih enot tipa iz-
virni znanstveni članek (39 %) in objavljen znanstveni prispevek na konferenci
(vabljeno predavanje) (34 %).
OZNAKA IN TIP ZNANSTVENE OBJAVE
ŠT. ZNANSTVENIH OBJAV
1991 - 2000 2001 - 2010
1.01 Izvirni znanstveni članek 26.531 47.905
1.02 Pregledni znanstveni članek 4.895 5.738
1.03 Kratek znanstveni prispevek 969 2.530
1.06 Objavljen znanstveni prispevek na konferenci 3.427 5.279
1.08 Objavljen zn. prisp. na konf. (vabljeno pred.) 28.670 41.138
1.16 Samo. zn. sestavek ali pogl. v monografski publ. 6.417 14.759
2.01 Znanstvena monografija 1.725 2.912
2.18 Razisk. ali dok. film, zvočni ali video posnetek 44 133
2.20 Zaključena zn. zbirka podatkov ali korpus 73 182
2.24 Patent 381 710
Skupaj 73.132 121.286
Tabela 2.1: Tipi znanstvenih objav
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Analize so opravljene na ravni znanstvenih disciplin, kot jih opredeljuje ARRS
klasifikacijska shema (Javna agencija za raziskovalno dejavnost Republike Slove-
nije 2010). Ta definira sedem znanstvenih ved, od katerih veda Interdiscipli-
narne raziskave (vsebuje disciplini Raziskovalni program ’Narava in civilizacijsko-
kulturna podoba slovenskega prostora in človeka skozi čas’ ter Interdisciplinarne
raziskave) v analizi ni upoštevana, saj v RR (raziskave in razvoj) politikah ni bila
nikoli zares sprejeta kot ločena veda, predvsem zaradi konservativnih stalǐsč RR
politik do Interdisciplinarnih raziskav (Kronegger in drugi 2015, str. 324). Ostale
znanstvene vede, ki jih opredeljuje ARRS klasifikacijska shema so: Naravoslovje
(vsebuje 9 znanstvenih disciplin), Tehnika (vsebuje 22 znanstvenih disciplin), Me-
dicina (vsebuje 9 znanstvenih disciplin), Biotehnika (vsebuje 6 znanstvenih disci-
plin), Družboslovje (vsebuje 13 znanstvenih disciplin) ter Humanistika (vsebuje
12 znanstvenih disciplin).
Pripadnost raziskovalca k znanstveni disciplini je zavedena v sistemu SICRIS.
En raziskovalec ima lahko zavedeno eno ali dve znanstveni disciplini (v izogib
težavam z umestitvijo, upoštevamo zgolj prvo navedeno disciplino). V analizo je
bilo vključenih 43 disciplin od 72 disciplin po klasifikaciji ARRS1. Večina disciplin
je bila iz analize izključenih zaradi premajhnega števila raziskovalcev v prvem ali v
drugem časovnem obdobju. Razlog za izključitev iz analize je lahko tudi odsotnost
so-avtorstev v določenem časovnem obdobju. Ena izmed disciplin, izključenih iz
analize, je Teologija, kjer v prvem časovnem obdobju ni bilo nobene objave.
Rezultati analiz na ravni znanstvenih ved so manj natančni zaradi specifične
klasifikacije raziskovalnih ved, disciplin in poddisciplin ARRS (ARRS klasifika-
cijska shema). Kot primer lahko navedemo disciplino Geografija, ki je po ARRS
klasifikacijski shemi uvrščena v vedo Humanistika, medtem ko je glede na Evrop-
sko klasifikacijo raziskovalne dejavnosti (CERIF - CERCS) disciplina Geologija,
fizična geografija uvrščena v Naravoslovno-matematične vede. Nekatere raziskave
prav tako kažejo na razlike med ARRS klasifikacijsko shemo in publikacijsko kul-
turo na ravni znanstvenih disciplin (Kronegger in drugi 2015). Glede na slednje
1V analizi niso upoštevane naslednje discipline: Računalnǐsko intenzivne metode in aplika-
cije, Varstvo okolja, Geodezija, Mehanika, Promet, Rudarstvo in geotehnologija, Vodarstvo,
Psihiatrija, Stomatologija, Urejanje krajine, Arhitektura in oblikovanje, Informacijska znanost
in bibliotekarstvo, Kriminologija in socialno delo, Šport, Urbanizem, Antropologija, Arheologija,
Etnologija, Filozofija, Kulturologija, Literarne vede, Muzikologija in Umetnostna zgodovina.
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je disciplina Geografija bolj podobna naravoslovnim in tehničnim vedam, kakor
humanističnim.
Ena izmed ključnih značilnosti na ravni znanstvenih disciplin je tudi obstoj
poddisciplin (in s tem povezanim nastajanjem raziskovalnih skupin na podlagi
kulturnega kapitala raziskovalcev (de Haan in drugi 1994)). Najbolj znana je
delitev Fizike na teoretično in eksperimentalno Fiziko. Podobno lahko razdelimo
vse znanstvene discipline, značilnost pa se izraža na različne načine. Yoshikane
in drugi (2006) je na podlagi analize usmerjenih (povezave so-avtorjev so usmer-
jene od so-avtorjev (sledilcev) k prvemu (vodji) navedenemu avtorju bibliografske
enote) so-avtorskih omrežij discipline Računalnǐstvo identificiral različne stopnje
korelacije med izraženostjo dveh mer pomembnosti (modified Hyperlink-Induced
Topic Search) raziskovalcev in sicer med ’vodjo’ ter ’sledilci’. Zaključil je, da sta
lastnosti izraziteje ločeni v eksperimentalnih, kakor v teoretičnih poddisciplinah.
Moody (2004) pa je zaključil, da dela v Sociologiji, ki vključujejo kvantitativne
pristope, pogosteje nastanejo v so-avtorstvu, kakor dela, ki vključujejo kvalita-
tivne pristope.
Tako kot število objavljenih znanstvenih bibliografskih enot, narašča tudi po-
gostost sodelovanja raziskovalcev iz različnih držav (mednarodno sodelovanje)
(Wagner in drugi 2001). Kronegger in drugi (2015) poročajo, da je delež biblio-
grafskih enot, nastalih v so-avtorstvu z raziskovalci, ki niso registrirani pri ARRS
(tuji raziskovalci), večji v naravoslovno-tehnǐskih vedah, kakor v družboslovno-
humanističnih. Kyvik (2003) navaja tri glavne razloge za razlike v deležu biblio-
grafskih enot objavljenih v angleškem in domačem jeziku med različnimi vedami.
Naštete razloge za področje družboslovja lahko delno posplošimo tudi na raven
znanstvenega sodelovanja: (i) tendenca k preučevanju fenomenov, ki so vezani na
specifičen geografski in družbeni kontekst, (ii) manj ugodne možnosti objavljanja
v mednarodnih angleških revijah in (iii) manj stimulativen sistem za medna-
rodno objavljanje. Razlike med povprečno velikostjo centrov bodo tako lahko
posledica dejstva, da tuji avtorji brez šifre raziskovalca pri ARRS niso vključeni
v analizo. To lahko rezultira v centrih s povprečno nižjim številom raziskoval-
cev v naravoslovno-tehnǐskih disciplinah. Zaradi slednjega utegnejo biti razlike v
povprečni velikosti centrov med naravoslovno-tehnǐskimi in družboslovno huma-
nističnimi vedami manǰse.
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Vozlǐsča omrežij predstavljajo avtorji, ki so bili kadarkoli registrirani pri
ARRS. V analizo niso vključeni raziskovalci, ki v obravnavanem obdobju niso ob-
javili nobene znanstvene bibliografske enote. Vozlǐsča s stopnjo nič predstavljajo
raziskovalce, ki v obravnavanem časovnem obdobju niso objavili nobene zgoraj
opredeljene bibliografske enote v so-avtorstvu z raziskovalci iz iste znanstvene
discipline v Sloveniji, a so objavili vsaj eno bibliografsko enoto v samo-avtorstvu
ali z raziskovalci iz druge znanstvene discipline ali z raziskovalci iz tujine. Delež
takih avtorjev skozi leta pada: povprečen delež v prvem obdobju znaša 38,7 %,
v drugem pa 29,9 %. Največje zmanǰsanje deleža avtorjev, ki so objavljali zgolj
v samo-avtorstvu, v drugem časovnem obdobju zaznavamo v disciplini Krimino-
logija in socialno delo (64,6 % upad).
Skupno je v analizo zajetih 14.267 raziskovalcev (v analizi prvega časovnega
obdobja 9.330 in v analizi drugega časovnega obdobja 14.267). Disciplini z naj-
večjim številom raziskovalcev v drugem časovnem obdobju sta Računalnǐstvo in
informatika (565 raziskovalcev) in Kemija (553 raziskovalcev). V splošnem je sku-
pno število raziskovalcev v drugem časovnem obdobju večje (povprečen prirast
števila vozlǐsč v drugem časovnem obdobju je 34 %). Izjema so Veterina (1,8 %
upad), Stomatologija (1,5 % upad) ter Rudarstvo in geotehnologija (10,0 % upad),
pri čemer slednjih dveh v analizi ne upoštevamo, saj gre za disciplini z izjemno
majhnim številom raziskovalcev (Slika 2.1).
Značilnosti omrežij navadno opisujemo tudi z merami, kot sta povprečna sto-
pnja in gostota omrežja. Povprečna stopnja predstavlja povprečno število so-
avtorjev v določeni disciplini (de Nooy in drugi 2011). Povprečna povprečna
stopnja v prvem obdobju je 2,7, v drugem pa 3,9. Iz slednjega sledi, da se skozi
čas povprečno število sodelovanj z različnimi raziskovalci veča. V drugem ča-
sovnem obdobju je bila najvǐsja povprečna stopnja v disciplini Veterina (10,4),
najnižja pa v disciplini Muzikologija (0.1).
Gostota omrežja predstavlja razmerje med vsemi vzpostavljenimi povezavami
in vsemi možnimi povezavami (razmerje med vsemi so-avtorstvi in vsemi možnimi
so-avtorstvi) (de Nooy in drugi 2011). Vsa obravnavana omrežja so-avtorstev
uvrščamo med redka. Poudariti pa velja, da je gostota odvisna tudi od velikosti
omrežja. Povprečna gostota vseh omrežij prvega obdobja je 0,025, drugega pa
0,028. Omrežje z največjo gostoto v drugem obdobju je omrežje so-avtorstev di-
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scipline Šport (0,118), omrežje z najmanǰso gostoto pa je omrežje Literarnih ved
(0,001). Večina omrežij, ki so predmet preučevanja v sociologiji, je redkih. Ome-
jenost sposobnosti vzdrževanja velikega števila (prijateljskih) vezi je preučeval
britanski antropolog in evolucijski psiholog Dunbar (1992), ki je na podlagi opa-
zovanja primatov zaključil, da lahko ljudje v povprečju vzdržujemo 150 stabilnih









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabela 2.2: Analizirane znanstvene discipline in njihove značilnosti za dve časovni
obdobji
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Slika 2.1: Število raziskovalcev po disciplinah v prvem in v drugem časovnem
obdobju
3 Bločno modeliranje
Nekateri avtorji, kot na primer Adams in drugi (2005), so velikosti raziskoval-
nih skupin in raziskovalne skupine na splošno preučevali skozi štetje števila so-
avtorjev (stopnjo). Z bločnim modeliranjem pa je mogoče pridobiti bolj celostne
informacije o raziskovalnih skupinah – njihovi velikosti ter vpetosti v so-avtorsko
omrežje, pa tudi na splošno o strukturi so-avtorskih omrežij. Bločno modeliranje
namreč temelji na ideji, da lahko enote razvrstimo v skupine glede na podob-
nost z ostalimi enotami, opredeljeno skozi strukturo povezav (Doreian in drugi
2005). Omogoča zaznavanje različnih tipov struktur v omrežju (na primer ko-
hezija ali centralnost) in je učinkovito predvsem na majhnih in redkih omrežjih.
Gre za robustneǰso metodo (v primeru upoštevanja strukturne enakovrednosti), v
primerjavi z ostalimi metodami analize omrežij, saj majhne spremembe oziroma
napake v omrežju praviloma nimajo velikega učinka na končno rešitev (Žnidaršič
in drugi 2012). Bločno modeliranje določa opazovanje povezav med skupinami (v
smislu so-avtorskega omrežja: bločno modeliranje omogoča ugotavljanje, ali dve
skupini raziskovalcev sodelujeta tudi z ostalimi skupinami, kar s klasičnimi pri-
stopi za odkrivanje skupin (ang Community Detection) ni mogoče) in pripisovanje
značilnosti skupinam (de Nooy in drugi 2011).
3.1 Potek bločnega modeliranja
Potek in rezultat bločnega modeliranja sta pogosto prikazana z matričnim pri-
kazom analiziranega omrežja. Na primeru so-avtorskih omrežij vsaka vrstica in
vsak stolpec predstavljata enega raziskovalca, imena vrstic in imena stolpcev so
šifre raziskovalcev, določene s strani ARRS. Ker so-avtorska omrežja predposta-
vljajo samo neusmerjene povezave, je matrika simetrična in kvadratna in ker ne
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predpostavljamo zank (avtor ne more biti svoj so-avtor), so vrednosti na dia-
gonali 0 (če predpostavimo, da 1 označuje prisotnost povezave, 0 pa označuje
odsotnost povezave). Tako pripravljeno matriko omrežja permutiramo (spremi-
njamo vrstni red vrstic in stolpcev), da dobimo želeno strukturo, pri čemer je
možnih več rešitev, načeloma pa se pri permutiranju upošteva katera izmed mer
enakovrednosti. Uveljavljena sta dva osnovna pristopa k enakovrednosti (Faust
1988), oziroma dva tipa enakovrednosti: strukturna in regularna enakovrednost.
Strukturna enakovrednost je verjetno najpogosteje rabljena mera enakovrednosti
(Žnidaršič 2012). Strukturno enakovredni sta si enoti, ki sta z ostalim delom
omrežja povezani na enak način (Lorrain in White 1971), regularno enakovredni
pa sta si enoti, ki sta enako povezani s skupinami enakovrednih enot (White in
Reitz 1983). Vsaka strukturna enakovrednost je tudi regularna enakovrednost.
Problem bločnega modeliranja je vezan na razvrstitev (permutacijo) enot tako,
da slednja kar najbolje odraža strukturo predpostavljene enakovrstnosti. Gre za
optimizacijski problem razvrščanja v skupine, katerega cilj je čim bolj zmanǰsati
vrednost kriterijske funkcije. Uveljavljena sta dva pristopa in sicer posreden ter
neposreden. Posreden pristop temelji na kateri izmed metod hierarhičnega razvr-
ščanja v skupine (minimalna metoda, maksimalna metoda, Wardova metoda in
druge), ki je izračunana na matriki različnosti. Izračunana mera različnosti mora
biti usklajena z izbrano enakovrednostjo. Popravljena evklidska razdalja (3.1)
1 je ena redkih mer, ki je usklajena s strukturno enakovrednostjo, kar omogoča
posredno določanje razvrstitev (Batagelj in drugi 1992):
1Pomembna razlika med evklidsko razdaljo in popravljeno evklidsko razdaljo je v delu (rii−
rjj)
2 +(rij−rji)2, ki upošteva dva izmed štirih pogojev strukturne enakovrednosti. Spomnimo,
enoti X in Y sta strukturno enakovredni, če sta z enotami v omrežju povezani na enak način
– njune izbire so popolnoma enake, kar se v matriki omrežja odraža v identičnih vrsticah in
stolpcih. Popravek rii − rjj tako upošteva pogoj strukturne enakovrednosti rii = rjj (če vsaka
enota izbere samo sebe, obstaja zanka v vseh točkah), popravek rij − rji pa pogoj rij = rji
(obstaja povezava v eno smer, če obstaja tudi v drugo smer). Prvi je zanemarljiv v primeru, ko
enote v omrežju ne morejo biti povezane same s sabo (ni zank, vrednosti na diagonali matrike
so 0), upoštevanje drugega pa je pomembno predvsem v primeru majhnih in redkih omrežij.
Dodatna pogoja strukturne enakovrednosti sta še: če je X izbral Z, je tudi Y izbral Z (vsak Z
je različen od X in Y ) in če je Z izbral X, je izbral tudi Y (Batagelj in drugi 1992).
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d(xi, xj) =




(ris − rjs)2 + (rsi − rsj)2
)
(3.1)
Postopek združevanja enot v skupine ponazorimo z dendrogramom (oziroma
drevesom združevanja), na katerem so listi tega drevesa enote, točke združitve
pa sestavljene skupine: levi in desni naslednik vsake točke sta skupini, iz katerih
je nastala. Vǐsina točke, ki jo imenujemo nivo združevanja, je sorazmerna meri
različnosti med skupinama (Košmelj in drugi 2001).
Neposreden pristop izvedemo s postopkom lokalne optimizacije (Batagelj
in drugi 1992), na primer z iterativno metodo prestavljanj, kjer za vsak premik
enote iz ene v drugo skupino izračunamo vrednost kriterijske funkcije, ki pred-
stavlja razliko med idealno in empirično razvrstitvijo, pri čemer mora idealna
razvrstitev vsebovati predpostavljeno strukturo bločnega modela.
Bločno modeliranje je navadno izvedeno v treh korakih (de Nooy in drugi
2011): (i) določitev števila skupin, (ii) določitev tipa skupin in lokacija skupin v
bločnem modelu ter (iii) permutiranje. Ti si nujno ne sledijo v enakem vrstnem
redu, niti ni nujno, da se vsak korak v procesu bločnega modeliranja ponovi samo
enkrat. Različne pristope bločnega modeliranja lahko kombiniramo. Na primeru
analize so-avtorskih omrežij slovenskih raziskovalcev so tipi skupin določeni pred-
hodno na podlagi izsledkov preteklih raziskav (Kronegger in drugi 2011) in šele
nato je določeno število skupin na podlagi posrednega pristopa. Informacija o
slednjem je uporabljena v procesu neposrednega pristopa.
Slika 3.1: Strukturno enakovredna dvojčka (rdeče obarvana vozlǐsča zgoraj)
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Ker ima postopek lokalne optimizacije, vgrajen v program Pajek, ki je upo-
rabljen za bločno modeliranje, težave z zaznavanjem strukturno enakovrednih
majhnih skupin, predvsem v primeru večjih omrežij, uporabimo prilagojen algo-
ritem. Najprej poǐsčemo komponente, ki so hkrati klike (strukturno enakovredne
skupine (slika 3.1)), nato pa jih izločimo iz omrežja skupaj s periferijo (avtorji, ki
so v obravnavanem obdobju objavljali zgolj v samo-avtorstvu ali z raziskovalci,
ki pripadajo drugi znanstveni disciplini ali z raziskovalci brez ARRS identifikacij-
ske številke, npr. s tujimi raziskovalci). Po opravljenem standardnem postopku,
vgrajenem v program Pajek, omenjene dele združimo z dobljenim bločnim mode-
lom.
3.1.1 Določitev števila skupin
Število skupin bločnega modela lahko določimo na več načinov. Omenimo do-
ločitev na podlagi teoretičnih izhodǐsč in določitev na podlagi že omenjenega
posrednega pristopa (na podlagi dendrograma). Slika 3.2 predstavlja dendro-
gram omrežja so-avtorstev Sociologije za obdobje med 1991 in 2010. Na podlagi
dendrograma število skupin praviloma določimo tako, da izberemo tisto število
skupin, med katerimi je skok največji. Na primeru omenjenega dendrograma na
sliki 3.2 bi določili dve ali tri skupine. Vendar pa se na omenjenih empiričnih
podatkih izkaže, da je pogosto potrebno izbrati nekoliko večje število skupin. V
konkretnem primeru je bilo izbrano število skupin šest. Pristop je primeren za
začetno nastavitev, medtem ko je končno rešitev potrebno še vizualno preveriti
in po potrebi spremeniti število skupin (v konkretnem primeru je končno število
skupin pet). Pri nekaterih metodah za iskanje skupin ni potrebno prednastaviti
števila skupin (na primer Louvain Method (de Meo in drugi 2011)) vendar pa
omenjena metoda za oceno števila skupin za bločno modeliranje ni primerna, saj
pogosto preceni optimalno število skupin.
3.1.2 Določitev tipa skupin in lokacija skupin v bločnem modelu
Poleg določitve števila skupin je potrebno določiti še tip skupin oziroma blokov.
Pristop se imenuje pred-določeno bločno modeliranje (ang pre-specified blockmo-
deling). Poznamo več tipov blokov, kot so popolni (ang complete), vrstično domi-
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Slika 3.2: Dendrogram (popravljena evklidska razdalja) vozlǐsč discipline Sociolo-
gija za obdobje med 1991 in 2000 (izključene so strukturno enakovredne skupine
in periferija)
nantni (ang row-dominant), stolpično dominantni (ang col-dominant), regularni
(ang regular), vrstično regularni (ang row-regular), stolpično regularni (ang col-
regular), prazni (ang null), vrstično funkcijski (ang row-functional) in stolpično
funkcijski (ang col-functional). Ločimo več tipov tipov bločnih modelov: center–
periferija (ang core-periphery), hierarhija (ang hierarchy), združevanje (ang clu-
stering) (Doreian in drugi 2005).
Ustrezen bločni model določimo na podlagi teoretičnih izhodǐsč in predpostavk
o obravnavanem problemu. Kronegger in drugi (2011) so za omrežja so-avtorstev
slovenskih raziskovalcev predpostavili model več-centrov – semi-periferija – pe-
riferija in na podlagi analize štirih disciplin potrdili domnevo, da se struktura
vsakega omrežja so-avtorstev tekom časa oblikuje v omenjen model:
• Več-centrov v omrežjih so-avtorstev sestavljajo skupine raziskovalcev, ki
objavljajo skupaj (ali so kot skupina objavili vsaj eno znanstveno bibli-
ografsko enoto). Tako imenovani centri se nahajajo na diagonali bločnega
modela in predpostavljajo popolne bloke. Idealno gre za polne bloke z vsemi
možnimi povezavami.
• Semi-periferijo sestavljajo raziskovalci, ki med sabo ne sodelujejo (pu-
blicirajo v so-avtorstvu) na nek sistematičen način. Tudi semi-periferija
se nahaja na diagonali bločnega modela in ima vsaj eno povezavo v vsaki
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vrstici in v vsakem stolpcu. Predpostavlja se posamezen prazni blok, kar
rezultira v teženju optimizacije bločnega modela na način, da je čim večji
delež enot razvrščen v centre bločnega modela.
• Periferijo sestavljajo raziskovalci, ki v obravnavanem obdobju objavljajo
zgolj v samoavtorstvu ali z raziskovalci drugih disciplin ali z raziskovalci,
ki niso registrirani pri ARRS (navadno tuji raziskovalci). To je po definiciji
popolnoma prazen blok. Omenjene raziskovalce pred bločnim modeliranjem
izločimo iz omrežja in jih, po končani optimizaciji, dodamo k bločnemu
modelu.
• Povezovalni center je specifična skupina v bločnem modelu, ki se lahko
prav tako pojavi v omrežjih so-avtorstev (Kronegger in drugi 2011). Pred-
stavlja raziskovalce, ki povezujejo dva ali več centrov. Upoštevajoč možnost
pojavitve situacije, ko je raziskovalec ’član’ več različnih skupin v določenem
časovnem obdobju, vse izven diagonalne bloke bločnega modela nastavimo
na complete or null (blok je lahko poln ali prazen).
3.1.3 Permutiranje
Ko definiramo zgoraj omenjene parametre, izvedemo permutiranje vrstic in stolp-
cev matrike omrežja oziroma neposreden pristop vgrajen v program Pajek. Sku-
paj z razvrstitvijo program izračuna bločno matriko (matrika s povezavami med
skupinami) in vrednost kriterijske funkcije. Rezultat bločnega modeliranja je raz-
vrstitev, ki je pogosto prikazana z matriko omrežja, kjer vrstni red vrstic in stol-
pec ustreza dani razvrstitvi oziroma predpostavljeni strukturi bločnega modela.
Pomanjkljivost pristopa bločnega modeliranja je v relativno subjektivni presoji
števila skupin in v lokalnem (ne globalnem) optimumu, ki ga rešujemo z več za-
četnimi razvrstitvami. V primeru velikih omrežij je proces bločnega modeliranja
relativno časovno zamuden.
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3.2 Empirična rešitev: primera Sociologije in Konstruira-
nja
Empirični rezultat bločnega modeliranja lahko odstopa od predpostavljenega te-
oretičnega bločnega modela. Na primeru so-avtorskih omrežij Sociologije je opa-
ziti določene povezave (so-avtorstva) tudi izven diagonalnih centrov, ki niso tipa
complete (sliki 3.3a in 3.3b). Če se osredotočimo na obdobje od 1991 do 2000
(slika 3.3a), opazimo, da nekateri raziskovalci iz različnih centrov sodelujejo kljub
drugačni predpostavljeni strukturi bločnega modela. So pa taka sodelovanja v
konkretnem primeru redka. Če se pojavijo, se pojavijo v obliki povezovalnih cen-
trov, torej skupinah raziskovalcev, ki povezujejo dva ali več centrov. Raziskovalci
razvrščeni v semi-periferijo občasno objavljajo v so-avtorstvu z ostalimi razisko-
valci iz semi-periferije ali raziskovalci iz centrov, vendar so takšna sodelovanja
nesistematična. Zadnji blok na diagonali bločnega modela je periferija z avtorji,
ki so v obravnavanem časovnem obdobju objavljali zgolj v samo-avtorstvu ali z
raziskovalci drugih disciplin ali s tujimi raziskovalci. Ta del matrike je prazen, saj
med avtorji ni bilo vzpostavljene nobene povezave znotraj discipline. Opazimo,


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(b) 2001 - 2010
Slika 3.3: Bločni model so-avtorskih omrežij discipline Sociologija za dve desetle-
tni obdobji
Izpostavimo še bločni model so-avtorstev discipline Konstruiranje (sliki 3.4a
in 3.4b), kjer ni skoraj nobene povezave med raziskovalci iz različnih centrov.
Sodelovanje je praviloma omejeno na sodelovanje z raziskovalci, razvrščenimi v
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(b) 2001 - 2010
Slika 3.4: Bločni model so-avtorskih omrežij discipline Konstruiranje za dve de-
setletni obdobji
4 Merjenje stabilnosti razvrstitev
V poglavju o merjenju stabilnosti centrov v času so predstavljeni trije indeksi, ki
so izpeljani iz Randovega indeksa (RI) (Rand 1971), ki se uporablja za primer-
janje dveh razvrstitev. RI je definiran na intervalu med 0 in 1, kjer 1 pomeni
dve enaki razvrstitvi, 0 pa pomeni, da sta dve razvrstitvi popolnoma različni.
Medtem ko RI predpostavlja eno množico enot, na kateri izvedemo razvrščanje v
skupine, predstavljeni modificirani RI predpostavljajo dve množici enot, kjer je
ena podmnožica druge. Poleg slednjega, glavni doprinos prilagoditve predstavlja
tudi različen vpliv združevanja in deljenja skupin na vrednost mer.
4.1 Randov indeks
Dana je množica S = {O1, ..., On} in dve razvrstitvi U = {u1, ..., uR} in V =
{v1, ..., vC} množice S. V skupine so razvrščene vse enote množice S, pri čemer se
skupine ne prekrivajo (vsaka enota mora biti razvrščena natanko v eno skupino).
Če z nij označimo število enot, ki so skupne skupinama ui in vi, potem lahko
prekrivanje skupin dveh razvrstitev U in V opǐsemo s kontingenčno tabelo, kjer
sta ni. in n.j število enot v skupinah ui (vrstice i) in vi (stolpci j):
V
U
Skupina v1 v2 ... vC Skupaj
u1 n11 n12 ... n1C n1.
. . . . . .
. . . . . .
. . . . . .
uR nR1 nR2 ... nRC nR.
Skupaj n.1 n.2 ... n.C n.. = n
Tabela 4.1: Kontingenčna tabela U × V v primeru RI
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Na podlagi kontingenčne tabele (Tabela 4.1) je RI definiran kot
RI =
a + d
a + b + c + d
(4.1)
kjer a, b, c in d v formuli 4.1 predstavljajo različne kombinacije vseh možnih parov






Posamezne vrednosti lahko izračunamo iz kontingenčne tabele U×V kot (Brennan
in Light 1973; Hubert in Arabie 1985):









nij(nij − 1) (4.2)
• število vseh možnih parov razvrščenih v enake skupine v U in v različne














• število vseh možnih parov razvrščenih v različne skupine v U in v enake














• število vseh možnih parov razvrščenih v različne skupine v U in v različne



















RI predstavlja razmerje med vsemi pari, ki so razvrščeni v isto ali v različno
skupino v obeh razvrstitvah ter med vsemi možnimi pari enot.
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4.1.1 Grafični prikazi in primeri
Osnovne lastnosti RI lahko predstavimo s prikazi prehodov, uporabljenimi tudi
v poglavju 5. Črni bloki zgornjega dela grafa (Slika 4.1) predstavljajo skupine
razvrstitve U , črni bloki spodnjega dela grafa pa skupine razvrstitve V . Povezave
med skupinami prikazujejo stabilnost skupin dveh razvrstitev. Na Sliki 4.1 so
prikazani štirje osnovni primeri prehodov (ang miss-classification).
1 2 3 4
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Slika 4.1: Prikaz skupin razvrstitev U in V
Razvrstitvi U in V v Primeru a sta enaki, z izjemo prve skupine iz razvrstitve
U , ki je v razvrstitvi V označena kot druga skupina in prve skupine v razvrstitvi
V , ki je v razvrstitvi U označena kot druga skupina. Ker podlago za izračun
RI predstavljajo vse možne kombinacije parov enot po skupinah, poimenovanje
oziroma označevanje slednjih ne vpliva na vrednost indeksa. RI v Primeru a je
tako RI = 1.
Primer b prikazuje združitev dveh skupin. To pomeni, da so bile enote, ki so
bile v razvrstitvi U razvrščene v različni skupini (skupini 3 in 4), v razvrstitvi V
razvrščene v enako skupino (skupina 3). Primer c ilustrira deljenje dveh skupin,
kar pomeni, da so enote, ki so v razvrstitvi U razvrščene v isto skupino (skupina
3), v razvrstitvi V razvrščeni v različni skupini (skupini 3 in 4). Ker imata
združevanje in deljenje skupin enak vpliv na vrednost indeksa, je vrednost RI
manǰsa od 1 in enaka v obeh primerih (RI = 0, 87).
V primeru dveh slučajnih in neodvisnih razvrstitev je vrednost RI najnižja v
primerjavi z ostalimi primeri, vendar še vedno nad 0 (RI = 0, 61).
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4.2 Prirejen Randov indeks
Indeksi, predstavljeni v nadaljevanju, ne predpostavljajo ene množice enot za
razvrščanje, kot to velja za RI, temveč sta lahko množici različni, pri čemer je
ena podmnožica druge. Združevanje in deljenje skupin, nimata enakega vpliva na
vrednost indeksov.
4.2.1 Prirejen Randov indeks 1
Dani sta množici enot S = {O1, ..., On} in T = {O1, ..., Om} (kjer je T ⊂ S)
in razvrstitvi U = {u1, ..., ur} ter V = {v1, ..., vc}, kjer je U razvrstitev enot
množice S z r skupinami in V razvrstitev množice enot T s c skupinami. Navadno
je množica enot S opazovana v prvi, množica enot T pa v drugi časovni točki.
Osip je določen z S\T in definira novo skupino, ki je dodana k razvrstitvi V
(V ′ = V ∪ {vc+1}), tako da velja, da je število enot v obeh razvrstitvah U in V ′
enako.
Če z nij označimo število enot, ki so skupne skupinama ui in vj, potem lahko
prekrivanje dveh razvrstitev zapǐsemo s kontingenčno tabelo, kjer je ni. in n.j
število enot v skupinah ui (vrstica i) in vj (stolpec j). Kadar osip predstavlja eno
skupino, kontingenčno tabelo U × V ′ v primeru Prirejenega Randovega indeksa
1 (ang Modified Rand Index 1 ) (MRI1) zapǐsemo kot prikazuje Tabela 4.2.
V ′
U
Skupina v1 v2 ... vc vc+1 Skupaj
u1 n11 n12 ... n1c n1(c+1) n1.
. . . . . .
. . . . . .
. . . . . .
ur nr1 nr2 ... nrc nr(c+1) nr.
Skupaj n.1 n.2 ... n.c n.(c+1) n.. = n
Tabela 4.2: Kontingenčna tabela U × V ′ v primeru MRI1
Pravila za določitev MRI1 so:
• zavzame vrednost na intervalu med 0 in 1, kjer vǐsja vrednost pomeni bolj
stabilno razvrstitev,
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• osip celotne skupine ne zvǐsuje vrednosti indeksa,
• združitev skupin ne znižuje vrednosti indeksa,
• delitev skupin znižuje vrednost indeksa.
MRI1 je definiran kot razmerje med vsemi možnimi pari enot S ∩ T , ki so
razvrščeni v isto skupino tako v U kot v V ′ (števec v ulomku formule 4.6) in vsemi





























Vrednost 1 je mogoča samo v primeru brez osipa. Tudi, kadar so vsi pari enot
v razvrstitvah U in V ′ razvrščeni v enake skupine in je prisoten osip, je najve-
čja možna vrednost indeksa nižja od 1. Pri izračunu največje možne vrednosti
indeksa, lahko vse skupine razvrstitve V ′ združimo v eno skupino, z izjemo enot,
označenih kot osip (vc+1), saj združevanje skupin ne zmanǰsuje vrednosti indeksa.
Tako dobimo kontingenčno tabelo velikosti r×2, kjer r predstavlja število skupin
v prvi razvrstitvi. Če kontingenčno tabelo označimo z X, potem stolpec X.1 pred-
stavlja število enot po skupinah razvrstitve U , ki so prisotne v obeh množicah
S in T , stolpec X.2 pa predstavlja število enot osipa po skupinah razvrstitve U .



























Opisane lastnosti MRI1 predstavimo s prikazi prehodov, predstavljenimi v po-
glavju 5. Struktura grafov je enaka strukturi grafov na Sliki 4.1 v primeru RI, le
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Slika 4.2: Prikaz skupin razvrstitev U in V ′ (zadnja skupina razvrstitve V ozna-
čuje osip)
da grafi na Sliki 4.2 vsebujejo dodatno skupino, ki je razvrščena na konec in je
obarvana zeleno, v razvrstitvi V , ki označuje osip.
V Primeru a razvrstitev U vsebuje štiri skupine, razvrstitev V pa pet skupin.
Kljub temu, da so enote v skupine razvrščene na enak način, kot v primeru RI,
je vrednost MRI1 manǰsa od 1, saj prisotnost osipa znižuje vrednost indeksa
(MRI1 = 0, 81). Čeprav so enote razvrstitve U , ki so razvrščene v skupini 1
in 2, v razvrstitvi V razvrščene v eno skupino (skupina 1), je vrednost MRI1
v Primeru b enaka vrednosti indeksa v Primeru a, saj združevanje skupin ne
znižuje vrednosti indeksa (MRI1 = 0, 81). Nasprotno pa deljenje skupin znižuje
vrednost indeksa, kar je prikazano na Primeru c. Vrednost MRI1 je nižja v
primerjavi z vrednostmi na Primeru a in Primeru b. V primerjavi z ostalimi
primeri je vrednost indeksa v primeru dveh slučajnih in neodvisnih razvrstitev
najnižja (MRI1 = 0, 13).
4.2.2 Prirejen Randov indeks 2
Dani sta množici enot S = {O1, ..., On} in T = {O1, ..., Om} (kjer je S ⊂ T ) ter
razvrstitvi U = {u1, ..., ur} in V = {v1, ..., vc}, kjer razvrstitev U z r skupinami
pripada množici S, razvrstitev V s c skupinami pa množici T . Tako kot v primeru
MRI1, je tudi v primeru Prirejenega Randovega indeksa 2 (ang Modified Rand
Index 2 ) (MRI2) množica S navadno opazovana v prvem, množica T pa v dru-
gemu časovnemu obdobju. Priliv označuje enote T\S, ki tvorijo novo skupino,
ki je dodana k razvrstitvi U(U ′ = U ∪ {Ur+1}), tako da je število enot v obeh
razvrstitvah U ′ in V enako. Razvrstitvi lahko predstavimo s kontingenčno tabelo
U ′×V , kjer priliv označuje ena skupina, razvrščena v zadnjo vrstico (Tabela 4.3).
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V
U ′
Skupina v1 v2 ... vc vc Skupaj
u1 n11 n12 ... n1c n1c n1.
. . . . . .
. . . . . .
. . . . . .
u(r+1) n(r+1)1 n(r+1)2 ... n(r+1)c n(r+1)c n(r+1).
Skupaj n.1 n.2 ... n.c n.c n.. = n
Tabela 4.3: Kontingenčna tabela U ′ × V v primeru MRI2
V tem primeru so pravila za MRI2.1 podobna MRI1:
• zavzame lahko vrednost na intervalu med 0 in 1, kjer vǐsja vrednost pomeni
bolj stabilni razvrstitvi,
• združevanje skupin ne znižuje vrednosti indeksa,
• deljenje skupin znižuje vrednost indeksa.
MRI2.1 je definiran kot razmerje vseh možnih parov enot S ∩ T , ki so razvr-
ščene v enako skupino v razvrstitvi U ′ in v enako skupino v razvrstitvi V (števec
ulomka formule 4.8) in vsemi možnimi pari enot množice T , ki so razvrščene v




























Tudi v primeru MRI2.1 je najvǐsja možna vrednost 1 mogoča samo takrat, ko
sta množici enot za razvrščanje enaki, torej v drugi množici enot ni novih enot.
Najvǐsjo možno vrednost je mogoče izračunati zgolj iz porazdelitve U ′ oziroma iz
kontingenčne tabele U ′ × V po obrazcu 4.9:
max(MRI2.1) =
∑r−1
i=1 ni.(ni. − 1)∑r
i=1 ni.(ni. − 1)
(4.9)
Glede na opredelitev problema preučevanega fenomena, v nekaterih primerih
delež novih enot ne nakazuje nižje stabilnosti skupin, ki jih preučujemo. V ta
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namen je definicijo MRI2.1 mogoče prilagoditi na način, da priliv ne znižuje vre-




























Razlika med MRI2.1 (formula 4.8) in MRI2.2 (formula 4.10) je v imenovalcu,
kjer v izračun indeksa niso zajete enote S ⊂ T iz kontingenčne tabele U ′ × V .
Najvǐsja možna vrednost RIM2.2 je 1, ne glede na delež novih enot v razvrstitvi
V .
4.2.2.1 Primeri
Primeri na Sliki 4.3 so podobni Primerom na Sliki 4.2, le da v primeru prvega
zadnji (zelen) blok v zgornjem delu grafov označuje priliv. Za vsak primer so
izračunane vrednosti MRI2.1 in MRI2.2.
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Slika 4.3: Prikaz skupin razvrstitev U ′ in V (zadnja skupina razvrstitve U ozna-
čuje priliv)
MRI2.1 Priliv vpliva na vrednost indeksa – vǐsji delež novih enot pomeni
manj stabilno razvrstitev, tj. nižjo vrednost indeksa (Primer a). Tudi delitev
skupin znižuje vrednost indeksa (Primer b v primerjavi s Primerom a), medtem
ko združevanje skupin ne znižuje vrednosti indeksa. Vrednost MRI2.1 Primera 3.c
je nižja od 0,94 (Primer a) zaradi večjega priliva v Primeru c. Vrednost indeksa
v primeru dveh slučajnih in neodvisnih razvrstitev je večja od 0.
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MRI2.2 Dejstvo, da priliv ne znižuje vrednosti indeksa, je razvidno iz Pri-
mera 3.a. Kljub združitvi dveh skupin, od katerih ena predstavlja priliv, je
vrednost indeksa 1. Združevanje na splošno ne znižuje vrednosti indeksa (Pri-
mer c), medtem ko slednje ne velja za delitev skupin. Izjema je skupina novih
(priliv)(Primer c), kjer delitev ne znižuje vrednosti indeksa. Vrednost MRI2.2 v
primeru dveh slučajnih in neodvisnih razvrstitev je večja od 0, a nekoliko nižja,
kot v primeru MRI2.1.
4.3 Popravek za slučajnost
Ena izmed pomembneǰsih značilnosti Information Theoretic Measures je konstan-
tna pričakovana vrednost (ang Constant Baseline Property) v primeru dveh slu-
čajnih in neodvisnih razvrstitev (Vinh in drugi 2010, str. 2843), ki je pomembna
tudi, ko želimo primerjati vrednosti razvrstitev različnih modelov ali preverjati
določene statistične domneve.
Pri vseh do sedaj obravnavanih indeksih je zgoraj navedena predpostavka
kršena, kar lahko pokažemo s poskusom, v katerem opazujemo vpliv treh fiksnih
dejavnikov na pričakovano vrednost mer v primeru dveh slučajnih in neodvisnih
razvrstitev (vrednosti nad 0 so tako rezultat slučajnosti):
• število skupin razvrstitve U (od 8 do 24),
• število skupin razvrstitve V (od 8 do 24),
• v primeru RI in MRI1 skupno število enot v U in v primeru MRI2 skupno
število enot v V (od 100 do 220).
Za vsako kombinacijo izvedemo 300 ponovitev (300 slučajnih in neodvisnih
razvrstitev za U in V ), hkrati pa predpostavimo enako velike skupine, vključno s
prilivom in osipom. Kot je razvidno iz Slike 4.4, pričakovane vrednosti RI, MRI1
in MRI2.1 v primeru dveh slučajnih in neodvisnih razvrstitev niso konstantne.
Opazovane pojasnjevalne spremenljivke pojasnijo med 76 in 91 % variabilnosti
koeficientov.
Vinh in drugi (2010, str. 2847) izpostavljajo pomen popravka na slučajnost
(ang adjustment for chance) predvsem v primerih, ko je število enot relativno
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Slika 4.4: Pričakovane vrednosti RI, MRI1 in MRI2.1 glede na vrednosti faktorjev.
majhno, glede na število skupin. To velja v primeru RI, medtem ko je v primeru
MRI1 in MRI2 razvidno (Slika 4.4), da pričakovana vrednost v primeru dveh
slučajnih in neodvisnih razvrstitev pada, ko število skupin v V narašča. To je
posledica dejstva, da združevanje in deljenje skupin različno vplivata na vrednost
indeksa. Večje število skupin v V (v primerjavi s številom skupin v U) povečuje
verjetnost deljenja skupin, kar rezultira v nižji vrednosti indeksa, medtem ko vǐsje
število skupin v U (v primerjavi z V ) zvǐsuje verjetnost združevanja skupin, kar
ne vpliva na vrednost indeksa. Zaradi tega se zdi, da je vpliv števila skupin v U na
pričakovano vrednost indeksa v primeru dveh slučajnih in neodvisnih razvrstitev
skoraj konstanten.
Ker pričakovana vrednost RI dveh slučajnih razvrstitev ni konstantna, sta
Hubert in Arabie (1985) vpeljala Popravljen Randov indeks (ang Adjusted Rand
Index ) (ARI), katerega pričakovana vrednost dveh slučajnih razvrstitev je 0, pri
čemer predpostavljata posplošeno hiper-geometrijsko porazdelitev pod ničelno
domnevo: razbitji sta generirani slučajno s fiksnim številom skupin in fiksnim
številom enot v vsaki skupini (ni pa nujno, da je v obeh razvrstitvah enako število
skupin). Indeks lahko zavzame tudi negativne vrednosti, najvǐsja možna vrednost
pa je 1. Navadno je vrednost RI večja od vrednosti ARI, razen, ko je vrednost
RI = 1. ARI je definiran kot






(a + d)− [(a + b)(a + c) + (c + d)(b + d)](
n
2
)2 − [(a + b)(a + c) + (c + d)(b + d)] (4.11)
kar izhaja iz pogosto rabljene (Scott 1955; Cohen 1960; Hubert in Arabie 1985)





kjer E(indeks∗) označuje pričakovano vrednost indeksa v primeru dveh slučajnih
in neodvisnih razvrstitev, max(indeks) pa označuje najvǐsjo možno vrednost,
ki jo lahko zavzame indeks. Prirejen popravljen Randov indeks 1 (ang Modified
Adjusted Rand Index 1 ) (MARI1) definiramo kot (popravek za slučajnost za ostale





kjer je max(indeks) enaka 1. Upoštevanje največjih možnih vrednosti indeksov
po obrazcih 4.7 in 4.9 bi rezultiralo v tem, da prisotnost osipa oziroma novih
enot ne bi vplivalo na vrednost indeksa. Pričakovane vrednosti dveh slučajnih
in neodvisnih razvrstitev U in V ne moremo določiti pod predpostavko genera-
lizirane hipergeometrijske porazdelitve, saj robne frekvence kontingenčne tabele
U × V ′ (oziroma kontingenčne tabele U ′ × V v primeru MRI2.1 in MRI2.2) brez
novih in osipa niso konstantne. Slednje je še posebej pomembno v primeru vǐsjih
vrednosti nepopravljene vrednosti indeksa. V tem primeru je razlika med pri-
čakovanimi robnimi frekvencami kontingenčne tabele (v primeru dveh slučajnih
in neodvisnih razvrstitev), izračunanimi pod predpostavko generalizirane hiper-
geometrijske porazdelitve in pravimi pričakovanimi robnimi frekvencami kontin-
genčne tabele U × V , navadno večja.
Eden izmed načinov ocenitve pričakovane vrednosti v primeru dveh slučajnih
in neodvisnih razvrstitev je ocenitev s simulacijami. Algoritem 1 je podoben al-
goritmu ne-parametričnega permutacijskega testa (Berry in drugi 2014). Izračun
temelji na empiričnih podatkih. Najprej uvozimo razvrstitvi U oziroma U ′ in V
oziroma V ′, nato pa slučajno permutiramo vrstni red enot v vsaki razvrstitvi. V
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naslednjem koraku izračunamo vrednost nepopravljenega indeksa in jo shranimo
v vektor R na mesto i. Postopek ponovimo mnogokrat (k-krat), nato pa izraču-
namo pričakovano vrednost indeksa, tj. vrednosti vektorja R. To je pričakovana
vrednost indeksa v primeru dveh slučajnih in neodvisnih razvrstitev.
Algoritem 1 Pričakovana vrednost MRI1 v primeru dveh slučajnih in neodvisnih
razvrstitev
1: uvozi razvrstitev U oziroma U ′
2: uvozi razvrstitev V oziroma V ′
3: R← NULL
4: k ← število ponovitev
5: for i in 1 : k do
6: U∗ ← slučajno razvrsti elemente U oziroma U ′
7: V ∗ ← slučajno razvrsti elemente V oziroma V ′
8: ri ← izračunaj vrednost indeksa iz U∗ in V ∗
9: end for
10: return E(R)
Pričakovane vrednosti izračunane z Algoritmom 1 upoštevajo vse značilnosti
množic in razvrstitev (število skupin v razvrstitvah, velikost skupin in skupno šte-
vilo enot ...). V primeru dveh slučajnih in neodvisnih razvrstitev je pričakovana
vrednost popravljenega indeksa konstantna in enaka 0. Razlike na Sliki 4.5 so
zanemarljive, y-os pa je povečana zaradi preglednosti. V primeru dveh slučajnih
in neodvisnih razvrstitev, pojasnjevalne spremenljivke in njihove interakcije, ki
so bile vključene v poskus, v linearnem modelu pojasnijo med R2 = −0, 00001
(MARI 1 in MARI 2.1) in R2 = 0, 0001 (ARI) variabilnosti različnih mer, kar po-
meni, da število skupin v obeh razvrstitvah in število enot pomembno ne vplivajo
na vrednost predstavljenih popravljenih mer.
4.3.1 Primeri
Kadar je nepopravljena vrednost indeksa enaka 1, je tudi popravljena vrednost
indeksa enaka 1, kar velja za vse predstavljene indekse. V primeru RI so po-
pravljene vrednosti (ARI) nižje, kar je prikazano na Primeru b (ARI = 0, 7) in
Primeru c (ARI = 0, 7) (Slika 4.6). Vrednosti so enake, saj ima združevanje
in deljenje skupin enak vpliv na vrednost indeksa. V primeru dveh slučajnih in
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Slika 4.5: Pričakovane vrednosti ARI, MARI1 in MARI2.1 glede na vrednosti
faktorjev
neodvisnih razvrstitev je vrednost ARI blizu 0.
V primeru MRI1 so vrednosti za Primer a in Primer b (Slika 4.6) enake,
medtem ko se vrednosti za MARI1 pri omenjenih primerih razlikujeta. Vre-
dnost MARI1 za Primer b je nižja (MARI1 = 0, 72 v primerjavi z MRI1 =
0, 81)(Slika 4.6), kar je posledica manǰsega števila skupin v V .
Vpliv popravka na MRI2.1 in MRI2.2 je podoben kot pri ostalih indeksih. Po-
pravljena vrednost indeksa je 1, ko je vrednost nepopravljenega indeksa enaka 1,
v ostalih primerih pa je vrednost popravljenega indeksa nižja od vrednosti nepo-
pravljenega indeksa. Vrednost popravljenega indeksa je v primeru dveh slučajnih
in neodvisnih razvrstitev blizu 0.
4.4 Merjenje stabilnosti centrov bločnih modelov so-
avtorskih omrežij
Cilj analize je preučevanje stabilnosti centrov, nastalih v prvem časovnem obdo-
bju, kjer lahko operacionalizacijo stabilnosti centrov opǐsemo s štirimi pravili:
1. če struktura centra ostane enaka tudi v drugem časovnem obdobju, to ne
pomeni nižje stabilnosti centrov,
2. če se dva ali več centrov iz prvega na prehodu v drug časovno obdobje
združijo, to ne pomeni nižje stabilnosti centrov,
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Slika 4.6: Predstavitev sprememb razvrstitev U in V z izračunanimi ARI, MARI1,
MARI2.1 in MARI2.2
3. če se center iz prvega časovnega obdobja na prehodu v drugo časovno ob-
dobje razdeli na dva ali več centrov, to pomeni nižjo stabilnost centrov,
4. če celoten center na prehodu iz prvega v drugo časovno obdobje zapusti
omrežje (osip), to pomeni nižjo stabilnost centrov.
Zgornjim pravilom ustreza MARI1, ki sicer predpostavlja, da je druga množica
enot podmnožica prve množice enot. V primeru analiziranih so-avtorskih omrežij
pa je struktura več-centrov–semi-periferija–periferija značilna za obe analizirani
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obdobji, kar pomeni, da sta prisotni dve različni množici enot za razvrščanje
z nekaterimi skupnimi enotami (presek množic). Ker se lahko nove enote zgolj
pridružijo centrom ali pa ustvarijo nove centre, delež teh enot ne znižuje vrednosti
indeksa, zaradi česar jih pri izračunu vrednosti indeksa ni potrebno upoštevati.
Tako so v prvem časovnem obdobju upoštevane samo enote, ki so bile razvrščene
v centre. V drugem časovnem obdobju so upoštevane enote, ki so bile v obeh
časovnih obdobjih razvrščene v centre ter enote, ki so bile v prvem časovnem
obdobju razvrščene v centre, v drugem časovnem obdobju pa v semi-periferijo
ali periferijo ali pa so omrežje zapustile. Omenjene tri skupine (tj. celoten ne-
centralni del bločnega modela) so v nadaljevanju obravnavane kot ena skupina,
poimenovana osip.
V postopku izračuna pričakovane vrednosti indeksa v primeru dveh slučajnih
in neodvisnih razvrstitev, so lahko enote, ki v prvem časovnem obdobju niso bile
prisotne v omrežju, iz razvrstitev odstranjene pred ali po vsaki slučajni permu-
taciji vrstnega reda elementov za vsako razvrstitev. Izbira načina odstranitve
omenjenih enot lahko rezultira v različnih vrednostih ocene pričakovane vredno-
sti v primeru dveh slučajnih in neodvisnih razvrstitev. Z odstranitvijo omenjenih
enot pred izvedbo postopka slučajnega in neodvisnega permutiranja elementov
razvrstitev se namreč verjetnost, da bodo preostale enote v drugem časovnem
obdobju slučajno razvrščene v ne-centralni del bločnega modela, zmanǰsa glede
na delež novih enot, ki so v drugem časovnem obdobju razvrščene v necentralni
del.
Izbira postopka na empiričnih primerih ne rezultira v pomembneǰsih razlikah
v vrednostih popravljenih MARI1 (vrednost Pearsonovega koeficienta korelacije
MARI1 med omenjenima načinoma izločitve enot je r = 0, 99). V konkretni ana-
lizi so-avtorskih omrežij slovenskih raziskovalcev so bile enote, ki so bile v prvem
časovnem obdobju razvrščene v ne-centrali del omrežja iz omrežja izločene po
vsakem permutiranju vrstnega reda enot za vsako razvrstitev (v procesu izračuna
pričakovane vrednosti indeksa v primeru dveh slučajnih in neodvisnih razvrsti-
tev). Kakorkoli, vrednosti regresijskih koeficientov, kot tudi pripadajoče stopnje
statistične značilnosti, so zelo podobne, vsebinske razlike pa zanemarljive.
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5 Grafični prikaz stabilnosti
opredeljenih skupin z interpretacijo
Grafični prikaz 1 na sliki 5.1 je sestavljen iz dveh delov, kjer zgornji del predstavlja
raziskovalce iz prvega, spodnji del pa raziskovalce iz drugega časovnega obdobja.
V primeru obeh obdobij skupine s črnimi bloki (prvih devet blokov zgoraj in prvih
sedem blokov spodaj) predstavljajo centre, oranžni skupini (deseti blok zgoraj
in osmi blok spodaj) sta semi-periferija in rdeči (predzadnja bloka) periferija.
Povezave med skupinami predstavljajo prehode raziskovalcev.
Zeleno označena skupina (zadnji blok) v prvem časovnem obdobju predstavlja
raziskovalce, ki jih takrat še ni bilo v omrežju, a so bili v omrežju prisotni v
drugem časovnem obdobju. Skupino označimo kot novi. V teh primerih lahko
gre za raziskovalce, ki sicer ne participirajo aktivno pri produkciji bibliografskih
enot, lahko pa gre tudi za mlade raziskovalce na začetku karierne poti.
Skupina, označena zeleno (zadnji blok) v drugem časovnem obdobju, pred-
stavlja raziskovalce, ki so bili v prvem časovnem obdobju prisotni v omrežju
so-avtorstev, a so v drugem časovnem obdobju iz omrežja izstopili. Skupino
označimo kot osip. Navadno gre za manǰsi del omrežja in predstavlja avtorje, ki
so se upokojili ali v drugem časovnem obdobju niso izdali nobene publicistične
enote v samo-avtorstvu ali v so-avtorstvu iz katerega koli drugega razloga.
Predstavitve prehodov potrjujejo domnevo o strukturi so-avtorskih omrežij ter
ugotovitve raziskovalcev, da se večina prehodov enot zgodi v ne centralnem delu
omrežja (Kronegger in drugi 2011). Večina raziskovalcev, ki se v prvem časov-
nem obdobju pojavlja v delu omrežja, ki ne predstavlja centrov, tako v tem delu
1Za predstavitev prehodov uporabimo paketek programskega jezika R, imenovan bipartite
in znotraj njega funkcijo plotweb (Dormann in drugi 2008).
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omrežja ostane tudi v drugem časovnem obdobju, kar ne izključuje možnosti, da
so vse ali skoraj vse nastale skupine v drugem časovnem obdobju nastale iz semi-
periferije, periferije ali novih raziskovalcev v omrežju, kot je to značilno za npr.
disciplino Vzgoja in izobraževanje. Opisano je značilnost vseh analiziranih znan-
stvenih disciplin. Večina (med 58 in 86 % v obeh časovnih obdobjih) enot je bila
razvrščena v ne centralni del bločnega modela. Abbasi in drugi (2012) so prǐsli
do podobnih rezultatov, ko so analizirali so-avtorsko omrežje člankov, v katerih
se pojavlja besedna zveza jeklene konstrukcije: zaznali so mnogo novih avtorjev,
ki niso bili povezani z nobenim izmed prej obstoječih avtorjev v omrežju. Na pri-
meru Sociologije je dobršen del novih raziskovalcev v drugem časovnem obdobju
razvrščen v semi-periferijo in v periferijo. To so raziskovalci, ki sicer publici-
rajo v so-avtorstvu, a ne v velikih raziskovalnih skupinah (z veliko so-avtorjev)
oziroma ne na nek sistematičen način. Če predpostavimo, da del skupine novih
raziskovalcev predstavljajo mladi na začetku karierne poti, je umestitev povsem
razumljiva. Del novih raziskovalcev v drugem časovnem obdobju objavlja samo
v samo-avtorstvu. Medtem ko je število raziskovalcev večje v vseh analiziranih
disciplinah, pa velikosti ne-centralnega dela bločnega modela ne moremo nepo-
sredno interpretirati zgolj z grafičnimi prikazi prehodov, predvsem zaradi skupin
novih in osip. Lahko pa na podlagi teh prikazov prehodov primerjamo velikosti
omrežij prvega in drugega obdobja (ne pa tudi velikosti posameznih skupin med
obdobjema).
Kakorkoli, na primeru Sociologije lahko opazimo ne preveč dinamično struk-
turo, ki pa vsebuje vse značilne elemente dinamike skupin:
• nekatere skupine razpadejo na dva ali več delov, ki se v drugem časovnem
obdobju pridružijo drugim skupinam ali predstavljajo svojo lastno skupino,
• nekatere skupine se na prehodu v drugo časovno obdobje združijo v eno
večjo skupino,
• del nekaterih skupin se v drugem časovnem obdobju pojavi v semi-periferiji,
• del nekaterih skupin se v drugem časovnem obdobju pojavi v periferiji,
• in razmeroma majhen del raziskovalcev v drugem časovnem obdobju zapusti
omrežje.
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Slika 5.1: Stabilnost centrov v prehodu iz prvega v drugo časovno obdobje disci-
pline Sociologija
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5.1 Prikazi prehodov za vse analizirane znanstvene disci-
pline
Prikazi prehodov vseh analiziranih znanstvenih disciplin (Slika 5.1) so, z name-
nom povečanja preglednosti, razvrščeni po vrsticah glede na pripadnost discipline
k vedi po klasifikaciji ARRS in po stolpcih, glede na vrednosti MARI1 (glej po-
glavje 4).
V splošnem so vrednosti MARI1-ja relativno nizke, kar nakazuje na nestabil-
nost dobljenih centrov. Po nestabilnosti centrov izstopajo discipline vede nara-
voslovja, kot so Biokemija, Biologija in Kemija, pa tudi discipline drugih ved,
kot so Nevrobiologija, Ekonomija, Lingvistika in že omenjena Vzgoja in izobra-
ževanje ter nekatere druge discipline. Povprečna vrednost MARI1 disciplin, ki
so bile razvrščene med družboslovno-humanistične in disciplin, ki so bile razvr-
ščene med naravoslovno tehnǐske je pri obeh skupinah disciplin enaka 0,21. Na
primeru discipline z najnižjo vrednostjo mere stabilnosti centrov Biokemije in
mulekularne biologije (MARI1=0,01) (Slika 5.2a) je opaziti relativno visok delež
centrov, raziskovalci katerih so bili v drugem časovnem obdobju v celoti razvr-
ščeni v semi-periferijo in v periferijo. Nekateri raziskovalci so v drugem časovnem
obdobju zapustili omrežje.
(a) Biokemija in molekularna
biologija
(MARI1 = 0, 01, N = 312)
(b) Rastlinska produkcija in
predelava
(MARI1 = 0, 49, N = 301)
Slika 5.2: Disciplini z najnižjo in najvǐsjo vrednostjo mere stabilnosti centrov v
dveh časovnih obdobjih
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Po relativno visoki stopnji stabilnosti izstopajo Kemijsko inženirstvo, Onko-
logija, Sociologija, Reprodukcija človeka, Pravo, Srce in ožilje ter Mikrobiologija
in imunologija. Če si sedaj pogledamo disciplino z najvǐsjo vrednostjo stabil-
nosti centrov bločnih modelov Rastlinsko produkcijo in predelavo (MARI1 =
0,49)(Slika 5.2b), lahko opazimo nekaj relativno majhnih centrov, ki so bili v dru-
gem časovnem obdobju razvrščeni v semi-periferijo ali pa so zapustili so-avtorsko
omrežje. V tem primeru ni nobenega raziskovalca, ki je v prvem časovnem ob-
dobju razvrščen v center, v drugem časovnem obdobju pa v periferijo. Centri z
relativno visokim številom raziskovalcev ostanejo relativno stabilni tudi v drugem
časovnem obdobju. Kakorkoli, prisotnih je nekaj delitev centrov, ki znižujejo vre-
dnost mere in nekaj združitev, ki ne znižujejo vrednosti mere stabilnosti centrov.
Struktura prehodov raziskovalcev discipline Biokemija in molekularna biologija
je podobna strukturi prehodov discipline Sociologija (Sliki 5.1 in 5.2a).
50 Grafični prikaz stabilnosti opredeljenih skupin z interpretacijo
3 5 7 2 1 6 4 8 9 incoming
4 5 9 7 10 3 1 6 8 2 11 12 13 outgoing
Matematika
257; 0.29
13 2 5 3 12 10 1 11 9 8 4 7 6 14 15 incoming
9 12 5 11 10 6 7 13 4 1 2 8 3 14 15 outgoing
Fizika
451; 0.19
3 1 17 2 16 5 18 14 13 11 7 9 12 19 15 20 8 6 10 4 21 22 incoming
21 3 8 13 14 23 26 11 27 15 20 24 6 9 10 12 16 18 22 25 7 5 17 19 4 2 1 28 29 outgoing
Kemija
553; 0.17
2 10 7 4 6 5 1 3 8 9 11 12 incoming
6 8 1 3 16 5 7 4 11 9 15 2 14 12 10 13 17 18 outgoing
Biologija
427; 0.11
11 3 8 1 6 12 10 2 9 5 13 7 4 14 15 incoming
6 4 3 5 1 2 7 8 outgoing
Farmacija
285; 0.04
4 6 10 12 8 9 11 2 3 5 7 1 13 14 incoming
1 8 6 3 4 5 7 2 9 10 outgoing
Geologija
294; 0.04
2 1 5 3 9 7 6 8 4 10 11 incoming
1 4 6 8 3 9 5 7 12 2 14 11 10 13 15 16 17 outgoing
Biokemija in molekularna biologija
301; 0.01
(a) Naravoslovje
6 1 3 2 11 12 7 5 4 10 9 8 13 14 incoming
11 9 7 10 6 1 8 3 2 12 4 5 13 14 outgoing
Proizvodne tehnologije in sistemi
276; 0.45
2 1 3 5 6 4 7 8 incoming
1 3 4 7 2 5 6 8 9 10 outgoing
Kemijsko inženirstvo
197; 0.38
7 13 4 5 3 10 6 1 2 12 11 8 9 14 15 incoming
9 1 5 7 2 8 6 10 3 4 11 12 13 outgoing
Telekomunikacije
195; 0.38
7 4 1 6 8 2 3 5 9 10 11 incoming
5 1 4 3 9 11 10 2 6 7 8 12 13 outgoing
Konstruiranje
210; 0.25
8 1 5 2 10 6 7 3 9 4 11 12 incoming
4 2 11 12 7 8 9 6 5 10 1 3 13 14 outgoing
Sistemi in kibernetika
291; 0.21
12 2 23 17 3 13 7 15 16 1 20 22 8 9 5 4 14 11 21 18 10 19 6 24 25 incoming
7 14 6 4 15 16 17 5 3 1 18 9 10 13 19 12 2 11 8 20 21 outgoing
Racunalništvo in informatika
565; 0.2
8 2 6 9 4 3 1 5 7 10 11 incoming
4 1 2 6 5 7 3 8 9 outgoing
Tekstilstvo in usnjarstvo
131; 0.19
9 6 7 1 4 10 8 5 2 3 11 12 incoming
4 5 3 8 7 9 1 2 6 10 11 outgoing
Meroslovje
100; 0.18
4 1 6 8 11 7 12 9 10 13 3 2 5 14 15 incoming
1 3 6 11 5 8 2 4 10 12 7 9 13 14 outgoing
Energetika
283; 0.16
5 1 7 3 8 9 2 4 6 10 11 incoming
1 5 6 3 4 7 8 9 2 10 11 outgoing
Procesno strojništvo
93; 0.14
3 7 6 2 1 9 10 12 8 11 5 4 13 14 15 incoming
2 1 4 12 3 8 16 9 14 5 6 15 10 13 7 11 17 18 outgoing
Gradbeništvo
289; 0.14
1 7 2 3 4 9 12 5 10 11 6 8 13 14 incoming
1 2 3 4 6 7 8 11 12 5 9 10 13 14 15 outgoing
Elektronske komponente in tehnologije
135; 0.13
(b) Tehnika
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5 1 3 7 2 6 8 4 9 10 incoming
3 6 2 1 4 5 9 8 7 10 11 outgoing
Onkologija
277; 0.46
2 1 3 4 5 6 7 incoming
2 1 4 3 5 6 7 outgoing
Reprodukcija cloveka
187; 0.39
3 5 1 8 7 2 6 4 9 10 incoming
1 6 4 3 2 5 7 8 outgoing
Mikrobiologija in imunologija
270; 0.35
3 6 9 2 4 1 7 8 5 10 11 incoming
1 5 3 6 2 4 7 8 outgoing
Srce in ožilje
268; 0.33
3 4 14 19 13 6 1 7 18 20 11 17 5 10 16 2 8 12 15 9 21 22 incoming
4 3 2 7 9 6 1 5 10 8 11 12 outgoing
Nevrobiologija
366; 0.09
6 7 2 3 10 1 9 8 5 4 11 12 incoming
4 5 3 6 9 2 1 7 8 10 11 outgoing
Metabolne in hormonske motnje
97; 0.07
13 8 3 10 14 12 2 6 11 9 15 1 7 5 4 16 17 incoming
9 10 8 1 5 2 4 3 6 7 11 12 outgoing
Javno zdravstvo (varstvo pri delu)
264; 0.03
(c) Medicina
7 6 3 2 8 1 4 5 9 10 incoming
5 7 8 1 9 6 4 3 2 10 11 outgoing
Rastlinska produkcija in predelava
312; 0.49
8 2 5 9 6 1 4 3 10 7 11 12 incoming
4 2 1 6 5 3 7 8 9 10 outgoing
Gozdarstvo, lesarstvo in papirništvo
153; 0.38
6 1 9 4 5 7 8 2 3 10 11 incoming
3 7 9 5 10 4 6 1 2 8 11 12 outgoing
Živalska produkcija in predelava
158; 0.22
6 7 5 4 1 3 8 2 9 10 incoming
4 1 3 5 2 6 7 8 outgoing
Veterina
168; 0.17
7 1 6 4 2 3 5 8 9 incoming
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5 1 2 3 8 7 4 6 9 10 11 incoming
7 1 2 3 4 6 5 8 9 outgoing
Sociologija
203; 0.41
7 5 2 3 1 6 4 8 9 10 incoming
12 2 3 10 5 7 8 13 6 4 11 1 9 14 15 outgoing
Pravo
204; 0.35
2 3 4 1 5 6 incoming
1 14 2 3 4 5 6 7 10 13 8 9 11 12 15 16 outgoing
Upravne in organizacijske vede
155; 0.16
5 7 1 13 17 14 2 12 3 8 9 18 10 6 16 15 4 11 19 20 incoming
3 2 12 17 14 20 6 19 13 5 4 9 11 15 7 18 1 8 10 16 21 22 outgoing
Ekonomija
477; 0.15
8 7 9 2 3 1 10 4 6 5 11 12 incoming
4 5 1 2 3 7 6 8 9 outgoing
Politicne vede
142; 0.14
14 7 8 10 11 13 2 3 9 5 12 16 15 6 17 1 4 18 19 incoming
14 3 4 2 1 6 7 8 5 9 11 12 10 13 15 16 17 outgoing
Vzgoja in izobraževanje
404; 0.04
5 7 6 4 1 2 3 8 9 incoming




5 1 7 4 9 2 8 3 6 10 11 incoming
9 8 1 4 7 3 6 2 5 10 11 outgoing
Zgodovinopisje
251; 0.45
6 5 4 2 1 3 7 8 incoming
5 1 2 3 4 6 7 8 outgoing
Geografija
117; 0.19
4 3 5 11 6 2 12 7 9 13 8 1 10 14 15 incoming




Slika 5.3: Prehodi enot med dvema časovnima obdobjema glede na znanstveno di-
sciplino (vrednosti pod imeni disciplin predstavljajo število raziskovalcev v prvem
časovnem obdobju (levo) in vrednost MARI1 (desno))
6 Pojasnjevanje stabilnosti centrov v
času
V poglavju 5.1 smo pokazali, da je stabilnost dobljenih centrov analiziranih znan-
stvenih disciplin relativno nizka, a se povprečja razlikujejo po posameznih di-
sciplinah, medtem ko razlike na ravni združenih ved v skupini družboslovno-
humanističnih in naravoslovno-tehnǐskih ved nismo mogli potrditi. V tem po-
glavju z metodo linearne regresije pojasnjujemo razlike v stabilnosti centrov bloč-
nih modelov med vedo Humanistika in ostalimi, pri čemer kot kontrolne spre-
menljivke vključimo nekatere osnovne značilnosti omrežij in dobljenih bločnih
modelov.
Vrednosti nekaterih spremenljivk so merjenje v prvem, nekaterih pa v drugem
časovnem obdobju. Vrednosti spremenljivke število raziskovalcev se nanašajo na
omrežja prvega časovnega obdobja, medtem ko so vrednosti spremenljivke prirast
števila raziskovalcev izračunane iz spremenljivk število raziskovalcev v prvem ča-
sovnem obdobju in število raziskovalcev v drugem časovnem obdobju. Vrednosti
spremenljivke prirast števila raziskovalcev do neke mere izražajo stopnjo satu-
racije določene discipline. Rast znanstvene produkcije namreč sledi logistični S
krivulji. Po eksponentni fazi rasti znanstvene produkcije sledi linearna rast in
nato saturacije (de Solla Price 1969).
Gostota omrežja, kot spremenljivka, ki opisuje lastnosti so-avtorskega
omrežja, je definirana kot razmerje med številom vzpostavljenih povezav in šte-
vilom vseh mogočih povezav v omrežju. Na vrednost gostote pomembno vpliva
število raziskovalcev in je hkrati ne moremo interpretirati kot mere strukturne
kohezije, še posebno v primerih, ko omrežje vsebuje mnogo podskupin (Friedkin
1981). Kakorkoli, vrednost gostote je navadno večja v primerih omrežij z nižjim
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številom raziskovalcev, z nižjim deležem periferije in v primerih, ko omrežja vse-
bujejo večje število centrov z večjim številom raziskovalcev. Če vpliv gostote na
stabilnost centrov preverjamo upoštevajoč ostale značilnosti omrežij, lahko poeno-
stavimo: v primerih večjih vrednosti gostote je prisoten večji delež semi-periferije
in več centrov z večjim številom raziskovalcev. Verjetnost vzpostavljanja povezav
z novimi raziskovalci je v tem primeru nižja, stabilnost centrov pa je vǐsja.
Ena izmed pojasnjevalnih spremenljivk je tudi prisotnost povezovalnega cen-
tra. Kot je pojasnjeno v poglavju 3.1.2, gre za skupino raziskovalcev, ki na
sistematičen način sodeluje z raziskovalci iz vsaj dveh drugih centrov. Tovrstna
sodelovanja lahko rezultirajo v združevanju dveh ali več centrov v kasneǰsih ča-
sovnih obdobjih.
Delež enot, ki zapustijo centre je del definicije indeksa za merjenje stabilnosti
centrov bločnih modelov. Izrazit pozitiven vpliv spremenljivke je lahko pokaza-
telj dejstva, da so nižje stopnje stabilnosti centrov prej posledica kratkoročnih
sodelovanj, kakor deljenja centrov.
Glavni cilj linearne regresije je pojasniti razlike v stabilnosti centrov med raz-
ličnimi vedami (naravoslovno-tehnǐskimi in družboslovno-humanističnimi). Za-
radi že omenjenih razlik med ARRS klasifikacijsko shemo in publikacijsko kulturo
med različnimi disciplinami, je linearna regresija izvedena na ravni šestih ved,
namesto na ravni dveh skupin ved. Humanistika je nastavljena kot referenčna
kategorija, saj mnoge študije poročajo, da postaja družboslovje, glede na vzorce
publiciranja, vse bolj podobno naravoslovno-tehnǐskim vedam (Kyvik 2003).
Na stabilnost centrov statistično značilno vplivajo prirast gostote (p < 0, 10),
povprečen delež centrov (p < 0, 05) in delež enot, ki v drugem obdobju zapu-
stijo centre (p < 0, 10). Povprečna vrednost stabilnosti centrov je najnižja v
vedi Humanistika. Povprečna vrednost je vǐsja v vedi Medicina (p < 0, 10) in
Tehnika (p < 0, 05). Vrednosti regresijskih koeficientov nakazujejo, da je pov-
prečna stabilnost centrov ved Naravoslovje ter Biotehnologija vǐsja v primerjavi
s Humanistiko, a vrednosti niso statistično značilne pri p < 0, 10.
Negativen vpliv deleža centrov v bločnem modelu na stabilnost dobljenih cen-
trov lahko nakazuje na kulturo znanstvenega publiciranja, kjer raziskovalci raje
sodelujejo na bolj nesistematičen način (so v večjem deležu razvrščeni v semi-
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b SE(b) p
konstanta 0,835 0,184 0,00
število raziskovalcev (1. časovno obdobje) 0,000 0,000 0,77
prirast števila raziskovalcev (1. in 2. časovno obdobje) 0,000 0,001 0,72
prirast gostote (1. in 2. časovno obdobje) 0,001 0,000 0,07
povprečna velikost centrov (1. časovno obdobje) 0,005 0,015 0,73
povprečen delež centrov (1. in 2. časovno obdobje) -0,007 0,003 0,05
prisotnost povezovalnega centra (1. časovno obdobje) -0,001 0,031 0,99
delež enot, ki zapustijo centre (1. in 2. časovno obdobje) -1,016 0,167 0,00
Humanistika (referenčna kategorija)
Naravoslovje 0,038 0,068 0,58
Tehnika 0,134 0,061 0,04
Medicina 0,142 0,075 0,07
Biotehnologija 0,034 0,069 0,63




Standardna napaka ostankov: 0,081 (df = 30)
F statistike: 7,375 (df = 12; 30) (p < 0,01)
Tabela 6.1: Vpliv značilnosti omrežij, bločnih modelov ter disciplin na stabilnost
centrov bločnih modelov
periferijo) oziroma ne sodelujejo z ostalimi raziskovalci iz iste znanstvene disci-
pline, ki imajo ID raziskovalca (so razvrščeni v periferijo). Centri, ki nastanejo v
takih disciplinah so bolj verjetno posledica nekaterih dobro ustaljenih posameznih
raziskovalnih skupin, katerih delo je vezano na laboratorijsko okolje ali dalj časa
trajajoče projekte.
Poleg financiranja in institucionalne pripadnosti de Haan in drugi (1994) iz-
postavljajo tudi velikost raziskovalnih skupin, kot faktor, ki pomembno vpliva na
trajanje (stabilnost) sodelovanj. Vpliv povprečne velikosti centrov na stabilnost
centrov ni statistično značilen pri p < 0, 10, predvsem zaradi vpliva spremenljivke
deleža enot, ki zapustijo centre. Večino pojasnjene variabilnosti stabilnosti cen-
trov pojasni omenjena spremenljivka, kar nakazuje, da so nižje vrednosti indeksa
stabilnosti centrov prej posledica kratkoročnih sodelovanj, kakor deljenja centrov.
Mnoge študije potrjujejo naraščajoč trend sodelovanj in so-avtorstev v znano-
sti, kar potrjujejo tudi analize večine slovenskih znanstvenih disciplin. Povprečna
velikost centrov v prvem časovnem obdobju znaša 4,4 raziskovalcev, v drugem ča-
sovnem obdobju pa 5,6 raziskovalcev (t = −3, 03, df = 72, 35, p < 0, 01). Glede
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Slika 6.1: Povprečna velikost centrov glede na vedo in časovno obdobje
na discipline je bila najvǐsja povprečna velikost centrov izmerjena v disciplini On-
kologija (8,3 raziskovalcev) ter Reprodukcija človeka (8,0 raziskovalcev). Najnižja
povprečna velikost centrov je značilna za disciplini Lingvistika (2,6 raziskoval-
cev) ter Psihologija (2,9 raziskovalcev). Skupna (za obe obdobji) povprečna veli-
kost centrov naravoslovno-tehnǐskih disciplin je 4,6 raziskovalcev, družboslovno-
humanističnih disciplin pa 3,8 raziskovalcev (t = −2, 18, df = 23, 41, p < 0, 05).
7 Zaključek
Magistrsko delo naslovlja vprašanja znanstvenega sodelovanja, kot gonilo razvoja
moderne znanosti. Kljub temu, da je operacionalizacija znanstvenega sodelovanja
skozi so-avtorstva pogosto kritizirana kot nezadostna (de Haan in drugi 1994;
Katz in Martin 1997; Laudel 2002), pa je v kontekstu preučevanja sodelovanj
v znanosti zelo razširjena (Lundberg in drugi 2006; Grobolǰsek in drugi 2014).
Posebej pogoste so analize tako imenovanih so-avtorskih omrežij, kjer vozlǐsča
omrežij predstavljajo avtorji, povezave med njimi pa so-avtorstvo ene ali več
znanstvenih bibliografskih enot. Analiza tovrstnih omrežij omogoča preučevanje
povezanosti nekaterih avtorjevih lastnosti (npr. znanstvena uspešnost, ugled,
starost, pripadnost k vedi idr.) in strukturo njegovih so-avtorskih povezav (glej
Hollis (2001); Frenken in drugi (2005); Lee in Bozeman (2005); Newman (2006);
Abbasi in drugi (2011)).
V pričujočem delu se ukvarjamo z vprašanjem strukture so-avtorskih omrežij
na ravni znanstvenih disciplin, kot jih opredeljuje ARRS. V dveh časovnih ob-
dobjih (1991-2000 in 2001-2010) so analizirana omrežja so-avtorstev skoraj vseh
slovenskih znanstvenih disciplin. V analizo so zajeti vsi raziskovalci, ki so bili
kadarkoli registrirani pri ARRS. Povezavo definira vsaj ena so-avtorstvo biblio-
grafske enote, ki jo ARRS opredeljuje kot znanstveno.
Struktro so-avtorskih omrežij smo preučevali z bločnim modeliranjem. Upo-
rabili smo posredni (za določitev števila skupin) in neposredni (pred-definirano
bločno modeliranje) pristop bločnega modeliranja. To je bilo izvedeno v programu
za analizo velikih omrežij Pajek, ki pa ima težave z zaznavanjem relativno majhnih
strukturno enakovrednih skupin. V pričujočem delu smo zato predstavili algori-
tem za zaobitev omenjenega problema. Rezultati potrjujejo ugotovitve Kronegger
in drugi (2011) o strukturi bločnih modelov so-avtorskih omrežij. Bločni model
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vsake discipline sčasoma preide v strukturo več-centrov–semi-periferija-periferija.
Prav tako je možen pojav skupin, ki povezujejo dve skupini v smislu skupnega
so-avtorstva, imenovanih povezovalni centri. Pregled bločnih modelov kaže, da se
delež periferije v drugem časovnem obdobju (v primerjavi s prvim) zmanǰsa pri
skoraj vseh disciplinah, hkrati pa se veča tudi število raziskovalcev. Povprečna
velikost centrov je v drugem časovnem obdobju statistično značilno (p < 0, 05)
večja (5,6 raziskovalcev), kakor v prvem časovnem obdobju (4,4 raziskovalcev),
statistično značilne (p < 0, 05) razlike pa obstajajo tudi med disciplinami. Pov-
prečna velikost centrov v naravoslovno-tehnǐskih disciplinah je 4,6 raziskovalcev, v
družboslovno-humanističnih pa 3,8 raziskovalcev (za obe časovni obdobji skupaj).
Za enostavno primerjavo razvrstitev v dveh časovnih obdobjih smo predstavili
tehniko vizualizacije prehodov (razlik) med dvema razvrstitvama, prav tako smo
predstavili sklop indeksov za merjenje stabilnosti (podobnosti) dveh razvrstitev
izračunanih na dveh množicah enot, kjer je ena množica podmnožica druge mno-
žice enot. Deljenje in združevanje, kakor tudi razlike v velikosti množic, različno
vplivajo na vrednost indeksov. Predstavljeni indeksi so prilagoditve Randovega
indeksa (RI) (Rand 1971). Po opravljenih simulacijah, s katerimi smo preverili
predpostavke o konstantni pričakovani vrednosti indeksa v primeru dveh slučajnih
in neodvisnih razvrstitev, je smo predlagali popravek, ki v primeru dveh slučaj-
nih in neodvisnih razvrstitev zagotavlja pričakovano vrednost indeksa enako 0.
Najvǐsja možna vrednost tako popravljenega indeksa je 1.
Eden izmed predstavljenih indeksov (Popravljen prilagojen Randov indeks 1)
je uporabljen za merjenje stabilnosti dobljenih centrov bločnih modelov. Indeks
predpostavlja, da sta razvrstitvi opravljeni na dveh možicah enot, pri čemer je
druga množica enot podmnožica prve množice enot (razlika je označena kot osip).
Poleg že omenjene najvǐsje možne vrednosti indeksa in pričakovane vrednosti v
primeru dveh slučajnih in neodvisnih razvrstitev, združevanje skupin ne znižuje
vrednosti indeksa, medtem ko jo deljenje in osip znižujeta. V splošnem so dobljeni
centri bločnih modelov različnih disciplin relativno nestabilni, disciplina z najbolj
stabilnimi centri je Biokemija in mulekularna biologija (MARI 1 = 0, 46) iz vede
Naravoslovje, disciplina z najmanj stabilnimi centri pa je Rastlinska produkcija
in predelava (MARI 1 = 0, 01) iz relativno mlade vede Biotehnika.
Domneve o razlikah v stabilnosti centrov na ravni združenih znanstvenih disci-
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plin v skupini družboslovno-humanističnih in naravoslovno-tehnǐskih ved ni bilo
mogoče potrditi (povprečna vrednost MARI1 je v obeh skupinah enaka 0,21), zato
smo v nadaljevanju z metodo linearne regresije preverjali razlike v povprečnih
stabilnostih disciplin vede Humanistika in ostalih. Kot pojasnjevalne spremen-
ljivke smo vključili še spremenljivke, ki opisujejo lastnosti bločnih modelov in so-
avtorskih omrežij. Ena izmed kontrolnih spremenljivk je tudi povprečna velikost
centrov, ki ji nekateri raziskovalci pripisujejo pomembneǰso vlogo pri pojasnjeva-
nju stabilnosti raziskovalnih skupin (de Haan in drugi 1994). Zaradi vključene
spremenljivke deleža enot, ki zapustijo centre, vpliv prej omenjene spremenljivke
na stabilnost dobljenih centrov ni statistično značilen. Spremenljivka delež enot,
ki zapusti centre pojasni dobršen del variabilnosti stabilnosti dobljenih centrov
bločnih modelov, kar nakazuje na dejstvo, da je relativno nizka stabilnost centrov
bolj posledica kratkoročnih znanstvenih sodelovanj (ad-hoc raziskovalne skupine),
kakor deljenja oziroma razhajanja trdno ustaljenih raziskovalnih skupin. Kakor-
koli, domneva o razlikah v stabilnosti centrov med disciplinami različnih znan-
stvenih ved je bila delno potrjena. Upoštevajoč vse pojasnjevalne spremenljivke,
je povprečna stabilnost disciplin v času statistično značilno večja v vedah Tehnika
(p < 0, 05) in Medicina (p < 0, 10) v primerjavi s Humanistiko.
Merjenje stabilnosti so-avtorskih sodelovanj in njeno pojasnjevanje je bilo
opravljeno na podlagi dostopnih administrativnih podatkov slovenskih razisko-
valcev. Združitev omenjenih administrativnih podatkov z morebitnimi anketnimi
podatki, za vsaj nekaj disciplin, in triangulacija rezultatov različnih metod, bi
omogočila bolj poglebljeno razumevanje preučevanega fenomena.
60 Zaključek
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društvo Slovenije, Statistični urad Republike Slovenije.
64 Literatura
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V prilogo je vključena ključna programska koda v jeziku R. Pred njeno uporabo














Funkcija kont.tabela(...) prejme poti do Pajkovih datotek (v formatu .net
in .clu) (dve omrežji in dve razvrstitvi). Omrežji sta lahko zapisani v formatu
matrike ali seznama, vendar mora biti format zapisa obeh omrežij enak. Funkcija
vrne kontingenčno tabelo U ′ × V ′ (k razvrstitvi U je dodana skupina osip, k
razvrstitvi V pa skupina novi) Ko je vrednost parametra type nastavljena na
seznam, namesto kontingenčne tabele funkcija vrne dva ustrezno urejena vektorja
z dodanima skupinama osip in novi.
1 kont.tabela <- function(podatki_ena , podatki_dva , skupina_ena , skupina_dva ,
2 samo_cori = F,
3 type = "kontingencna",
4 samo.prehod.cori = F){
5 osip <- "incoming"
6 novi <- "outgoing"
7 podatki_ena <- readLines(podatki_ena)
8 podatki_dva <- readLines(podatki_dva)
9 skupine_ena <- readLines(skupina_ena)
10 skupine_dva <- readLines(skupina_dva)
11 if (is.element(TRUE , is.element(gsub(" ", "", podatki_ena), "*Matrix"))){
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70 Osnovne funkcije
12 podatki_ena <- podatki_ena [2:( which(gsub(" ", "", podatki_ena) == "*Matrix")
- 1)]
13 podatki_ena <- gsub(" ", "", podatki_ena)
14 podatki_ena <- matrix(unlist(strsplit(podatki_ena , "\"")), ncol = 2, byrow =
T)
15 podatki_ena <- cbind(podatki_ena , skupine_ena[2: length(skupine_ena)])
16 rownames(podatki_ena) <- podatki_ena[,2]
17 podatki_ena[,3] <- gsub(" ","" ,podatki_ena[,3])
18 }
19 if (is.element(TRUE , is.element(gsub(" ", "", podatki_ena), "*Edges"))){
20 podatki_ena <- podatki_ena [2:( which(gsub(" ", "", podatki_ena) == "*Edges ")
- 1)]
21 podatki_ena <- matrix(unlist(strsplit(podatki_ena , "\"")), ncol = 2, byrow =
T)
22 podatki_ena <- cbind(podatki_ena , skupine_ena[2: length(skupine_ena)])
23 rownames(podatki_ena) <- podatki_ena[,2]
24 podatki_ena[,3] <- gsub(" ","" ,podatki_ena[,3])
25 }
26 if (is.element(TRUE , is.element(gsub(" ", "", podatki_dva), "*Matrix"))){
27 podatki_dva <- podatki_dva [2:( which(gsub(" ", "", podatki_dva) == "*Matrix")
- 1)]
28 podatki_dva <- gsub(" ", "", podatki_dva)
29 podatki_dva <- matrix(unlist(strsplit(podatki_dva , "\"")), ncol = 2, byrow =
T)
30 podatki_dva <- cbind(podatki_dva , skupine_dva[2: length(skupine_dva)])
31 rownames(podatki_dva) <- podatki_dva[,2]
32 podatki_dva[,3] <- gsub(" ","" ,podatki_dva[,3])
33 }
34 if (is.element(TRUE , is.element(gsub(" ", "", podatki_dva), "*Edges"))){
35 podatki_dva <- podatki_dva [2:( which(gsub(" ", "", podatki_dva) == "*Edges ")
- 1)]
36 podatki_dva <- matrix(unlist(strsplit(podatki_dva , "\"")), ncol = 2, byrow =
T)
37 podatki_dva <- cbind(podatki_dva , skupine_dva[2: length(skupine_dva)])
38 rownames(podatki_dva) <- podatki_dva[,2]
39 podatki_dva[,3] <- gsub(" ","" ,podatki_dva[,3])
40 }
41
42 skupni_podatki <- merge(podatki_ena , podatki_dva , by = "row.names", all = TRUE
)[,c(1, 4, 7)]
43 skupni_podatki <- data.frame(skupni_podatki)
44 skupni_podatki [,2] <- as.character(skupni_podatki [,2])
45 skupni_podatki[,c(2)][is.na(skupni_podatki[,c(2)])]<- osip
46 skupni_podatki [,3] <- as.character(skupni_podatki [,3])
47 skupni_podatki[,c(3)][is.na(skupni_podatki[,c(3)])]<- novi
48
49 if (type == "seznam"){return(skupni_podatki)}
50 if (type == "kontingencna"){
51 kontingencna_tabela <- table(skupni_podatki[,2], skupni_podatki [,3])
52 kontingencna_tabela <- kontingencna_tabela[mixedsort(rownames(kontingencna_
tabela)), mixedsort(colnames(kontingencna_tabela))]
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53 if (samo_cori == T){




56 if (samo.prehod.cori == T){
57 kontingencna_tabela [((dim(kontingencna_tabela)[1]) -2):(dim(kontingencna_





Funkcija vizualizacija.prehodov(...) ustvari grafični prikaz stabilnosti
opredeljenih skupin (glej poglavje 5). Kot vhod prejme poti do Pajkovih .net in
.clu datotek za obe razvrstitvi. S parametrom ari.style je mogoče nastavljati
različne barve povezav med skupinami. Funkcija sprejeme vse dodatne argumente
parametrov funkcije plotweb(...).
1 vizualizacija.prehodov <- function(podatki_ena , podatki_dva , skupina_ena ,
skupina_dva ,
2 ari.style = T,
3 cex.legend = 1,
4 barva.sp.napisov = "black",
5 barva.zg.napisov = "black",
6 barva.necorov = "#D2D2D296",
7 semiperiferija_prvi = TRUE ,
8 periferija_prvi = TRUE ,
9 semiperiferija_drugi = TRUE ,
10 periferija_drugi = TRUE ,
11 legenda = TRUE , ...){
12 novi <- "incoming"
13 osip <- "outgoing"
14 kontingencna_tabela_prva <- kont.tabela(podatki_ena , podatki_dva , skupina_ena
, skupina_dva)
15 ca <- cca(kontingencna_tabela_prva)
16 low.order <- rownames(summary(ca)$sites)[order(summary(ca)$sites[, 1],
decreasing = TRUE)]
17 high.order <- rownames(summary(ca)$species)[order(summary(ca)$species[, 1],
decreasing = TRUE)]
18 if (semiperiferija_prvi == TRUE){
19 semi_periferija <- mixedsort(high.order)[length(high.order) - 2]
20 high.order[length(high.order) + 1] <- semi_periferija
21 high.order <- high.order[-which(high.order == semi_periferija)[1]]
22 }
23 if (periferija_prvi == TRUE){
24 periferija <- mixedsort(high.order)[length(high.order) - 1]
25 high.order[length(high.order) + 1] <- periferija
26 high.order <- high.order[-which(high.order == periferija)[1]]
72 Osnovne funkcije
27 }
28 if (is.element(osip , high.order)){
29 ostanek <- mixedsort(high.order)[length(high.order)]
30 high.order[length(high.order) + 1] <- ostanek
31 high.order <- high.order[-which(high.order == ostanek)[1]]
32 }
33 if (semiperiferija_drugi == TRUE){
34 semi_periferija <- mixedsort(low.order)[length(low.order) - 2]
35 low.order[length(low.order) + 1] <- semi_periferija
36 low.order <- low.order[-which(low.order == semi_periferija)[1]]
37 }
38 if (periferija_drugi == TRUE){
39 periferija <- mixedsort(low.order)[length(low.order) - 1]
40 low.order[length(low.order) + 1] <- periferija
41 low.order <- low.order[-which(low.order == periferija)[1]]
42 }
43 if (is.element(novi , low.order)){
44 ostanek <- mixedsort(low.order)[length(low.order)]
45 low.order[length(low.order) + 1] <- ostanek
46 low.order <- low.order[-which(low.order == ostanek)[1]]
47 }
48 barve_prvi <- c(if (semiperiferija_prvi == T){"orange"}, if (periferija_prvi
== T){"red"}, if (is.element(osip , high.order)){"green"})
49 barve_drugi <- c(if (semiperiferija_drugi == T){"orange"}, if (periferija_
drugi == T){"red"}, if (is.element(novi , low.order)){"green"})
50 xy <- (t(kontingencna_tabela_prva) != 0)
51 dimenzija_x <- (dim(t(kontingencna_tabela_prva))[1] - 1)
52 dimenzija_y <- (dim(t(kontingencna_tabela_prva))[2] - 1)
53 if (semiperiferija_prvi == TRUE){dimenzija_x <- (dimenzija_x - 1)}
54 if (semiperiferija_drugi == TRUE){dimenzija_y <- (dimenzija_y - 1)}
55 if (periferija_prvi == TRUE){dimenzija_x <- dimenzija_x - 1}
56 if (periferija_drugi == TRUE){dimenzija_y <- dimenzija_y - 1}
57 if (ari.style == F){
58 xy[,(dimenzija_y + 1):(dim(xy)[2])][xy[,(dimenzija_y + 1):(dim(xy)[2])] == T
]<-barva.necorov
59 xy[( dimenzija_x + 1):(dim(xy)[1]) ,][xy[( dimenzija_x + 1):(dim(xy)[1]) ,] == T
]<-barva.necorov
60 xy[,1: dimenzija_y][xy[,1: dimenzija_y] == T]<-"black"
61 xy[1: dimenzija_x,][xy[1: dimenzija_x,] == T]<-"black"
62 xy[,][xy[] == F] <- barva.necorov
63 }
64 if (ari.style == T){
65 xy[(dim(xy)[1]-2):dim(xy)[1],( dimenzija_y + 1):(dim(xy)[2])][xy[(dim(xy)
[1]-2):dim(xy)[1],( dimenzija_y + 1):(dim(xy)[2])]]<-barva.necorov
66 xy[,1:dim(xy)[2]][xy[,1:dim(xy)[2]] == T]<-"black"
67 xy[1:dim(xy)[1],][xy[1:dim(xy)[1],] == T]<-"black"
68 xy[,][xy[] == F] <- barva.necorov
69 }
70 if (ari.style == "samo.prehod.cori"){
71 xy <- (t(xy))
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72 xy[(dim(xy)[1] -2):dim(xy)[1],][xy[(dim(xy)[1]-2):(dim(xy)[1]) ,]]<-barva.
necorov
73 xy[,1:dim(xy)[2]][xy[,1:dim(xy)[2]] == T]<-"black"
74 xy[1:dim(xy)[1],][xy[1:dim(xy)[1],] == T]<-"black"
75 xy[,][xy[] == F] <- barva.necorov
76 xy <- (t(xy))
77 }
78 if (ari.style == "dinamika"){
79 xy[(dim(xy)[1] -2):dim(xy)[1],( dimenzija_y + 1):(dim(xy)[2])][xy[(dim(xy)
[1]-2):dim(xy)[1],( dimenzija_y + 1):(dim(xy)[2])]]<-barva.necorov
80 xy[1: dimenzija_x, (dimenzija_y+1):(dim(xy)[2])][xy[1: dimenzija_x, (dimenzija
_y+1):(dim(xy)[2])] == T] <-"green"
81 xy[( dimenzija_x+1):dim(xy)[1], 1:( dimenzija_y)][xy[( dimenzija_x+1):dim(xy)
[1], 1:( dimenzija_y)] == T] <- "green"
82 xy[,1:dim(xy)[2]][xy[,1:dim(xy)[2]] == T]<-"black"
83 xy[1:dim(xy)[1],][xy[1:dim(xy)[1],] == T]<-"black"
84 xy[,][xy[] == F] <- barva.necorov
85 }
86 vektor <- as.vector(t(xy))
87 vektor <- vektor[vektor != "FALSE"]
88 plotweb(t(kontingencna_tabela_prva),
89 arrow = "no",
90 method = "no",
91 sequence = list(seq.high = low.order , seq.low = high.order),
92 col.low = c(rep("black", (dim(kontingencna_tabela_prva)[2] - length(barve_
prvi))), barve_prvi),
93 col.high = c(rep("black", (dim(kontingencna_tabela_prva)[1] - length(barve_
drugi))), barve_drugi),
94 col.interaction = vektor ,
95 bor.col.interaction = vektor ,
96 text.high.col = barva.zg.napisov ,
97 text.low.col = barva.sp.napisov , ...)
98 if(legenda == T){
99 legend("bottom", legend = c("core", "semi -periphery", "periphery", "incoming
\\ outgoing"),
100 horiz = T, cex = cex.legend , pch = 15, col = c("black", "orange", "red",
"green"))}
101 }
Funkcija mri1(...) izračuna vrednost MRI1. Kot vhod sprejme razvrstitev
U in V ′. Parameter outgoing.name označuje oznako skupine elementov, ki so
vsebovane v razvrstitvi U a niso del razvrstitve V . V primeru, ko sta razvrstitvi
doljeni na eni množici enot, argumenta outgoing.name ni potrebno definirati.
1 mri1 <- function(U, V, outgoing.name){
2 if (missing(outgoing.name)) {UV <- cbind(U, V)} else {UV <- cbind(U, V)[V !=
outgoing.name , ]}
3 UV <- table(UV[,1], UV[,2])
4 UV. <- table(U, V)
5 S <- sum(UV*(UV - 1))/2
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6 I <- sum(UV.*(UV. - 1))/2 + 1/2 * (sum(rowSums(UV.)**2) - sum(UV.**2))
7 S/I
8 }
Funkcija mri21(...) izračuna vrednost MRI21. Kot vhod sprejme razvrsti-
tev U ′ in V . incoming.name označuje oznako skupine elementov, ki so vsebovane
v razvrstitvi V a niso del razvrstitve U . V primeru, ko sta razvrstitvi doljeni na
eni množici enot, argumenta incoming.name ni potrebno definirati.
1 mri21 <- function(U, V, incoming.name){
2 if (missing(incoming.name)) {UV. <- cbind(U, V)} else {UV. <- cbind(U, V)[U !=
incoming.name , ]}
3 UV. <- table(UV.[,1], UV.[,2])
4 UV <- table(U, V)
5 S <- sum(UV. * (UV. - 1))/2
6 I <- (sum(UV * (UV - 1))/2) + (sum(rowSums(UV)**2) - sum(UV**2))/2
7 S/I
8 }
Funkcija mri22(...) izračuna vrednost MRI22. Kot vhod sprejme razvrsti-
tev U ′ in V . incoming.name označuje oznako skupine elementov, ki so vsebovane
v razvrstitvi V a niso del razvrstitve U . V primeru, ko sta razvrstitvi doljeni na
eni množici enot, argumenta incoming.name ni potrebno definirati.
1 mri22 <- function(U, V, incoming.name){
2 if (missing(incoming.name)) {UV. <- cbind(U, V)} else {UV. <- cbind(U, V)[U !=
incoming.name , ]}
3 UV. <- table(UV.[,1], UV.[,2])
4 S <- sum(UV. * (UV. - 1))/2
5 I <- (sum(UV. * (UV. - 1))/2) + (sum(rowSums(UV.)**2) - sum(UV.**2))/2
6 S/I
7 }
Funkcija mari1(...) izračuna MARI1. Kot vhod sprejme razvrstitev U
in V ′. outgoing.name označuje oznako skupine elementov, ki so vsebovane v
razvrstitvi U a niso del razvrstitve V ′. Parameter k označuje število simulacij.
1 mari1 <- function(U, V, outgoing.name , k){
2 R <- NULL
3 for (i in 1:k) R[i] <- mri1(sample(U), sample(V), outgoing.name=outgoing.name)
4 O <- mri1(U, V, outgoing.name=outgoing.name)
5 E <- mean(R)
6 (O - E)/(1 - E)
7 }
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Funkcija mari21(...) izračuna MARI21. Kot vhod sprejme razvrstitev U ′
in V . incoming.name označuje oznako skupine elementov, ki so vsebovane v
razvrstitvi V a niso del razvrstitve U ′. Parameter k označuje število simulacij.
1 mari21 <- function(U, V, incoming.name , k){
2 R <- NULL
3 for (i in 1:k) R[i] <- mri21(sample(U), sample(V), incoming.name=incoming.name
)
4 O <- mri21(U, V, incoming.name=incoming.name)
5 E <- mean(R)
6 (O - E)/(1 - E)
7 }
Funkcija mari22(...) izračuna MARI22. Kot vhod sprejme razvrstitev U ′
in V . incoming.name označuje oznako skupine elementov, ki so vsebovane v
razvrstitvi V a niso del razvrstitve U ′. Parameter k označuje število simulacij.
1 mari22 <- function(U, V, incoming.name , k){
2 R <- NULL
3 for (i in 1:k) R[i] <- mri22(sample(U), sample(V), incoming.name = incoming.
name)
4 O <- mri22(U, V, incoming.name = incoming.name)
5 E <- mean(R)
6 (O - E)/(1 - E)
7 }
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B Poskus: trije križani fiksni dejavniki
Spodnja programska koda izvede simulacije, predstavljene v poglavju 4.3.
1 stevilo_skupin_prvi <- seq(from = 8, to = 24, by = 2)
2 stevilo_skupin_drugi <- seq(from = 8, to = 24, by = 2)
3 stevilo_enot <- seq(from = 100, to = 220, by = 20)
4
5 ponovitve <- 300
6
7 kombinacije <- unique(expand.grid(stevilo_skupin_prvi , stevilo_skupin_drugi ,
stevilo_enot))
8
9 zasnova <- cbind("stevilo_skupin_prvi" = rep(kombinacije [,1], ponovitve),
10 "stevilo_skupin_drugi" = rep(kombinacije [,2], ponovitve),
11 "stevilo_enot" = rep(kombinacije [,3], ponovitve),
12 "RI" = rep(NA, ponovitve),
13 "ARI" = rep(NA, ponovitve),
14 "MRI1" = rep(NA, ponovitve),
15 "MARI1" = rep(NA, ponovitve),
16 "MRI2" = rep(NA, ponovitve),
17 "MARI2" = rep(NA, ponovitve))
18
19 for (i in 1:dim(zasnova)[1]){
20 st.sk.p <- zasnova[i,1]
21 st.sk.d <- zasnova[i,2]
22 st.enot <- zasnova[i,3]
23
24 skupina_ena <- sample(rep (1:(st.sk.p), length.out = st.enot), replace = F)
25 skupina_dva <- sample(rep (1:(st.sk.d), length.out = st.enot), replace = F)
26 zasnova[i, "RI"] <- rand2(skupina_ena , skupina_dva)
27 zasnova[i, "ARI"] <- crand2(skupina_ena , skupina_dva)
28
29 skupina_ena <- sample(rep (1:(st.sk.p), length.out = st.enot), replace = F)
30 skupina_dva <- sample(rep (1:(st.sk.d+1), length.out = st.enot), replace = F)
31 zasnova[i, "MRI1"] <- mri2(U = skupina_ena , V = skupina_dva , type = "MRI1",
lab.dif = st.sk.d+1)
32 zasnova[i, "MARI1"] <- mari2(U = skupina_ena , V = skupina_dva , type = "MRI1",
perm = 300, lab.dif = st.sk.d+1)
33
34 skupina_ena <- sample(rep (1:(st.sk.p+1), length.out = st.enot), replace = F)
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35 skupina_dva <- sample(rep (1:(st.sk.d), length.out = st.enot), replace = F)
36 zasnova[i, "MRI2"] <- rim2(U = skupina_ena , V = skupina_dva , type = "MRI1 , lab
.dif = st.sk.p+1)
37 zasnova[i, "MARI2"] <- arim2(U = skupina_ena , V = skupina_dva , type= "MRI22",
perm = 300, lab.dif = st.sk.p+1)
38 }
