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Resumo
Neste trabalho desenvolvemos quatro variantes dos métodos de descenso coordenado por
blocos para problemas de otimização, sendo três delas para problemas sem restrição e uma
para problemas com restrição a uma caixa. Para o desenvolvimento dos quatro métodos,
nos baseamos em modelos onde consideramos aproximações polinomiais de Taylor com
regularização de ordem superior. Analisamos a complexidade do pior caso para problemas
de otimização sem restrição e para problemas restritos a uma caixa, cuja função objetivo
tenha derivadas de ordens 1 e p, com p um número natural não nulo, satisfazendo condições
de Hölder ou Lipschitz, e sem assumir hipóteses de convexidade. Obtemos resultados de
complexidade. Apresentamos casos particulares dos Algoritmos descritos, onde obtemos
formas fechadas para os pontos obtidos em cada iteração, evitando neste caso a resolução
de subproblemas de minimização em cada iteração durante a execução dos métodos.
Palavras-chave: Otimização não linear, métodos de descenso coordenado, convergência
global.
Abstract
In this paper we develop four variants of the block coordinate descent methods for opti-
mization problems, three of them for uncoustrained problems and one for box constrained
problems. For the development of the four methods, we based on models where we consider
Taylor polynomial approximations with higher order regulation. We analyze the worst-case
complexity for unrestricted optimization problems and for a box constrained problem
whose objective function has derivatives of order 1 and p, with p a nonzero natural number,
satisfying Hölder or Lipschitz conditions, and without assume convexity hypotheses. We
obtain results of complexities. We present particular cases of the described Algorithms,
where we obtain closed forms for the points obtained in each iteration, avoiding in this
case the resolution of minimization subproblems in each iteration during the execution of
the methods.
Keywords: Nonlinear optimization, coordinate descent methods, global convergence.
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Introdução
Ultimamente, devido à grande evolução tecnológica, tem tido um aumento na
busca por estratégias mais eficientes para a resolução de problemas de otimização. Com
o crescimento do número de problemas de grande porte, fica cada vez mais necessário
métodos iterativos eficientes que na prática não tenha custo computacional muito elevado.
Os métodos de descenso coordenado vêm sendo importatantes nesse tipo de métodos por
buscar diminuir o custo computacional, como pode ser visto em [1], [14], [21], [22] e [23].
A ideia principal dos métodos de descenso coordenado, é decompor um grande
problema de otimização em uma sequência de problemas menores, podendo assim fazer
com que não seja exigido um esforço computacional muito elevado durante a execução
do método. Os métodos de descenso coordenado fazem parte dos primeiros métodos de
decomposição de variável que surgiram na literatura, onde um dos primeiros algoritmos
foi descrito para a minimização de funções quadráticas por Gauss e Seidel.
De modo geral, os métodos de descenso coordenado são métodos iterativos nos
quais cada iteração é executada fixando uma parte das coordenadas do vetor variável de
decisão x, e minimizando aproximadamente a função objetivo em relação às coordenadas
restantes, como fez, por exemplo, A. Beck, e L. Tetruashvili em [1]. Existem várias maneiras
de escolha dos blocos de coordenadas em que a função objetivo seja diminuída, como por
exemplo: métodos cíclicos (ver [1]), regra de Gauss-Southwell (ver[22]), escolha aleatória
(ver [19], [21] e [23]).
Por um bom tempo, os estudos dos métodos de descenso coordenado foram
um pouco deixados de lado, mas devido ao grande número de problemas de grande porte
que vem surgindo ultimamente, a partir de certo tempo, houve uma retomada nos estudos
desses métodos. Problemas de grande porte podem ser encontrados em diferentes áreas,
como por exemplo em estatística computacional [24] e [25], aprendizado de máquina [11] e
diversas outras áreas.
Vários estudos sobre a convergência dos métodos de descenso coordenado foram
feitos sob várias hipóteses, por exemplo, sob a forte suposição de convexidade sem assumir
diferenciabilidade, e em outros casos além da convexidade foi assumido a hipótese de que
o gradiente da função objetivo seja Lipschitz, como pode ser visto nos trabalhos [23], [1] e
[15].
Para uma leitura mais ampla sobre métodos de descenso coordenado recomen-
damos os artigos [1], [3], [14], [23] e as referências contidas nesses trabalhos.
Embora tenham sido feitos vários estudos sobre a convergência dessa classe
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de métodos, acreditamos que ainda falta muito a ser feito em relação à convergência e
complexidade. No capítulo 2 daremos um panorama de estudos já feitos sobre variantes
dos métodos de descenso coordenado, e daremos mais referências para que o leitor possa
se aprofundar sobre o assunto.
No desenvolvimento de métodos iterativos para resolver problemas em otimi-
zação, é importante analisar se a sequência gerada pelo método é convergente ou não, e
saber quais as características de seus pontos de acumulação. Um outro aspecto importante
a ser analisado é a complexidade do algoritmo, que é um assunto muito importante porque
nos dá uma noção do custo computacional e eficiência do método. Na seção 1.2 daremos
mais ênfase sobre complexidade e convergência de métodos iterativos para a resolução de
problemas em otimização.
Um dos objetivos neste trabalho é desenvolver variantes dos métodos de descenso
coordenado por blocos considerando funnções objetivo com gradiente Lipschitz ou Hölder
contínuo e não necessariamente convexas, e assim fazer com que os métodos de descenso
coordenado possam ser aplicados em um número maior de problemas. Um outro objetivo é
obter resultados de complexidade, de onde pode-se estimar o número máximo de iterações
necessário para obter uma solução aproximada para o problema original. Para isso, vamos
nos basear no método descrito por J. M. Martínez em [17], onde usamos aproximações de
Taylor de ordem p P N˚ para a função objetivo e algumas hipóteses adicionais.
Neste trabalho, desenvolvemos quatro variantes dos métodos de descenso coor-
denado por blocos. No primeiro método, em cada iteração, os blocos de coordenadas são
atualizadas de forma cíclica, onde o subproblema aproximado é resolvido em relação a
cada bloco de coordenada escolhido de forma que o ponto obtido em cada ciclo satisfaça
uma condição de decrescimento na função objetivo. Além disso, é definido um critério de
parada em que o gradiente da função objetivo seja calculado poucas vezes, ou até mesmo
uma única vez, evitando assim um custo computacional muito elevado no cálculo do
gradiente da função objetivo em todas iterações. Já no segundo método, em cada iteração
será atualizado apenas um bloco de coordenada da variável de decisão, onde tal bloco
é escolhido de forma que sua norma seja a maior entres as dos blocos do ponto obtido
na iteração anterior. O bloco escolhido é atualizado de forma que o ponto obtido através
da resolução de um subproblema aproximado satisfaça uma condição de decrescimento
na função objetivo. Além disso, é definido um critério de parada para fazer com que o
método identifique uma solução aproximada. O terceiro método que desenvolvemos neste
trabalho é muito semelhante ao segundo. A principal diferença está no critério de parada e
na escolha de cada bloco, que é feita de forma aleatória. Já o quarto método desenvolvido
neste trabalho é uma adaptação do primeiro método para problemas restritos à caixas,
onde também foi obtido resultados de complexidade semelhantes aos obtidos no primeiro
método descrito neste trabalho.
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Dados  ą 0, ftarget P R e uma função objetivo f : Rn Ñ R com algumas
hipóteses dadas na sequência deste trabalho, provaremos para os quatro métodos que
o número máximo de iterações para obter }∇fpxkq} ă  ou fpxkq ď ftarget é limitado
superiormente por um múltiplo de ´
p`δ
p`δ´1 , onde p P N˚, e δ P p0, 1s será definido no
desenvolvimento do trabalho, obtendo assim resultados de complexidade semelhantes aos
obtidos por J. M. Martínez em [17], que é uma das referências base para o nosso trabalho.
O restante deste trabalho está dividido da seguinte forma: No Capítulo 1, com o
objetivo de facilitar o entendimento deste trabalho, apresentaremos resultados preliminares,
onde na Seção 1.1 será apresentado algumas definições e resultados necessários para o
desenvolvimento do trabalho, e na Seção 1.2 faremos uma apresentação básica sobre
convergência e complexidade dos métodos computacionais em otimização. No Capítulo
2, daremos uma visão geral sobre os métodos de descenso coordenado, onde comentamos
alguns resultados de descenso coordenado já existentes. No Capítulo 3, apresentamos
três novas versões dos métodos de descenso coordenado para problemas irrestritos, onde
provamos resultados de convergência e complexidade. No Capítulo 4, apresentamos uma
versão do método de descenso coordenado cíclico descrito no Capítulo 3 agora para
problema restrito a uma caixa, onde também provamos resultados de convergência e
complexidade. No Capítulo 5, faremos alguns comentários sobre os métodos descritos e
apresentamos casos particulares dos métodos desenvolvidos neste trabalho, onde damos
formas fechadas para as soluções dos subproblemas descritos nas iterações em cada método
e discutimos os resultados de complexidades. No capítulo 6 apresentamos as considerações
finais. Por fim apresentamos as referências bibliográficas.
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1 Preliminares
Neste capítulo apresentaremos algumas definições e resultados necessários para
o desenvolvimento do nosso trabalho. Alguns resultados não serão demonstrados, no
entanto daremos referências onde as mesmas poderão ser encontradas.
1.1 Resultados Básicos
Dado x “ px1, x2, ¨ ¨ ¨ , xmqT P Rm, no decorrer deste trabalho, usaremos as
seguintes notações de normas:
1. } . } representará a norma euclidiana
d
mÿ
i“1
x2i .
2. } . }8 representará a norma do máximo max
 |x1|, |x2|, ¨ ¨ ¨ |xm|(.
Proposição 1.1.1. Toda sequência monótona limitada takukPN Ă R é convergente.
Prova: A demonstração pode ser vista em [13].
Definição 1.1.1. Uma função g : Rn Ñ Rm é dita Hölder contínua com constante L ą 0
e coeficiente 0 ă δ ă 1 se }gpxq ´ gpyq} ď L}x´ y}δ para todo x, y P Rn.
Se }gpxq ´ gpyq} ď L}x´ y} para todo x, y P Rn a função g é dita Lipschitz contínua com
constante L ą 0.
Exemplo 1.1.1. A função g : Rn Ñ R onde gpxq “ }Ax} 12 , com A uma matriz n ˆ
n, é Hölder contínua com constante }A} 12 e coeficiente 12 . De fato, sejam x, y P R
n
quaisquer. Sem perda de generalidade vamos supor }Ay} 12 ď }Ax} 12 (para }Ax} 12 ď }Ay} 12 é
inteiramente análogo), logo
´2}Ax} 12 }Ay} 12 ď ´2}Ay} 12 }Ay} 12 “ ´2}Ay}. (1.1)
Por outro lado temos
|}Ax} 12 ´ }Ay} 12 |2 “ }Ax} ´ 2}Ax} 12 }Ay} 12 ` }Ay}. (1.2)
Substituindo 1.1 em 1.2 obtemos
|}Ax} 12 ´ }Ay} 12 |2 “ }Ax} ´ 2}Ax} 12 }Ay} 12 ` }Ay} ď }Ax} ´ }Ay},
ou seja,
|}Ax} 12 ´ }Ay} 12 | ď |}Ax} ´ }Ay}| 12 ď }A} 12 }x´ y} 12 .
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Exemplo 1.1.2. A função g : Rn Ñ Rn onde gpxq “ Ax, com A uma matriz n ˆ n, é
Lipschitz contínua com constante }A}. De fato, temos o seguinte:
}gpxq ´ gpyq} “ }Ax´ Ay} “ }Apx´ yq} ď }A} }x´ y} para todo x, y P Rn.
Definição 1.1.2. Seja dado uma função g : Rn Ñ R. Dizemos que o vetor x é um
minimizador global de g se gpxq ď gpxq para todo x P Rn e que gpxq é o valor mínimo
global de g. Dizemos que o vetor x é um minimizador local de g se existe uma região
A Ă Rn tal que gpxq ď gpxq para todo x P A e gpxq é o valor mínimo local de g.
Exemplo 1.1.3. Considere a função gpxq “
ˆ
x´ 12
˙ˆ
x´ 13
˙
px` 1q px` 2q e observe
seu gráfico abaixo.
Figura 1 – Gráfico de g.
Observando a figura 1 vemos que o ponto x1 é um minimizador global de g e
x2 é um minimizador local de g, além disso gpx1q e gpx2q são valores mínimos global e
local respectivamente.
Proposição 1.1.2. Toda função contínua g : I Ă R Ñ R, com I compacto, possui pelo
menos um minimizador.
Prova: A demonstração pode ser vista em [13].
Definição 1.1.3. Uma função g : Rn Ñ R é dita coerciva quando lim
}x}Ñ`8
gpxq “ `8.
Exemplo 1.1.4. A função g : RÑ R, com gpxq “ x6 ` 2x5 ´ x3 ` ex, é coerciva.
De fato, temos que
lim
|x|Ñ`8
gpxq “ lim
|x|Ñ`8
“
x6 ` 2x5 ´ x3 ` ex‰
“ `8.
Capítulo 1. Preliminares 17
Portanto a função gpxq “ x6 ` 2x5 ´ x3 ` ex é coerciva.
A seguir mostraremos através de um gráfico que a função coerciva dada no
Exemplo 1.1.4 possui pelo menos um minimizador.
Figura 2 – Gráfico de gpxq “ x6 ` 2x5 ´ x3 ` ex.
Observando o gráfico dado na Figura 2, podemos perceber que a função coerciva
gpxq “ x6 ` 2x5 ´ x3 ` ex possui pelo menos um minimizador. A seguir provaremos que
este fato ocorre em toda função coerciva contínua g : Rn Ñ R.
Proposição 1.1.3. Toda função coerciva contínua g : Rn Ñ R possui pelo menos um
minimizador global.
Prova: Seja g : Rn Ñ R uma função coerciva e contínua, e para x P Rn dado considere o
conjunto
A “ tx P Rn; gpxq ď gpxqu.
Afirmamos que o conjunto A é compacto.
De fato, como g é coerciva então A é limitado, pois caso contrário existiria uma
sequência txkukPN em A tal que lim
kÑ`8 }x
k} “ `8 e lim
}xk}Ñ`8
gpxkq “ `8 o que contradiria
a definição de A. Seja txkukPN uma sequência em A tal que lim
kÑ`8x
k “ a P R, como
gpxkq ď gpxq e g é uma função contínua, então temos que gpaq “ lim
kÑ`8 gpx
kq ď gpxq, ou
seja, a P A.
Logo A é limitado e fechado, portanto, compacto.
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Como A “ tx P Rn; gpxq ď gpxqu é compacto, então pela Proposição 1.1.2 g
possui um minimizador em A, ou seja, existe b P A tal que gpbq ď gpxq para todo x P A.
Por outro lado temos que Rn “ A Y tx P Rn; gpxq ą gpxqu, logo gpbq ď gpxq
para todo x P Rn. Portanto b é um minimizador global de g em Rn.
Lema 1.1.1. Seja ξ : r0, 1s Ñ R tal que as derivadas ξpkq, para k “ 1, ....., p, existem e
são integráveis. Então é válido
ξp1q “ ξp0q ` ξp1qp0q ` ξ
p2qp0q
2! `
ξp3qp0q
3! ` ¨ ¨ ¨ `
ξpp´1qp0q
pp´ 1q! `
ż 1
0
ξppqptq
pp´ 1q!p1´ tq
p´1dt.
Prova: Pelo Teorema Fundamental do Cálculo e usando sucessivas integração por partes
obtemos o seguinte:
ξp1q ´ ξp0q “
ż 1
0
1.ξp1qptqdt
“ tξp1qptq
ˇˇˇˇ1
0
´
ż 1
0
tξp2qptqdt
“ ξp1qp1q ´
ż 1
0
tξp2qptqdt
“ ξp1qp0q ` ξp1qp1q ´ ξp1qp0q ´
ż 1
0
tξp2qptqdt
“ ξp1qp0q `
ż 1
0
ξp2qptqdt´
ż 1
0
tξp2qptqdt
“ ξp1qp0q `
ż 1
0
p1´ tqξp2qptqdt
“ ξp1qp0q ´ p1´ tq
2
2 ξ
p2qptq
ˇˇˇˇ1
0
`
ż 1
0
p1´ tq2
2 ξ
p3qptqdt
“ ξp1qp0q ` ξ
p2qp0q
2 `
ż 1
0
p1´ tq2
2 ξ
p3qptqdt
¨
¨
“ ξp1qp0q ` ξ
p2qp0q
2! `
ξp3qp0q
3! ` ¨ ¨ ¨ `
ξpp´1qp0q
pp´ 1q! `
ż 1
0
ξppqptq
pp´ 1q!p1´ tq
p´1dt.
Portanto
ξp1q “ ξp0q ` ξp1qp0q ` ξ
p2qp0q
2! `
ξp3qp0q
3! ` ¨ ¨ ¨ `
ξpp´1qp0q
pp´ 1q! `
ż 1
0
ξppqptq
pp´ 1q!p1´ tq
p´1dt.
Sejam dados uma função g : Rn Ñ R e p um número inteiro positivo, considere
a função g possuindo derivadas de ordem p. A derivada de ordem p de g aplicada em
x P Rn é denotada por ∇pgpxq e ∇pgpxqrssp será a notação tensorial para ∇pgpxq aplicado
p vezes na variável s P Rn.
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Teorema 1.1.1. (Fórmula de Taylor com resto Integral) Se uma função g : Rn Ñ R
possui derivada de ordem p contínua em Rn, então é válido
gpx` sq “ Tp´1px, sq ` 1pp´ 1q!
ż 1
0
p1´ tqp´1∇pgpx` tsqrsspdt, (1.3)
onde t P r0, 1s, s P Rn e Tp´1px, sq o polinômio de Taylor de ordem p´ 1 de g centralizado
em x. A fórmula em p1.3q é chamada de Fórmula de Taylor com resto integral.
Prova: Dados x, s P Rn defina ξ : r0, 1s Ñ R onde ξptq “ gpx` tsq. Daí temos ξpkqptq “
∇kgpx`tsqrssk para k “ 1, ...., p, de onde segue que ξpkqp0q “ ∇kgpxqrssk para k “ 1, ...., p.
Daí e do Lema 1.1.1 temos que
gpx` sq “ gpxq `∇gpxqrss ` ∇
2gpxqrss2
2! `
∇3gpxqrss3
3! ` ¨ ¨ ¨
` ∇
p´1gpxqrssp´1
pp´ 1q! `
ż 1
0
∇pgpx` tsqrssp
pp´ 1q! p1´ tq
p´1dt.
Como o polinômio de Taylor de ordem p´ 1 de g centralizado em x tem a forma
Tp´1px, sq “ gpxq `∇gpxqrss ` ∇
2gpxqrss2
2! `
∇3gpxqrss3
3! ` ¨ ¨ ¨ `
∇p´1gpxqrssp´1
pp´ 1q! ,
temos então que
gpx` sq “ Tp´1px, sq ` 1pp´ 1q!
ż 1
0
p1´ tqp´1∇pgpx` tsqrsspdt.
Concluindo assim a prova do teorema.
Exemplo 1.1.5. Considere a função g : Rn Ñ R onde gpxq “ 12}Ax ´ b}
2, com A uma
matriz simétrica nˆ n e b um vetor de Rn. Pelo Teorema 1.1.1 temos a seguinte expressão
para a fórmula de Taylor com resto integral de ordem 2 centralizada em x
gpx` sq “ gpxq `∇gpxqrss `
ż 1
0
p1´ tq∇2gpx` tsqrss2dt.
Por outro lado, temos
∇gpxq “ ATApx´ bq e ∇2gpx` tsq “ ATA,
logo temos
gpx` sq “ 12}Ax´ b}
2 ` ATApx´ bqrss `
ż 1
0
p1´ tqATArss2dt
“ 12}Ax´ b}
2 ` px´ bqTATAs` ATArss2
ż 1
0
p1´ tqdt
“ 12}Ax´ b}
2 ` px´ bqTATAs` 12s
TATAs,
Capítulo 1. Preliminares 20
ou seja,
gpx` sq “ 12}Ax´ b}
2 ` px´ bqTATAs` 12s
TATAs.
Logo a Fórmula de Taylor com resto integral de ordem 2 para a função
gpxq “ 12}Ax´ b}
2
é
gpx` sq “ 12}Ax´ b}
2 ` px´ bqTATAs` 12s
TATAs.
A demonstração do teorema a segue as ideias de E. G. Birgin, J. L. Gardenghi,
J. M. Martínez, S. A. Santos, Ph. L. Toint em [5].
Teorema 1.1.2. Se a função g : Rn Ñ R possui derivada de ordem p satisfazendo
}∇pgpx` sq ´∇pgpxq} ď L}s}β, β P p0, 1s, L ą 0 e com s, x P Rn (1.4)
então são válidas as desigualdades
}∇gpx` sq ´∇Tppx, sq} ď L}s}p`β´1, (1.5)
gpx` sq ď Tppx, sq ` L}s}p`β. (1.6)
Prova: De p1.4q temos que a função g possui derivada de ordem p contínua, logo pelo
Teorema 1.1.1 temos que
gpx` sq “ Tp´1px, sq ` 1pp´ 1q!
ż 1
0
p1´ tqp´1∇pgpx` tsqrsspdt. (1.7)
Observe que
1
pp´ 1q!
ż 1
0
p1´ tqp´1∇pgpxqrsspdt “ 1
p!∇
pgpxqrssp,
daí e de p1.7q temos que
gpx` sq “ Tp´1px, sq ` 1
p!∇
pgpxqrssp ´ 1
p!∇
pgpxqrssp
` 1pp´ 1q!
ż 1
0
p1´ tqp´1∇pgpx` tsqrsspdt
“ Tppx, sq ` 1pp´ 1q!
ż 1
0
p1´ tqp´1`∇pgpx` tsqrssp ´∇pgpxqrssp˘dt
ď Tp´1px, sq ` 1
p!∇
pgpxqrssp ´ 1
p!∇
pgpxqrssp
` 1
p!
ż 1
0
p1´ tqp´1∇pgpx` tsqrsspdt
ď Tppx, sq ` 1pp´ 1q!
ż 1
0
p1´ tqp´1ˇˇ`∇pgpx` tsqrssp ´∇pgpxqrssp˘ˇˇdt
ď Tppx, sq ` }s}
p
pp´ 1q!
ż 1
0
p1´ tqp´1}∇pgpx` tsq ´∇pgpxq}dt.
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Daí e de p1.4q segue que
gpx` sq ď Tppx, sq ` }s}
p
pp´ 1q!
ż 1
0
p1´ tqp´1L}px` tsq ´ x}βdt
“ Tppx, sq ` }s}
p
pp´ 1q!
ż 1
0
p1´ tqp´1L}ts}βdt
ď Tppx, sq ` }s}
p
pp´ 1q!L maxtPr0,1s }ts}
β
ż 1
0
p1´ tqp´1dt
“ Tppx, sq ` }s}
p
pp´ 1q!L}s}
β 1
p
“ Tppx, sq ` L
p!}s}
p`β
ď Tppx, sq ` L}s}p`β.
Logo
gpx` sq ď Tppx, sq ` L}s}p`β,
provando assim a validade de p1.6q.
Para provar p1.5q, seguindo as ideias Cartis, Gould e Toint [10], considere o
vetor unitário v P Rn, φpξq “ ∇xgpx` ξsqrvs e τp´1pξq “
p´1ÿ
i“0
φpiqp0qξ
i
i! .
Logo temos que
φp1q ´ τp´1p1q “ ∇xgpx` sqrvs ´
p´1ÿ
i“0
φpiqp0q 1
i!
“ ∇xgpx` sqrvs ´
p´1ÿ
i“0
∇piqx gpxqrssirvs 1i!
“ ∇xgpx` sqrvs ´
ˆ
∇xgpxqrvs ` ¨ ¨ ¨ `∇pxgpxqrssp´1rvs 1pp´ 1q!
˙
“ ∇x
„
gpx` sq ´
ˆ
gpxq ` ¨ ¨ ¨ `∇p´1x gpxqrssp´1 1pp´ 1q!
˙
rvs
“ ∇x
„
gpx` sq ´ Tp´1px, sq

rvs.
Por outro lado, temos que
gpx` sq ´ Tp´1px, sq “ 1pp´ 2q!
ż 1
0
p1´ tqp´2`∇p´1gpx` tsqrssp´1 ´∇p´1gpxqrssp´1˘dt,
assim, pelo Teorema Fundamental do Cálculo, é válido
φp1q ´ τp´1p1q “ ∇x
„
1
pp´ 2q!
ż 1
0
p1´ tqp´2`∇p´1gpx` tsqrssp´1 ´∇p´1gpxqrssp´1˘dtrvs
“ 1pp´ 2q!
ż 1
0
p1´ tqp´2`∇pgpx` tsqrssp´1 ´∇pgpxqrssp´1˘rvsdt.
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Desde que τp´1p1q “ ∇sTppx, sq, temos que
∇xgpx` sq ´∇sTppx, sq “ 1pp´ 2q!
ż 1
0
p1´ tqp´2`∇pgpx` tsqrssp´1 ´∇pgpxqrssp´1˘rvsdt,
de onde segue que
}∇xgpx` sq ´∇sTppx, sq} “ } 1pp´ 2q!
ż 1
0
p1´ tqp´2`∇pgpx` tsq ´∇pgpxq˘sp´1rvsdt}
ď 1pp´ 2q!
ż 1
0
p1´ tqp´21}∇pgpx` tsq ´∇pgpxq} }s}p´1}v}dt
“ 1pp´ 2q!}s}
p´1
ż 1
0
p1´ tqp´2}∇pgpx` tsq ´∇pgpxq}dt.
Daí e da hipótese p1.4q temos
}∇gpx` sq ´∇Tppx, sq} ď 1pp´ 2q!}s}
p´1
ż 1
0
p1´ tqp´2}∇pgpx` tsq ´∇pgpxq}dt
ď 1pp´ 2q!}s}
p´1
ż 1
0
p1´ tqp´2L}ts}βdt
“ 1pp´ 2q!}s}
p´1L max
0ďtď1 }ts}
β
ż 1
0
p1´ tqp´2dt
“ 1pp´ 2q!}s}
p´1L}s}β 1
p´ 1
“ 1pp´ 1q!L}s}
p`β´1
ď L}s}p`β´1.
Portanto
}∇gpx` sq ´∇Tppx, sq} ď L}s}p`β´1,
concluindo assim a demonstração do teorema.
1.2 Convergência e Complexidade
Com objetivo de facilitar o entendimento dos resultados de complexidade que
serão apresentados no decorrer deste trabalho, nesta seção, faremos uma apresentação
básica sobre convergências e complexidade, assuntos que vêm cada vez mais se tornando
importantes no desenvolvimento de algoritmos computacionais eficientes.
No desenvolvimento de um método iterativo para a resolução de problemas
computacionais em otimização, alguns questionamentos são muito importantes, como por
exemplo:
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1. A sequência gerada pelo método converge para uma solução do problema?
2. A sequência gerada pelo método converge para um ponto estacionário?
3. Todo ponto de acumulação da sequência gerada pelo método é um ponto estacionário?
4. Se um sequência gerada pelo método convergir, qual a velocidade de convergência?
5. O método identifica quando chega a uma solução aproximada?
6. Quantas iterações são necessárias para obter uma certa estimativa para a função
objetivo ou para seu gradiente?
7. Qual o custo computacional da execução do método?
Respostas para estas e outras perguntas são muito importantes quando se
estuda um método em otimização.
Na prática, é importante que uma aproximação dos limites procurados possa
ser obtida em um número razoável de iterações ou em uma quantidade de tempo tam-
bém razoável. Nos estudos de complexidade de um método iterativo, pode-se levar em
consideração vários aspectos: tempo de execução, memória ocupada, número de iterações
necessário, número de avaliações da função objetivo para obter uma solução aproximada,
etc.
Por exemplo, um algoritmo que ocupa pouco espaço de memória, executa
poucas iterações e poucas avaliações de função para obter uma boa aproximação de um
valor ótimo ou de um ponto estacionário pode ser considerado eficiente.
A seguir daremos uma noção básica de como analisar alguns resultados de
complexidade de um algoritmo computacional.
Seja g : Rn Ñ R uma função diferenciável e considere o problema:
min gpxq, s.a x P Rn. (1.8)
Dado txkukPN uma sequência gerada por um método iterativo para a resolução
de problemas do tipo acima, geralmente os resultados de convergência procurados são da
forma:
1. Todo ponto de acumulação da sequência txkukPN é um ponto estacionário.
2. lim
kÑ`8 }∇gpx
kq} “ 0.
3. A sequência txkukPN converge para um ponto estacionário.
4. A sequência tgpxkqukPN converge para o valor ótimo do problema.
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Computacionalmente nem sempre é vantajoso ou até mesmo pode não ser
possível calcular os limites acima, pois neste caso pode ser preciso fazer infinitas iterações
e assim fazer com que o método possa nunca parar sua execução. Também existem funções,
como no Exemplo 1.2.1 que será dado na sequência deste trabalho, que são limitadas
inferiormente mas não possuem minimizadores e nem pontos estacionários, mas é possível
encontrar uma aproximação para tais valores através de métodos que identifique uma
aproximação do valor considerado ótimo para o problema.
Então, no desenvolvimento de um método iterativo, é importante estabelecer
critérios que faça com que o método possa parar quando obter uma aproximação razoável
para a solução procurada.
Na análise de complexidade de um método iterativo em otimização é muito
usual buscar respostas para os seguintes questionamentos:
1. Dados  ą 0 e gtarget ă gpx0q e g a função dada no Problema p1.8q, então qual o
número máximo de iterações e de avaliações necessário para obter }∇gpxkq} ă  ou
gpxkq ď gtarget?
2. Qual a quantidade máxima de avaliações de g teremos em cada iteração?
Ou seja, se quisermos determinar apenas uma solução aproximada para um
problema de otimização, é possível estimar a quantidade máxima de iterações necessária
para obter tal solução?
A seguir analisaremos um exemplo de uma função que não possui minimiza-
dor nem ponto estacionário, mas é possível obter, através de métodos iterativos, uma
aproximação de um valor considerado ótimo.
Exemplo 1.2.1. Considere a função g : RÑ R onde gpxq “ ex.
Observe que a derivada da função g é g1pxq “ ex ą 0, logo não possui ponto estacionário
e consequentemente, como g é diferenciável em R, temos que a função g não possui
minimizador, pois caso contrário teria um ponto estacionário.
Embora uma função não possua minimizador nem ponto estacionário, muitas
vezes procura-se apenas uma aproximação razoável para um valor considerado ótimo para
o problema estudado. No gráfico a seguir mostraremos através do Exemplo 1.2.1 que é
possível obter aproximações razoáveis através de um método iterativo para um problema
de minimização mesmo que a função objetivo não tenha um minimizador nem ponto
estacionário.
No gráfico acima, considere r1, r2, r3 e r4, as retas tangentes ao gráfico de g
respectivamente nos pontos x1, x2, x3 e x4, obtidos através de um método iterativo para
determinar uma solução para o problema de encontrar um minimizador para a função g
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Figura 3 – Gráfico de gpxq “ ex.
dada no Exemplo 1.2.1. Observe que a cada iteração, a reta tangente ao gráfico de g no
ponto obtido pelo método tende a ficar paralela ao eixo das abscissas, ou seja, as derivadas
de g tendem a se anular, além disso os valores de g nos pontos obtidos se aproximam de 0.
Mas como a função g não possui ponto estacionário nem minimizador, então o método
nunca chegará a atingir tais pontos, podendo assim executar infinitas iterações e levar
muito tempo em execução.
Neste caso, é importante estabelecer um critério para que o método possa parar
quando chegar em uma solução aproximada. Como por exemplo, se quisermos obter uma
solução aproximada xk tal que gpxkq ď e´2 ou |g1pxkq| ă e´2 o método pode ser parado
na iteração 4, pois observando o gráfico de f vemos que gpx4q ď e´2.
Um dos nossos objetivos neste trabalho é desenvolver métodos de descenso
coordenado que possa obter soluções aproximadas para o problema original em um número
finito de iterações, como foi ilustrado anteriormente na Figura 3.
A seguir, faremos um breve comentário sobre alguns estudos e resultados
já existentes sobre complexidades de algoritmos em otimização, onde daremos ótimas
referências para o leitor que se interessar em aprofundar o conhecimento sobre tal assunto,
que é muito importante no estudo dos métodos computacionais em otimização.
O interesse nos estudos sobre complexidade dos métodos iterativos em otimiza-
ção para problemas não convexos tem tido um crescimento significativo nos últimos anos.
A maioria destes estudos tem interesse em analisar a complexidade de avaliação de piores
Capítulo 1. Preliminares 26
casos dos algoritmos.
Um dos primeiros a iniciar estudos sobre complexidade de avaliação em métodos
iterativos foi Nesterov, em [18], ele provou que o método de máxima descida com a condição
de Goldstein-Armijo encontra um ponto x tal que }∇fpxq} ď  com complexidade de
ordem Op´2q. Um dos resultados pioneiros usando informações de segunda derivada pode
ser visto em Nesterov e Polyak [20], onde mostram que, assumindo as Hessianas Lipschitz,
pode-se encontrar um ponto estacionário aproximado para um problema irrestrito em um
número de avaliações limitado superiormente pelo produto de ´ 32 por uma constante.
Em [17] Martínez desenvolveu um método iterativo onde provou que a quan-
tidade de iterações e avaliações da função objetivo e suas derivações necessárias para
alcançar condições KKT aproximada é limitada superiormente pelo produto de ´
p`β
p`β´1 por
uma constante, onde β P r0, 1s e p P N˚ tal que p` β ą 1. Martínez considerou modelos
arbitrários, não necessariamente baseados em aproximações de Taylor, da função objetivo
e sem assumir convexidades.
Para uma leitura mais ampla sobre estes estudos e resultados mais gerais de
complexidade recomendamos trabalhos de, Nesterov e Polyak [20], Nesterov [[18], [19]],
Bian et al. [4], Bellavia et al. [2], J. M. Martínez [17], E. G. Birgin, J. L. Gardenghi, J.
M. Martínez, S. A. Santos, Ph. L. Toint [5], E. G. Birgin, J. M. Martínez [6] e referências
neles citados.
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2 Descenso Coordenado por Blocos
Neste capítulo daremos um panorama geral sobre os métodos descenso coorde-
nado por bloco.
2.1 Métodos de Descenso Coordenado por Blocos
Considere o seguinte problema de otimização,
Minimizar fpxq, s.a x P Ω (2.1)
onde f é uma função de Rn em R.
Considere a seguinte decomposição do vetor variável x em q blocos:
x “
»————–
xp1q
xp2q
...
xpqq
fiffiffiffiffifl
onde xpiq P Rni com n1, n2, ¨ ¨ ¨ , nq números inteiros positivos satisfazendo
n1 ` n2 ` ¨ ¨ ¨ ` nq “ n.
Defina as matrizes Ui P Rnˆni , i “ 1, ..., p, onde a matriz pU1, ..., Uqq P Rnˆn é
igual à matriz identidade In P Rnˆn. Assim podemos escrever cada bloco xpiq da forma
xpiq “ UTi x para todo x P Rn e i “ 1, ..., q, e temos também que x “
qÿ
i“1
Uixpiq.
Exemplo 2.1.1. Considere x P R10, isto é, x “ px1, x2, x3, x4, x5, x6, x7, x8, x9, x10qT .
Suponhamos que a variável x seja dividido em 3 blocos da forma xp1q “ px1, x2, x3qT ,
xp2q “ px4, x5, x6qT e xp3q “ px7, x8, x9, x10qT , assim temos o seguinte, q “ 3, n1 “ 3,
n2 “ 3, n3 “ 4, U1 “ re1, e2, e3s, U2 “ re4, e5, e6s e U3 “ re7, e8, e9, e10s. Consequentemente
podemos escrever os blocos xp1q, xp2q, xp3q e a variável x respectivamente da seguinte forma
xp1q “ re1, e2, e3sTx, xp2q “ re4, e5, e6sTx, xp3q “ re7, e8, e9, e10sTx e x “ re1, e2, e3sxp1q `
re4, e5, e6sxp2q ` re7, e8, e9, e10sxp3q.
Neste trabalho, além da análise de complexidade dos métodos de descenso
coordenado, buscamos estender os métodos para problemas em que a função objetivo f
não é necessariamente convexa, diferenciável com gradiente Lipschitz ou Hölder podendo
assim abranger um número maior de aplicações em problemas práticos.
Basicamente os métodos de descenso coordenado por bloco para resolver um
problema do tipo 2.1 consiste no seguinte:
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Algoritmo 2.1.1. Dados k Ð 0, x0 P Ω.
Repetir os seguintes passos;
Passo 1. Escolher um bloco xpikq pertencente ao conjunto de blocos
 
xp1q, ...., xpqq
(
;
Passo 2. Encontrar skpikq P Rnik tal que Uikskik seja uma direção de descida.
Passo 3. Fazer xk`1 “ xk ` Uikskik , onde Uik é uma matriz em Rnˆnik como
definida anteriormente e voltar ao Passo 1.
Como mencionado na introdução deste trabalho, o bloco xpikq pode ser escolhido
de diversas maneiras, como por exemplo: de forma cíclica [1], pela regra de Gauss-Southwell
[22], de forma aleatória [23], além de outras maneiras. Também existem várias maneiras
de determinar skpikq, como por exemplo: através da minimização exata ao longo do bloco
xpikq como pode ser visto em [3], através de condições tradicionais de busca linear como
feito em [23] e outras maneiras existentes na literatura de métodos computacionais em
otimização.
Na Figura 4 a seguir, ilustr uma variante dos métodos de descenso coordenado
para resolver um problema de minimizar a função fpxq “ }x}2 para x P R2 onde a variável
x é dividida em dois blocos, e durante a execução do método os blocos são escolhidos de
forma cíclica.
Figura 4 – Ilustração de um método de descenso coordenado cíclico para resolver o pro-
blema de minimizar a função fpxq “ }x}2 para x P R2.
Na Figura 4 as curvas cp1q, cp2q, cp3q, cp4q, cp5q, cp6q e cp7q são curvas de níveis
da função fpxq “ }x}2 para x P R2, x0 o ponto inicial e x1, x2, x3, x4.x5, x6, x7, x8 são os
pontos obtidos nas iterações 1, 2, 3, 4, 5, 6, 7, 8 respectivamente.
A seguir faremos a abordagem de alguns resultados sobre os métodos de descenso
coordenado já existentes na literatura e daremos algumas referências de aplicações práticas.
Em [3], Bertsekas descreve um método de descenso coordenado cíclico, onde
em cada iteração é feito a minimização exata da função objetivo ao longo de cada bloco
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escolhido. Além disso, mostrou que se a solução de cada subproblema resolvido em cada
iteração com relação a cada bloco de variáveis é única, então qualquer ponto de acumulação
da sequência gerada pelo método é um ponto estacionário.
Em [1], Beck e Tetruashvili estudaram dois tipos de métodos de descenso
coordenado por bloco para funções convexas com gradiente bloco-coordenado Lipschitz
contínuo, onde o vetor de variáveis de decisão é dividido em vários blocos de variáveis. No
primeiro método, o decréscimo em cada iteração é feito através de projeção do gradiente em
relação a um determinado bloco, onde a escolha de cada bloco é feita de forma cíclica. Beck
e Tetruashvili mostraram que com a escolha dos blocos feitas ciclicamente, a sequência
dos valores da função objetivo gerada pelo método tem convergência sublinear para o
valor ótimo. O segundo método considerado no mesmo artigo é conhecido como método
de minimização alternada, onde o vetor de variáveis de decisão é dividido em apenas dois
blocos. Para este método também foi mostrado que a sequência dos valores da função
objetivo gerada pelo método também tem convergência sublinear para o valor ótimo do
problema original.
Já em [23], S. J. Wright faz uma abordagem sobre métodos de descenso
coordenado, onde também estuda variantes, extensões e propriedades de convergência dos
métodos descritos principalmente com referência a problemas em que a função objetivo é
convexa. Além de outras variantes, S. J. Wright apresenta métodos de descenso coordenado
onde a escolha do bloco em cada iteração ocorre de forma aleatória, o autor obteve
propriedades de convergência semelhantes às obtidas por Beck e Tetruashvili em [1] citado
anteriormente. Neste mesmo artigo S. J. Wright deu uma atenção especial a problemas
que surgem com frequência em aplicações de aprendizado de máquina, mostrando que
implementações eficientes de algoritmos de descenso coordenado acelerados são possíveis
para resolver problemas deste tipo.
A seguir indicaremos algumas referências que contém excelentes aplicações de
variantes dos métodos de descenso coordenado para problemas práticos já existentes na
literatura.
Bouman e Sauer [7] discutem uma aplicação à tomografia; Ye et al. [26] aplicam
um método à problemas que surgem da tomografia de difusão ótica; Canutescu e Dunbrack
[9] descrevem um método cíclico de descenso coordenado para determinar a estrutura de
proteínas, Breheny e Huang [8] discutem métodos de descenso coordenado para regressão
linear e logística; Friedman, Hastie e Tibshirani [12] aplicam um método de descenso
coordenado à modelos lineares generalizados, como mínimos quadrados lineares e regressão
logística.
Além das referências abordadas anteriormente, recomendamos outras ótimas
referências citadas nesta tese, com excelentes abordagens sobre a teoria dos métodos de
descenso coordenado.
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Na sequência deste trabalho apresentaremos novas variantes dos métodos de
descenso coordenados onde não exigimos a convexidade da função objetivo.
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3 Descenso coordenado irrestrito
Na primeira seção deste capítulo faremos uma abordagem de um método
de descenso coordenado cíclico que nos inspirou no desenvolvimento de novas variantes
dos métodos de descenso coordenado cíclico. Nas seções seguinte apresentaremos três
novas variantes dos métodos de descenso coordenado para problemas sem restrições, onde
provaremos resultados de complexidade.
3.1 Descenso Coordenado Cíclico-DCC
A seguir apresentaremos uma variante do método de descenso coordenado
cíclico descrito por Beck e Tetruashvili em [1], onde os autores assumiram que a função
objetivo f é convexa e diferenciável com gradiente parcial∇piqfpxq “ Ui∇fpxq, i “ 1, ...., q,
Lipschitz contínuo com constantes Li ą 0, i “ 1, ...., q, onde Ui são matrizes do tipo dadas
na Seção 2.1 e Ω “ Rn. Claramente, neste caso, o gradiente da função objetivo f , ∇fpxq,
também é Lipschitz contínuo com constante L “ max  Li, i “ 1, ...., q(.
Algoritmo 3.1.1. BCGD - Cyclic Block Coordinate Gradient Descent
Entradas: x0 P Rn e Li, i “ 1, ...., q as constantes de Lipschitz para os gradientes
parciais ∇piqf .
Inicialize k Ð 0.
Passo 1. Defina xk,0 “ xk. Defina recursivamente
xk,i “ xk,i´1 ´ 1
Li
Ui∇ifpxk,i´1q, i “ 1, ...., q. (3.1)
Passo 2. Definir xk`1 “ xk,q e voltar ao Passo 1.
Ainda sem assumir a convexidade de f , Beck e Tetruashvili provaram que
fpxkq ´ fpxk`1q ě 14Lp1` qL2{Lminq}∇fpxkq}
2,
com Lmin “ min
 
Li, i “ 1, ...., q
(
e L “ max  Li, i “ 1, ...., q(. Ou seja, cada ponto
obtido durante a execução do método BCGD satisfaz a condição de decréscimo dada acima.
Assim a sequência tfpxkqukPN é estritamente decrescente, além disso a desigualdade acima
garante que todo ponto de acumulação da sequência txkukPN é um ponto estacionário. Já
assumindo f convexa, Beck e Tetruashvili provaram que
fpxkq ´ fpx˚q ď 4L2
`
1` qL2{L2min
˘
R2px0q 1
k ` 8{q , k “ 0, 1, 2, ......,
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onde x˚ um ponto ótimo, Rpx0q “ max
xPRn
 }x´ x˚}; fpxq ď fpx0q( e fpx˚q um valor ótimo
da função objetivo f , ou seja, a sequência tfpxkqukPN converge sublinearmente para o
valor ótimo de f . Além disso, no mesmo artigo, Beck e Tetruashvili mostraram que a taxa
sublinear global de convergência pode ser acelerada quando o problema é irrestrito. Na
configuração irrestrita, os mesmos autores também provaram uma taxa de convergência
sublinear para o chamado método de minimização alternada quando o número de blocos
é dois. Provaram também que quando a função objetivo é assumida como fortemente
convexa, a taxa linear de convergência é estabelecida.
O Algoritmo 3.1.1 e o método descrito por J. M. Martínez em [17] foram
inspirações para o desenvolvimento da variante dos métodos de descenso coordenado cíclico
com regularização de ordem maior ou igual a 2, onde procuramos estender o método
BCGD para funções objetivo não necessariamente convexa e com gradientes Lipschitz ou
Hölder, obtendo resultados de complexidade razoáveis.
Na seção seguinte apresentaremos a primeira das quatro novas versões dos
métodos de descenso coordenado que desenvolvemos neste trabalho.
3.2 DCC com Regularização
Nesta seção consideramos o Problema p2.1q com Ω “ Rn, f não necessariamente
convexa, possuindo derivada de ordem p P N˚ e limitada inferiormente. Para cada x P Rn
definimos Tppx, .q : Rn Ñ R a aproximação de Taylor de ordem p para f em torno de x.
Além disso, consideramos a variável x dividida em blocos.
Durante este trabalho assumiremos p como dado anteriormente, e as constantes
L ą 0, e β P p0, 1s satisfazendo as seguintes suposições:
Suposição 3.2.1. }∇fpx` sq ´∇Tppx, sq} ď L}s}p`β´1 para x, s P Rn.
Suposição 3.2.2. fpx` sq ď Tppx, sq ` L}s}p`β para x, s P Rn.
Suposição 3.2.3. Para todo x, s P Rn vale }∇fpx` sq ´∇fpxq} ď L}s}p`β´1.
Observe que p` β ´ 1 ą 0, e assim o gradiente de f se aproxima do gradiente
de Tppx, sq à medida que s se aproxima de 0. Se f possui p-ésima derivada satisfazendo
}∇pfpx` sq ´∇pfpxq} ď L}s}β, β P p0, 1s e L ą 0,
temos então pelo Teorema 1.1.2 que as Suposições 3.2.1 e 3.2.2 são satisfeitas.
3.2.1 DCC com Regularização de Ordem p+1
A seguir daremos início à apresentação da primeira variante dos métodos de
descenso coordenado desenvolvida neste trabalho.
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Aqui vamos considerar as variáveis divididas em q blocos xp1q, xp2q,......., xpqq, e
Ui para i “ 1,“ 2, ...., q são matrizes do tipo dadas na Seção 2.1 e Ω “ Rn.
Algoritmo 3.2.1. (DCC com Regularização de Ordem p` 1 )
Dados k Ð 0, x0 P Rn, α P p0, 1q, θmax P p0, 1s,  P p0, 1q, Γmin ě 1,
ftarget ă fpx0q e ρmin ą 0.
Inicialize k Ð 0, θ0 “ θmax, Γ0 “ Γmin e ρ0 “ ρmin.
Passo 0: Se fpxkq ď ftarget parar, caso contrário passar para o passo 1.
Passo 1: θ Ð θk, Γ Ð Γk, ρÐ ρk e ir para o passo 2.
Passo 2: Escrever xk,0 “ xk e para cada i “ 1, ...., q fazer xk,i “ xk,i´1`Uisi,k
onde si,k P Rni é tal que
∇piqTppxk,i´1, xk,i ´ xk,i´1q ` ρpp` 1qsi,k}si,k}p´1 “ 0 (3.2)
e Ui é uma matriz em Rnˆni do tipo dadas na Seção 2.1.
Passo 3: Se ρpp`1qq 12 }sk}p8`4Γq 12np}sk}p`θ´18 ě  para sk “
`
sT1,k, s
T
2,k, ....., s
T
q,k
˘T ,
ir para o passo 5. Caso contrário ir para o passo 4.
Passo 4: Se }∇fpxkq} ă  parar. Caso contrário fazer θ Ð θ2 e Γ Ð 2Γ e ir
para o passo 3.
Passo 5: Testar a condição de decrescimento suficiente
fpxk,qq ď fpxkq ´ α 
p`1
p`
2pp` 1qq 12 ˘ p`1p ρ 1p . (3.3)
Se p3.3q for satisfeita, definir xk`1 “ xk,q, k Ð k ` 1, ρk`1 “ ρ, θk`1 “ θ,
Γk`1 “ Γ e ir para o passo 0. Caso contrário fazer ρÐ 2ρ e voltar ao passo 2.
No Algoritmo 3.2.1 os parâmetros α, θmax, , Γmin, ftarget e ρmin são dados
inicialmente, já o parâmetro p é dado implicitamente durante a escolha da aproximação de
Taylor Tppx, .q. Os parâmetros  e ftarget são usados para decidir se um ponto determinado
pelo método é uma solução aproximada adequada para o problema original. O parâmetro
ftarget pode ser escolhido arbitrariamente pelo usuário de forma que seu valor seja menor
que fpx0q, é muito comum escolher ftarget como sendo um limitante inferior para a função
objetivo.
Observe que, diferentemente do Algoritmo 3.1.1, o método DCC não é necessário
ter o conhecimento das constantes de Lipschitz ou Hölder.
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No decorrer deste trabalho mostraremos que se as Suposições 3.2.1, 3.2.2 e 3.2.3
forem satisfeitas e se os parâmetros θmax e Γmin forem escolhidos de forma que θmax ď β
e Γmin ě L, então o gradiente da função objetivo f será calculado no máximo uma vez
durante toda a execução do método. Além disso, mostaremos que os parâmetros θ e Γ são
atualizados no máximo até atingir β e L. Observe que o sistema resolvido no Passo 2 tem
ni equações, sendo mais fácil que resolver um sistema com n equações. Assim, o método
não exige um custo computacional muito elevado durante sua execução, sendo, portanto,
vantajoso em problemas de grande porte.
Na sequência desta seção provaremos que o Algoritmo 3.2.1 está de fato bem
definido.
Lema 3.2.1. Assuma que as Suposições 3.2.1 e 3.2.3 sejam satisfeitas e seja
sk “ psT1,k, ....., sTq,kqT determinado pelo Algoritmo 3.2.1. Então vale a desigualdade
}∇fpxkq} ď ρpp` 1qq 12 }sk}p8 ` 4Lq 12np}sk}p`β´18 . (3.4)
Prova: Usando a Suposição 3.2.1 e xk “ xk,i´1 ` pxk ´ xk,i´1q temos
}∇piqfpxkq ´∇piqTppxk,i´1, xk ´ xk,i´1q} ď L}xk ´ xk,i´1}p`β´1. (3.5)
Por outro lado, temos de xk “ xk,0 e ´Uisi,k “ xk,i ´ xk,i´1 que
}xk ´ xk,i´1} “ }xk,0 ´ xk,1 ` xk,1 ´ xk,2 ` . . . ` xk,i´2 ´ xk,i´1}
“ } ´ U1s1,k ´ U2s2,k ´ . . . ´ Ui´1si´1,k}
ď } ´ U1s1,k} ` } ´ U2s2,k} ` . . . ` } ´ Ui´1si´1,k}
“
i´1ÿ
j“1
}skj }
ď n}sk}8,
ou seja,
}xk ´ xk,i´1} ď n}sk}8. (3.6)
Substituindo p3.6q em p3.5q obtemos
}∇piqfpxkq ´∇piqTppxk,i´1, xk ´ xk,i´1q} ď L
`
n}sk}8
˘p`β´1
,
De onde segue que
}∇piqfpxkq} ď L
`
n}sk}8
˘p`β´1 ` }∇piqTppxk,i´1, xk ´ xk,i´1q}. (3.7)
Por outro lado,
}∇piqTppxk,i´1, xk ´ xk,i´1q} ď }∇piqTppxk,i´1, xk ´ xk,i´1q ´∇piqfpxkq}
` }∇piqfpxkq ´∇piqfpxk,iq}
` }∇piqfpxk,iq ´∇piqTppxk,i´1, xk,i ´ xk,i´1q}
` }∇piqTppxk,i´1, xk,i ´ xk,i´1q}.
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Daí e das Suposições 3.2.1 e 3.2.3 obtemos q
}∇piqTppxk,i´1, xk, ´ xk,i´1q} ď L}xk ´ xk,i´1}p`β´1 ` L}xk ´ xk,i}p`β´1
` L}xk,i ´ xk,i´1}p`β´1 ` }∇piqTppxk,i´1, xk,i ´ xk,i´1q}.
Substituindo p3.6q na desigualdade anterior obtemos
}∇piqTppxk,i´1, xk ´ xk,i´1q} ď L
`
n}sk}8
˘p`β´1 ` L`n}sk}8˘p`β´1
` L`n}sk}8˘p`β´1 ` }∇piqTppxk,i´1, xk,i ´ xk,i´1q}
ou seja,
}∇piqTppxk,i´1, xk ´ xk,i´1q} ď 3L
`
n}sk}8
˘p`β´1 ` }∇piqTppxk,i´1, xk,i ´ xk,i´1q}. (3.8)
Como si,k é solução do Subproblema p3.2q, temos então
∇piqTppxk,i´1, xk,i ´ xk,i´1q ` ρpp` 1qsi,k}si,k}p´1 “ 0,
de onde segue que
}∇piqTppxk,i´1, xk,i ´ xk,i´1q} ď ρpp` 1q}si,k}p. (3.9)
Substituindo p3.9q em p3.8q obtemos
}∇piqTppxk,i´1, xk ´ xk,i´1q} ď 3L
`
n}sk}8
˘p`β´1 ` ρpp` 1q}sk}p8,
daí e de p3.7q segue que
}∇piqfpxkq} ď 4L
`
n}sk}8
˘p`β´1 ` ρpp` 1q}sk}p8
ñ }∇piqfpxkq}2 ď
“
4L
`
n}sk}8
˘p`β´1 ` ρpp` 1q`}sk}8˘p‰2.
Somando a última desigualdade com i variando de 1 a q obtemos
}∇fpxkq}2 ď q“4L`n}sk}8˘p`β´1 ` ρpp` 1q}sk}p8‰2.
De onde temos
}∇fpxkq} ď q 12 “4L`n}sk}8˘p`β´1 ` ρpp` 1q}sk}p8‰
“ q 124L`n}sk}8˘p`β´1 ` ρpp` 1qq 12 }sk}p8
“ 4Lq 12np`β´1}sk}p`β´18 ` ρpp` 1qq 12 }sk}p8
ď 4Lq 12np}sk}p`β´18 ` ρpp` 1qq 12 }sk}p8,
provando assim que
}∇fpxkq} ď ρpp` 1qq 12 }sk}p8 ` 4Lq 12np}sk}p`β´18 .
Capítulo 3. Descenso coordenado irrestrito 36
Proposição 3.2.1. Assuma que as Suposições 3.2.1 e 3.2.3 são satisfeitas e considere
sk “ psT1,k, ....., sTq,kqT determinado pelo Algoritmo 3.2.1. Se os parâmetros θ e Γ satisfazem
θ ď β e Γ ě L, então
ou ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 ě  ou o Algoritmo 3.2.1 para.
Prova: De fato, se
ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 ă ,
então }sk}8 ă 1, pois  ď 1.
De θ ď β temos
p` θ ´ 1 ď p` β ´ 1,
e de }sk}8 ă 1, temos
}sk}p`β´18 ď }sk}p`θ´18 . (3.10)
De p3.10q e de Γ ě L segue que
ρpp` 1qq 12 }sk}p8 ` 4Lq 12np}sk}p`β´18
ď ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 .
Do Lema 3.2.1 temos
}∇fpxkq} ď ρpp` 1qq 12 }sk}p8 ` 4Lq 12np}sk}p`β´18
ď ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 .
Logo se θ ď β, Γ ě L e
ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 ă ,
então
}∇fpxkq} ă ,
onde neste caso o Algoritmo 3.2.1 irá parar.
Portanto se θ ď β e Γ ě L temos
ou ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 ě  ou o método para.
Como consequência da Proposição 3.2.1, temos que a partir do momento em
que tivermos os parâmetros θk e Γk satisfazendo θk ď β e Γk ě L, tais parâmetros não
precisam mais ser atualizados, e consequentemente a partir daí o gradiente da função
objetivo f só precisa ser calculado no máximo uma vez durante o restante da execução
do Algoritmo 3.2.1. Daí podemos perceber que se por sorte os parâmetros θ0 e Γ0 forem
escolhidos de modo que θ0 ď β e Γ0 ě L, então o gradiente da função objetivo f só precisa
ser calculado no máximo uma vez durante toda a execução do Algoritmo 3.2.1, evitando
assim um custo muito elevado no cálculo dos gradientes de f .
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Lema 3.2.2. Assuma que a Suposição 3.2.2 seja satisfeita e seja sk “ psT1,k, ....., sTq,kqT
determinado pelo Algoritmo 3.2.1. Então
fpxk`1q ď fpxkq ´ ρ}sk}p`18 ` qL}sk}p`β8 . (3.11)
Prova: Se si,k solução do Subproblema p3.2q então
Tppxk,i´1, Uisi,kq ` ρ}si,k}p`1 ď Tppxk,i´1, Ui~0q ` ρ}~0}p`1
“ Tppxk,i´1,~0q,
de onde temos
Tppxk,i´1, Uisi,kq ď Tppxk,i´1,~0q ´ ρ}si,k}p`1. (3.12)
Da Suposição 3.2.2 temos
fpxk,i´1 ` Uisi,kq ď Tppxk,i´1, Uisi,kq ` L}Uisi,k}p`β
“ Tppxk,i´1, Uisi,kq ` L}si,k}p`β,
daí de p3.12q obtemos
fpxk,iq ď Tppxk,i´1,~0q ´ ρ}si,k}p`1 ` L}si,k}p`β.
Por outro lado, fpxk,i´1q “ Tppxk,i´1,~0q, logo
fpxk,iq ď fpxk,i´1q ´ ρ}si,k}p`1 ` L}si,k}p`β para cada i “ 1, ......., q,
ou seja,
fpxk,1q ď fpxk,0q ´ ρ}sk1}p`1 ` L}s1,k}p`β
fpxk,2q ď fpxk,1q ´ ρ}sk2}p`1 ` L}s2,k}p`β
...
fpxk,qq ď fpxk,q´1q ´ ρ}skq}p`1 ` L}sq,k}p`β,
de onde segue que
fpxk,nq ď fpxk,0q ´ ρ
qÿ
i“1
}si,k}p`1 ` L
qÿ
i“1
}si,k}p`β
ď fpxk,0q ´ ρ}sk}p`18 ` Lq}sk}p`β8 .
Daí e de xk,n “ xk`1 e xk,0 “ xk temos
fpxk`1q ď fpxkq ´ ρ}sk}p`18 ` qL}sk}p`β8 ,
concluído assim a demonstração.
Partes das demonstrações dos próximos resultados seguem alguns passos das
demonstrações do Lema 2.1 e Teorema 2.1 feitas por J. M. Martínez em [17].
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Lema 3.2.3. Se ρM1}sk}p8`M2}sk}p`θ´18 ě  para ρ ě 
θ´1
p`θ´1M´11 M
p
p`θ´1
2 2
1´θ
p`θ´1 , M1 ą 0,
M2 ą 0 e sk “ psT1,k, ....., sTq,kqT determinado pelo Algoritmo 3.2.1.
Então ρ}sk}p8 ě 2M1 .
Prova: Considerando t “ ρ}sk}p8, ν “ p` θ ´ 1p e c1 “
M2
M1ρν
, temos que
ρM1}sk}p8 `M2}sk}p`θ´18 ě 
que implica em
t` c1tν ě 
M1
.
Se t ě c1tν , então temos t` t ě t` c1tν ě 
M1
de onde segue que t ě 2M1 , ou seja,
ρ}sk}p8 ě 2M1 .
Se t ă c1tν , então temos 
M1
ď t` c1tν ď c1tν ` c1tν , de onde segue que
c1t
ν ě 2M1 . Isolando t, obtemos
t ě
„

2M1c1
 1
ν
, ou seja, ρ}sk}p8 ě
„

2M1c1
 1
ν
. (3.13)
Logo para provar que ρ}sk}p8 ě 2M1 , basta provar que„

2M1c1
 1
ν ě 2M1 ,
que é equivalente a
c1 ď 1´νp2M1qν´1, ou seja, M2
M1ρν
ď 1´νp2M1qν´1. (3.14)
Por outro lado, de
ρ ě  θ´1p`θ´1M´11 M
p
p`θ´1
2 2
1´θ
p`θ´1 “  ν´1ν M´11 M
1
ν
2 2
1´ν
ν
temos
ρν ě ν´1M221´νM´ν1 ,
de onde segue que
M1ρ
ν
M2
ě M1
ν´1M221´νM´ν1
M2
“ ν´121´νM1´ν1 ,
o que implica em
M2
M1ρν
ď 1´νp2M1qν´1,
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provando assim a validade de 3.14.
Concluindo assim a prova do Lema 3.2.3.
Na sequência mostraremos que se as Suposições 3.2.1, 3.2.2 e 3.2.3 são satisfeitas
então existe ρ ą 0 tal que a condição de decrescimento suficiente da função objetivo dada
no Algoritmo 3.2.1 é satisfeita.
Teorema 3.2.1. Assuma que as Suposições 3.2.1, 3.2.2 e 3.2.3 são satisfeitas. Então, se
o Algoritmo 3.2.1 não parar na iteração k ` 1, as desigualdades
fpxk`1q ď fpxkq ´ αρ}sk}p`18 (3.15)
e
fpxk`1q ď fpxkq ´ α 
p`1
p`
2pp` 1qq 12 ˘ p`1p ρ 1p (3.16)
são válidas para ρ ě max
" pqLq pp`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2M1q β´1p`β´1

, 
θ´1
p`θ´1M
p
p`θ´1
2
2
θ´1
p`θ´1
M1
*
, onde xk`1, xk
e sk são determinados pelo Algoritmo 3.2.1.
Prova: Enquanto o método não parar, existem θ e Γ tais que
ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 ě .
Logo considerando M1 “ pp` 1qq 12 e M2 “ 4Γq 12np, temos pelo Lema 3.2.3 que
ρ}sk}p8 ě 2M1 para ρ ě 
θ´1
p`θ´1M´11 M
p
p`θ´1
2 2
θ´1
p`θ´1 . (3.17)
No Lema 3.2.2, vimos que se sk é determinado pelo Algoritmo 3.2.1, a seguinte inequação
é válida
fpxk`1q ď fpxkq ´ ρ}sk}p`18 ` qL}sk}p`β8 .
Logo, para provar fpxk`1q ď fpxkq ´ αρ}sk}p`18 , basta provar que
ρ}sk}p`18 ´ qL}sk}p`β8 ě αρ}sk}p`18 ,
que é equivalente a
ρp1´ αq ě qL}sk}β´18 . (3.18)
Em p3.17q vimos que }sk}8 ě 
1
p
p2M1ρq 1p
sempre que ρ ě  θ´1p`θ´1M´11 M
p
p`θ´1
2 2
θ´1
p`θ´1 , daí e de
β ´ 1 ď 0 segue que
qL}si,k}β´18 ď qL 
β´1
p
p2M1ρqβ´1p
.
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Logo, uma condição suficiente para que p3.18q seja válido é
qL

β´1
p
p2M1ρqβ´1p
ď ρp1´ αq,
onde esta condição é válida para
ρ ě pqLq
p
p`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2M1q β´1p`β´1

e ρ ě  θ´1p`θ´1M´11 M
p
p`θ´1
2 2
θ´1
p`θ´1 .
Assim temos p3.15q válida para ρ satisfazendo
ρ ě max
" pqLq pp`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2M1q β´1p`β´1

, 
θ´1
p`θ´1M
p
p`θ´1
2
2
θ´1
p`θ´1
M1
*
.
De p3.17q temos }sk}p`18 ě 
p`1
p
p2M1ρq p`1p
, daí e de
fpxk`1q ď fpxkq ´ αρ}si,k}p`18
temos
fpxk`1q ď fpxkq ´ αρ 
p`1
p
p2M1ρq p`1p
“ fpxkq ´ α 
p`1
p
p2M1q p`1p ρ p`1p ´1
“ fpxkq ´ α 
p`1
p
p2M1q p`1p ρ 1p
.
para
ρ ě max
" pqLq pp`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2M1q β´1p`β´1

, 
θ´1
p`θ´1M
p
p`θ´1
2
2
θ´1
p`θ´1
M1
*
.
Concluindo assim a demonstração.
Com Teorema 3.2.1 podemos concluir a boa definição do Algoritmo 3.2.1.
Podemos observar que a sequência tfpxkqukPN obtida durante a execução do
Algoritmo 3.2.1 é estritamente decrescente, assim o método descrito evita pontos em que
a função objetivo f não tenha decréscimo, a não ser que o ponto seja estacionário, onde
neste caso o método para. Além disso, da definição do critério de parada, temos que o
Algoritmo 3.2.1 identifica quando a execução do mesmo atinge uma solução aproximada
para o problema original.
Na subseção seguinte analizamos a complexidade do Alogoritmo 3.2.1 e mos-
tramos que o mesmo atinge uma solução aproximada em número finito de iterações.
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3.2.2 Análise de Complexidade
Nesta subseção analisamos a complexidade do Algoritmo 3.2.1, onde provamos
que o método obtém uma solução aproximada em um número finito de iterações, além
disso encontramos um limitante superior para o número necessário de iterações para que o
método atinja seu critério de parada.
Antes dos principais resultados desta subseção teremos um lema técnico.
Lema 3.2.4. A função g : p0,`8q Ñ R, onde gptq “ t´ 1
p` t´ 1 e p é um número natural
não nulo, é crescente.
Prova: Temos que a derivada de g, g1ptq “ ppp` t´ 1q2 , é positiva para todo t P p0,`8q.
Portanto pelo critério da derivada temos que a função g é crescente.
Sejam θk e Γk determinados pelo Algoritmo 3.2.1, e β, L dados nas Suposições
3.2.1, 3.2.2 e 3.2.3. No restante deste trabalho vamos considerar θmin e Γmax definidos da
seguinte forma:
Definição 3.2.1. θmin “ maxtθk; θk ď β e Γk ě Lu.
Definição 3.2.2. Γmax “ mintΓk; Γk ě L e θk ď βu.
Da Proposição 3.2.1 podemos observar que a partir do momento em que
θk “ θmin e Γk “ Γmax, tais parâmetros não precisam mais ser atualizados e o gradiente da
função objetivo será calculado no máximo uma vez no restante da execução. Logo, se por
sorte forem escolhidos inicialmente θmax ď β e Γmin ě L o gradiente da função objetivo f
será calculado no máximo uma vez em todas a iterações. Também podemos observar que
quanto mais próximo for θmax de β e Γmin de L menor poderá ser a quantidade de vezes
que o gradiente de f será calculado.
A seguir mostraremos que a sequência tρkukPN de parâmetros determinados
pelo Algoritmo 3.2.1 é limitada, ou seja, em algum momento durante a execução do método
o parâmetro ρ não precisam mais ser atualizado.
Proposição 3.2.2. A sequência tρkukPN de parâmetros determinados pelo Algoritmo 3.2.1
é limitada.
Prova: Considerando θmin e Γmax como definidos anteriormente e  P p0, 1q. Do Lema
3.2.4, temos o seguinte:
1. θmax ě θ e θmax ě θmin, o que implica em:
a) θ ´ 1
p` θ ´ 1 ď
θmax ´ 1
p` θmax ´ 1 ñ 2
θ´1
p`θ´1 ď 2 θmax´1p`θmax´1 .
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b) θmin ´ 1
p` θmin ´ 1 ď
θ ´ 1
p` θ ´ 1 ñ 
θ´1
p`θ´1 ď  θmin´1p`θmin´1 .
2. β ě θmin implica em:
a) θmin ´ 1
p` θmin ´ 1 ď
β ´ 1
p` β ´ 1 .
b) 
β´1
p`β´1 ď  θmin´1p`θmin´1 .
3. θ ě θmin e Γ ď Γmax implica em:
a) M2 “ 4Γq 12np ďM2 “ 4Γmaxq 12np.
b) M
p
p`θ´1
2 ďM
p
p`θmin´1
2 .
De onde segue que
max
" pqLq pp`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2M1q β´1p`β´1

, 
θ´1
p`θ´1M
p
p`θ´1
2
2
θ´1
p`θ´1
M1
*
ď max
" pqLq pp`β´1
p1´ αq pp`β´1
„

θmin´1
p`θmin´1
p2M1q β´1p`β´1

, 
θmin´1
p`θmin´1M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
.
Daí e do Teorema 3.2.1 temos que a condição de decrescimento é satisfeita para
ρ ě max
" pqLq pp`β´1
p1´ αq pp`β´1
„

θmin´1
p`θmin´1
p2M1q β´1p`β´1

, 
θmin´1
p`θmin´1M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
,
de onde temos que os parâmetros ρ são limitados por
ρmax “ 2 max
" pqLq pp`β´1
p1´ αq pp`β´1
„

θmin´1
p`θmin´1
p2M1q β´1p`β´1

, 
θmin´1
p`θmin´1M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
.
Portanto a sequência tρkukPN determinada pelo Algoritmo 3.2.1 é limitada.
No teorema a seguir, provaremos que o critério de parada definido no Algoritmo
3.2.1 é atingido em um número finito de iterações. Além disso daremos uma estimativa do
número máximo de iterações necessárias para que o método pare sua execução.
Teorema 3.2.2. Considere que as Suposições 3.2.1, 3.2.2 e 3.2.3 sejam satisfeitas. Então
o número de iterações em que }∇fpxkq} ě  e fpxkq ą ftarget é limitado superiormente por„`
fpx0q ´ ftarget
˘
cp
α


´ p`θmin
p`θmin´1 ,
onde cp “ p2M1q p`1p
„
2 max
" pqLq pp`β´1
p1´ αq pp`β´1
1
p2M1q β´1p`β´1
, M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
* 1
p
,
M2 “ 4Γmaxq 12np e M1 “ pp` 1qq 12 .
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Prova: Do Teorema 3.2.1 temos
fpxk`1q ď fpxkq ´ α 
p`1
p
p2M1q p`1p ρ
1
p
k
(3.19)
para
ρk ě max
" pqLq pp`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2M1q β´1p`β´1

, 
θ´1
p`θ´1M
p
p`θ´1
2
2
θ´1
p`θ´1
M1
*
.
Na Proposição 3.2.2 provamos que
ρk ď ρmax “ 2 max
" pqLq pp`β´1
p1´ αq pp`β´1
„

θmin´1
p`θmin´1
p2M1q β´1p`β´1

, 
θmin´1
p`θmin´1M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
,
daí e de p3.19q temos
fpxk,qq ď fpxkq ´ α 
p`1
p
p2M1q p`1p pρmaxq 1p
. (3.20)
Fazendo
cp “ p2M1q p`1p
„
2 max
" pqLq pp`β´1
p1´ αq pp`β´1
1
p2M1q β´1p`β´1
, M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
* 1
p
obtemos que p2M1q p`1p ρ
1
p
max “ cp
θmin´1
ppp`θmin´1q .
Daí e de p3.20q segue que
fpxk`1q ď fpxkq ´ α 
p`1
p
cp
θmin´1
ppp`θmin´1q
“ fpxkq ´ α
cp

p`θminpp`θmin´1q
ñ fpxk`1q ď fpxkq ´ α
cp

p`θmin
p`θmin´1 . (3.21)
Se }∇fpxkq} ě  e fpxkq ą ftarget temos de p3.21q que
ftarget ă fpxkq ´ α
cp

p`θmin
p`θmin´1
ñ ftarget ă fpxk´1q ´ 2 α
cp

p`θmin
p`θmin´1
...
ñ ftarget ă fpxk´kq ´ pk ` 1q α
cp

p`θmin
p`θmin´1 ,
ou seja,
ftarget ă fpx0q ´ pk ` 1q α
cp

p`θmin
p`θmin´1 ,
de onde temos
k ` 1 ď
„`
fpx0q ´ ftarget
˘
cp
α


´ p`θmin
p`θmin´1 .
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Portanto, o número de iterações em que }∇fpxkq} ě  e fpxkq ą ftarget é
limitado superiormente pelo número real„`
fpx0q ´ ftarget
˘
cp
α


´ p`θmin
p`θmin´1 .
Ainda em relação à complexidade do Algoritmo 3.2.1, devemos analisar o
número de vezes em que os parâmetros ρ, θ e Γ são atualizados durante a execução do
método, e assim obter o número máximo de avaliações da função objetivo f e seu gradiente
para que o método obtenha uma solução aproximada para o problema original. Essa análise
será feita no teorema seguinte.
Teorema 3.2.3. Suponha que seja válidas as hipóteses dadas do Teorema 3.2.2. Então,
o número de avaliações de f e seu gradiente durante a execução do Algoritmo 3.3.1 é
limitado superiormente por
rfpx0q ´ festscp
α

´ p`θmin
p`θmin´1 ` cr ` log2
`
Γmax
˘´ log2`Γmin˘, (3.22)
onde
cr “ θmin ´ 1
p` θmin ´ 1 log2pq ` log2pcrrq ´ log2pρminq ` 1
e
crr “ max
" pqLq pp`β´1
p1´ αq pp`β´1
„
1
p2M1q β´1p`β´1

, M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
.
Prova: Para obter um limitante superior para a quantidade de avaliações da função
objetivo f e de seu gradiente durante a execução do Algoritmo 3.2.1, basta somar o
limitante superior para o número de iterações, com o limitante superior para o número de
vezes em que o parâmetro ρmin é duplicado e o limitante superior para o número de vezes
em que os parâmetros Γmin e θmax são atualizados.
Podemos ver das definições de Γmax e θmin que existe um m P N tal que
θmin “ θmax2m e Γmax “ 2
mΓmin,
onde m é o máximo de vezes em que tais parâmetros são atualizados durante a execução
do Algoritmo 3.2.1.
Daí temos
2mΓmin “ Γmax,
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ou seja,
2m “ ΓmaxΓmin ,
de onde segue que
log2p2mq “ log2
ˆ
Γmax
Γmin
˙
,
o que implica
mlog22 “ log2pΓmaxq ´ log2pΓminq.
Daí temos
m “ log2pΓmaxq ´ log2pΓminq. (3.23)
Por outro lado, se ρmin ě ρmax, temos de p3.16q que
fpxk`1q ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1pmax
ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1pmin ,
logo, neste caso a condição de decrescimento dada no Algoritmo 3.2.1 é satisfeita e o
parâmetro ρ não precisa ser duplicado. Assim só será preciso duplicar o parâmetro ρ no
caso em que ρmin ă ρmax.
Suponha ρmin ă ρmax, e seja r o número de vezes em que ρ é duplicado durante
a execução do método. Logo
2rρmin ď ρmax,
ou seja,
2r ď ρmax
ρmin
,
de onde segue que
log2p2rq ď log2
ˆ
ρmax
ρmin
˙
,
o que implica
r log22 ď log2pρmaxq ´ log2pρminq.
Daí
r ď log2pρmaxq ´ log2pρminq. (3.24)
Vimos no Teorema 3.2.2 que
ρmax “ 2 max
" pqLq pp`β´1
p1´ αq pp`β´1
„

θmin´1
p`θmin´1
p2M1q β´1p`β´1

, 
θmin´1
p`θmin´1M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
“ 2 θmin´1p`θmin´1 crr,
Capítulo 3. Descenso coordenado irrestrito 46
onde
crr “ max
" pqLq pp`β´1
p1´ αq pp`β´1
„
1
p2M1q β´1p`β´1

, M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
.
Daí e de p3.24q temos
r ď log2
`
2
θmin´1
p`θmin´1 crr
˘´ log2pρminq
“ log2p2q ` log2
`

θmin´1
p`θmin´1
˘` log2pcrrq ´ log2pρminq
“ 1` θmin ´ 1
p` θmin ´ 1 log2pq ` log2pcrrq ´ log2pρminq,
logo o número de duplicações do parâmetro ρ é limitado superiormente por
cr “ θmin ´ 1
p` θmin ´ 1 log2pq ` log2pcrrq ´ log2pρminq ` 1.
Como o número de iterações é limitado superiormente por
rfpx0q ´ festscp
α

´ p`θmin
p`θmin´1 ,
temos portanto que o número de avaliações da função objetivo f e de seu gradiente durante
a execução do Algoritmo 3.2.1 é limitado superiormente por
rfpx0q ´ festscp
α

´ p`θmin
p`θmin´1 ` cr ` log2
`
Γmax
˘´ log2`Γmin˘,
onde
cr “ θmin ´ 1
p` θmin ´ 1 log2pq ` log2pcrrq ´ log2pρminq ` 1
e
crr “ max
" pnLq pp`β´1
p1´ αq pp`β´1
„
1
p2M1q β´1p`β´1

, M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
.
De p3.22q, dado no teorema anterior, podemos perceber que quanto mais
próximo um do outro forem θmax de θmin e Γmin de Γmax, melhor será o resultado de
complexidade para o Algoritmo 3.2.1.
Com o objetivo de melhorar os resultados de complexidade em relação ao
Algoritmo 3.2.1, na seção seguinte, apresentaremos uma nova variante dos métodos de
descenso coordenado por bloco, onde a principal diferença em relação ao Algoritmo 3.2.1,
está na ausência dos parâmetros θ e Γ e na escolha dos blocos de coordenadas em cada
iteração.
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3.3 Descenso Coordenado com Norma Máximo do Gradiente-DCNMG
Nesta seção consideramos o Problema p2.1q com as mesmas hipótese função
f possuindo p-ésima derivada, e para cada x P Rn será considerado Tppx, .q : Rn Ñ R o
mesmo modelo definido na Seção 3.2, e também assumimos as Suposições p3.2.1q, p3.2.2q e
p3.2.3q. Também consideramos as variáveis de decisão divididas em blocos como na seção
anterior.
3.3.1 DCNMG com Regularização de Ordem p+1
Algoritmo 3.3.1. (DCNMG com Regularização de Ordem p` 1)
Dados k Ð 0, x0 P Rn, α P p0, 1q,  P p0, 1q, ρmin ą 0 e ftarget ă fpx0q.
Inicialize ρ “ ρmin.
Passo 0: ρ0 Ð ρk.
Passo 1: Dado o ponto xk, se fpxkq ď ftarget, parar o método, caso contrário
ir para o passo 2.
Passo 2: Escolher um índice ik P t1, 2, ...., qu tal que
}∇pikqfpxkq} “ max1ďjďq }∇pjqfpx
kq}.
Se }∇pikqfpxkq} ă , parar o método. Caso contrário ir para o passo 3.
Passo 3: Calcular sk “ p0, ..., sTik,k, ..., 0qT e xk “ xk`Uiksik,k onde sik,k P Rnik
é tal que
∇pikqTppxk, Uiksik,kq ` ρpp` 1qUiksik,k}sik,k}p´1 “ 0. (3.25)
Passo 4: Se
fpxkq ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1p , (3.26)
fazer xk`1 “ xk e ir para o passo 0. Caso contrário, fazer ρÐ 2ρ e ir ao
passo 3.
Observe que, no Algoritmo 3.3.1, não precisamos utilizar os parâmetros θ e Γ
como no Algoritmo 3.2.1, assim esperamos obter resultados de complexidade não piores
que os obtidos no método desenvolvido na seção anterior.
Como no Algoritmo 3.2.1, os parâmetros α, , ftarget e ρmin são dados inicial-
mente, o parâmetro p é dado implicitamente durante a escolha da aproximação de Taylor
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Tppx, sq e os parâmetros  e ftarget são usados para decidir se um ponto determinado pelo
método é uma solução aproximada adequada para o problema original. O parâmetro ftarget
pode ser escolhido arbitrariamente pelo usuário de forma que seu valor seja menor que
fpx0q. É muito comum escolher ftarget como sendo um limitante inferior para a função
objetivo.
Observe que
}∇fpxkq}2 “
qÿ
i“1
}∇piqfpxkq}2
ď q max
1ďiďq }∇piqfpx
kq}2
“ q}∇pikqfpxkq}2
ñ }∇fpxkq} ď q 12 }∇pikqfpxkq},
logo }∇pikqfpxkq} ă  implica }∇fpxkq} ă q
1
2 , ou seja, }∇fpxkq} se aproxima de 0 à media
que }∇pikqfpxkq} se aproxima de 0.
Nos próximos resultados provaremos que o Algoritmo 3.3.1 está bem definido.
Proposição 3.3.1. Assuma que as Suposições 3.2.1 e 3.2.3 sejam satisfeitas, e seja sik,k
determinado pelo Algoritmo 3.3.1. Então vale
}∇pikqfpxkq} ď ρpp` 1q}sik,k}p ` 2L}sik,k}p`β´1. (3.27)
Prova: Usando a Suposição 3.2.1 temos
}∇pikqfpxk ` Uiksik,kq ´∇pikqTppxk, Uiksik,kq} ď L}Uiksik,k}p`β´1
“ L}sik,k}p`β´1,
de onde segue que
}∇pikqfpxk ` Uiksik,kq} ď }∇pikqTppxk, Uiksik,kq} ` L}sik,k}p`β´1. (3.28)
Como sik,k é solução do Subproblema p3.25q, temos então
∇pikqTppxk, Uiksik,kq ` ρpp` 1qUiksik,k}sik,k}p´1 “ 0,
que implica
}∇pikqTppxk, Uiksik,kq} ď ρpp` 1q}sik,k}p. (3.29)
Substituindo p3.29q em p3.28q obtemos
}∇pikqfpxk ` Uiksik,kq} ď ρpp` 1q}sik,k}p ` L}sik,k}p`β´1. (3.30)
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Por outro lado, temos
}∇pikqfpxkq} “ }∇pikqfpxkq ´∇pikqfpxk ` Uiksik,kq `∇pikqfpxk ` Uiksik,kq}
ď }∇pikqfpxkq ´∇pikqfpxk ` Uiksik,kq} ` }∇pikqfpxk ` Uiksik,kq},
daí, da Suposição 3.2.3 e de p3.30q temos
}∇pikqfpxkq} ď L}Uiksik,k}p`β´1 ` ρpp` 1q}sik,k}p ` L}sik,k}p`β´1
“ ρpp` 1q}sik,k}p ` 2L}sik,k}p`β´1,
logo, como }∇pikqfpxkq} “ max1ďiďqt}∇piqfpx
kq}u, temos então
}∇pikqfpxkq} ď ρpp` 1q}sik,k}p ` 2L}sik,k}p`β´1.
A Proposição 3.3.1 nos mostra que quando ρ}sik,k} se aproxima de 0, a norma
do gradiente da função objetivo f também se aproxima de 0.
Proposição 3.3.2. Assuma que a Suposição 3.2.2 seja satisfeita e seja sik,k determinado
pelo Algoritmo 3.3.1. Então
fpxk`1q ď fpxkq ´ ρ}sik,k}p`1 ` L}sik,k}p`β. (3.31)
Prova: A demonstração é análoga à feita no Lema 3.2.2.
Partes das demonstrações dos próximos resultados seguem alguns passos das
demonstrações do Lema 2.1 e Teorema 2.1 de J. M. Martínez em [17].
Lema 3.3.1. Suponha que ρN1}sik,k}p`N2}sik,k}p`β´1 ě  para ρ ě 
β´1
p`β´1N´11 N
p
p`β´1
2 2
1´β
p`β´1 ,
N1 ą 0, N2 ą 0 e sik,k determinado pelo Algoritmo 3.3.1. Então ρ}sik,k}p ě

2N1
.
Prova: A demonstração é análoga à feita no Lema 3.2.3.
Teorema 3.3.1. Assuma que as Suposições 3.2.1, 3.2.2 e 3.2.3 sejam satisfeitas. Então,
se o Algoritmo 3.3.1 não parar na iteração k ` 1, são válidas as desigualdades
fpxk`1q ď fpxkq ´ αρ}sik,k}p`1 (3.32)
e
fpxk`1q ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1p (3.33)
para ρ ě max
"
L
p
p`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2N1q β´1p`β´1

, 
β´1
p`β´1N
p
p`β´1
2
2
β´1
p`β´1
N1
*
, onde xk`1, xk, α e sik.k
determinados pelo Algoritmo 3.3.1.
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Prova: Demonstração é análoga à feita no Teorema 3.2.1.
Assim com Teorema 3.3.1 podemos garantir a boa definição do Algoritmo 3.3.1.
Observe que p3.33q implica que fpxk`1q ă fpxkq, assim o método evita pontos
em que a função objetivo f não tenha decréscimo. Além disso, da definição do critério de
parada, temos que o Algoritmo 3.3.1 identifica quando a execução do mesmo atinge uma
solução aproximada para o problema original. Tendo portanto características semelhantes
às do Algoritmo 3.2.1 descrito da Seção 3.2.
Na seção a seguir mostraremos que o Algoritmo 3.3.1 possui resultados de
complexidades semelhantes aos obtidos para o Algoritmo 3.2.1 deste trabalho.
3.3.2 Análise de Complexidade
Nesta subseção faremos uma análise da complexidade de avaliação do pior caso
do Algoritmo 3.3.1, onde provaremos que o método obtém uma solução aproximada em
um número finito de iterações.
Teorema 3.3.2. Dados  ą 0 e fest, onde ftarget ă fpx0q.
Se as Suposições 3.2.1, 3.2.2 e 3.2.3 são válidas, então o número de iterações em que
fpxkq ą fest e }∇pikqfpxkq} ě  é limitado superiormente pelo número real
rfpx0q ´ ftargetscβ
α
´
p`β
p`β´1 , (3.34)
onde
cβ “ p2pp` 1qq p`1p
„
2 max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
* 1
p
.
Prova: Do Teorema 3.3.1 temos
fpxk`1q ď fpxkq ´ α 
p`1
p
p2pp` 1qq p`1p ρ
1
p
k
(3.35)
para
ρk ě max
"
L
p
p`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2pp` 1qq β´1p`β´1

, 
β´1
p`β´1 p2Lq pp`β´1 2
β´1
p`β´1
p` 1
*
.
Logo temos
ρk ď ρmax “ 2 max
"
L
p
p`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2pp` 1qq β´1p`β´1

, 
β´1
p`β´1 p2Lq pp`β´1 2
β´1
p`β´1
p` 1
*
,
Capítulo 3. Descenso coordenado irrestrito 51
daí e de p3.35q temos
fpxk,qq ď fpxkq ´ α 
p`1
p
p2pp` 1qq p`1p pρmaxq 1p
. (3.36)
Fazendo
cβ “ p2pp` 1qq p`1p
„
2 max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
* 1
p
,
obtemos
p2pp` 1qq p`1p ρ
1
p
max “ cβ
β´1
ppp`β´1q .
Daí e de p3.36q segue que
fpxk`1q ď fpxkq ´ α 
p`1
p
cβ
β´1
ppp`β´1q
“ fpxkq ´ α
cβ

p`1
p
´ β´1
ppp`β´1q
“ fpxkq ´ α
cβ

p`β
pp`β´1q ,
isto é,
fpxk`1q ď fpxkq ´ α
cβ

p`β
p`β´1 . (3.37)
Se fpxkq ą ftarget, temos então de p3.37q
ftarget ă fpxkq ´ α
cβ

p`β
p`β´1
ñ ftarget ă fpxk´1q ´ 2 α
cβ

p`β
p`β´1
...
ñ ftarget ă fpxk´kq ´ pk ` 1q α
cβ

p`β
p`β´1 ,
ou seja,
ftarget ă fpx0q ´ pk ` 1q α
cβ

p`β
p`β´1 ,
de onde temos
k ` 1 ď
„`
fpx0q ´ ftarget
˘
cβ
α

´
p`β
p`β´1 .
Portanto, o número de iterações em que }∇pikqfpxkq} ě  e fpxkq ą ftarget é
limitado superiormente pelo número real„`
fpx0q ´ ftarget
˘
cβ
α

´
p`β
p`β´1 .
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Observe que no Teorema 3.3.2 não incluímos o número de vezes em que o parâ-
metro ρ é atualizado durante a execução do Algoritmo 3.3.1. Na análise de complexidade
é muito importante levar este aspecto em consideração, pois nos dá a eficiência do método
com mais precisão. A seguir enunciamos e provamos um resultado de complexidade para
o Algoritmo 3.3.1, onde levamos em conta o número de vezes em que o parâmetro ρ é
atualizado.
Teorema 3.3.3. Suponha que seja válidas as hipóteses dadas no Teorema 3.3.2. Então, o
número de avaliações de f durante a execução do Algoritmo 3.3.1 é limitado superiormente
por
rfpx0q ´ festscβ
α
´
p`β
p`β´1 ` β ´ 1
p` β ´ 1 log2pq ` cl ´ log2pρminq ` 1, (3.38)
onde cl “ log2
„
max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
*
e
cβ “ p2pp` 1qq p`1p
„
2 max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
* 1
p
.
Prova: Para obter um limitante superior para a quantidade de avaliações da função
objetivo f durante a execução do Algoritmo 3.3.1, basta somar o limitante superior para o
número de iterações com o limitante superior para o número de vezes em que o parâmetro
ρ é duplicado.
Se ρmin ď ρmax, temos de p3.33q do Teorema 3.3.1 que
fpxk`1q ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1pmax
ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1pmin ,
logo, neste caso a condição de decrescimento no Passo 4 do Algoritmo 3.3.1 é satisfeita e
o parâmetro ρ não precisa ser duplicado. Logo só será preciso duplicar o parâmetro ρ se
ρmin ă ρmax.
Seja m o número de vezes em que ρ é duplicado, logo temos
2mρmin ď ρmax,
ou seja,
2m ď ρmax
ρmin
,
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de onde segue que
log2p2mq ď log2
ˆ
ρmax
ρmin
˙
,
o que implica
mlog22 ď log2pρmaxq ´ log2pρminq.
Daí temos
m ď log2pρmaxq ´ log2pρminq. (3.39)
Vimos no Teorema 3.3.2 que
ρmax “ 2 max
"
L
p
p`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2pp` 1qq β´1p`β´1

, 
β´1
p`β´1L
p
p`β´1 2
β´1
p`β´1
p` 1
*
“ 2 β´1p`β´1 cl,
onde
cl “ max
"
L
p
p`β´1
p1´ αq pp`β´1
„
1
p2pp` 1qq β´1p`β´1

, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
*
.
Daí e de p3.39q temos
m ď log2
`
2
β´1
p`β´1 cl
˘´ log2pρminq
“ log2p2q ` log2
`

β´1
p`β´1
˘` log2pclq ´ log2pρminq
“ 1` β ´ 1
p` β ´ 1 log2pq ` log2pclq ´ log2pρminq,
logo o número de duplicações do parâmetro ρ é limitado superiormente por
β ´ 1
p` β ´ 1 log2pq ` log2pclq ´ log2pρminq ` 1.
Por outro lado, vimos no Teorema 3.3.2 que o número de iterações é limitado superiormente
por
rfpx0q ´ festscβ
α
´
p`β
p`β´1 .
Temos portanto que o número de avaliações da função objetivo f durante a execução do
Algoritmo 3.3.1 é limitado superiormente por
rfpx0q ´ festscβ
α
´
p`β
p`β´1 ` β ´ 1
p` β ´ 1 log2pq ` cl ´ log2pρminq ` 1,
onde cl “ log2
„
max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
*
.
Comparando os teoremas 3.2.3 e 3.3.3, podemos perceber que os resultados de
complexidade obtidos para os algoritmos 3.2.1 e 3.3.1 têm semelhança, principalmente se
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θmax e Γmax forem próximos de θmin e Γmin respectivamente.
Na seção seguinte apresentaremos uma terceira variante dos métodos de descenso
coordenado para problema sem restrições.
3.4 Descenso Coordenado Aleatório-DCA
Nesta seção também consideramos o Problema p2.1q com a função f possuindo
p-ésima derivada, e para cada x P Rn será considerado Tppx, .q : Rn Ñ R o mesmo modelo
definido na Seção 3.2. Também assumimos as Suposições p3.2.1q, p3.2.2q e p3.2.3q.
3.4.1 DCA com Regularização de Ordem p+1
Algoritmo 3.4.1. (DCA com Regularização de Ordem p` 1)
Dados k Ð 0, x0 P Rn, α P p0, 1q,  P p0, 1q, ρmin ą 0 e ftarget ă fpx0q.
Inicialize ρ0 “ ρmin.
Passo 0: Dado o ponto xk, se fpxkq ď ftarget, parar o método. Caso contrário
ir para o passo 1.
Passo 1: ρÐ ρk.
Passo 2: Escolher aleatoriamente ik1 , ik2 , ..., ikm´1 , ikm pertencentes a t1, 2, ...., qu
tal que }∇pikj qfpxkq} ă  para todo ikj P Ik “ tik1 , ik2 , ..., ikm´1u
e }∇pikm qfpxkq} ě . Se Ik “ t1, 2, ...., qu, parar o método. Caso contrário fazer
ikm “ ik e ir para o passo 3.
Passo 3: Calcular sk “ p0, ..., sTik,k, ..., 0qT e xk “ xk ` sk onde sik,k P Rnik
∇pikqTppxk, Uiksik,kq ` ρpp` 1qUiksik,k}sik,k}p´1 “ 0. (3.40)
Passo 4: Se
fpxkq ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1p , (3.41)
fazer xk`1 “ xk e ir para o passo 0. Caso contrário, fazer ρÐ 2ρ e ir ao
passo 5.
Observe que os algoritmos 3.3.1 e 3.4.1 são muito semelhantes. A principal
diferença entre os dois métodos está no Passo 2. Teoricamente o Algoritmo 3.4.1 leva
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vantágem em relação ao custo computacional no Passo 2, pois nem sempre é preciso
calcular todos os gradientes parciais ∇piqfpxkq, i “ 1, ....., q. como é feito no Passo 2 do
Algoritmo 3.3.1. É importante observar que se o número de blocos for q ą 1, tem-se que
∇piqfpxq, i “ 1, ...., q pertence a uma espaço de dimensão ni menor que a dimensão n do
Rn, assim o esforço computacional nos cálculos dos gradientes da função objetivo durante
a execução do método é menor que nos métodos em que é preciso fazer o cálculo completo
do gradiente da função objetivo.
Proposição 3.4.1. Assuma que as Suposições 3.2.1 e 3.2.3 sejam satisfeitas, e sejam sik,k
e ρk`1 determinados pelo Algoritmo 3.4.1. Então vale
}∇pikqfpxkq} ď ρkpp` 1q}sik,k}p ` 2L}sik,k}p`β´1. (3.42)
Prova: A demonstração é análoga à feita na Proposição 3.2.1.
A Proposição 3.4.1 nos permite concluir que quando ρk}sik,k} e }sik,k} se apro-
ximam de zero, a norma do gradiente da função objetivo f também se aproxima de
zero.
Proposição 3.4.2. Assuma que a Suposição 3.2.2 seja satisfeita, e sejam sik,k e ρk`1
determinados pelo Algoritmo 3.4.1. Então
fpxk`1q ď fpxkq ´ ρk`1}sik,k}p`1 ` L}sik,k}p`β. (3.43)
Prova: A demonstração é análoga à feita na Proposição 3.2.2.
Lema 3.4.1. Suponha que ρN1}sik,k}p`N2}sik,k}p`β´1 ě  para ρ ě 
β´1
p`β´1N´11 N
p
p`β´1
2 2
1´β
p`β´1 ,
N1 ą 0, N2 ą 0 e sik,k determinado pelo Algoritmo 3.3.1. Então ρ}sik,k}p ě

2N1
.
Prova: A demonstração é análoga à feita no Lema 3.2.3.
Teorema 3.4.1. Assuma que as Suposições 3.2.1, 3.2.2 e 3.2.3 sejam satisfeitas. Então,
se o Algoritmo 3.3.1 não parar na iteração k ` 1, são válidas as desigualdades
fpxk`1q ď fpxkq ´ αρ}sik,k}p`1 (3.44)
e
fpxk`1q ď fpxkq ´ α 
p`1
p`
2pp` 1q˘ p`1p ρ 1p (3.45)
para ρ ě max
"
L
p
p`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2N1q β´1p`β´1

, 
β´1
p`β´1N
p
p`β´1
2
2
β´1
p`β´1
N1
*
, onde xk`1, xk, α e sik.k
determinados pelo Algoritmo 3.3.1.
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Prova: Enquanto o método não parar, temos }∇pikqfpxkq} ě , daí e da Proposição 3.4.1
temos
ρpp` 1q}sik,k}p ` 2L}sik,k}p`θ´1 ě .
O restante da demonstração segue de forma inteiramente análoga à feita no Teorema 3.2.1.
Como a sequência tfpxkqukPN é estritamente decrescente, então, para
ftarget ă fpx0q e  P p0, 1q dados no Algoritmo 3.48, podemos esperar que em algum
momento fpxkq ď ftarget ou Ik “ t1, 2, ...., qu, ou seja, que o método pare sua execução.
Neste caso, o método irá parar em uma solução aproximada para o problema original.
Proposição 3.4.3. A sequência tsik,kukPN gerada pelo Algoritmo 3.4.1 converge para o
vetor nulo ou o método para.
Prova: Suponha que o Algoritmo 3.4.1 nunca pare sua execução. Logo o mesmo gera uma
sequência infinita tsik,kukPN.
Como a função objetivo f é inferiormente limitada e fpxk`1q ă fpxkq, temos
então que a sequência tfpxkqukPN é monótona limitada, logo pela Proposição 1.1.1 é
convergente, assim temos
lim
kÑ8
`
fpxkq ´ fpxk`1q˘ “ 0. (3.46)
Por outro lado, temos, de (3.44)
0 ď αρk`1}sik,k}p`1 ď fpxkq ´ fpxk`1q,
daí e de 3.46 temos
0 ď α lim
kÑ8 ρk`1}sik,k}
p`1 ď lim
kÑ8
`
fpxkq ´ fpxk`1q˘ “ 0. (3.47)
Do Teorema 3.4.1 temos que a sequência de parâmetros tρkukPN é limitada. Daí e p3.47q
segue que lim
kÑ8 sik,k “ 0, ou seja, a sequência ts
kukPN converge para 0.
A seguir mostraremos que o Algoritmo 3.4.1 atinge o critério de parada em um
número finito de iterações.
Teorema 3.4.2. Seja txkukPN gerada pelo Algoritmo 3.4.1. Então existe k P N tal que
fpxkq ď ftarget ou Ik “ t1, 2, ...., qu.
Prova: Suponhamos por absurdo que fpxkq ą ftarget e Ik ‰ t1, 2, ...., qu para todo k P N.
Logo }∇pikqfpxkq} ě  para todo k P N, daí e de (3.42) temos
}∇pikqfpxkq} ď ρk`1pp` 1q}sik,k}p ` 2L}sik,k}p`β´1 para todo k P N,
Capítulo 3. Descenso coordenado irrestrito 57
logo temos
 ď ρk`1pp` 1q}sik,k}p ` 2L}sik,k}p`β´1 para todo k P N.
Daí e da limitação tρku, temos que a sequência tsik,kukPN não converge para 0, o que é
uma contradição à Proposição 3.4.3.
Portanto existe k P N tal que fpxkq ď ftarget ou Ik “ t1, 2, ...., qu.
Observe que Ik “ t1, 2, ...., qu implica }∇piqfpxkq} ă  para todo i P t1, 2, ...., qu,
logo Ik “ t1, 2, ...., qu implica que
q2 ą
qÿ
i“1
}∇piqfpxkq}2 “ }∇fpxkq}2,
ou seja,
}∇fpxkq} ă q 12 .
Assim podemos concluir que o Algoritmo 3.4.1 para sua execução quando fpxkq ď ftarget
ou }∇fpxkq} ă q 12 , ou seja, que o método para quando chegar em uma solução aproximada
para o problema original.
3.4.2 Análise de Complexidade
Nosso objetivo nesta subseção é determinar com qual ordem de complexidade
o Algoritmo 3.4.1 atinge uma determinada solução aproximada.
Teorema 3.4.3. Dados  ą 0 e ftarget, onde fest ă fpx0q como no Algoritmo 3.4.1.
Se as Suposições 3.2.1, 3.2.2 e 3.2.3 são válidas, então o número de iterações em que
fpxkq ą fest e Ik ‰ t1, 2, ...., qu é limitado superiormente pelo número real„pfpx0q ´ festqcβ
α

´
p`β
p`β´1 , (3.48)
onde
cβ “ p2pp` 1qq p`1p
„
2 max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
* 1
p
.
Prova: Da definição de Ik temos que Ik ‰ t1, 2, ...., qu é equivalente a }∇pikqfpxkq} ě . A
sequência da demonstração é inteiramente análoga à feita no Teorema 3.3.2.
A seguir teremos um resultado de complexidade para o Algoritmo 3.4.1, onde
levaremos em conta o número de vezes em que o parâmetro ρ é atualizado durante a
execução do método.
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Teorema 3.4.4. Suponha que sejam válidas as hipóteses dadas no Teorema 3.3.2. Então,
o número de avaliações da função objetivo f durante a execução do Algoritmo 3.4.1 é
limitado superiormente por
rfpx0q ´ festscβ
α
´
p`β
p`β´1 ` β ´ 1
p` β ´ 1 log2pq ` cl ´ log2pρminq ` 1, (3.49)
onde cl “ log2
„
max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
*
e
cβ “ p2pp` 1qq p`1p
„
2 max
"
L
p
p`β´1
p1´ αq pp`β´1
1
p2pp` 1qq β´1p`β´1
, p2Lq pp`β´1 2
β´1
p`β´1
p` 1
* 1
p
.
Prova: A demonstração é inteiramente análoga à feita no Teorema 3.3.3.
Observe que os resultados de complexidade dos Algoritmos 3.3.1 e 3.4.1 são
praticamente os mesmos, porém o Algoritmo 3.4.1 tem vantagem no custo computacional
em relação ao cálculo do gradiente de f .
Neste capítulo apresentamos três variantes dos métodos de descenso coordenado
que possuem resultados de complexidade bem semelhantes. Tais métodos podem ser
aplicados à problemas de otimização sem restrições em que a função objetivo não seja
necessariamente convexa, mas possuindo gradiente Lipschitz ou Hölder contínuos. Em
trabalhos futuros pode-se analisar através de implementações quais as vantagens existentes
entre os três métodos em relação ao custo computacional e, assim, buscar fazer adaptações
que os torne eficientes em problemas práticos.
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4 Descenso Coordenado em Caixa
Em uma boa parte dos problemas práticos é interessante buscar uma solução
para o problema em uma determinada região do espaço. Neste caso teremos um problema
com restrição, onde é muito comum restrições da forma
li ď xi ď ui para todo i “ 1, 2, ....., n, ou seja, l ď x ď u
para l, u P Rn Y t˘8u e x P Rn, onde x é a variável de decisão. O conjunto formado pelos
pontos x que satisfazem a restrição anterior é denominado de caixa.
Nosso objetivo neste capítulo é desenvolver uma variante dos métodos de
descenso coordenado cíclico para resolver problemas de minimização restritos a uma caixa,
de forma que podemos obter resultados de complexidade semelhantes aos obtidos para o
Algoritmo 3.2.1.
4.1 Minimização em Caixa
Consideremos o seguinte problema de minimização em caixa
min fpxq s.a l ď x ď u (4.1)
onde a função f : Rn Ñ R é diferenciável e os elementos l, u P Rn Y t˘8u.
Dizemos que os elementos l, u, x satisfazem l ď x ď u se li ď xi ď ui para todo
i “ 1, .2, ...., n.
Dados uma função f : Rn Ñ R diferenciável e vetores l, u P Rn Y t˘8u com
l ď u, como em [16], para cada x P Rn com l ď x ď u definimos o vetor ∇l,ufpxq P Rn da
seguinte forma: ∇l,ufpxq “ `r∇l,ufpxqs1, r∇l,ufpxqs2, ......, r∇l,ufpxqsn˘T onde
r∇l,ufpxqsi “
$’&’%
0 se xi “ li e r∇fpxqsi ą 0
0 se xi “ ui e r∇fpxqsi ă 0
r∇fpxqsi caso contrário
para i “ 1, 2, ...., n.
Definição 4.1.1. Se ∇l,ufpxq “ 0 para x P Rn com l ď x ď u dizemos que x é um ponto
estacionário para o Problema 4.1.
Teorema 4.1.1. Se x é solução do Problema 4.1, então ∇l,ufpxq “ 0.
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Prova: Seja xi uma coordenada de x.
Se li ă xi ă ui, logo para t P R tal que li ă xi ` t ă ui temos que
r∇fpxqsi “ lim
tÑ0
fpx` teiq ´ fpxq
t
.
Por outro lado, como x é solução do Problema 4.1, temos que
r∇fpxqsi “ lim
tÑ0´
fpx` teiq ´ fpxq
t
ď 0 e r∇fpxqsi “ lim
tÑ0`
fpx` teiq ´ fpxq
t
ě 0,
de onde segue que r∇l,ufpxqsi “ r∇fpxqsi “ 0.
Se xi “ li e r∇fpxqsi ą 0, da definição de r∇l,ufpxqsi segue que r∇l,ufpxqsi “ 0.
Se xi “ li e r∇fpxqsi ď 0, temos daí e de x é solução do Problema 4.1 que para t P R` tal
que li ă xi ` t ă ui vale
r∇fpxqsi “ lim
tÑ0`
fpx` teiq ´ fpxq
t
ě 0 ě r∇fpxqsi,
de onde segue que r∇l,ufpxqsi “ r∇fpxqsi “ 0.
Se xi “ ui e r∇fpxqsi ă 0, da definição de r∇l,ufpxqsi segue que r∇l,ufpxqsi “ 0.
Se xi “ ui e r∇fpxqsi ě 0, temos daí e de x é solução do Problema 4.1 que para t P R´
tal que li ă xi ` t ă ui vale
r∇fpxqsi “ lim
tÑ0´
fpx` teiq ´ fpxq
t
ď 0 ď r∇fpxqsi,
de onde segue que r∇l,ufpxqsi “ r∇fpxqsi “ 0.
Portanto ∇l,ufpxq “ 0.
4.1.1 DCCC com Regularização de Ordem p+1
A seguir daremos início à apresentação de uma variante dos métodos de descenso
coordenado cíclico onde usamos modelos baseados em aproximações de Taylor de ordem p
com regularização de ordem p` 1. Nosso modelo também é baseado no modelo descrito
por J. M. Martínez em [17].
Nesta seção asumiremos Ω “  x P Rn; l ď x ď u, l, u P Rn X t˘8u(.
Assumiremos as seguintes suposições verdadeiras, que são análogas às Proposi-
ções 3.2.1, 3.2.2 e 3.2.3:
Suposição 4.1.1. }∇l,ufpx` sq ´∇l,uTppx, sq} ď L}s}p`β´1 para x, s, x` s P Ω.
Suposição 4.1.2. fpx` sq ď Tppx, sq ` L}s}p`β para x, s, x` s P Ω.
Suposição 4.1.3. Para todo x, s, x` s P Ω vale }∇l,ufpx` sq ´∇l,ufpxq} ď L}s}p`β´1.
A defilição de ∇l,uTp é análoga à definição de ∇l,uf .
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Algoritmo 4.1.1. (DCCC com Regularização de Ordem p` 1)
Dados k Ð 0, x0 P Rn, α P p0, 1q, θmax P p0, 1s,  P p0, 1q, Γmin ě 1,
ftarget ă fpx0q e ρmin ą 0.
Inicialize k Ð 0, θ0 “ θmax, Γ0 “ Γmin e ρ0 “ ρmin.
Passo 0: Se fpxkq ď ftarget parar, caso contrário passar para o passo 1.
Passo 1: θ Ð θk, Γ Ð Γk, ρÐ ρk e ir para o passo 2.
Passo 2: Escrever xk,0 “ xk e para cada i “ 1, ...., q fazer xk,i “ xk,i´1`Upiqsi,k
e sk “ psT1,k, ......, sTq,kqT onde si,k P Ωi “ tt P Rni ; lpiq ď t ď upiqu é tal que
∇l,upiqTppxk,i´1, Upiqsi,ki` ρpp` 1qsi,k}si,k}p´1 “ 0. (4.2)
Passo 3: Se ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 ě , ir para o passo 5. Caso
contrário ir para o passo 4.
Passo 4: Se }∇l,ufpxkq} ă  parar. Caso contrário fazer θ Ð θ2 e Γ Ð 2Γ e ir
para o passo 3.
Passo 5: Testar a condição de decrescimento suficiente
fpxk,qq ď fpxkq ´ α 
p`1
p`
2pp` 1qq 12 ˘ p`1p ρ 1p . (4.3)
Se p4.3q for satisfeita, definir xk`1 “ xk,q, k Ð k ` 1, ρk`1 “ ρ, θk`1 “ θ,
Γk`1 “ Γ e ir para o passo 0. Caso contrário fazer ρÐ 2ρ e voltar ao passo 2.
Lema 4.1.1. Assuma que as Suposições 4.1.1 e 4.1.3 sejam satisfeitas e seja
sk “ psT1,k, ....., sTq,kqT determinado pelo Algoritmo 4.1.1. Então vale a desigualdade
}∇l,ufpxkq} ď ρpp` 1qq 12 }sk}p8 ` 4Lq 12np}sk}p`β´18 . (4.4)
Prova: Usando a Suposição 4.1.1 e xk “ xk,i´1 ` pxk ´ xk,i´1q temos
}∇l,upiqfpxkq ´∇l,upiqTppxk,i´1, xk ´ xk,i´1q} ď L}xk ´ xk,i´1}p`β´1. (4.5)
Por outro lado, temos de xk “ xk,0 e ´Uisi,k “ xk,i ´ xk,i´1 que
}xk ´ xk,i´1} “ }xk,0 ´ xk,1 ` xk,1 ´ xk,2 ` . . . ` xk,i´2 ´ xk,i´1}
“ } ´ U1sk1 ´ U2sk2 ´ . . . ´ Ui´1ski´1}
ď } ´ U1sk1} ` } ´ U2sk2} ` . . . ` } ´ Ui´1ski´1}
“
i´1ÿ
j“1
}skj }
ď n}sk}8,
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ou seja,
}xk ´ xk,i´1} ď n}sk}8. (4.6)
Substituindo p4.6q em p4.5q obtemos
}∇l,upiqfpxkq ´∇l,upiqTppxk,i´1, xk ´ xk,i´1q} ď L
`
n}sk}8
˘p`β´1
,
De onde segue que
}∇l,upiqfpxkq} ď L
`
n}sk}8
˘p`β´1 ` }∇l,upiqTppxk,i´1, xk ´ xk,i´1q}. (4.7)
Por outro lado, temos
}∇l,upiqTppxk,i´1, xk ´ xk,i´1q} ď }∇l,upiqTppxk,i´1, xk ´ xk,i´1q ´∇l,upiqfpxkq}
` }∇l,upiqfpxkq ´∇l,upiqfpxk,iq}
` }∇l,upiqfpxk,iq ´∇l,upiqTppxk,i´1, xk,i ´ xk,i´1q}
` |r∇ul Tppxk,i´1, xk,i ´ xk,i´1qsi|.
Daí e das Suposições 4.1.1 e 4.1.3 obtemos
}∇l,upiqTppxk,i´1, xk, ´ xk,i´1q} ď L}xk ´ xk,i´1}p`β´1 ` L}xk ´ xk,i}p`β´1
` L}xk,i ´ xk,i´1}p`β´1 ` }∇l,upiqTppxk,i´1, xk,i ´ xk,i´1q}.
Substituindo p4.6q na desigualdade anterior obtemos
}∇l,upiqTppxk,i´1, xk ´ xk,i´1qsi| ď L
`
n}sk}8
˘p`β´1 ` L`n}sk}8˘p`β´1
` L`n}sk}8˘p`β´1 ` }∇l,upiqTppxk,i´1, xk,i ´ xk,i´1q}
ou seja,
}∇l,upiqTppxk,i´1, xk ´ xk,i´1q} ď 3L
`
n}sk}8
˘p`β´1 ` }∇l,upiqTppxk,i´1, xk,i ´ xk,i´1q}. (4.8)
Como si,k é solução do Subproblema p4.2q, então daí e do Teorema 4.1.1 temos
∇l,upiqTppxk,i´1, xk,i ´ xk,i´1qi` ρpp` 1qsi,k}si,k}p´1 “ 0,
de onde segue que
}∇l,upiqTppxk,i´1, xk,i ´ xk,i´1q} ď ρpp` 1q}si,k}p. (4.9)
Substituindo p4.9q em p4.8q obtemos
}∇l,upiqTppxk,i´1, xk ´ xk,i´1q} ď 3L
`
n}sk}8
˘p`β´1 ` ρpp` 1q}sk}p8,
daí e de p4.7q obtemos
}∇l,upiqfpxkq} ď 4L
`
n}sk}8
˘p`β´1 ` ρpp` 1q}sk}p8
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ñ }∇l,upiqfpxkq}2 ď
“
4L
`
n}sk}8
˘p`β´1 ` ρpp` 1q`}sk}8˘p‰2.
Somando a última desigualdade com i variando de 1 a q obtemos
}∇l,ufpxkq}2 ď q“4L`n}sk}8˘p`β´1 ` ρpp` 1q}sk}p8‰2.
De onde temos
}∇l,ufpxkq} ď q 12 “4L`n}sk}8˘p`β´1 ` ρpp` 1q}sk}p8‰
“ q 124L`n}sk}8˘p`β´1 ` ρpp` 1qq 12 }sk}p8
“ 4Lq 12np`β´1}sk}p`β´18 ` ρpp` 1qq 12 }sk}p8
ď 4Lq 12np}sk}p`β´18 ` ρpp` 1qq 12 }sk}p8,
provando assim que
}∇l,ufpxkq} ď ρpp` 1qq 12 }sk}p8 ` 4Lq 12np}sk}p`β´18 .
Como no caso do Algoritmo 3.2.1, o Lema 4.1.1 nos garante que se ρ}sk}8 se
aproxima de zero, os gradientes ∇l,ufpxkq também se aproximam do vetor nulo.
Proposição 4.1.1. Assuma que as Suposições 4.1.1 e 4.1.3 sejam satisfeitas e considere
sk “ psT1,k, ....., sTn,kqT determinado pelo Algoritmo 4.1.1. Se os parâmetro θ e Γ satisfazem
θ ď β e Γ ě L, então
ρpp` 1qq 12 }sk}p8 ` 4Γq 12np}sk}p`θ´18 ě  ou o Algoritmo 3.2.1 para.
Prova: A demonstração é inteiramente análoga à demonstração da Proposição 3.2.1, basta
usar ∇l,ufpxkq ao invés de ∇fpxkq.
Da Proposição 4.1.1 podemos observar que da mesma forma que ocorre no
Algoritmo 3.2.1, a partir do momento em que tivermos os parâmetros θk e Γk satisfazendo
θk ď β e Γk ě L, tais parâmetros não precisam mais ser atualizados, e a partir daí, o
gradiente da função objetivo f só precisa ser calculado no máximo uma vez durante o
restante da execução do Algoritmo 4.1.1.
Lema 4.1.2. Assuma que a Suposição 4.1.2 seja satisfeita e sk “ psT1,k, ....., sTn,kqT deter-
minado pelo Algoritmo 4.1.1. Então
fpxk`1q ď fpxkq ´ ρ}sk}p`18 ` qL}sk}p`β8 . (4.10)
Prova: A demonstração é inteiramente análoga à demonstração do Lema 3.2.2.
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Lema 4.1.3. Se ρM1}sk}p8`M2}sk}p`θ´18 ě  e ρ ě 
θ´1
p`θ´1M´11 M
p
p`θ´1
2 2
1´θ
p`θ´1 paraM1 ą 0,
M2 ą 0 e sk “ psT1,k, ....., sTq,kqT determinado pelo Algoritmo 4.1.1.
Então ρ}sk}p8 ě 2M1 .
Prova: A demonstração é inteiramente análoga à demonstração do Lema 3.2.3.
Na sequência mostraremos que se as Suposições 4.1.1, 4.1.2 e 4.1.3 são satisfeitas
então existe ρ ą 0 tal que a condição de decrescimento suficiente dada no passo 4 do
Algoritmo 4.1.1 é satisfeita.
Teorema 4.1.2. Assuma que as Suposições 4.1.1, 4.1.2 e 4.1.3 são satisfeitas. Então, se
o Algoritmo 4.1.1 não parar na iteração k ` 1, então as desigualdades
fpxk`1q ď fpxkq ´ αρ}sk}p`18 (4.11)
e
fpxk`1q ď fpxkq ´ α 
p`1
p`
2pp` 1qq 12 ˘ p`1p ρ 1p (4.12)
são válidas para ρ ě max
" pqLq pp`β´1
p1´ αq pp`β´1
„

β´1
p`β´1
p2M1q β´1p`β´1

, 
θ´1
p`θ´1M
p
p`θ´1
2
2
θ´1
p`θ´1
M1
*
, xk`1, xk, α,
e sk são determinados pelo Algoritmo 4.1.1.
Prova: A demonstração é inteiramente análoga à demonstração do Teorema 3.2.1.
Assim podemos garantir a boa definição do Algoritmo 4.1.1.
Como nos métodos anteriormente descritos neste trabalho, no Algoritmo 4.1.1
a sequência tfpxkqukPN obtida durante sua execução é estritamente decrescente. Além
disso, da definição do critério de parada, o Algoritmo 4.1.1 identifica quando uma solução
aproximada para o problema original é atingida.
Na subseção seguinte mostraremos que o método atinge uma solução aproximada
em um número finito de iterações.
4.1.2 Análise de Complexidade
Nesta subseção analisamos a complexidade do Algoritmo 4.1.1, onde provaremos
que o método obtém uma solução aproximada em um número finito de iterações e daremos
um limitante superior para o número de iterações necessários para que o método atinja
seu critério de parada.
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Sejam θk e Γk determinados pelo Algoritmo 4.1.1, e β e L dados nas Suposições
4.1.1, 4.1.2 e 4.1.3. No restante deste trabalho vamos considerar θmin e Γmax definidos da
seguinte:
1. θmin “ maxtθk, θk ď β e Γk ě Lu.
2. Γmax “ mintΓk, Γk ě L e θk ď βu.
Da Proposição 4.1.1 podemos observar que a partir do momento em que θk “ θmin e
Γk “ Γmax, tais parâmetros não precisam mais ser atualizados e o gradiente da função
objetivo será calculado no máximo uma vez no restante da execução. Logo se por sorte
forem escolhidos inicialmente θmax ď β e Γmin ě L o gradiente da função objetivo f será
calculado no máximo uma vez em todas a iterações. Também podemos observar que quanto
mais próximo for θmax de β e Γmin de L menor poderá ser a quantidade de vezes que o
gradiente de f será calculado.
Proposição 4.1.2. A sequência tρkukPN de parâmetros determinados pelo Algoritmo 4.1.1
é limitada.
Prova: A demonstração é análoga à da Proposição 3.2.2.
No teorema a seguir, provaremos o que o critério de parada definido no Algoritmo
4.1.1, é atingido em um número finito de iterações e daremos uma estimativa do número
máximo de iterações necessárias para que o método pare sua execução.
Teorema 4.1.3. Considere que as Suposições 4.1.1, 4.1.2 e 4.1.3 sejam satisfeitas. Então
o número de iterações em que }∇l,ufpxkq} ě  e fpxkq ą ftarget é limitado superiormente
por „`
fpx0q ´ ftarget
˘
cp
α


´ p`θmin
p`θmin´1 ,
onde cp “ p2M1q p`1p
„
2 max
" pnLq pp`β´1
p1´ αq pp`β´1
1
p2M1q β´1p`β´1
, M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
* 1
p
,
M2 “ 4Γmaxq 12np e M1 “ pp` 1qq 12 .
Prova: Demonstração análoga à feita no Teorema 3.2.2.
Ainda em relação à complexidade do Algoritmo 4.1.1, devemos analisar o
número de vezes em que os parâmetros ρ, θ e Γ são atualizados durante a execução do
método, e assim obter o número máximo de avaliações da função objetivo f e seu gradiente
para que o método obtenha uma solução aproximada para o problema original.
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Teorema 4.1.4. Suponha que seja válidas as hipóteses dadas do Teorema 4.1.3. Então, o
número de avaliações de f durante a execução do Algoritmo 4.1.1 é limitado superiormente
por
rfpx0q ´ festscp
α

´ p`θmin
p`θmin´1 ` cr ` log2
`
Γmax
˘´ log2`Γmin˘, (4.13)
onde
cr “ θmin ´ 1
p` θmin ´ 1 log2pq ` log2pcqq ´ log2pρminq ` 1
e
cq “ max
" pnLq pp`β´1
p1´ αq pp`β´1
„
1
p2M1q β´1p`β´1

, M
p
p`θmin´1
2
2
θmax´1
p`θmax´1
M1
*
.
Prova: Demonstração análoga à feita no Teorema 3.2.3.
De p4.13q, dado no teorema anterior, podemos perceber que quanto mais
próximos um do outro forem θmax de θmin e Γmin de Γmax, melhor será o resultado de
complexidade para o Algoritmo 4.1.1.
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5 Casos Particulares e Comentários
Neste capítulo apresentaremos casos particulares dos Algoritmos 3.2.1, 3.3.1,
3.4.1 e 4.1.1, onde daremos formas fechadas para os pontos obtidos em cada iteração de
cada um dos métodos. Também, neste capítulo, analisaremos a complexidade para os
casos particulares apresentados, e comentaremos os piores casos de complexidade possíveis
para os três métodos: Na última seção faremos alguns comentários sobre os métodos
desenvolvidos neste trabalho.
5.1 Casos Particulares
Nesta seção analisaremos os Algoritmos 3.2.1, 3.3.1, 3.4.1 e 4.1.1 para o caso
em que p “ 1.
5.1.1 Caso p=1
Para p “ 1 temos T1px, sq “ fpxq`∇Tfpxqs e∇T1px, sq “ ∇fpxq, logo teremos
o seguinte:
1. Para cada i “ 1, ....q, a solução si,k do Subproblema p3.2q do Algoritmo 3.2.1
satisfaz a equação ∇piqfpxk,i´1q ` 2ρsi,k “ 0, daí temos si,k “ ´ 12ρ∇piqfpx
k,i´1q e
xk,i “ xk,i´1 ´ 12ρUi∇piqfpx
k,i´1q para i “ 1, ....., q, assim temos que o ponto obtido
na iteração k ` 1 do Algoritmo 3.2.1 é da forma
xk`1 “ xk,q´1 ´ 12ρkUq∇pqqfpx
k,q´1q.
2. De modo análogo ao item anterior, obtemos para os Algoritmos 3.3.1 e 3.4.1 que
sik,k “ ´
1
2σ∇pikqfpx
kq, assim o ponto obtido na iteração k ` 1 é da forma
xk`1 “ xk ´ 12σkUik∇pikqfpx
kq.
3. Para cada i “ 1, ....q, a solução si,k do Subproblema p4.2q do Algoritmo 4.1.1
satisfaz a equação ∇l,upiqfpxk,i´1q ` 2ρsi,k “ 0, daí temos si,k “ ´
1
2ρ∇
l,u
piqfpxk,i´1q e
xk,i “ xk,i´1 ´ 12ρUi∇
l,u
piqfpxk,i´1q para i “ 1, ....., q, assim temos que o ponto obtido
na iteração k ` 1 do Algoritmo 4.1.1 é da forma
xk`1 “ xk,q´1 ´ 12ρkUq∇
l,u
pqqfpxk,n´1q.
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Logo para p “ 1 os algoritmos 3.2.1, 3.3.1, 3.4.1 e 4.1.1 podem ser reescritos respectivamente
da seguinte forma:
Algoritmo 5.1.1. (DCC com Regularização de Ordem 2 )
Dados k Ð 0, x0 P Rn, α P p0, 1q, θmax P p0, 1s,  P p0, 1q, Γmin ě 1,
ftarget ă fpx0q e ρmin ą 0.
Inicialize k Ð 0, θ0 “ θmax, Γ0 “ Γmin e ρ0 “ ρmin.
Passo 0: Se fpxkq ď ftarget parar, caso contrário passar para o passo 1.
Passo 1: θ Ð θk, Γ Ð Γk, ρÐ ρk e ir para o passo 2.
Passo 2: Escrever xk,0 “ xk e para cada i “ 1, ...., q fazer
si,k “ ´ 12ρ∇piqfpx
k,i´1q, xk,i “ xk,i´1 ` Uisi,k e sk “ psT1,k, ......, sTn,kqT .
Passo 3: Se 2ρq 12 }sk}8` 4Γq 12n}sk}θ8 ě , ir para o passo 5. Caso contrário ir
para o passo 4.
Passo 4: Se }∇fpxkq} ă  parar. Caso contrário fazer θ Ð θ2 e Γ Ð 2Γ e ir
para o passo 3.
Passo 5: Testar a condição de decrescimento suficiente
fpxk,nq ď fpxkq ´ α 
2
16qρ. (5.1)
Se p3.3q for satisfeita, definir xk`1 “ xk,q, k Ð k ` 1, ρk`1 “ ρ, θk`1 “ θ,
Γk`1 “ Γ e ir para o passo 0. Caso contrário fazer ρÐ 2ρ e voltar ao passo 2.
Algoritmo 5.1.2. (DCNMG com Regularização de Ordem 2)
Dados k Ð 0, x0 P Rn, α P p0, 1q,  P p0, 1q, σmin ą 0 e ftarget ă fpx0q.
Inicialize σmin “ σ0.
Passo 0: σ Ð σk.
Passo 1: Dado o ponto xk, se fpxkq ď ftarget, parar o método, caso contrário
ir para o passo 2.
Passo 2: Escolher um índice ik P t1, 2, ...., qu tal que
}∇pikqfpxkq} “ max1ďjďq }∇pjqfpx
kq}.
Se }∇fpxkq}8 ă , parar o método, caso contrário ir para o passo 3.
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Passo 3: Calcular sk “ p0, ..., sik,k, ..., 0qT e xk “ xk ` sk onde
sik,k “ ´
1
2σ∇pikqfpx
kq.
Passo 4: Se
fpxkq ď fpxkq ´ α 
2
16σ , (5.2)
fazer xk`1 “ xk e ir para o passo 0, caso contrário, fazer σ Ð 2σ e ir ao
passo 3.
Algoritmo 5.1.3. (DCA com Regularização de Ordem 2)
Dados k Ð 0, x0 P Rn, α P p0, 1q,  P p0, 1q, σmin ą 0 e ftarget ă fpx0q.
Inicialize σmin “ σ0.
Passo 0: σ Ð σk.
Passo 1: Dado o ponto xk, se fpxkq ď ftarget, parar o método, caso contrário
ir para o passo 2.
Passo 2: Escolher aleatoriamente o número mínimo de elementos possíveis
ik1 , ik2 , ..., ikm´1 , ikm pertencentes ao conjunto t1, 2, ...., qu tal que
}∇pikj qfpxkq} ă  para todo ikj P Ik “ tik1 , ik2 , ..., ikm´1u e }∇pikm qfpxkq} ě .
Se Ik “ t1, 2, ...., qu, parar o método. Caso contrário fazer ikm “ ik e ir para
o passo 3.
Passo 3: Calcular sk “ p0, ..., sTik,k, ..., 0qT e xk “ xk ` sk onde
sik,k “ ´
1
2σ∇pikk qfpx
kq.
Passo 4: Se
fpxkq ď fpxkq ´ α 
2
16σ , (5.3)
fazer xk`1 “ xk e ir para o passo 0, caso contrário, fazer σ Ð 2σ e ir ao
passo 3.
Algoritmo 5.1.4. (DCCC com Regularização de Ordem 2 )
Dados k Ð 0, x0 P Rn, α P p0, 1q, θmax P p0, 1s,  P p0, 1q, Γmin ě 1,
ftarget ă fpx0q e ρmin ą 0.
Inicialize k Ð 0, θ0 “ θmax, Γ0 “ Γmin e ρ0 “ ρmin.
Passo 0: Se fpxkq ď ftarget parar, caso contrário passar para o passo 1.
Passo 1: θ Ð θk, Γ Ð Γk, ρÐ ρk e ir para o passo 2.
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Passo 2: Escrever xk,0 “ xk e para cada i “ 1, ...., q fazer
si,k “ ´ 12ρ∇
l,u
piqfpxk,i´1q, xk,i “ xk,i´1 ` Uisi,k e sk “ psT1,k, ......, sTq,kqT .
Passo 3: Se 2ρq 12 }sk}8 ` 4Γq 12n2}sk}θ8 ě , ir para o passo 5. Caso contrário
ir para o passo 4.
Passo 4: Se }∇l,ufpxkq} ă  parar. Caso contrário fazer θ Ð θ2 e Γ Ð 2Γ e ir
para o passo 3.
Passo 5: Testar a condição de decrescimento suficiente
fpxk,qq ď fpxkq ´ α 
2
16qρ. (5.4)
Se p3.3q for satisfeita, definir xk`1 “ xk,q, k Ð k ` 1, ρk`1 “ ρ, θk`1 “ θ,
Γk`1 “ Γ e ir para o passo 0. Caso contrário fazer ρÐ 2ρ e voltar ao passo 2.
Observe que nesta forma não é preciso resolver problemas de minimização
durante a execução dos algoritmos.
Em relação à complexidade dos algoritmos temos o seguinte:
1. Para os Algoritmos 3.2.1 e 4.1.1 temos que o número de iterações é limitado superi-
ormente por „`
fpx0q ´ ftarget
˘
c1
α


´ 1`θmin
θmin , (5.5)
e o número de avaliações da função objetivo é limitado superiormente por
rfpx0q ´ festsc1
α

´ 1`θmin
θmin ` θmin ´ 1
θmin
log2pq ` log2pcq1q ´ log2pρminq ` 1` cΓ1 , (5.6)
onde cq1 “ max
" pqLq 1β
p1´ αq 1β
„
1
p4q 12 qβ´1β

,
`
4Γmaxq
1
2n
˘ 1
θmin
2
θmax´1
θmax
2q 12
*
, cΓ1 “ log2
ˆ
Γmax
Γmin
˙
e c1 “ 32qmax
" pqLq 1β
p1´ αq 1β
1
p4q 12 qβ´1β
,
`
4Γmaxq
1
2n
˘ 1
θmin
2
θmax´1
θmax
2q 12
*
.
2. Para os Algoritmos 3.3.1 e 3.4.1 com p “ 1 temos que o número de iterações é
limitado superiormente por
rfpx0q ´ festscβ1
α
´
1`β
β , (5.7)
e o número de avaliações da função objetivo é limitado superiormente por
rfpx0q ´ festscβ1
α
´
1`β
β ` β ´ 1
β
log2pq ` cl1 ´ log2pσminq ` 1, (5.8)
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onde
cl1 “ log2
„
max
"
L
1
β
p1´ αq 1β 4β´1β
, L
1
β 2´
1
β
*
e
cβ1 “ 32 max
"
L
1
β
p1´ αq 1β
1
4
β´1
β
, L
1
β 2´
1
β
*
.
Observe que pior caso de complexidade possível para os Algoritmos 3.2.1, 3.3.1
e 3.4.1 pode acontecer quando p “ 1 e β « 0. De fato, β « 0 implica θmin « 0, assim temos
que ´
1`β
β « `8 e ´ 1`θminθmin « `8, logo de p5.7q, p5.8q, p5.5q e p5.6q temos que os referidos
algoritmos podem necessitar um número muito grande de iterações ou de avaliações da
função objetivo e seu gradiente para atingir os critérios de parada estabelecidos, ou seja,
neste caso pode fazer com que ocorra um decréscimo muito pequeno na função objetivo
em cada iteração.
Das análises feitas nesta seção, podemos ver que para p “ 1 é possível reescrever
os algoritmos 3.2.1, 3.3.1, 3.4.1 e 4.1.1 usando formas fechadas para os pontos obtidos
durante a execução dos métodos, assim não é necessário a resolução dos subproblemas
de minimização descritos nos referidos algoritmos, podendo assim ter uma economia no
custo computacional durante a execução dos métodos e obter mais êxito na resolução de
problemas práticos.
5.2 Comentários
Vemos que os resultados de complexidade obtidos para os algoritmos descritos
neste trabalho têm uma semelhança muito grande. Em trabalhos futuros pretendemos fazer
adaptações para que os métodos possas ser aplicados em problemas práticos com eficiência.
Também pretendemos desenvolver métodos semelhantes que possam ser aplicados na reso-
lução de problemas onde a função objetivo seja diferenciável, não necessariamente convexa,
somada com uma função separável não necessariamente diferenciável. O casos particulares
apresentados servem para trabalhos futuros que abordem comparações numéricas, pois
tais casos são realizações dos métodos descritos na tese.
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6 Considerações Finais
Nesta tese abordamos os métodos de descenso coordenado por blocos, onde
desenvolvemos quatro variantes com regularização baseadas no modelo descrito por J. M.
Martínez em [17]. Definimos critérios de parada que fazem com que os métodos possam
identificar quando atinjam uma solução aproximada para o problema original. Obtemos
resultados de complexidade e estendemos alguns métodos de descenso coordenado para
problemas com função objetivo possuindo gradiente Lipschitz ou Hölder, sem assumir hipó-
teses de convexidade. Mostramos que os algoritmos descritos obtêm soluções aproximadas
desejadas em um número finito de iterações.
No Algoritmo 3.2.1, primeiro método que propusemos neste trabalho, usamos
modelos baseados nas aproximações de Taylor, onde o decréscimo na função objetivo ocorre
ciclicamente em blocos e em cada iteração são atualizados os parâmetros necessários até
satisfazer o decrescimento suficiente na função objetivo ou satisfazer o critério de parada.
Além disso, em cada iteração, exceto o cálculo do gradiente da função objetivo quando
necessário, todos os cálculos são feitos em espaços de dimensões menores que a dimensão
do Rn, fazendo assim com que o método evite um esforço computacional muito elevado.
Provamos que o número de vezes em que o gradiente da função objetivo é calculado durante
toda a execução do método, depende da escolha dos parâmetros iniciais. Por exemplo,
se antes da execução do método tivermos o conhecimento das constantes β e L, então
tomando θinit “ β e Γinit “ L é preciso calcular o gradiente de f no máximo uma vez.
No Algoritmo 3.3.1, segundo método descrito neste trabalho, a minimização do
problema aproximado, em cada iteração, ocorre ao bloco de maior norma do gradiente
parcial da função objetivo aplicada no ponto obtido na iteração anterior. Neste método não
foi utilizado os parâmetros θ e Γ como no Algoritmo 3.2.1, melhorando assim os resultados
de complexidade em relação aos obtidos para o Algoritmo 3.2.1.
Já o terceiro método, o Algoritmo 3.4.1, tem uma semelhança muito grande
com o Algoritmo 3.3.1, onde a principal diferença está na escolha do bloco em que a função
objetivo será diminuída. Tal bloco é escolhido de forma aleatória onde nem sempre é preciso
calcular todas as derivadas parciais de f , podendo assim ter um custo computacional melhor
que o Algoritmo 3.3.1. Em relação ao Algoritmo 3.2.1 a vantagem está nos resultados de
complexidade obtidos.
Por último o Algoritmo 4.1.1, quarto método que propusemos neste trabalho,
é uma versão do Algoritmo 3.2.1 para problemas restrito a uma caixa, onde também
provamos resultados de complexidades semelhantes aos obtidos para o Algoritmo 3.2.1.
Analizamos casos particulares dos Algoritmos 3.2.1, 3.3.1, 3.4.1 e 4.1.1, onde
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reescrevemos os quatro métodos sem a necessidade de resolução dos subproblemas de
minimização em cada iteração durante a execução dos métodos.
Em trabalhos futuros pretendemos melhorar os resultados de complexidade
e estender os Algoritmos 3.2.1, 3.3.1, 3.4.1 e 4.1.1 para problema não diferenciáveis e
problemas com restrição em geral.
Esperamos que novos trabalhos aparecerão e que sejam desenvolvidos extensões
adicionais e adaptações a várias plataformas computacionais.
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