Introduction
This paper introduces a new method in the study of representations of groups into affine algebraic groups. In this work we focus on the study of SL nrepresentations and postpone the consideration of the theory in full to future papers.
Let G be a group and let R be a commutative ring with unity. There is a commutative R-algebra Rep n (G), called the universal representation algebra, and the universal representation j G,n : G → SL n (Rep n (G)), with the following property: For any commutative R-algebra A and any representation ρ : G → SL n (A) there is a unique homomorphism of R-algebras h ρ : Rep n (G) → A which induces a homomorphism of groups SL n (h ρ ) : SL n (Rep n (G)) → SL n (A) such that the following diagram commutes: This universal property uniquely determines Rep n (G) up to an isomorphism of R-algebras.
If R is an algebraically closed field of characteristic 0 then one can think of Rep n (G) as a (possibly unreduced) coordinate ring of a scheme whose Rpoints are SL n (R)-representations of G. The group GL n (R) acts on these representations by conjugation. A standard argument from invariant theory assures that there is a categorical quotient of this action. Its coordinate ring, Rep n (G) GLn(R) , is called a universal character ring of G. This ring encodes the most important information on SL n -representations of G. For example, the homomorphisms Rep n (G) GLn(R) → R classify all equivalence classes of semisimple SL n (R)-representations of G, or equivalently SL n (R)-characters of G. Unfortunately it is very difficult to give a finite presentation of Rep n (G) GLn(R) even for groups G with relatively simple presentations. Moreover, the obtained presentations are often too complicated to be used for practical purposes.
In this paper we present a topological approach to the study of Rep n (G) GLn(R) . In particular, we prove (Theorem 3.7) that this algebra is spanned by a special class of graphs mapped into X, where X is any topological space with π 1 (X) = G. Moreover, all relations between the elements of this spanning set are induced by specific local relations between the graphs, called skein relations.
The motivation for creating this theory and possible applications of its results come from knot theory. The skein method originated in knot theory in the work of Conway [Co] and then was applied by Jones, [Jo] , and others, [FYHLMO] , [P-T] , [Ka] , to define polynomial invariants of links. These invariants created a breakthrough in knot theory and found important applications in low-dimensional topology. Moreover, they turned out to be closely related to statistical mechanics, conformal field theory, quantum groups, and theoretical physics. This paper is the first to introduce the skein method to the study of representations of groups. Until now, the difficulties in understanding the characters of SL n -representations and, in particular, the lack of a convenient way of expressing the relations between them were one of the main obstacles in the advancement of the study of SL n -representations of groups. Our theory resolves this problem by providing a compact graphical presentation of characters and the relations between them. In particular, in Section 6 we show that all relations between SL n -characters are consequences of skein relations between the graphs.
We postpone a detail a study of applications of our graphical calculus to the theory of SL n -representations of groups to future papers. In this paper, we content ourself with an example, in which we apply our method to a study of SL 3 -representations of the free group on two generators.
We believe that this paper will find important applications in low-dimensional topology. In particular, it will contribute towards building a rigorous connection between quantum invariants of 3-manifolds and representations of their fundamental groups. Some relations between this work and invariants of links and 3-manifolds are studied in [Si] . In particular, it is shown that if G = π 1 (M), where M is a 3-manifold, then the algebra Rep n (G) GLn(R) , can be deformed to a module containing a more subtle information on M then Rep n (G) GLn(R) . This module, for n = 2, coincides with the Kauffman bracket skein module of M studied extensively in [B-1] , [B-2] , [B-3] , [B-4] , [B-F-K-1], [B-P] , [H-P-1] , [H-P-2], [Pr] , [P-S-2], [P-S-3], [Tu] . This paper offers a vast generalization of results of [B-1] , [B-3] , [P-S-1], [P-S-2] relating the Kauffman bracket skein modules with the SL 2 -representation theory.
Finally, we believe that some of the results of this paper can be presented in the language of Hopf algebras (especially in the case of surface groups) and carried over on quantum groups, providing an explicit description of algebras of observables considered in the topological lattice gauge theory, [B-F-K-2], [B-F-K-3] .
I was inspired in this work by conversations with Charles Frohman and the results of Bullock, , Procesi, , , and Brumfiel and Hilden [B-H] . I wish to thank Charles Frohman for his encouragement throughout this work and for explaining many of his ideas, which were indispensable for the proofs of the results of this paper. Finally, I thank him for his critical comments which greatly improved the final version of this paper. I also wish to thank V. Jones for his support during my stay at MSRI, Berkeley, during which most of this work was done.
Background from representation theory
In this section we introduce the basic elements of the theory of SL n -representations of groups. We follow the approach of Brumfiel and Hilden, ([B-H], Chapter 8), which although formally restricted to SL 2 -representations, has a straightforward generalization to SL n -representations for any n. Compare also [L-M] , .
Let R be a fixed commutative ring, n a positive integer, and G be a group. The universal representation algebra of G defined in the introduction may also be constructed explicitly in the following way. Let < g i , i ∈ I|r j , j ∈ J > be a presentation of G such that all relations, r j , are monomials in positive powers of generators, g i . Such a presentation exists for every group G. Since we work with groups which are not necessarily finitely presented, I may be infinite. Let P n (I) be the ring of polynomials over R in variables x i jk , where i ∈ I and j, k ∈ {1, 2, ..., n}. Let A i , for i ∈ I, be the matrix (x i jk ) ∈ M n (P n (I)). For any word r j = g
. Let I is the two-sided ideal in P n (I) generated by polynomials Det(A i ) − 1, for i ∈ I, and by all entries of matrices M j , for j ∈ J. We denote the quotient, P n (I)/I, by Rep n (G) and the quotient map
Note that we divided P n (I) by all relations necessary for the existence of a representation
It is a matter of a simple exercise to check that the algebra Rep n (G) and the representation j G,n : G → SL n (Rep n (G)) are exactly the universal representation algebra and universal SL n -representation of G defined in the Introduction. Let A ∈ GL n (R). By the definition of the universal representation ring, Rep n (G), there is a unique homomorphism f A : Rep n (G) → Rep n (G), such that the following diagram commutes
One easily observes that f A is an automorphism of Rep n (G) and that the assignment A → f A defines a left action of GL n (R) on Rep n (G). We denote this action by A * , i.e. f A (r) = A * r, for any r ∈ Rep n (G) and A ∈ GL n (R). We call the ring Rep n (G) GLn(R) consisting of elements of Rep n (G) fixed by the action of GL n (R) the universal character ring of G. This ring will be given a simple topological description in Section 3.
The GL n (R) action on Rep n (G) induces an action of GL n (R) on the ring of n × n matrices over Rep n (G). If M = (m ij ) ∈ M n (Rep n (G)) and
It is easy to see that M → A * M is an automorphism of M n (Rep n (G)) and the assignment A → A * , A ∈ GL n (R), defines a left action of
There is an equivalent definition of the action of GL n (R) on Rep n (G) and on M n (Rep n (G)). In order to introduce it we will first define GL n (R)-actions on P n (I) and M n (P n (I)). We can consider P n (I) as a ring of polynomial functions defined on the product of I copies of M n (R), M n (R) I → R, by identifying x i 0 jk ∈ P n (I) with a map assigning to
With this identification any entry in a matrix M in M n (P n (I)) is a polynomial function on M n (R) I . Therefore we can think of elements of M n (P n (I)) as coordinate-wise polynomial functions M n (R)
Our definition of an GL n (R)-action on P n (I) and M n (P n (I)) is based on the following idea. If X, Y are sets with a left G-action, then the set of all functions F un(X, Y ) has a natural left G-action defined for any f : X → Y and g ∈ G by g * f (x) = gf (g −1 x), for x ∈ X. Therefore the action of GL n on M n (R) and on M n (R)
I by conjugation and the trivial GL n (R)-action on R induce a GL n (R)-action on F un(M n (R) I , R) and on F un(M n (R) I , M n (R)). These actions restrict to P n (I) = P oly(M n (R) I , R) and M n (P n (I)) = P oly(M n (R) I , M n (R)).
Lemma 2.1
1. The natural embedding of P n (I) into M n (P n (I)) as scalar matrices is GL n (R)-equivariant.
2.
is invariant under the action of GL n (R), for any i 0 ∈ I.
Proof:
1. Since GL n (R) acts by conjugation on M n (R) and trivially on R, the embedding of R into M n (R) as scalar matrices is GL n (R)-equivariant. This embedding induces an equivariant homomorphism
I and on M n (R) by conjugation, A i 0 is clearly fixed by this action.
Recall that we have defined Rep n (G) as the image of a map η : P n (I) → Rep n (G), whose kernel was generated by polynomials Det(A i )−1 and polynomials induced by relations among the generators of G. We are going to show that η is GL n (R)-equivariant and hence the action of GL n (R) on P n (I) induces a GL n (R)-action on Rep n (G) which coincides with the GL n (R)-action on Rep n (G) defined previously.
Proposition 2.2
The following diagram commutes:
and all maps appearing in it intertwine with the GL n (R)-action.
Proof: Since the commutativity of the above diagram is obvious we will prove only that the trace functions and homomorphisms η, M n (η) are GL n (R)-equivariant.
• The trace map T r : M n (R) → R is GL n (R)-equivariant. Therefore the induced map
is also GL n (R)-equivariant.
•
is GL n (R)-equivariant.
• Recall that P n (I) is generated by elements x i jk . Therefore in order to prove that η is GL n (R)-equivariant it is enough to show that η(A * x i jk ) = A * x i jk , for any i ∈ I, j, k ∈ {1, 2, ..., n}, wherex
A is the matrix obtained from j G,n (g i 0 ) by acting on all its entries by A. Therefore
Having described A * x i 0 jk , we need to give an explicit description of A * x i 0 jk ∈ P n (I). Recall that we identified x i 0 jk with the map M n (R) I → R assigning to {M i } i∈I the (j, k)-entry of M i 0 . The definition of the GL n (R)-action on maps between GL n (R)-sets implies that
Since GL n (R) acts by simultaneous conjugation on M n (R) I and it acts trivially on R, the right side of the above equation is equal to the (j, k)-entry of A −1 M i 0 A. But the entries of M i 0 are given by the values of functions
Finally, (3) and (4) imply that
Notice that the definition of GL n (R)-action on M n (P n (I)) implies that
Since η is GL n (R)-equivariant, the matrix on the right side of the above
The above proposition implies that there exists a function
This function will be given a simple topological interpretation in the next section.
Proposition 2.3
The image of the universal representation j G,n :
Proof: Since the elements g i generate G and j G,n is a homomorphism of groups it is sufficient to show that
Skein Algebras
In this section we assign to each path connected topological space X a commutative R-algebra A n (X) and to each pointed path connected topological space (X, x 0 ) an R-algebra A n (X, x 0 ). These algebras encode the most important information about the SL n -representations of π 1 (X, x 0 ). We will show that if R is a field of characteristic 0 (but not necessarily closed) then A n (X) is isomorphic to the universal character ring of G = π 1 (X, x 0 ) and A n (X, x 0 ) is isomorphic to M n (Rep n (G)) GLn(R) . We start with a definition of a graph which is the most suitable for our purposes. A graph D = (V, E, L) consists of a vertex-set V, a set of oriented edges E, and a set of oriented loops L. Each edge E ∈ E has a beginning b(E) ∈ V and an end e(E) ∈ V. Loops have no beginnings nor ends. If b(E) = v or e(E) = v then e is incident with v. For any v ∈ V all edges incident to v are are ordered by consecutive integers 1, 2, ...
1 Therefore the beginning and the end of any edge has assigned a number.
The sets V, E, L are finite. We topologize each graph as a CW-complex. The topology of a graph coincides with the topology of its edges E ≃ [0, 1], E ∈ E, and its loops
There is a natural notion of isomorphism of graphs.
Let G be a set of representatives of all isomorphism classes of graphs defined above. We say that a vertex v is an n-valent source of a graph D if n distinct edges of D begins at v and no edge ends at v. Similarly, we say that v is an n-valent sink of D if n distinct edges end at v and no edge begins at v. Let G n denote the set of all graphs in G, whose all vertices are either n-valent sources or n-valent sinks. We assume that the empty graph, ∅, is also an element of G n . We denote the single loop in G n , i.e. the connected graph without any vertices, by S 1 . Let G ′ n denote the set of all graphs D ∈ G such that D has one 1-valent source, one 1-valent sink and all other vertices of D are n-valent sources or n-valent sinks. We denote the single edge in G ′ n , i.e. the connected graph without any n-valent vertices, by [0, 1] .
Let X be a path connected topological space. We will call any continuous map f : D → X, where D ∈ G n , a graph in X. We identify two maps f 1 , f 2 : D → X if they are homotopic. Let us denote the set of all graphs in X by G n (X). Similarly, we define G n (X, x 0 ) to be the set of all maps f : D → X × [0, 1], where D ∈ G ′ n and f maps the 1-valent sink of D to (x 0 , 1) and the 1-valent source of D to (x 0 , 0). We identify maps which are homotopic relative to (x 0 , 0) and (x 0 , 1). We will call elements of
We introduce a few classes of graphs in G n (X) and G n (X, x 0 ) which will be often used in the further part of this paper. Let L γ : S 1 → X be a graph in X which represents the conjugacy class of γ ∈ π 1 (X, x 0 ). We denote by
For any two graphs f 1 : D 1 → X and f 2 : D 2 → X, f 1 , f 2 ∈ G n (X), we define a product of them to be
where D 1 ∪ D 2 denotes the disjoint union of D 1 and D 2 . Therefore an Rmodule freely generated by elements of G n (X), RG n (X), can be considered as a commutative R-algebra. The empty graph ∅ : ∅ → X is an identity in RG n (X).
In the next definition we will represent fragments of diagrams by coupons, as it is depicted below. In the diagram we display v and w to be separate points to accentuate the fact that they are distinct in the domain of the mapping f. There is an obvious way to modify f : D → X to a map f σ : D σ → X. We call (f, {f σ } σ∈Sn ) a family of skein related graphs at x 1 .
Definition 3.2
Let X be a path connected topological space and let I be the ideal in RG n (X) generated by two kinds of expressions:
is a family of skein related graphs at some point
2. L e − n, where e is the identity element in
is homotopically trivial loop).
Then the R-algebra A n (X) = RG n (X)/I is called the n-th skein algebra of X.
Similarly we define
We define the product of them to be a map
This product extends to an associative (but generally non-commutative) product in RG n (X, x 0 ). The identity in RG n (X, x 0 ) is a map f : E → X × [0, 1], where E is a single edge and
such that an n-valent source, w, and an n-valent sink, v, of D are mapped to a point
, in exactly the same way as it was done for graphs in G n (X) in the paragraph preceding Definition 3.2. We say, as before, that (f, {f σ } σ∈Sn ) are graphs skein related at x 1 .
Definition 3.3
Let X be a path connected topological space with a specified point x 0 ∈ X, and let I ′ be the ideal in RG n (X, x 0 ) generated by expressions
2. EL e − n, where e is the identity in π 1 (X, x 0 ).
Then the R-algebra A n (X, x 0 ) = RG n (X, x 0 )/I ′ is called the n-th relative skein algebra of (X, x 0 ).
′ has one 1-valent sink e 0 and one 1-valent source e 1 , {e 0 , e 1 } = ∂E, and
. Let D ∈ G n be a graph obtained by identification of the 1-valent sink with the 1-valent source in D. Let us compose f :
is equal to n times the identity on A n (X). This implies the following fact.
Fact 3.4 If
The next proposition summarizes basic properties of A n (X) and A n (X, x 0 ). 
3. The algebra A n (X) is generated by loops in X, i.e. by graphs L γ , for γ ∈ π 1 (X, x 0 ).
The algebra
and EL γ , where {g i } i∈I is a set of generators of π 1 (X, x 0 ) and γ ∈ π 1 (X, x 0 ).
Proof: Since statements (1) and (2) of Proposition 3.5 are obvious, we give a proof of (3) and (4) only.
From the definition of a graph D ∈ G n or D ∈ G ′ n follows that it has an equal number of n-valent sinks and sources. Relation (1) of Definition 3.2 and of Definition 3.3 implies that each pair of vertices of f :
) composed of a sink and a source can be resolved and f can be replaced by a linear combination of graphs with a smaller number of sinks and sources. Therefore, after a finite number of steps each graph in G n (X) (respectively: G n (X, x 0 )) can be expressed as a linear combination of graphs without n-valent vertices.
(
, and D has no vertices then D is a union of loops,
, and f restricted to the j-th circle represents the conjugacy class of a γ j ∈ π 1 (X,
, where {g i } is a set of generators of π 1 (X, x 0 ).
We will see later that A n (X), A n (X, x 0 ) depend only on π 1 (X, x 0 ). Moreover, if π 1 (X, x 0 ) is finitely generated group then the algebras A n (X) and A n (X, x 0 ) are also finitely generated. Now we are ready to formulate the most important results of this paper.
Theorem 3.6 Let X be any (path connected) topological space and let
There are R-algebra homomorphisms
uniquely determined by the following conditions:
Moreover, the following diagram commutes:
Theorem 3.7 If R is a field of characteristic 0 then
are isomorphisms of R-algebras.
Let R be a field of characteristic 0. It is shown in [Si] that if X is a 3-manifold then A 2 (X) is isomorphic to the Kauffman bracket skein module of X, S 2,∞ (X, R, ±1). Moreover, if X is a surface then A 2 (X, x 0 ) is isomorphic to the relative Kauffman bracket skein module of X, S Moreover, it can be shown that in the case when X is any path connected topological space, A 2 (X, x 0 ) and A 2 (X) can be given the following simple algebraic description: Let G = π 1 (X) and let I be the ideal in the group ring RG generated by elements h(
. Theorem 3.7 can be considered as a generalization of this result to all values of n.
Before we prove Theorem 3.6 we give new definitions of A n (X) and A n (X, x 0 ) which only use G = π 1 (X, x 0 ).
Let X be a path connected topological space and x 0 ∈ X. For any graph in G n (X), i.e. a map f : D → X for some D ∈ G n , there is a map f ′ : D → X homotopic to f, which maps all vertices of D to x 0 . Therefore the homotopy class of f can be described by the graph D with each edge E labeled by an element of π 1 (X, x 0 ) corresponding to the map f ′ |E : E → X and each loop L labeled by the conjugacy class in π 1 (X, x 0 ) corresponding to the map f
This description does not need to be unique. We denote the set of graphs in G n all of whose edges are labeled by elements of G and all loops are labeled by conjugacy classes in G by G n (G). There is a natural multiplication operation on G n (G). The product of D 1 , D 2 ∈ G n (G) is the disjoint union of D 1 and D 2 . Therefore RG n (G) is a commutative R-algebra with ∅ as the identity.
Let D be a graph in G n (G). We have noticed already that D corresponds to a map f : D → X which maps all vertices of D to x 0 and restricted to edges and loops of D agrees with their labeling. Such f is unique up to a homotopy which fixes the vertices of D. Let w be a source and v be a sink in D. Since f maps v and w to the same point in X there exists a map f σ : D σ → X defined for any σ ∈ S n as in the paragraph preceding Definition 3.2. Notice that f σ maps all vertices of D σ to x 0 ∈ X. Therefore, we can label all edges of D σ by appropriate elements of G and all loops of G by appropriate conjugacy classes in G, and hence consider D σ as an element of G n (G). Hence, we have showed that one can replace any source w and any sink v in an arbitrary graph D ∈ G n (G) and obtain a well defined graph D σ ∈ G n (G).
As an example consider the graph D presented below. Replacing the vertices v, w by a coupon decorated by σ = (123) ∈ S 3 gives a diagram D σ :
where h = g 6 g 1 g 2 g 5 . Now we are ready to define A n (X) in terms of graphs in G n (G). Namely, this algebra is isomorphic to RG n (π 1 (X, x 0 ))/I, where I ⊳ RG n (π 1 (X, x 0 )) is an ideal generated by relations analogous to relations (1) and (2) of Definition 3.2 and by relations following from the fact that the assignment G n (G) → G n (X) described above is onto but not 1-1. The problem comes from the fact that one can take a graph D ∈ G n whose edges and loops are labeled in two different ways such that the corresponding maps, f, f ′ : D → X, sending the vertices of D to x 0 are homotopic but not by a homotopy relative to the vertices of D. In order to resolve this problem we need to allow an operation which moves vertices of D around paths in X beginning and ending at x 0 . Notice however that it suffices to move one vertex at the time. The following fact summarizes our observations. Fact 4.1 Let X be a path connected topological space with a specified point x 0 ∈ X and let G = π 1 (X, x 0 ). Let I be the ideal in RG n (G) generated by expressions of the following form:
hg hg
Then there is an isomorphism between R-algebras A n (X) and RG n (G)/I assigning to each graph f : D → X, f ∈ G n (X), with all vertices at x 0 the graph D with every edge E of D decorated by the element of π 1 (X, x 0 ) corresponding to f |E : E → X, and every loop L of D decorated by the conjugacy class in π 1 (X, x 0 ) represented by f |L : L → X. Now we will state a similar fact for A n (X, x 0 ). Let G ′ n (G) be a set of graphs in G ′ n whose all edges are labeled by elements of G and whose all loops are labeled by conjugacy classes in G.
There is a multiplication operation defined on G 
Fact 4.2
Let X be a path connected topological space with a specified point x 0 ∈ X and let G = π 1 (X, x 0 ). Let I ′ be the ideal in RG ′ n (G) generated by expressions (6), (8), (9) and
Facts 4.1 and 4.2 show that the algebras A n (X, x 0 ), A n (X) depend only on π 1 (X, x 0 ). In fact 4.1 and 4.2 give us models for A n (X, x 0 ) and A n (X) built from G n (G) and G ′ n (G). In the rest of this section we will use these models.
Let us fix a commutative ring R and a positive integer n and a topological space X with x 0 ∈ X, π 1 (X, x 0 ) = G. Let R = Rep n (G) and let V = R n be a free n-dimensional module over R with the standard basis, {e 1 , e 2 , ..., e n }, e i = (0, 0, ..., 1, ..., 0). The dual space V * has the dual basis e 1 , e 2 , ..., e n , e i (e j ) = δ i,j . We will always use the standard bases and therefore identify
We can decompose D into arcs, sources and sinks: g where g 1 , g 2 , g 3 , g 4 , g 5 , g 6 ∈ G, g 3 = g 6 g 5 .
Notice that the decomposition of a graph is not unique since we allow to cut each edge or loop into many pieces.
Let us assign to each n-valent source the tensor σ∈Sn ǫ(σ)e σ(1) ⊗ e σ(2) ⊗ ... ⊗ e σ(n) ∈ V ⊗n , to each n-valent sink the tensor σ∈Sn ǫ(σ)e σ(1) ⊗ e σ(2) ⊗ ... ⊗ e σ(n) ∈ (V * ) ⊗n . To each edge labeled by g we assign a tensor in
Let D 0 denote a graph D decomposed into pieces. We assign to D 0 the tensor product of tensors corresponding to them. We denote this tensor by
⊗N , where N = the number of 1-valent sources in D 0 = the number of 1-valent sinks in D 0 . Now we glue all pieces together to get the graph D back. Whenever we glue an end of one piece with a beginning of another piece in D 0 we make the corresponding contraction on T (D 0 ). In this way we get an element of R, if D ∈ G n (G), or an element of M n (R), if D ∈ G ′ n (G). Notice that the above construction does not depend on the particular decomposition of D into pieces. Therefore, we have defined functions:
Lemma 4.4 Let D be a graph in G n (G) or in G ′ n (G). Let w be an n-valent source of D and v an n-valent sink of D. Let D σ , for σ ∈ S n , be defined as at the beginning of
Proof: We will prove Lemma 4.4 only for D ∈ G n (G). For D ∈ G ′ n (G) the proof is identical.
Decompose D and D σ into sources, sinks, and edges. We denote the fragment of the decomposition of D, composed of the source w and the sink v by D 0 . We may assume that the decomposition of D σ is identical to that of D, except that it contains a coupon D σ , the proof of Lemma 4.4 can be reduced to a local computation on tensors. Namely, it is enough to prove that
Notice that each edge of D 0 σ is labeled by the identity map in End R (V ). This map is represented by
Similarly, for any σ ∈ S n , we have
(12) Note that we can assume that the numbers i 1 , i 2 , ..., i n appearing on the right side of (12) are all different. Indeed, if i j = i k , j = k, then there is an equal number of even and odd permutations contributing the term
to the sum on the right side of (12), for any j 1 , j 2 , ..., j n . Therefore, we can assume that the numbers (i 1 , i 2 , ..., i n ) appearing in each term of the sum on the right side of (12) form a permutation τ of (1, 2, ..., n). Hence we have,
Notice that the right side of the above equation is equal to
But the expression above is exactly the tensor assigned to Therefore we have proved (11) and completed the proof of Lemma 4.4
The study of SL n -actions on linear spaces was one of the main objectives of the classical invariant theory. In particular, Weyl ( [We] ) determined all invariants of the action of SL(V ) on V ⊗ ... ⊗ V ⊗ V * ⊗ ... ⊗ V * and gave a full description of relations between them. The set of "typical" invariants consists of brackets [v 1 , ..., v n ] = Det(v 1 , ..., v n ), [φ 1 , ..., φ n ] * = Det(φ 1 , ..., φ n ), where v 1 , ..., v n ∈ V, φ 1 , ..., φ n ∈ V * , and contractions φ j (v i ). The identity 
is essentially equivalent to (13).
Lemma 4.5 Let L g , E g , EL g be graphs defined as in Section 3 but considered as elements of G n (G) and
L g ∈ G n (G) is a single loop labeled by the conjugacy class of
g ∈ G, 2. E g ∈ G ′ n (G) is a single edge labeled by g ∈ G, 3. EL g ∈ G ′ n (G) is a
graph composed of an edge labeled by the identity in G and of a loop labeled by the conjugacy class of g ∈ G.
Under the above assumptions the functions Θ, θ satisfy conditions (1) and (2) of Theorem 3.6.
Proof:
1. L g can be decomposed into a single arc g which has associated the tensor j G,n (g) ∈ SL n (R) ⊂ V * ⊗ V. The contraction of this tensor gives θ(L g ) = T r(j G,n (g)).
2. E g is a single arc. Therefore Θ(E g ) = T (E g ) = j G,n (g).
3. EL g can be decomposed into g e . The tensor associated with this decomposition is id ⊗ j G,n (g) ∈ End(V ) ⊗ End(V ). After making a contraction corresponding to the identification of the ends of the arc we get .., g n h for some g 1 , g 2 , ..., g n , h ∈ G. D incident to v are labeled by g 1 , g 2 , . .., g n and the edges in D ′ incident to v are labeled by hg 1 , hg 2 , ..., hg n for some g 1 , g 2 , ..., g n , h ∈ G.
if v is a sink then the edges in

Under the above assumptions θ(D) = θ(D ′ ). An analogous fact is true for graphs in
Proof: We prove part (1) only. The proof of part (2) Therefore we need to show that the tensors assigned to the above diagrams are identical. Notice that the tensor associated to D 0 , T (D 0 ), is an element of the one dimensional R-linear space of skew symmetric tensors n V ⊂ V n . Let A : V → V be an endomorphism given in the standard coordinates of V by j G,n (h) ∈ SL n (R). A induces an endomorphism ∧A :
n V → n V with the property that Proof of Theorem 3.6 Let us extend the functions θ and Θ to all R-linear combinations of graphs in G n (G) and G ′ n (G) respectively. Facts 4.1 and 4.2 and Lemmas 4.4, 4.5, and 4.6 imply that these functions descend to R-linear homomorphisms
By Lemma 4.5, Θ and θ satisfy the conditions (1) and (2) of Theorem 3.6. We have showed in proposition 3.5(4) that A n (X, x 0 ) is generated by elements E γ and EL γ ′ , for γ, γ ′ ∈ G = π 1 (X, x 0 ). By Proposition 2.3 and the paragraph preceding it, Θ(E γ ) = j G,n (γ) and Θ(EL γ ′ ) = T r(j G,n (γ ′ )) belong to M n (Rep n (G)) GLn(R) . Therefore the image of Θ lies in M n (Rep n (G)) GLn(R) . We show analogously that the image of θ lies in Rep n (G) GLn(R) . Therefore the proof will be completed if we show that the diagram of Theorem 3.6 commutes.
Let Since now we assume that R is a field of characteristic 0.
At the beginning we state the first and the second fundamental theorems of invariant theory following the approach of Procesi, [Pro-1] (Compare also [Ra] ).
Let I be an infinite set. Let P n (I) and A i be as before,
We are going to present Procesi's description of the ring M n (P n (I)) GLn(R) . Let T be a commutative R-algebra freely generated by the symbols T r(X i 1 X i 2 ...X i k ), where i 1 , i 2 , ..., i k ∈ I. We adopt the convention that T r(M) = T r(N) if and only if the monomial N is obtained from M be a cyclic permutation. Let T {X i } i∈I be a non-commutative T -algebra freely generated by variables X i , i ∈ I. We have a natural T -linear homomorphism T r : T {X i } i∈I → T which assigns to
There is a homomorphism π : T {X i } i∈I → M n (P n (I)) uniquely determined by the conditions:
Proposition 2.2 and Lemma 2.1 imply that the image of π is fixed by the GL n (R)-action on M n (P n (I)), i.e. π :
GLn(R) . Notice that the following digram commutes.
The following version of The First Fundamental Theorem of invariant theory of n × n matrices is due to Procesi, [Pro-1].
Before we state the second fundamental theorem of invariant theory of n × n matrices we need to make some preparations.
Suppose that {1, 2, ..., m} ⊂ I and specify i 0 ∈ {1, 2, ..., m}. We can present any σ ∈ S m as a product of cycles in such a way that i 0 is the first element of the first cycle, σ = (i 0 , i 1 , ..., i s )(j 0 , j 1 , ..., j t )...(k 0 , k 1 , . .., k v ). We define Φ σ,i 0 (X 1 , X 2 , ..., X m ) to be equal to
We also define another expression which does not depend on i 0 ,
.., X n+1 ) is called the fundamental trace identity of n×n matrices.
Procesi argues that there exists a unique element G(X 1 , X 2 , ..., X n ) ∈ T {X i } i∈I involving only the variables X 1 , ..., X n and the traces of monomials in these variables such that
Procesi gives an explicit formula for G(X 1 , X 2 , ..., X n ), but we want to give a different formula, which will be more suitable for our purposes.
Proof: It follows from the remarks preceding Lemma 5.2 that it is enough to show that if we multiply the right side of the equation of Lemma 5.2 by X n+1 then the trace of it will be equal to F (X 1 , ..., X n+1 ), i.e. we have to prove that
Notice that
, for i ∈ {1, 2, ..., n}, and σ ′ (n + 1) = n + 1.
Similarly we can simplify T r(Φ σ,i (X 1 , X 2 , ..., X n )X n+1 ). Suppose that σ = (i 0 , i 1 , ..., i s )(j 0 , j 1 , ..., j t 
Therefore the left side of the equation (14) is equal to
The above expression is obviously equal to F (X 1 , X 2 , ..., X n+1 ).
Now we are ready to state The Second Fundamental Theorem of invariant theory of n × n matrices, [Pro-1].
Theorem 5.3
The kernel of π is generated by elements
Let X be a path connected topological space. We choose a presentation < g i i ∈ I|r j j ∈ J > of G = π 1 (X, x 0 ) such that
• I is an infinite set
• the inverse of every generator is also a generator.
• the defining relations, r j , are products of positive powers of generators.
Note that such presentation always exists (even if G is finitely generated).
Let ψ :
Recall that by Proposition 3.4, A n (X) can be considered as a subalgebra of A n (X, x 0 ), in such a way that L γ ∈ A n (X) is identified with EL γ ∈ A n (X, x 0 ). Hence ψ(T r(X i 1 X i 2 ...X i k )) ∈ A n (X) and ψ restricts to ψ : T → A n (X). Moreover the following diagram commutes.
T
We are going to show that the kernel of ψ : T {X i } i∈I → A n (X, x 0 ) contains the kernel of π : T {X i } i∈I → M n (P n (I)) GLn(R) and therefore ψ descends to a homomorphism M n (P n (I)) GLn(R) → A n (X, x 0 ). We will need the following fact due to Formanek (Proposition 45 [For] ).
Proposition 5.4 For any matrix
where c 1 , c 2 , ..., c k denote the lengths of all cycles in σ.
For completeness we sketch a proof of Proposition 5.4. A multilinearization of the determinant, Det : M n (R) → R, gives a function on n-tuples of n × n matrices
where X σ is a matrix whose i-th row is the i-th row of X σ(i) . Note that M(A, ..., A) = n!Det(A) and therefore the identity of Proposition 5.4 is a special case of the following identity:
where Φ σ was defined in the second paragraph after Theorem 5.1. Formanek gives the following proof of the above identity. Assume that 1, 2, ..., n ∈ I. Since A 1 , ..., A n ∈ M n (P n (I)) represent generic matrices, in order to prove the above identity it is enough to show it for X 1 = A 1 , ..., X n = A n . Since M(A 1 , ..., A n ) is an invariant polynomial function on n-tuples of matrices, the First Fundamental Theorem implies that M(A 1 , ..., A n ) can be expressed in terms of traces of monomials in A 1 , ..., A n . Since M(A 1 , ..., A n ) is linear with respect to A 1 , ..., A n , it is a linear combination of terms T r(A i 1 ...A is )...T r(A j 1 ...A jt ), where i 1 , ...i s , ..., j 1 , ..., j t form a permutation of 1, 2, ..., n. Therefore M(A 1 , ..., A n ) = σ∈Sn α σ Φ σ (A 1 , ..., A n ) and hence
for any n × n matrices X 1 , ..., X n . We need to prove that α σ = ǫ(σ). If we restrict the above equation to matrices A 1 , .., A n ∈ M n−1 (P n−1 (I)) embedded into M n (P n−1 (I)) in the standard, non unit preserving way, we will get the following polynomial identity on (n − 1) × (n − 1) matrices:
It is not difficult to see that the Second Fundamental Theorem implies that F (A 1 , ..., A n ) is the only (up to scalar) n-linear trace identity of degree n on matrices A 1 , ...A n ∈ M n−1 (P n−1 (I)). Therefore α σ = ǫ(σ)c, for some fixed c. Substituting the matrix (x ij ) with a single nonzero entry x ii = 1 for X i in (16) From the definition of T {X i } i∈I it immediately follows that for any family of matrices {M i } i∈I ⊂ M n (R), there is well defined substitution
which can be extended to the whole ring
is a well defined matrix in M n (R).
Lemma 5.6
If N 1 , N 2 , ..., N n are any monomials in the variables X i , i ∈ I, then ψ(G (N 1 , N 2 , ..., N n )) = 0.
Proof: By the definition of ψ (given in the second paragraph after Theorem 5.3), ψ(N i ) = E h i , for some h 1 , h 2 , ..., h n ∈ G. Consider the following
n-2 n-1 n in which we omitted labels of edges labeled by the identity in G. Notice that D can be also presented in the following way. Since the vertices of D can be resolved in the two possible ways (corresponding to the two diagrams above) we obtain the following equation:
where D σ,τ is a graph of the form
Therefore, by Corollary 5.5,
., N n )). Therefore the left side of (17) is equal to the value of ψ on
Now we are going to consider the right side of (17). Notice that the single arc in D σ,τ is labeled by an element h is ...
−1 ∈ S n . Notice that every loop in D σ,τ is labeled by the conjugacy class of h jt h j t−1 ...h j 1 h j 0 , where (j t , j t−1 , ..., j 1 , j 0 ) is a cycle of (τ σ)
is the cycle decomposition of (τ σ) −1 . The above expression is equal to
Therefore, the right side of (17) is the value of ψ on
Let us replace (τ σ) −1 by κ in the expression above. Then we get
After comparing the above algebraic descriptions of two sides of (17) we see that for any monomials N 1 , N 2 , ..., N n the following element of T {X i } i∈I belongs to Ker ψ :
By Lemma 5.2 the above expression is equal to G(N 1 , N 2 , ..., N n ). Therefore ψ(G (N 1 , N 2 , ..., N n )) = 0.
Lemma 5.7 Let N 1 , N 2 , ..., N n+1 be any monomials in the variables X i , i ∈ I. Then ψ (F (N 1 , N 2 , ..., N n+1 )) = 0.
Proof: By definition, F (N 1 , N 2 , ..., N n+1 ) = T r(G (N 1 , N 2 , . .., N n )N n+1 ). By (15), ψ commutes with the trace function. Therefore
Lemmas 5.6 and 5.7 and the Second Fundamental Theorem imply that the kernel of ψ : T {X i } i∈I → A n (X, x 0 ) contains the kernel of π :
GLn(R) . Therefore we have the following corollary.
Corollary 5.8
There exists an R-algebra homomorphism
GLn(R) . Our goal is to show that ψ ′ descends to
such that the following diagram commutes.
In order to prove this fact we need to show that Ker M n (η) GLn(R) ⊂ Ker ψ ′ . We will use the following lemma.
Lemma 5.9
Proof:
1. By Proposition 5.4, Det(A i ) can be expressed as a linear combination of traces of powers of A i . By Lemma 2.1(2), A k i ∈ M n (P n (I)) GLn(R) and hence, by Proposition 2.2, T r(A k i ) ∈ P n (I) GLn(R) . Finally, by Lemma 2.1(1) there is a natural embedding P n (I) GLn(R) ⊂ M n (P n (I)) GLn(R) .
2. If c 1 , c 2 , ..., c k are the lengths of all cycles of σ ∈ S n , then ψ ′ maps T r(A 
Analogously,
where e is the identity in G. But, by (8) (or, equivalently, (9))
Therefore ψ ′ (Det(A i )) = 1.
The next proposition is due to Procesi. Since the proof of this proposition is hidden in the proof of Theorem 2.6 in [Pro-2] we will recall it here for a completeness of this paper 5 .
For more information about this operator see [MFK] or a more elementary text [Fog] .
Choose i 0 ∈ I. For any monomial m in P n (I) = R[x i jk i ∈ I, j, k = 1, 2, ..., n] we define the degree of m to be the number of appearances of the variables x i 0 jk , j, k ∈ {1, 2, ..., n}, in m. This induces a grading on P n (I). We can extend this grading on M n (P n (I)) as follows. For any matrix A = (a jk ) ∈ M n (P n (I)) with a single non-zero entry a st , deg(A) = deg(a st ). Note that the degree of the matrix A i 0 = (x i 0 jk ) ∈ M n (P n (I)) considered in Section 2 is 1.
Let B ∈ GL n (R). By the definition of the GL n (R)-action on M n (P n (I)) and by Lemma 2.1(2),
jk is a linear combination of the variables
.., n, and hence the action of GL n (R) preserves the grading of P n (I). For any M ∈ M n (P n (I)), B * M is a matrix obtained by applying the action of B to all entries of M and then by conjugating the resulted matrix by B. Therefore the action of GL n (R) also preserves the grading of M n (P n (I)). The naturality of the Reynolds operators ∇ : P n (I) → P n (I) GLn(R) , ∇ : M n (P n (I)) → M n (P n (I)) GLn(R) implies that they also preserve the gradings. This fact will be an important element of the proof of Proposition 5.10(3).
We need to show that
However, it is sufficient to show that
since the opposite inclusion is obvious.
, where a i , b i ∈ M n (P n (I)), c i ∈ J . We will show that c ∈ J . Since c involves only finitely variables x i jk and I is infinite we can choose i 0 ∈ I such that x Consider T r(cA i 0 ). By our assumptions about c and by Lemma 2.1(2), cA i 0 ∈ M n (P n (I)) GLn(R) . Proposition 2.2 states that T r : M n (P n (I)) → P n (I) is GL n (R)-equivariant and therefore T r(cA i 0 ) ∈ M n (P n (I)) GLn(R) . Thus is the famous Fricke-Klein SL 2 -trace identity valid for any group G and any g, h ∈ G. From the above discussion it follows that the coordinate ring of X n (G) can be considered as the quotient of the ring of polynomials in formal variables χ g , g ∈ G, by the ideal of all SL n -trace identities for G. Therefore Theorem 3.7 implies the following corollary.
Corollary 6.2
There is an isomorphism Λ : A n (X)/ √ 0 → K[X n (G)], such that Λ(L g ) = χ g . Under this isomorphism the identities on graphs in X induced by skein relations correspond to SL n -trace identities for G.
The above corollary is very useful in the study of trace identities since it makes possible to interpret them geometricly. Consider for example the following SL 3 -trace identity which holds for any γ 0 , γ 1 , γ 2 , γ 3 ∈ G and any χ ∈ X n (G), where G is an arbitrary group. χ(γ 1 )χ(γ 2 )χ(γ 3 ) − χ(γ 1 )χ(γ 2 γ 3 ) − χ(γ 2 )χ(γ 1 γ 3 ) − χ(γ 3 )χ(γ 1 γ 2 )+ χ(γ 1 γ 2 γ 3 ) + χ(γ 1 γ 3 γ 2 ) − χ(γ 1 γ 0 )χ(γ 2 γ 0 )χ(γ 3 γ 0 )+ χ(γ 1 γ 0 )χ(γ 2 γ 0 γ 3 γ 0 ) + χ(γ 2 γ 0 )χ(γ 1 γ 0 γ 3 γ 0 ) + χ(γ 3 γ 0 )χ(γ 1 γ 0 γ 2 γ 0 )− χ(γ 1 γ 0 γ 2 γ 0 γ 3 γ 0 ) − χ(γ 1 γ 0 γ 3 γ 0 γ 2 γ 0 ) = 0.
Our theory provides the following simple geometric interpretation to this complicated identity. Let x 0 ∈ X and G = π 1 (X, x 0 ). Let γ 0 be a path in X representing a non-trivial element of π 1 (X, x 0 ). We assume that γ 0 goes along a "hole" in X presented on the picture below. Consider the following two, obviously equivalent, graphs Γ and Γ ′ in X :
The graph Γ ′ is obtained from Γ by pulling its vertices along the "hole" in X. The obvious resolution of vertices in Γ and Γ ′ gives an equation involving closed loops in X. This equation corresponds to the trace identity (19).
There is a large body of literature about SL 2 -character varieties and their applications. However very little is known about SL n -character varieties, for n > 2. The reason for that is that the SL n -trace identities, like (19), are intractable by classical (algebraic) methods. Since our theory often gives a simple geometric interpretation to complicated trace identities, it can be applied to a more detailed study of character varieties. This idea was used in [P-S-2] and [P-S-3] to study SL n -character varieties for n = 2. A generalization of these results for n > 2, which is based on our skein method, will appear in future papers. In this work we test our method on the simplest non-trivial example -we study SL 3 -character variety of the free group on two generators, F 2 =< g 1 , g 2 > . The basic problem is to determine the minimal dimension of the affine space in which X 3 (F 2 ) is embedded, or equivalently, the minimal number of generators of K[X 3 (F 2 )]. The only known to us result applying to this problem is Theorem 3.4(a) , from which it follows that K[X 3 (F 2 )] is generated by the elements χ g i 1 g i 2 ...g i j , where j ≤ 7 and i 1 , i 2 , ..., i j ∈ {1, 2}. A direct calculation shows that after identifying words in g 1 , g 2 which are related by cyclic permutations we get a set of 57 generators of K[X 3 (F 2 )]. It is difficult to obtain any further reduction of this set in any simple algebraic manner. However, our geometric method allows us to reduce this problem to the study 3-valent graphs in the twice-punctured disc. By playing on pictures of such graphs one can reduce the number of generators of K[X 3 (F 2 )] to nine! These are: χ g 1 , χ g 2 , χ g 2 1 , χ g 2 2 , χ g 1 g 2 , χ g 2 1 g 2 , χ g 1 g 2 2 , χ g 2 1 g 2 2 , χ g 2 1 g 2 2 g 1 g 2 . Moreover, it is possible to show that this is the minimal number of generators and X 3 (F 2 ) ⊂ K 9 is a solution set of one irreducible polynomial.
