







































“ ´R2i2 ´ jpω1 ´ ωqψ2
ψ
1
“ X1i1 ` Xhi2
ψ
2













X1 X2 X1 “ Xh ` X1σ



















































1d ` i21q ő pimax1 q2
i1
i2


































Uhd “ ´R1I1d ` ω1Xσ1I1q ` U1d












































φ “ arccos I1dU1d ` I1qU1qb
I2

















































fsw Iref Uref Eon Eoff Erec
PV,wT “ fsw
π

























































PvW1 “ 3R0pϑqI21 .
αL R20 ϑ “ 20 ˝C
R0pϑq “ R20p1 ` αLpϑ ´ 20Kqq.
PvW c
c “ 2 ... nmax







PvW sv 1 “ pkr 1 ´ 1qPvW1.
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PvW sv c
PvW sv c “ pkr c ´ 1qPvW c
PvW sv c PvW sv os
PvWges




kZ “ 1,7 ... 2,5
kJ “ 1,5 ... 1,8
B̂ f
CSM “ 0,004 19W{kg αSM “ 1,46 βSM “ 1,85
Uc ψc
c f1 Bc
Uc “ 2 π c f1 ψc.
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fR c “ |c ´ 1|f1
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1 ` μrM δhM
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sinhpξM cq ´ sinpξM cq
coshpξM cq ` cospξM cq .
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Bruchlochwicklungen mit einem Wickelschritt von zwei Nuten
Prof. Dr.-Ing. Markus Harke
Fakultät für Mechanik und Elektronik, Hochschule Heilbronn
Kurzfassung
Der Beitrag stellt Zweischicht-Bruchlochwicklungen mit einem Wickelschritt von zwei Nuten
als einen möglichen Kompromiss vor, welcher weniger ohmsche Verluste als bei klassischen
verteilten Wicklungen und weniger Ummagnetisierungsverluste als bei Zahnspulenwicklungen
ermöglicht. Er diskutiert Entwurf und Eigenschaften solcher Wicklungen für drei- und sechs-
strängige Synchronmaschinen anhand ausgewählter Beispiele.
Abstract
This paper presents two layer fractional slot windings with a winding step of two slots as a pos-
sible compromise which enables less ohmic loss than classic distributed windings would have
and less hysteresis and eddy loss than fractional slot concentrated windings would have. It dis-
cusses properties and design of such windings for three- and six-phase synchronous machines
based on selected examples.
1 Einführung
Die Lochzahl q ist ein weit verbreitetes Klassifikationsmerkmal von Drehstromwicklungen.
Man unterscheidet Ganzloch- und Bruchlochwicklungen. Bei ersteren ist die Lochzahl eine
ganze Zahl, bei letzteren ist sie ein gewöhnlicher Bruch.
Ein weiteres Merkmal von Drehstromwicklungen ist der Wickelschritt YQ. Er gibt an, wievie-
le Nuten man weiterlaufen muss, um vom Hinleiter einer Einzelspule zu ihrem Rückleiter zu
gelangen. Damit ist er ein Maß für die Spannweite einer Einzelspule. Fast das gesamte letz-
te Jahrhundert nutzte man vor allem Drehstromwicklungen mit einem Wickelschritt von drei
oder noch mehr Nuten. Dieser Aufbau bedingt, dass die Verbindungsleitungen von Hin- und
Rückleiter im Wickelkopf vorbeigeführt werden müssen an weiteren Leitern, welche sich in den
zwischen Hin- und Rückleiter liegenden Nuten befinden und zu anderen Einzelspulen gehören.
Es kommt zu vielfachen Überkreuzungen in den Wickelköpfen. Demzufolge beanspruchen die
Wickelköpfe viel Platz und verbrauchen Kupfer.
Ab den 90er Jahren des letzten Jahrhunderts kamen Drehstromwicklungen auf, welche einen
Wickelschritt YQ = 1 nutzen. Überkreuzungen werden so vermieden, die Wickelköpfe fallen
sehr kompakt aus, und der Strangwiderstand ist wegen des geringeren Kupferbedarfs im Wickel-
kopf reduziert. Weil eine Einzelspule immer nur einen Zahn des Blechpakets überspannt, wird
diese Art der Drehstromwicklung Zahnspulenwicklung genannt. Zahnspulenwicklungen sind
eine Unterform von Bruchlochwicklungen, bei denen die Lochzahl ein echter Bruch mit einem
Wert von höchstens 1/2 ist. Angewandt werden sie vorzugsweise bei Synchronmaschinen mit
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Permanentmagneterregung, denn hier kommt neben den schon genannten Vorteilen ein weite-
rer zum Tragen: das durch das Zusammenwirken von Rotormagneten und Statornutung hervor-
gerufene Rastmoment wird verringert. Zahnspulenwicklungen haben aber auch Nachteile: ihr
Ankerfeld erinnert kaum noch an die gewünschte räumlich sinusförmige Verteilung. Es besitzt
eine Vielzahl ausgeprägter Harmonischer, deren störende Induktionswirkung den Einsatz von
Zahnspulenwicklungen bei Asynchronmaschinen de facto ausschließt. Bei Synchronmaschinen
bedingen diese Harmonischen höhere Statoreisenverluste und zusätzliche Rotorverluste.
Wo klassische verteilte Drehstromwicklungen mit einem Wickelschritt YQ ≥ 3 wegen ihres
Platzbedarfs für die Wickelköpfe und ihres Wickelwiderstands in der Kritik stehen und Zahn-
spulenwicklungen wegen ihrer störenden Harmonischen und ihrer Ummagnetisierungsverlus-
te, liegt eine Kompromisslösung auf der Hand: Drehstromwicklungen mit einem Wickelschritt
YQ = 2. In den letzten Jahren hat dieser Ansatz verstärkte Aufmerksamkeit erfahren. Zunächst
wird über bestimmte Einzel-Implementierungen berichtet, z.B. stellen Dajaku und Gerling ei-
ne spezielle Bauform mit 24 Nuten und 10 Polen vor, indem Sie zwei Zahnspulenwicklungen
geschickt ineinander schachteln [1]. Mit dem gleichen Trick kommen die Autoren von [2] zu
Ausprägungen mit 18 Nuten und 8 oder 10 Polen. Diese Arbeiten lösen eine systematischere
Betrachtung der Verschränkung von Zahnspulenwicklungen aus, welche letztlich auf Bruch-
lochwicklungen mit YQ = 2 führt [3]. Wesentliche Regeln zum Entwurf von Bruchlochwicklun-
gen mit einer Spulenweite von zwei Nuten formuliert Quelle [4], ohne dabei noch von Zahn-
spulenwicklungen auszugehen. Die genannten Quellen fokussieren sich alle auf dreisträngige
Wicklungen.
Auch bei den mehrsträngigen Wicklungen finden sich zunächst Berichte über bestimmte Einzel-
Implementierungen. Die Nutzahl/Polzahlkombinationen 18/8 und 18/10 sowie 24/10 werden
aufgegriffen, um damit sechssträngige Wicklungen zu entwerfen [5][6]. Generalisierte Betrach-
tungen zum Entwurf mehrsträngiger Bruchlochwicklungen mit einem Wickelschritt von zwei
Nuten finden sich für Maschinen mit einer Strangzahl m = 5 in [7] und für Maschinen mit einer
Strangzahl m = 6 in [8].
Angesichts der bisher genannten Quellen könnte man meinen, es handle sich bei Bruchloch-
wicklungen mit YQ = 2 um eine relativ junge Entwicklung. Dies ist nicht der Fall. Schon 1919
stellt Richter explizit die Bauform mit 24 Nuten und 10 Polen vor – allerdings als Einschicht-
wicklung [9].
Dieser Beitrag möchte hingegen ausschließlich einen Überblick über Zweischicht-Bruchloch-
wicklungen mit einem Wickelschritt von zwei Nuten geben. Er behandelt dabei zum einen
dreisträngige Ausführungen und vergleicht sie mit Zahnspulenwicklungen. Zum anderen stellt
er unterschiedliche Möglichkeiten vor, sechssträngige Wicklungen zu entwerfen, und diskutiert
deren Stärken und Schwächen.
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2 Dreisträngige Wicklungen
2.1 Anforderungen an die Lochzahl
Quelle [4] gibt einen erschöpfenden Überblick über denkbare Nut- und Polzahl-Kombinationen,
allerdings sind nicht alle dort genannten Möglichkeiten sinnvoll. Dieser Abschnitt möchte prak-
tikable Lösungen herausschälen, die sich durch vernünftige Wickelfaktoren für die drehmo-
mentbildende Harmonische auszeichnen. Ein guter Sehnungsfaktor gelingt, wenn die Spulen-
weite ungefähr der Polteilung entspricht. Da die Spulenweite bzw. der Wickelschritt festgelegt
sind, diktiert diese Randbedingung einen Zusammenhang zwischen Zahl der Statornuten Qs
und Polpaarzahl p:
Yq = 2 ≈
Qs
2p
⇒ Qs ≈ 4p (1)
Die Lochzahl q ist definiert als Anzahl der Nuten pro Pol und Strang. Für klassische Drehstrom-
wicklungen mit einer Strangzahl m = 3 führt obige Anforderung an die Nutzahl auf folgendes











Z und N stehen für natürliche Zahlen, die teilerfremd sind. Den Wunsch nach einem Nenner
N = 3 können symmetrische, dreisträngige Bruchlochwicklungen allerdings nicht erfüllen. Das
bedeutet, das Ziel 2/3 für die Lochzahl ist nur eine Orientierungsmarke, die genau gar nicht
erreicht werden kann. Die Statornutzahl Qs kann daher auch nie genau gleich 4p sein, sondern
wird um eine kleine ganze Zahl g abweichen. Damit ist es nicht möglich, Spulenweite und
Polteilung zur Deckung zu bringen. Alle denkbaren Wicklungen mit YQ = 2 sind daher gesehnt.





Wenn die ganze Zahl positiv ist, gilt g < 2p. Denn mit g = 2p würde gerade q3∼ = 1 folgen.
Das wäre eine einfache Ganzlochwicklung mit einer Zweidrittel-Sehnung. g noch weiter zu
erhöhen, ist nicht sinnvoll, denn dann wird das Sehnungsverhältnis S/τp < 2/3, was zu un-
befriedigend niedrigen Sehnungsfaktoren führt. Wenn die ganze Zahl negativ ist, gilt |g| < p.
Denn mit g =−p wird q3∼ = 1/2. Dieser Wert für die Lochzahl ist aber gerade das Maximum,
welches mit Zahnspulen erreichbar ist. Ein negatives g, das dem Betrage nach größer als die Pol-
paarzahl ist, führt wieder auf zu starke Sehnung. Mit der Lochzahl ist man dann in Bereichen,
die von Zahnspulenwicklungen besser abgedeckt werden. Die Wahl g =−p ist auch nicht sinn-
voll, denn die entsprechende Wicklung mit YQ = 2 ruft dieselbe Felderregerkurve hervor wie
die zu q3∼ = 1/2 zugehörige Zahnspulenwicklung. Man hätte also keinen Vorteil im Hinblick
auf die Harmonischen, müsste aber die längeren Wickelkopfverbindungen mit Überkreuzung
in Kauf nehmen. Wicklungen mit ausreichend hohem Sehnungsfaktor entstehen also in folgen-
dem Bereich für g: −p < g < 2p. Damit wird die Lochzahl praktisch relevanter dreisträngiger
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Tab. 1: Lochzahl für dreisträngige Zweischicht-Bruchlochwicklungen mit einem Wickelschritt von zwei
Nuten
2p →
2 4 6 8 10 12 14 16 18 20 22 24






















































































Wicklungen folgende Bedingung erfüllen müssen:
1
2
< q3∼ < 1 (4)
Klassische Bruchlochwicklungen mit Wickelschritten Yq ≥ 3 besitzen als Lochzahlen unechte
Brüche (also q> 1) und Zahnspulenwicklungen werden bekanntermaßen mit Lochzahlen 1/4≤
q3∼ ≤ 1/2 ausgeführt. Insofern fügt sich das Ergebnis aus Gl. (4) gut ein. Bedenkt man nun
noch, dass symmetrische Bruchlochwicklungen nur Nenner N gestatten, die keine Vielfachen
von Drei sind, dann ergibt sich Tabelle 1, welche alle praktisch relevanten Wicklungsvarianten
für Nutzahlen bis Qs = 36 listet. Die Obergrenze für die Lochzahl q3∼ = 1 (Ganzlochwicklung)
und die Untergrenze q3∼ = 1/2 (besser als Zahnspulenwicklung) sind in Klammern gesetzt.
Unmögliche Nut- und Polzahlkombinationen werden durch ein X markiert.
2.2 Entwurf mit Nutenstern
In den anfänglichen Veröffentlichungen [1] – [3] werden die Wickelschemata mit Wickelschritt
Yq = 2 konstruiert, indem man zwei Zahnspulenwicklungen ineinander verschachtelt. Diese oft
als “stator shifting” bezeichnete Herangehensweise hat aber einen Nachteil: weil die Nutzahl
verdoppelt werden muss, um Platz für die zweite Wicklung zu schaffen, entstehen nur Schemata
mit geraden Nutzahlen. Laut Tabelle 1 sind aber auch ungerade Nutzahlen möglich. Der Entwurf
der Wicklung mithilfe des Nutensterns gestattet auch ungerade Nutzahlen und soll daher hier in
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Anlehnung an [10] dargestellt werden.
In Ganzlochwicklungen überdeckt das Grundmuster der Wicklung exakt ein Polpaar und wie-
derholt sich entsprechend p Mal am Umfang. Im Unterschied dazu wiederholt sich das Grund-
muster bei Bruchlochwicklungen nur t Mal am Umfang, wobei t für den größten gemeinsamen
Teiler aus Nut- und Polpaarzahl steht:
t = ggT(Qs, p) (5)
Demnach bilden Qu = Qs/t aufeinanderfolgende Nuten das Grundmuster, welches man auch
Urschema nennt. Die Spulenseitenspannungen, welche in diesen Qu Nuten induziert werden,
kann man in einem als Nutenstern bezeichneten Zeigerdiagramm veranschaulichen. Dieser
beinhaltet Qu Zeiger. Nebeneinanderliegende Zeiger schließen den Winkel αu = 2π/Qu ein.
Die Bruchlochwicklungen aus Tabelle 1 entwickeln das Drehmoment nicht mit der Harmoni-
schen mit der geringsten Ordnungszahl (diese hat bei Bruchlochwicklungen den Wert ν = t).
Die Ordnungszahl der Arbeitswelle entspricht vielmehr der Polpaarzahl. Betrachtet man zwei
Spulenseiten, die in unmittelbar benachbarten Nuten liegen, dann ergibt sich für den elektri-
schen Phasenverschiebungswinkel αe zwischen den zugehörigen induzierten Spulenseitenspan-
nungen folgender Wert:




Wenn man die Zeiger des Nutensterns mit den Nutnummern von 1 bis Qu durchnummeriert,







































Abb. 1: Nutenstern für Wicklung mit 9 Nuten und 4 Polen sowie daraus folgende Zuordnung der Wi-
ckelstränge
Als Beispiel für einen Entwurf mit ungerader Nutenzahl soll die erste sinnvolle Wicklung aus
Tabelle 1 dienen, welche Qs = 9 Nuten und p = 2 Polpaare implementieren soll. Dann ist der
Teiler t = 1, demzufolge besteht das Zeigerdiagramm aus Qu = 9 Zeigern, die einen Winkelver-
satz von αu = 40
◦ haben. Benachbarte Spulenseitenspannungen schließen den Winkel αe = 80
◦
ein (Abb. 1). Die gewünschte dreisträngige Zweischichtwicklung erhält man folgendermaßen:
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um die erste Schicht abzulesen, legt man einen Zonengürtel mit sechs Zonen über den Nu-
tenstern. Jede Zone hat eine Breite von 60◦, und um die Stränge U, V, W zu bilden, lautet die
Abfolge: u+, w-, v+, u-, w+, v- (+ steht für die Hinleiter und - für die Rückleiter). Die zweite
Schicht folgt als Verschiebung der ersten Schicht um den gewünschten Wickelschritt von zwei
Nuten und Tausch von + und -.
2.3 Harmonische
Mit einem Wickelschritt YQ = 2 erhält man bereits einfache Überkreuzungen im Wickelkopf
der Maschine. Der zentrale Vorteil von Zahnspulenwicklungen, nämlich die kreuzungsfreien
Wickelköpfe, geht verloren. Dies ist nur zu rechtfertigen, wenn der Gehalt an Harmonischen
spürbar reduziert werden kann. Beispielhaft soll hier eine Zahnspulenwicklung mit ihren ent-
sprechenden Pendants mit Spulenweite von 2 Nuten verglichen werden.
Das erste Urschema einer Zahnspulenwicklung, welches immer eine Oberwelle als Arbeitswel-
le nutzt, ist ein Aufbau mit 9 Nuten. Dieser Stator kann sowohl mit 8-poligen als auch mit
10-poligen Rotoren kombiniert werden. Das zugehörige Wicklungspendant mit einem Wickel-
schritt YQ = 2 für einen 8-poligen Rotor entsteht, wenn man den Aufbau aus Abb. 1 zweimal am
Umfang anordnet, und hat 18 Nuten. Für einen 10-poligen Rotor ist eine eigenes Wickelschema
ebenfalls mit 18 Nuten entsprechend den obigen Regeln zu konstruieren. Das Ergebnis ist nicht
das gleiche wie für den 8-poligen Rotor. Hier liegt bereits ein Unterschied zu Zahnspulenwick-
lungen vor. Während mit einem Zahnspulenwickelschema für eine gegebene Nutzahl immer
zwei Polpaarzahlen adressiert werden können, liefert bei einem Wickelschritt von zwei Nuten
jede Kombination aus Nut- und Polpaarzahl ein individuelles Wickelschema.
Auf Basis der Wickelschemata kann man für jede Variante die Felderregerkurve bestimmen,
wenn man die Wicklungen mit symmetrischem Drehstrom speist. Eine harmonische Analyse
der Felderregerkurven ermittelt dann für jede Ordnungszahl den Gehalt, der idealerweise für
alle Ordnungszahlen ν 
= p Null sein sollte. Abb. 2 zeigt die Ergebnisse in normierter Dar-
stellung. Die Zahnspulenwicklung besitzt ein breites Spektrum sowohl geradzahliger als auch
ungeradzahliger Harmonischer. Dieses weist im Zusammenspiel mit dem Rotor mit p = 4 zwei
ausgeprägte Subharmonische auf, und die erste höhere Harmonische mit ν = 5 ist extrem hoch.
Noch schlimmer wird es im Zusammenspiel mit einem Rotor mit p = 5, denn dann wirkt auch
ν = 4 als Subharmonische! Hin zu den höheren Ordnungszahlen machen sich vor allem die
Nutharmonischen mit den Ordnungszahlen νN bemerkbar:
νN = k ·Qs± p, k = 1,2,3 . . . (7)
Die Wicklung mit YQ = 2 für den 8-poligen Rotor löscht alle ungeradzahligen Ordnungszahlen
in ihrer Wirkung. Damit hat man nur noch eine Subharmonische, und die vorher sehr störende
erste höhere Harmonische bei ν = 5 ist auch weg. Bei der Wicklung mit YQ = 2 für den 10-
poligen Rotor verschwinden alle geradzahligen Harmonischen. Wiederum bleibt nur noch eine


















Abb. 2: Vergleich von Zahnspulenwicklung (YQ = 1) und Wicklungen mit Wickelschritt YQ = 2 für 8-
oder 10-polige Rotoren
ν = 4 ist nun völlig unwirksam. Ausserdem kann die Wicklung mit YQ = 2 die gewünschte
Arbeitswelle bei ν = 5 viel besser hervorholen. Die Nutharmonische verschieben sich ge-
genüber der Zahnspulenwicklung zu höheren Ordnungszahlen. Das ist insofern von Vorteil,
als die Nutharmonischen vor allem auf dem Rotor zusätzliche Ummagnetisierungsverluste be-
dingen. Feldwellen mit höherer Ordnungszahl werden aber über den Luftspalt besser bedämpft
und kommen nicht mehr so gut am Rotor an. Das Beispiel zeigt also, dass der Wickelschritt von
zwei Nuten statt der Zahnspulen die störenden Harmonischen deutlich reduziert.
3 Sechssträngige Wicklungen
Es gibt verschiedene Motive für eine Erhöhung der Strangzahl. Oft genannt wird die erhöhte
Fehlertoleranz. Für eine Erhöhung der Strangzahl kann aber auch sprechen, dass bei drehzahl-
variablen Antrieben die Bemessungsleistung für einen Phasenbaustein der speisenden Elektro-
nik mit zunehmender Strangzahl bei gegebener Gesamtleistung immer kleiner wird. Gerade bei
Antrieben, deren Speisespannung begrenzt ist, können so Phasenströme in erträglichen Grenzen
gehalten werden. Bei Stromrichtermotoren – das sind große Synchronmaschinen und Umrichter
mit Stromzwischenkreis – reduziert eine Erhöhung der Strangzahl die Drehmomentpulsationen.
Eine einfache Möglichkeit, die Strangzahl zu erhöhen, besteht darin, zwei dreisträngige Wick-
lungssysteme in einem Stator zu kombinieren. Man gelangt so zu sechssträngigen Wicklungen.
3.1 Anforderungen an die Lochzahl
In der Definitionsgleichung für die Lochzahl q Gl. (2) stand die Strangzahl m im Nenner. Eine
Verdopplung der Strangzahl wird daher die Lochzahl halbieren. Aus der Abschätzung in Formel








Tab. 2: Lochzahl für sechssträngige Zweischicht-Bruchlochwicklungen mit einem Wickelschritt von
zwei Nuten
2p →






















Die Zahl der Statornuten muss ein Vielfaches der Strangzahl sein. Somit entfallen in Tabelle
1 alle Kombinationen mit ungeraden Nutenzahlen. Die niedrigste Nutzahl, die überhaupt eine
sechssträngige Wicklung gestattet, ist damit Qs = 18. Tabelle 2 listet für alle übriggebliebenen
Kombinationen von Nut- und Polzahl die Lochzahlwerte sechssträngiger Wicklungen.
3.2 Entwurf als 12-zonige Wicklung
Der Nutenstern ist auch für sechssträngige Maschinen ein geeignetes Hilfsmittel. Das Zeiger-
bild inklusive der Markierung der Spulenseitenspannungen mit den Nutnummern ergibt sich
in gleicher Art und Weise wie bei den dreisträngigen Wicklungen und wurde in Abschnitt 2.2
geschildert. Lediglich die Zuweisung der Zeiger zu den Strängen ändert sich. Eine Möglichkeit
besteht darin, statt des ursprünglichen Zonengürtels mit 6 Zonen einen Zonengürtel mit 12 Zo-
nen zu applizieren. Dazu zerteilt man jede der ursprünglich 60◦ breiten Zonen in zwei 30◦ breite
Zonen. Den ersten 30◦-Abschnitt weist man einem ersten dreisträngigen Wickelsystem zu, und
den zweiten 30◦-Abschnitt einem zweiten. Damit erhält man zwei unabhängige dreisträngige
Wicklungen, welche untereinander einen elektrischen Phasenversatz von 30◦ aufweisen. Für
den 12-zonigen Gürtel lautet die Abfolge: u1+, u2+, w1-, w2-, v1+, v2+, u1-, u2-, w1+, w2+,
v1-, v2-. Die Zuordnung der ersten Schicht kann man nun direkt ablesen, und die zweite Wickel-
schicht entsteht wiederum durch Versatz der ersten Schicht um den Wickelschritt und Tausch
von Hin- und Rückleiter. Ein Beispiel mit Qs = 36 Nuten und Polpaarzahl p = 7 zeigt Abb. 3.
Das darin abgebildete Wickelschema mischt in zwei Drittel aller Nuten Spulenseiten, die zu
verschiedenen dreisträngigen Wickelsystemen gehören (z.B. in Nut 2,3,5,6,8,9, usw.). Wenn
Fehlertoleranz der Hauptgrund für die Verwendung der sechs Stränge ist, ist das gefährlich.
Denn wenn die Wickelsysteme in den Nuten in unmittelbarem Kontakt stehen, kann ein Fehler
in einem System auch leichter auf das andere übergreifen.
3.3 Entwurf als 2x6-zonige Wicklung
Im Hinblick auf eine verbesserte Fehlertoleranz soll der Wicklungsentwurf so abgeändert wer-










































































































































































































Abb. 4: Sechssträngige Maschine mit 36 Nuten und 14 Polen: (a) Nutenstern mit 2x6-Zonen-Gürtel; (b)
Wickelschema für 2x6-Zonen-Gürtel
erreicht man, indem man im Nutenstern die Nummerierung nach geradzahligen und ungerad-
zahligen Nutnummern auftrennt und mit zwei 6-zonigen Gürteln statt eines 12-zonigen Gürtels
arbeitet. Abb. 4 illustriert das Prinzip. Die ungeraden Nummern werden näher an den Zeigern
positioniert, worüber ein erster innerer Zonengürtel mit 6 Zonen gelegt wird. Die geraden Nut-
nummern sind mit erhöhtem Abstand zu ihren zugehörigen Zeigern notiert, sodass über diese
ein zweiter äußerer Zonengürtel gelegt werden kann, welcher ebenfalls 6 Zonen beinhaltet.
Dieser zweite Zonengürtel wird gegenüber dem ersten um 30◦ versetzt angeordnet, um so den
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gewünschten Phasenversatz von 30◦ zwischen den beiden Drei-Phasen-Systemen zu erzeugen.
Aus diesem Bild kann man nun in gewohnter Weise die Zuordnung zur ersten Schicht ablesen,
und die zweite Wickelschicht entsteht wieder durch Versatz der ersten Schicht um den Wickel-
schritt und Tausch von Hin- und Rückleiter. Da der Wickelschritt YQ = 2 ist, ist sichergestellt,
dass das erste dreisträngige System, welches mit der ersten Schicht die ungeraden Nutnummern
belegt, auch mit der zweiten Schicht in ungeraden Nuten landet. In gleicher Weise bildet sich
das zweite dreisträngige System ausschließlich auf die geraden Nutnummern ab.
3.4 Harmonische
Die beiden Varianten mit 12 Zonen bzw. mit 2x6 Zonen sollen untereinander und mit der
entsprechenden dreisträngigen Wicklung hinsichtlich ihres Gehaltes an Harmonischen vergli-















6 Stränge, 12 Zonen
6 Stränge, 2x6 Zonen
Abb. 5: Normalisiertes Spektrum in der Felderregerkurve für drei- und sechssträngige Varianten mit 36
Nuten und 14 Polen
Die dreisträngige Maschine besitzt zwei Subharmonische bei ν = 1 und ν = 5. Beide sechss-
trängigen Varianten löschen die Subharmonische mit der niedrigsten Ordnungszahl vollständig.
Die andere Subharmonische bleibt bei der 12-Zonen-Variante unverändert, bei der 2x6-Zonen-
Variante wird sie ausgeprägter. Der summarische Gehalt an Subharmonischen ist dennoch auch
bei der 2x6-Zonen-Variante immer noch besser als bei der dreisträngigen Wicklung. Die Nuthar-
monischen (im Bild bei ν = 29 und ν = 43) ändern sich kaum. Der Wechsel von drei auf sechs
Stränge verringert also insgesamt die störenden Einflüsse infolge Harmonischer und hat damit
einen günstigen Einfluss auch auf den Wirkungsgrad. Dabei liefert die 12-Zonen-Variante das
beste Ergebnis.
Im Hinblick auf die Fehlertoleranz sollte man aber auch betrachten, wie die Maschine agiert,
wenn nur ein dreisträngiges System arbeitet, und das andere außer Betrieb ist. Abb. 6 illustriert
diesen Fall. Die Normalisierung erfolgte auf die Vollast, bei welcher beide Systeme in Betrieb

















Abb. 6: Normalisiertes Spektrum in der Felderregerkurve für sechssträngige Varianten mit 36 Nuten und
14 Polen, wenn nur ein Drei-Phasen-System läuft
2x6 Zonen beobachtet man eine ausgeprägte Oberwelle bei ν = 11. Das ist nicht so schlimm
wie das Spektrum der 12-zonigen Wicklung. Hier ist die Subharmonische bei ν = 1 genauso
groß wie die Arbeitswelle. Diese starke Subharmonische durchdringt das Statorpaket komplett
und verursacht dort nicht nur deutliche Ummagnetisierungsverlusten, sondern ovalisiert das
Blechpaket auch und bedingt damit Geräusch bzw. Vibrationen.
4 Zusammenfassung
Betrachtet man dreisträngige Wicklungen, so sind Bruchlochwicklungen mit einem Wickel-
schritt von zwei Nuten eine Zwitterlösung, welche zwischen den Vorteilen klassischer Bruch-
lochwicklungen mit einer Lochzahl q > 1 und den Vorteilen von Zahnspulenwicklungen mit
einer Lochzahl q≤ 1/2 einen Kompromiss finden möchte. Praktisch gewinnbringende Ausführ-
ungen fügen sich mit Lochzahlen 1/2< q< 1 nahtlos in die bisherige Lochzahl-Lücke ein. Eine
Spulenweite von zwei Nuten führt zu leichten Überlappungen in den Wickelköpfen. Damit geht
einerseits ein wesentlicher Vorteil von Zahnspulenwicklungen verloren, andererseits kann der
Gehalt an störenden Harmonischen gegenüber den Zahnspulenwicklungen substantiell redu-
ziert werden. Der Wicklungsentwurf mithilfe des Nutensterns führt für jede sinnvolle Nut- und
Polzahlkombination zu einem einzigen, individuell auf die Arbeitswelle abgestimmten Wickel-
schema.
Das Konzept lässt sich auch auf sechssträngige Maschinen übertragen. Hierbei ist der Wick-
lungsentwurf aber nicht mehr eindeutig. Zwei Varianten wurden erarbeitet. Die Variante mit
12 Zonen ist im Normalbetrieb die beste, erweist sich aber als weniger geeignet, wenn es um
Fehlertoleranz geht. Erstens birgt sie ein höheres Gesamtausfallrisiko, weil ein Schaden in ei-
nem Wicklungssystem aufgrund des Aufbaus leichter das andere Wicklungssystem in Mitlei-
denschaft ziehen kann. Zweitens bedingt sie ausgeprägtere störende Harmonische, wenn nur
eines der beiden Wicklungssysteme in Betrieb ist. Wer also die erhöhte Fehlertoleranz bei sechs
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Strängen in Anspruch nehmen möchte, sollte die zweite Variante mit 2x6 Zonen vorziehen.
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Der vorliegende Artikel erarbeitet zunächst eine genaue Definition sogenann-
ter Drehfelder, um dann deren Zeitableitung durch Rotationsachse und Rota-
tionsgeschwindigkeit auszudrücken. Dies wird anschließend auf den Fall einer
rotierenden Leiterschleife angewandt. Es wird außerdem gezeigt, warum und
inwiefern eine passend konstruierte Überlagerung von phasenverschobenen
Strömen, so wie sie beispielsweise in Asynchronmaschinen Anwendung findet,
ein rotierendes Magnetfeld erzeugt.
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Grundsätzlich unterteilt sich dieser Artikel in zwei Abschnitte: Kap. 1
beschäftigt sich mit den mathematischen Aspekten von Rotationen, wohinge-
gen Kap. 2 diese auf konkrete physikalische Probleme anwendet. Ebenso ist
der erste Teil des mathematischen Abschnittes, Kap. 1.1, unterteilt in die Be-
handlung zeitunabhängiger oder “starrer”Rotationen, während sich Kap. 1.2
den zeitabhängigen Rotationen widmet. Um eine im Wesentlichen in sich
abgeschlossene Behandlung zu erreichen, werden in Kap. 1.1.1 noch einige
elementare algebraische Sachverhalte wiederholt. Die sich anschließenden
Unterabschnitte 1.1.2 und 1.1.3 beschäftigen sich dann jeweils mit aktiven
und passiven Drehungen. Kap. 1.1.4 führt schließlich die entsprechende De-
finition von rotierenden Feldern ein (im Gegensatz zur Rotation bloßer Vek-
toren). Der mathematische Teil wird dann in Kap. 1.2 mit einer Verallge-
meinerung dieser Sachverhalte auf zeitabhängige Rotationen abgeschlossen,
was wiederum für Vektoren, Kap. 1.2.1, und Felder, Kap. 1.2.2 separat aufge-
schlüsselt wird.
Wie angekündigt werden wir diese Resultate in Kap. 2 auf physikalische
Probleme anwenden. Kap. 2.1 beschäftigt sich ganz konkret mit dem Fall
einer rotierenden Leiterschleife in einem ebenfalls rotierenden Magnetfeld.
Die darauf folgenden Unterabschnitte 2.2 und 2.3 gelten der Erzeugung von
rotierenden Stromdichten durch Mehrphasenströme. Das abschließende Kapi-
tel 2.4 untersucht schließlich, was passiert, wenn geometrische Rotations-
winkel und Phasendifferenzen nicht übereinstimmen, ein Fall, der eine beson-




Um das Lesen dieses Artikels zu erleichtern, stellen wir zunächst einige
algebraische Eigenschaften von Rotationen zusammen. Wir betrachten drei-
dimensionale, reellwertige Tupel (“Ortsvektoren”), von denen wir annehmen,
dass sie sich auf kartesische Koordinatensysteme beziehen,
x = (x1, x2, x3)
T ∈ R3 . (1.1)
Deren (eigentliche) Rotationen sind durch lineare Transformationen gegeben,
x → x′ =
↔
Rx , x′i = Rijxj , (1.2)
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R = 1 . (1.3)
Zu praktischen Zwecken ist es besonders hilfreich, Rotationen durch eine






In diesem Falle ist dann der gedrehte Vektor durch die Formel von Rodrigues
gegeben (siehe z. B. Refs. [1, Gl. (7.1.4)], [2, Gl. (2.67)]),
x′ = n (n · x) + (n× x) sinα− n× (n× x) cosα . (1.5)
Als ein instruktives und dennoch sehr nützliches Beispiel betrachten wir den
Fall einer mit der z-Achse zusammenfallenden Rotationsachse, n = e3. Man
zeigt nun leicht, dass
n (n · x) = x3e3 , (1.6)
n× x = x1e2 − x2e1 , (1.7)
n× (n× x) = −x1e1 − x2e2 . (1.8)
Einfügen in die Formel von Rodrigues, Gl. (1.5), ergibt dann
x′ = x3e3 + (x1e2 − x2e1) sinα− (−x1e1 − x2e2) cosα (1.9)






























Ganz allgemein bilden die Rotationsmatrizen mit fester Rotationsachse eine






R(α1 + α2,n) . (1.13)
Insbesondere impliziert dies die intuitiven Identitäten
↔





welche sich später als nützlich herausstellen werden.
1.1.2. Passive Drehungen von Vektoren
Wir kommen nun zu den tatsächlichen Drehungen, die durch die Drehma-
trizen gegeben werden. In diesem Zusammenhang ist es besonders wichtig,
zwischen aktiven und passiven Drehungen zu unterscheiden, mit welch letz-
terem Falle wir uns zuerst beschäftigen werden. (Obwohl diese Sachverhalte
im Grunde bekannt sind, habe ich sie auch in meinem pädagogischen Skrip-
tum [3, Kap. 2.1.4] behandelt.) Um die Natur passiver Rotationen zu be-
greifen, muss man sich zunächst klarmachen, dass ein Vektor eigentlich kein
bloßes Tupel von Komponenten ist, wie es Gl. (1.1) suggeriert. In Wirk-
lichkeit stellen diese nämlich bloß die Entwicklungskoeffizienten bzgl. einer
bestimmten Basis dar (die wir hier immer als orthonormal und rechtshändig
annehmen). Mit anderen Worten: ein Vektor kann geschrieben werden als
x = x1e1 + x2e2 + x3e3 ≡ xiei . (1.16)
Passive Rotationen haben nun das Unterscheidungsmerkmal, dass das ge-




i = xiei . (1.17)
Anders gesagt, wenn man die gedrehten Koordinaten auf das gedrehte Koor-
dinatensystem bezieht, erhält man genau dasselbe Resultat, wie wenn man
die ursprünglichen Koordinaten auf das ursprüngliche Koordinatensystem
bezieht. Dementsprechend muss man stets die simultane Rotation von Ko-
ordinaten und Basisvektoren betrachten.
Ein grundlegendes Theorem der Tensoranalysis (siehe bspw. Refs. [4,
Kap. 2.2], [5, Kap. 4.9], [6, §9.3] oder meine heuristische Einführung [7,
5
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App. B]) besagt nun, dass sich die Basisvektoren kontragredient zu den Vek-
torkomponenten transformieren, d. h. mit der transponierten Inversen der-
jenigen Matrix, welche die Komponenten transformiert. Im Falle von Rota-
tionen ergibt dies jedoch gerade wieder dieselbe Matrix, und folglich lautet
die Relation zwischen den Basisvektoren























Als Beispiel betrachten wir wieder die Rotation um die z-Achse. Diese
entspricht der Einführung neuer Basisvektoren durch (siehe Gl. (1.11))
e′1 = e1 cosα− e2 sinα , (1.20)
e′2 = e1 sinα + e2 cosα . (1.21)
Es folgt nun ganz direkt, dass die Entwicklung des Vektors in gestrichene









(x1 cosα− x2 sinα)(e1 cosα− e2 sinα) + (x1 sinα + x2 cosα)(e1 sinα + e2 cosα)
= x1e1 cos
2 α + x2e2 sin
2 α + x1e1 sin
2 α + x2e2 cos
2 α
= x1e1 + x2e2 .
Dieses Ergebnis steht in starkem Kontrast zum Falle aktiver Drehungen, de-
nen wir nun unsere Aufmerksamkeit zuwenden.
1.1.3. Aktive Drehungen von Vektoren
Im Falle aktiver Drehungen gehen wir davon aus, dass die in Gl. (1.2)
definierten gestrichenen Komponenten einen neuen Vektor ergeben, der da-
durch erhalten wird, dass wir diese auf die ursprüngliche Basis beziehen, d. h.
















j ≡ xie′i . (1.23)
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Daraus ersieht man, dass man im Falle aktiver Transformationen alternativ
auch transformierte Basisvektoren hätte einführen können (vgl. Gl. (1.18)),
e′i = Rjiej , (1.24)
die in diesem Falle jedoch vermöge einer Transformation mit der transpo-
nierten Matrix (im Gegensatz zur kontragredienten Matrix) aus den ur-

















d. h. der i-te gestrichene Basisvektor resultiert aus der Anwendung der Rota-
tionsmatrix auf den i-ten ungestrichenen Basisvektor. Diese etwas verwirren-
den Fakten habe ich auch in meinen Einführungsskripten [7, App. B.4] und
[3, Kap. 2.1.4] genauer auseinandergesetzt.
Wir illustrieren nun diese Relationen, indem wir sie wieder auf unser Stan-
dardbeispiel einer Rotation um die z-Achse anwenden. Dieses Mal führen
wir die gestrichenen Basisvektoren ein durch die Relation (vgl. Gln. (1.20)–
(1.21))
e′1 = e1 cosα + e2 sinα , (1.29)
e′2 = −e1 sinα + e2 cosα . (1.30)






2 = x1(e1 cosα + e2 sinα) + x2(−e1 sinα + e2 cosα)
= (x1 cosα− x2 sinα)e1 + (x1 sinα + x2 cosα)e2
= x′1e1 + x
′
2e2 .
Mit anderen Worten: die Darstellung des neuen Vektors durch die auf die
neuen Basisvektoren bezogenen alten Koordinaten und die durch die auf die





Das fundamentale Transformationsgesetz für Vektorfelder lautet (siehe




′) = RijBj(x) . (1.31)
Diese Schreibweise spiegelt die passive Interpretation wider, d. h. das gestri-
chene Tupel definiert dasselbe Vektorfeld wie sein ungestrichenen Pendant,
jedoch bzgl. eines neuen (gestrichenen) Koordinatensystems. Mathematisch
















was sich wiederum einer aktiven Interpretation anbietet, d. h. hier bezieht
sich das gestrichene Vektorfeld auf dasselbe Koordinatensystem, wo es dann
ein neues, “gedrehtes” Vektorfeld definiert. Zur Erläuterung betrachten wir
wieder den Fall einer Rotation entlang der z-Achse. Zu diesem Zwecke ist es






⎠ = x(r, ϕ, z) =
⎛




sodass die Wirkung der aktiven Rotation entlang der z-Achse sich ergibt zu
x′(r, ϕ, z) =
↔
R(α, e3)x(r, ϕ, z) = x(r, ϕ+ α, z) . (1.34)
Explizit folgt dies aus
↔
R(α, e3)x(r, ϕ, z) =
⎛















Felder werden nun als Funktionen zylindrischer Koordinaten reinterpretiert,
B(x) = B(r, ϕ, z) . (1.37)
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Um den Ausdruck für das Feld zu finden, das aus B(x) durch eine Rotation
entlang der z-Achse im Sinne von Gl. (1.32) resultiert, besinnen wir uns da-
rauf, dass letztere Gleichung einfach bedeutet, dass zum Erhalt des gestrich-
enen Vektorfeldes an einem bestimmten Punkt der Wert des ursprünglichen
Vektorfeldes am zurückrotierten Punkt gedreht werden muss. Offensichtlich
ergibt dies einfach
B′1(r, ϕ, z) = B1(r, ϕ− α, z) cosα− B2(r, ϕ− α, z) sinα , (1.38)
B′2(r, ϕ, z) = B1(r, ϕ− α, z) sinα +B2(r, ϕ− α, z) cosα , (1.39)
B′3(r, ϕ, z) = B3(r, ϕ− α, z) . (1.40)
Hier beziehen sich jedoch die Komponenten der Vektorfelder immer noch
auf die kartesische Basis. Unser Ergebnis kann dementsprechend weiter ver-
einfacht werden, wenn wir für die Vektorkomponenten ebenfalls ein Zylin-
derkoordinatensystem einführen (im sogenannten“Tangentialraum”). Zu die-
sem Zweck führen wir eine wohlbekannte lokale Basis ein,
er = e1 cosϕ+ e2 sinϕ , (1.41)
eϕ = −e1 sinϕ+ e2 cosϕ , (1.42)
ez = e3 (1.43)
oder andersherum
e1 = er cosϕ− eϕ sinϕ , (1.44)
e2 = er sinϕ+ eϕ cosϕ , (1.45)
e3 = ez . (1.46)










Das Epitheton “lokal” bedeutet in diesem Zusammenhang, dass die zylin-
drische Basis ortsabhängig ist. Konkret heißt dies, dass sie vom Azimu-
talwinkel ϕ abhängt. Mit anderen Worten: die Basis variiert von Punkt zu
Punkt. In diesem Zusammenhang ist außerdem zu betonen, dass der Über-
gang zu Zylinderkoordinaten notwendigerweise eine passive Transformation
darstellt, deren Zweck in einer alternativen Darstellung des Vektorfeldes liegt.
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In der Tat ergibt der Formalismus der passiven Drehungen in seiner Anwen-
dung auf den Wert eines Vektorfeldes an einem bestimmten Punkt mit den
zylindrischen Koordinaten r, ϕ, z die Darstellung der neuen Feldkomponen-
ten,
Br = B1 cosϕ+B2 sinϕ , (1.48)
Bϕ = −B1 sinϕ+B2 cosϕ , (1.49)











Wir kommen nun zu der Frage, wie sich eine Rotation entlang der z-Achse
in lokalen Koordinaten darstellt. Zu diesem Ende nehmen wir die Gleichung
für aktive Feldtransformationen, Gl. (1.32), und eliminieren die kartesischen










⎠ = ↔R(α, e3)↔R(ϕ− α, e3)
⎛
⎝ Br(r, ϕ− α, z)Bϕ(r, ϕ− α, z)




Der entscheidende Punkt ist nun, dass die Rotationsmatrix, die benutzt
wurde, um den Übergang von den zylindrischen Koordinaten des ungestrich-
enen Vektorfeldes zu bewerkstelligen, ein anderes Argument hat (nämlich
ϕ − α) als die des gestrichenen Vektorfeldes. Der Grund dafür ist natür-
lich, dass das ungestrichene Vektorfeld an einem anderen Punkt (mit einem
anderen Azimutalwinkel) ausgewertet werden muss, wo dann die lokale Ba-
sis durch andere Vektoren gegeben ist. Da beide Basen jedoch aus derselben
kartesischen Basis hervorgehen, müssen sich die Transformationsmatrizen un-
terscheiden. Wenn wir nun die Rotationsmatrix auf der linken Seite von
Gl. (1.52) auf die rechte Seite bringen, indem wir mit dem Inversen durch-
multiplizieren, und wenn wir außerdem noch die Gruppeneigenschaft (1.13)
benutzen, die ja in der Tat für Rotationen bzgl. derselben Rotationsachse
gilt, so zeigt sich, dass sich am Ende alle Drehungen wegheben. Mit anderen
Worten: in Zylinderkoordinaten stellt sich die Drehung trivial dar und zeigt
10
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sich demgemäß nur im Argument der Feldkomponenten. Das Endresultat
lautet also
B′r(r, ϕ, z) = Br(r, ϕ− α, z) , (1.53)
B′ϕ(r, ϕ, z) = Bϕ(r, ϕ− α, z) , (1.54)
B′z(r, ϕ, z) = Bz(r, ϕ− α, z) . (1.55)
In Zylinderkoordinaten sieht die Vektorfeldrotation daher wie die gewöhn-
liche Rotation eines Skalarfeldes aus.
1.2. Zeitabhängige Drehungen
1.2.1. Vektoren
Wir dehnen nun den Umfang unserer Untersuchungen auf zeitabhängige
Drehungen aus, die ja grundsätzlich sowohl zeitabhängige Rotationswinkel
α = α(t), und zeitabhängige Rotationsachsen, n = n(t), erlauben wür-
den, was wir jedoch sogleich wieder auf den Fall gleichförmig wachsender
Rotationswinkel einschränken,
α(t) = ωt+ α0 . (1.56)
Zusammen mit diesen führen wir eine vektorielle Rotationsgeschwindigkeit
ein,
ω = ωn . (1.57)








sodass der gedrehte Vektor zeitabhängig wird (weil die Rotationsmatrix es
ist). Man zeigt nun ganz direkt vermöge der Formel von Rodrigues (siehe
auch Gl. (1.97) weiter unten), dass die Zeitableitung gegeben ist durch
ẋ′(t) = ω × x′(t) . (1.59)
























In der Tat wirkt diese Matrix auf Vektoren in der Form
↔
I (n)x = n× x . (1.62)
Andersherum kann auch die Rotationsmatrix aus der Erzeugenden rekon-



















I ] = 0 , (1.64)
was sich dann und wann als nützlich herausstellen wird. All das ist natürlich
bestens bekannt und kann dementsprechend auch in meinem heuristischen
Werk [7, App. A] nachgelesen werden.
1.2.2. Felder
Wir wenden nun den Begriff der zeitabhängigen Rotation auf aktive Vek-
torfeldtransformationen im Sinne von Gl. (1.32) an. Letzten Endes bedeutet
das ganz einfach, dass wir die “starre” Rotation durch eine zeitabhängige











(− α(t),n)x, t) , (1.65)
wo typischerweise α(t) = ωt gesetzt werden kann. Das ist die gesuchte De-
finition der zeitabhängigen Rotation eines Vektorfeldes. In dieser Form ist
die Definition völlig relativ: das Vektorfeld B′ ist ein gedrehtes Feld nur
bzgl. eines anderen Feldes, B, aus welchem es über Gl. (1.65) hervorgeht.
Außerdem kann jedes Feld als gedrehtes Feld bzgl. eines passend gewählten
anderen Feldes geschrieben werden. Tatsächlich ist für gegebenes B′ das
Feld B einfach durch Gl. (1.65) mit der inversen Transformation definiert.
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Im Gegensatz dazu ist ein Drehfeld definiert als ein Feld, das durch eine












(− ωt,n)x) . (1.66)
Mit anderen Worten: ein Drehfeld ist ein zeitabhängiges Feld, dessen Zeitab-
hängigkeit in einer zeitabhängigen Rotation absorbiert werden kann. Das
ist natürlich hochgradig speziell und trifft keineswegs auf alle zeitabhängigen
Felder zu. Im Allgemeinen ist ein Drehfeld also folgendermaßen anzugeben:
(i) durch ein statisches Referenzfeld Bst(x), (ii) eine Rotationsachse n und
(iii) eine Winkelgeschwindigkeit ω.
Nach diesen Vorbereitungen sind wir nun in der Lage, ein etwas techni-
sches Resultat anzugeben: Offensichtlich führen ja zeitabhängige Drehungen
eine zusätzliche Zeitabhängigkeit ein, sodass selbst ein ursprünglich statisches
Feld in ein zeitabhängiges Feld überführt wird. Es ergibt sich daher die Frage,
wie die Zeitableitung des Drehfeldes durch die Parameter der zeitabhängigen
Rotation ausgedrückt werden kann. Die Antwort darauf liefert folgende Gen-
eralformel:
∂tB
′ = ω ×B′ −
(
ω · (x×∇))B′ + ↔R∂tB , (1.67)
wobei die Argumente der Felder wie in Gl. (1.65) ausgewertet werden müssen.
Feldtheoretisch handelt es sich (nach Multiplikation mit dt) bei Gl. (1.67)
um eine Art von “infinitesimaler Vektorfelddrehung”. Bevor wir zum Be-
weis dieses zentralen Sachverhaltes kommen, wenden wir ihn erstmal auf
unseren geliebten Spezialfall der Rotation um die z-Achse an, um ein Gefühl
für seinen Gehalt zu bekommen. Passenderweise ist in diesem Falle die
Winkelgeschwindigkeit einfach gegeben durch (siehe Definition Gl. (1.57))
ω = ωe3 . (1.68)
Für den ersten Beitrag in Gl. (1.67) finden wir nun mit Gln. (1.44)–(1.45)
und (1.48)–(1.49)







= ω (B′1e2 − B′2e1) (1.70)
= ω
(









(− B′ϕer +B′reϕ) . (1.73)
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Was den zweiten Beitrag anbelangt, so halten wir zunächst fest, dass
(
ω · (x×∇)) = ( ω1 ω2 ω3 )
⎛




und folglich wegen Gl. (1.68)
(
ω · (x×∇)) = ω(x1∂2 − x2∂1) . (1.75)


























Daraus schlussfolgern wir, dass
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ϕ)eϕ + (∂ϕBz)ez +Breϕ − Bϕer
)
, (1.82)
wobei wir benutzt haben, dass (siehe Gln. (1.41)–(1.42))
∂ϕer = eϕ , ∂ϕeϕ = −er . (1.83)
Indem wir dies von unserem früheren Ergebnis (1.73) subtrahieren, werden
wir einer höchst erstaunlichen “term cancellation” inne,
ω ×B′ −
(




Schließlich muss auch noch der dritte Beitrag in Gl. (1.67) verarztet werden.











B(r, ϕ− α, z, t)) .




Br(r, ϕ− α, z, t)er(ϕ− α) + Bϕ(r, ϕ− α, z, t)eϕ(ϕ− α) + Bz(r, ϕ− α, z, t)ez
)
= ∂tBr(r, ϕ− α, z, t)er(ϕ) + ∂tBϕ(r, ϕ− α, z, t)eϕ(ϕ) + ∂tBz(r, ϕ− α, z, t)ez .
(1.86)
Hier haben wir wieder benutzt, dass sich die lokale Basis auf den Azimutal-
winkel bezieht,
er = er(ϕ) , eϕ = eϕ(ϕ) , (1.87)
und dass überdies das Feld bei ϕ−α in der zu diesem Winkel gehörigen Basis
















e1 cosα + e2 sinα
)
+ sinϕ
(− e1 sinα + e2 cosα)
= (cosϕ cosα− sinϕ sinα)e1 + (cosϕ sinα + sinϕ cosα)e2
= cos(ϕ+ α)e1 + sin(ϕ+ α)e2
= er(ϕ+ α) ,





(− e1 sinϕ+ e2 cosϕ) = − sinϕ↔R(α)e1 + cosϕ↔R(α)e2
= − sinϕ(e1 cosα + e2 sinα) + cosϕ(−e1 sinα + e2 cosα)
= (− sinϕ cosα− cosϕ sinα)e1 + (− sinϕ sinα + cosϕ cosα)e2
= − sin(ϕ+ α)e1 + cos(ϕ+ α)e2
= eϕ(ϕ+ α) .
Wenn man nun die Zwischenresultate (1.84) und (1.86) aufaddiert, kann man





′(r, ϕ, z, t) =
(
∂t − ω∂ϕ
)⎛⎝ Br(r, ϕ− ωt, z, t)Bϕ(r, ϕ− ωt, z, t)
Bz(r, ϕ− ωt, z, t)
⎞
⎠ . (1.88)
Offensichtlich entspricht das wirklich nur der Zeitableitung der Komponen-
tenfunktionen,
B′r(r, ϕ, z, t) = Br(r, ϕ− ωt, z, t) , (1.89)
B′ϕ(r, ϕ, z, t) = Bϕ(r, ϕ− ωt, z, t) , (1.90)
B′z(r, ϕ, z, t) = Bz(r, ϕ− ωt, z, t) , (1.91)
die ihrerseits aus Gl. (1.53)–(1.55) erhalten werden können, wenn man den
Rotationswinkel α mit ωt identifiziert. Wir erhalten daher das mehr als
befriedigende Resultat, dass der extrem komplizierte Ausdruck (1.67) einfach
nur die totale Zeitableitung in Zylinderkoordinaten reproduziert.
Nun aber zum formalen Beweis für Gl. (1.67). In voller Schönheit lautet














(− α(t),n)x, t)) . (1.92)




















(− α(t),n)x, t)) .
(1.93)













(− α(t),n)x, t) = ω↔I (n)↔R(α(t),n)B(↔R(− α(t),n)x, t)
= ω ×B′(x, t) .
Das entspricht dem ersten Beitrag in Gl. (1.67). Im Gegensatz dazu er-
hält man den dritten Beitrag in Gl. (1.67) aus dem zweiten Beitrag zu
Gl. (1.93), indem man die Zeitableitung direkt auf die Zeitabhängigkeit des
ungestrichenen Feldes wirken lässt. Es bleibt daher nur noch zu zeigen, dass
die Wirkung der Zeitableitung auf die im räumlichen Argument versteckte
16
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Zeitabhängigkeit tatsächlich den zweiten Beitrag in Gl. (1.67) reproduziert.























= −ω × y(t) . (1.97)

























erhalten bzw. in terms of the gradients
∇y = (
↔
R)−1 ∇x , (1.103)
wobei wir benutzt haben, dass eine Rotationsmatrix orthogonal ist. Damit
finden wir für jede Komponente des Vektorfeldes B nunmehr
d
dt


















Bi(y(t), t) . (1.107)
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Andererseits ist es eine fundamentale Eigenschaft des Vektorproduktes, dass
































Außerdem ist die vektorielle Winkelgeschwindigkeit natürlich invariant unter
ihrer eigenen Rotationsmatrix,
↔















= a · b . (1.113)
Alles in allem schlussfolgern wir also, dass
ω · (y(t)×∇y) = ω · (x×∇) , (1.114)
wobei ∇ ≡ ∇x. Wir erhalten folglich
d
dt
Bi(y(t), t) = ∂tBi(y(t), t)−
(
ω · (x×∇))Bi(y(t), t) . (1.115)
Offenkundig entspricht der operatorwertige Vorfaktor des zweiten Beitrages
exakt demjenigen, dem wir in Gl. (1.67) begegnet sind, wo er jedoch auf B′
wirkt. Die volle Äquivalenz wird daher erst bewiesen, wenn man Gl. (1.115)








ω · (x×∇))↔R(α(t),n)B (↔R(−α(t),n)x, t)
=
(
ω · (x×∇))B′(x, t) .
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Damit ist unser Beweis von Gl. (1.67) abgeschlossen.
Mit dem Transformationsgesetz des Gradienten, Gl. (1.103), können wir
auch noch Rotation und Divergenz des rotierten Feldes berechnen. Konkret
ergibt sich





d. h. die Rotation des rotierten Feldes erhält man, indem man die Rotation
des ursprünglichen Feldes rotiert. Ganz ähnlich beweist man, dass
∇ ·B′ = (↔R∇y) · (↔RB) (1.118)
= ∇ ·B , (1.119)
i.e. die Divergenz ist ganz einfach invariant (selbst im Falle zeitabhängiger
Rotationen).
2. Physik der Drehfelder
2.1. Rotierende Leiterschleife im rotierenden Magnetfeld
Bevor wir im nächsten Kapitel zur tatsächlichen Erzeugung rotierender
Stromdichten kommen, betrachten wir hier als consistency check das zen-
trale Resultat (1.67) für den Fall einer mit der Winkelgeschwindigkeit ω1
rotierenden Leiterschleife, die sich dabei im mit der Winkelgeschwindigkeit
ω2 rotierenden magnetischen Drehfeld befindet. Ganz konkret möchten wir
die Zeitableitung des magnetischen Flusses berechnen. Grundsätzlich gilt
infolge des “flux theorem” [11, Gl. (1.87)], dass die Zeitableitung des mag-








dS · (∂tB −∇× (v ×B)) (2.1)
erfüllt. Hierbei ist es entscheidend, dass B wirklich das Magnetfeld bezeich-
net und nicht irgendein x-beliebiges Vektorfeld, widrigenfalls nämlich noch
ein Term mit der Divergenz von B berücksichtigt werden müsste, welcher
im magnetischen Falle aufgrund der allseits bekannten Maxwell-Gleichungen
selbstredend verschwindet. Um nun den zweiten Beitrag im Integranden
auszuwerten, benutzen wir die Vektordifferentialidentität
∇× (v ×B) = (∇ ·B)v + (B · ∇)v − (∇ · v)B − (v · ∇)B . (2.2)
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Für Magnetfelder gilt nun aber insbesondere
∇ ·B = 0 , (2.3)
was, wie gesagt, auch für die Gültigkeit von Gl. (2.1) notwendig war. An-
dererseits ist im Falle einer rotierenden Leiterschleife die Geschwindigkeit
gegeben durch die Formel (siehe Gl. (1.58))
v = ω1 × x . (2.4)
Damit verifiziert man direkt, dass
∇ · v = ∇ · (ω1 × x) = 0 , (2.5)
v · ∇ = (ω1 × x) · ∇ = ω1 ·
(
x×∇) . (2.6)
Überdies ergibt eine direkte Rechnung, dass
(B · ∇)v = (B · ∇)(ω1 × x) (2.7)
= B∂ εijk(ω1)jxkei (2.8)
= B εijk(ω1)jδkei (2.9)
= εijk(ω1)jBkei (2.10)
= ω1 ×B . (2.11)
Die Kombination dieser Ergebnisse liefert das Zwischenresultat





Andererseits erlaubt uns Gl. (1.67) die partielle Zeitableitung im Integranden
von Gl. (2.1) zu berechnen,





wobei wir angenommen haben, dass das rotierende Magnetfeld ein Drehfeld
ist, d. h. dass es sich als zeitabhängige Rotation eines zeitunabhängigen Feldes
schreiben lässt, sodass der letzte Term in Gl. (1.67) weggelassen werden kann.










Δω ×B − (Δω · (x×∇))B) , (2.14)
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wobei die Differenz der Winkelgeschwindigkeiten gegeben ist durch
Δω = ω2 − ω1 . (2.15)
Wenn wir nun insbesondere annehmen, dass der zweite Term im Integranden
aus irgendwelchen Gründen vernachlässigt werden kann, so können wir unser





dS ·B ≈ −Δω ·
∫
St
dS ×B . (2.16)
Vorausgesetzt, dass Drehfeld und Leiterschleife wenigstens über dieselbe Ro-
tationsachse verfügen, kann unabhängig von jedweder Näherung zumindest










n×B − (n · (x×∇))B) , (2.17)
d. h. die induzierte Spannung ist proportional zur Differenz der Rotationsfre-
quenzen.
Ganz allgemein stellt Gl. (2.14) ein sehr befriedigendes Resultat dar, zeigt
es doch, dass wegen Gl. (1.67) die a priori qualitativ ganz unterschiedlichen
Terme von Gl. (2.1) überraschenderweise zuletzt dieselbe Form annehmen
und daher beide zusammen durch die Differenz der Frequenzen ausgedrückt
werden können. Wenn diese Frequenzen also insbesondere zusammenfallen,
verschwindet auch die induzierte Spannung bzw. ist andersherum eine asyn-
chrone Rotation erforderlich, falls eine Spannung erzeugt werden soll. Es
muss kaum betont werden, dass das gerade das fundamentale Prinzip des
Asychronmotors darstellt.
2.2. Rotierende Stromdichte und Mehrphasenwechselstrom
In diesem vorletzten Unterabschnitt kommen wir nun zu unserem zweiten
Zentralresultat, welches in dem Beweis bestehen wird, dass eine passend
konstruierte Überlagerung von phasenverschobenen Strömen eine rotierende
Stromdichte ergibt. Zu Anfang rufen wir ins Gedächtnis, dass die Fourier-







eiωt j(x, t) . (2.18)
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eiαδ(ω − ω0) + e−iαδ(ω + ω0)
)
j0(x) . (2.19)




















Mit diesen Voraussetzungen sind wir nun in der Lage, rotierende Mehrphasen-





und die korrespondierenden Phasenverschiebungen
αn = nΔα , n = 0, . . . , N − 1 . (2.24)

















eiαnδ(ω − ω0) + e−iαnδ(ω + ω0)
)
(j0)αn(x) , (2.26)
wobei der Index αn in (j0)αn bedeutet, dass dieses Feld gedreht ist (im Sinne
von Gl. (1.32)), und zwar um den Winkel αn aus der Anfangsdichte j0(x).
(Da die Rotationsachse in all diesen Betrachtungen fix bleibt, wird sie nicht
explizit notiert.) Abgesehen vom Skalierungsfaktor 1/N bedeutet dies: Die
rotierende Mehrphasenstromdichte ist eine Überlagerung von Stromdichten,
die jeweils durch eine Feldrotation und eine Phasenverschiebung auseinan-
der hervorgehen, wobei diese beiden durch denselben Winkel Δα definiert
werden, oder, alternativ, indem alle Stromdichten sukzessive durch Feldro-
tation und Phasenverschiebung um die Winkel α0, . . . , αN−1 aus derselben
22
89
Bezugstromdichte erzeugt werden. Im Zeitbereich ergibt dieses ein wenig


















Damit können wir das Zentralresultat dieses Artikels formulieren:





jN(x, t) , (2.28)










wobei die zeitunabhängige Referenzstromdichte, aus welcher das Drehfeld













d. h. sie kann in geschlossener Form ausgedrückt werden als ein Integral über
den zeitunabängigen Teil des Stroms, der zur Konstruktion des Drehfeldes
benutzt wurde.
Beweis. Der Beweis erfordert eine gewisse Aufmerksamkeit, ist jedoch an-
derweitig recht durchsichtig. Zunächst halten wir fest, dass der Mehrphasen-



















Damit können wir getrost den Grenzübergang N → ∞ durchführen, womit















ωt− α) . (2.32)
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Wir werden nun zeigen, dass dieser Ausdruck unabhängig von den Werten t










erfüllt, i. e. die Stromdichte zu einem um Δt späteren Zeitpunkt resultiert
aus der vorhergehenden Stromdichte durch Rotation um den Winkel ωΔt,











































































wie erhofft. Hier haben wir wieder mal die Gruppeneigenschaft (1.13) be-
nutzt sowie den Umstand, dass für 2π-periodische Funktionen alle Integrale
über eine ganze Periode denselben Wert ergeben, ganz gleich, was die untere















wo für periodische Integranden der letzte Beitrag den ersten aufhebt, während
sich die verbleibenden zum Integral über 0 bis 2π aufaddieren. Schließlich
folgt die Behauptung (2.30) einfach aus der expliziten Auswertung des Aus-
drucks für die rotierende Stromdichte, Gl. (2.32), zum Zeitpunkt t = 0.
Damit ist unser Beweis abgeschlossen.

















eine ähnliche Rechnung mit dem Mehrphasenstrom vor Durchführung des






































































































wobei wir benutzt haben, dass
αn+N = αn + 2π (2.41)
sowie den Sachverhalt, dass wieder für 2π-periodische Funktionen
f(α−1) = f(α−1 + 2π) = f(αN−1) . (2.42)
Formal betrachtet scheint dies zu implizieren, dass der Mehrphasenstrom










Der Haken besteht allerdings darin, dass diese Gleichung nicht für beliebige
Zeitinkremente gilt. Stattdessen haben diese von der Form Δt = T/N oder
dessen ganzzahliger Vielfacher tn = nΔt zu sein. Tatsächlich war nämlich in
unserer Herleitung von entscheidender Bedeutung, dass
αn − ωΔt = αn−1 , (2.44)
was nur für bestimmte Zeitinkremente gilt. Andererseits kann man für kleine
Periodendauern T (d. h. große Frequenzen) sagen, dass diese Zeitinkremente
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dann selbst im Falle einer bescheidenen Anzahl phasenverschobener Ströme
(wie z. B. N = 3) ebenfalls klein sind. In diesen Fällen approximiert der
Mehrphasenstrom ein exaktes Drehfeld schon ganz gut: zu den diskreten Zeit-
punkten tn = nΔt fällt es mit diesem zusammen, während die Abweichung
zu allen anderen Zeiten aus Stetigkeitsgründen vergleichsweise klein bleiben
sollte. Im Falle von N = 2 wäre der Winkelzuwachs jedoch π, sodass die
resultierenden “Rotationen” nicht von zweidimensionalen Punktspiegelungen
in der zur Rotationsachse senkrechten Ebene unterschieden werden können.
Folglich scheint N = 3 die kleinste Zahl zu sein, für die sich bereits approxi-
mativ ein Drehfeld ergibt, was anscheinend in der französischen Literatur als
Ferraris-Theorem bezeichnet wird.
2.3. Rotierende Magnetfelder
In diesem abschließenden Unterabschnitt beweisen wir sicherheitshalber
explizit das leider nicht besonders verblüffende Resultat, dass in der magne-
tostatischen Approximation eine rotierende Stromdichte ein rotierendes Ma-
gnetfeld erzeugt. Die Grundgleichungen der Magnetostatik lauten jedenfalls
∇ ·B = 0 , (2.45)
∇×B = μ0 j . (2.46)
Wie bestens bekannt ist deren für lokalisierte Stromdichten im Unendlichen





d3x′ j(x′)× x− x
′
|x− x′|3 . (2.47)




















|x− x′|3 , (2.49)












Grundsätzlich folgt dies eigentlich schon aus der Kovarianz der Maxwellglei-
chungen unter Drehungen. Es ist jedoch lehrreich, dies hier noch einmal




Da die Jacobi-Determinante dieser Koordinatentransformation dann der einer
eigentlichen Rotation entspricht, erhalten wir die Relation der Maße
d3y = d3x′ . (2.52)








und, da Rotationen Vektorbeträge invariant lassen,
|x− x′| = |(
↔
R)−1(α)x− y| (2.54)
Schließlich finden wir daher mit Gl. (1.108), dass
jα(x








)× ((↔R)−1(α)x− y)) . (2.56)
Rückeinsetzen von Gln. (2.52)–(2.56) in Gl. (2.49) bestätigt wie gewünscht
Gl. (2.50), da die Rotationsmatrix aus dem Integral gezogen werden kann.
Damit ist unser Beweis abgeschlossen.
Unsere ursprüngliche Behauptung, dass eine rotierende Stromdichte ein
magnetisches Drehfeld erzeugt, ergibt sich dann ganz einfach, indem man
den Rotationswinkel α mit dem zeitabhängigen Wert ωt identifiziert. Wir
merken jedoch an, dass in dem Falle das rotierende Feld zeitabhängig ist und
daher nur näherungsweise im Rahmen der Magnetostatik behandelt werden
kann.
2.4. Variable Polzahl
In diesem zusätzlichen Abschnitt gehen wir kurz auf den Effekt soge-
nannter höherer Polzahlen ein. Mathematisch gesehen, bedeutet dies, dass
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der Phasenversatz nicht mehr mit dem Rotationswinkel übereinstimmt, so-




















wobei p ∈ N. Für p = 1 erhalten wir wieder den ursprünglichen Fall. Im















ωt− α) . (2.58)
Wenn man nun den Beweis aus Kap. 2.2 durchgeht, zeigt sich, dass sich dieser
nicht direkt auf höhere Polzahlen verallgemeinern lässt, d. h. es stimmt dann



















= j0(x) . (2.60)
Für technische Anwendungen bedeutet dies, dass die Ströme mit derselben
Phase so auf dem Stator angeordnet werden müssen, dass die resultierende
Stromdichte symmetrisch bzgl. dieser diskreten Rotationen ist.
3. Zusammenfassung
Wir haben die Definition von gedrehten Feldern angegeben (Gl. (1.32))
und gezeigt, dass diese in angepassten Koordinaten zu einer bloßen Transla-
tion der Komponentenfunktionen führt (Gln. (1.53)–(1.55)). Dann haben wir
eine mathematische Definition von Drehfeldern eingeführt (Gl. (1.66)) und
eine allgemeine Formel für deren Zeitableitung hergeleitet (Gl. (1.67)). Dieses
Ergebnis wurde dann auf den Fall einer in einem magnetischen Drehfeld
rotierenden Leiterschleife angewendet, wobei sich ergeben hat, dass die in-
duzierte Spannug proportional zur Differenz der Frequenzen ist (Gl. (2.17)).
Zusätzlich haben wir noch bewiesen, dass die Überlagerung phasenverscho-
bener Stromdichten, deren Geometrien durch Rotationen um denselben Win-
kel auseinander hervorgehen, im Limes unendlich vieler Beiträge zu einem ex-
akten Drehfeld führt (Gln. (2.28)–(2.30)). Wir haben außerdem die Behaup-
tung gerechtfertigt, dass sich bereits für endlich viele Beiträge, angefang-
en bei N = 3, näherungsweise ein Drehfeld ergibt. Schließlich haben wir
28
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auch noch nachgerechnet, dass im Rahmen der Magnetostatik eine rotierende
Stromdichte zu einem magnetischen Drehfeld führt. Der Fall höherer Pol-
zahlen wurde zum Schluss kurz angerissen.
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Untersuchungen einer Pfadfolgeregelung für Lastenpedelecs
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Kurzfassung
In diesem Beitrag wird eine Pfadfolgeregelung für Lastenpedelecs, die autonom ein- und
ausparken sollen, untersucht. Es wird zunächst ein Modell zur Beschreibung der Bewe-
gung von Lastenpedelecs hergeleitet. Danach wird ein für den Anwendungsfall passendes
Verfahren zur Pfadfolgeregelung ausgewählt und modelliert. Als Letztes wird der Pfad-
folgeregler in MATLAB/Simulink zusammen mit dem Modell des Lastenpedelecs imple-
mentiert und verschiedene Testszenarien untersucht.
Abstract
In this paper, a path following control for cargo pedelecs is investigated, which shall be
autonomously parking. First, a model for the description of the movement of cargo pede-
lecs is derived. Then, a path following control method suitable for the use case is selected
and modeled. Finally, the path following controller is implemented in MATLAB/Simulink
together with the model of the cargo pedelec and various test scenarios are investigated.
1 Einleitung
Im Rahmen des durch BMBF geförderten Projekts SteigtUM verfolgt man das Ziel, für
einen Verleihservice elektrische Lastenpedelecs (CityPed ) zu entwickeln. Die angedach-
ten Lastenpedelecs werden in ∇-Konfiguration gebaut, d. h. sie haben drei Räder, zwei
vorn und ein Rad hinten. Dabei soll das Lastenpedelec autonom ein- und ausparken,
was die Nutzung der Fahrzeuge so einfach wie möglich gestaltet und die Bevölkerung
langsam an autonom fahrende Fahrzeuge heranführen wird. Die autonomen Aus- und
Rückgabevorgänge finden in begrentztem Gelände statt, wo sich das Latenpedelec von
einer Startposition entlang dem vorgegebenen Pfad zur Endposition bewegt. Zusätzlich
sichert sich das Lastenpedelec über eigene Sensoren gegen Kollisionen ab. Dieser Beitrag
wird in die Pfadfolgeregelung von Lastenpedelecs eingehen.
2 Modellierung eines Lastenpedelecs
Zur Entwicklung einer Pfadfolgeregelung für das autonome Ein- und Ausparken eines Las-
tenpedelecs wird als mathematisches Modell ein kinematisches Einspurmodell aufgestellt.
Ausgehend von der Tatsache, dass sich die Lastenpedelecs mit kleinen Fahrgeschwindig-
keiten (v   5ms) bewegen, kann man von niedrigen Querbeschleunigungen (a   4ms2)
ausgehen. Unter Einhaltung dieser Randbedingungen (s. [6] und [9]) ist das kinematische
Einspurmodell zur Modellierung des Lastenpedelecs gut geeignet. Das Modell basiert auf
folgenden Annahmen [5]:
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  schlupffreies Abrollen aller Räder: Ausgehend von den oben genannten Randbedin-
gungen sind die auf Räder wirkenden Querkräfte vernachlässigbar klein [6], sodass
von schlupffreiem Abrollen ausgegangen werden darf.
  vernachlässigung der Hub-, Roll- und Nickbewegungen: Die autonomen Parkvorgänge
sollen auf einer flachen Ebene stattfinden, wobei das dreirädrige Lastenpedelec
als ein nicht kippendes Fahrrad angenommen wird. Deswegen können die Bewe-
gungsmöglichkeiten in vertikaler Richtung (Hubbewegung), um die Längsachse (Roll-
bewegung) und um die Querachse (Nickbewegung) vernachlässigt werden.
  starre Verbindung zwischen dem Vor- und Hinterrad: Ein gut ausgelegter Fahr-
radrahmen, der das Vor- und Hinterrad verknüpft, kann als eine starre Verbindung
betrachtet werden.
Das Einspurmodell des Fahrzeugs wurde von Riekert und Schunk [8] im Jahr 1940 re-
präsentiert. Hier wird in Anlehnung an [6] das kinematische Einspurmodell vorgestellt.
Das dreirädrige Lastenpedelec wird durch ein normales zweirädriges Fahrrad dargestellt,
indem die Vorderräder durch ein gedachtes, in der Mitte der Vorderachse stehendes Rad
ersetzt werden (s. Abb. 1). Nach DIN ISO 8855:2013-11 [3] wird die Orientierung bzw. der
Gierwinkel des Lastenpedelecs bezogen auf die XE-Achse des ortsfesten Koordinatensys-
tems KE   OE; xE, yE, zE mit ψ bezeichnet
1. Der Winkel δ ist der mittlere Lenkwinkel
der Vorderräder. Der Abstand zwischen den Vorder- und Hinterradaufstandspunkten PVR
und PHR wird als Radstand l genannt. Dabei liegen die beiden Radaufstandspunkte jeweils
in der Achsmitte [9]. Das Koordinatensystem KV   OV; xV, yV, zV ist ein fahrzeugfes-
tes Koordinatensystem2, dessen Ursprung im Fahrzeugreferenzpunkt liegt, wobei sich die
Stelle des Fahrzeugreferenzpunkts anwendungsspezifisch festlegen lässt [3]. In Abb. 1 liegt
der Ursprung OV des fahrzeugfesten Koordinatensystems KV im Hinterachsemittelpunkt,
also PHR, wobei die Längsachse XV horizontal nach vorne und die Querachse YV nach
links gerichtet ist.
2.1 Herleitung der Bewegungsgleichung
Die mathematische Beschreibung des kinematischen Einspurmodells [6] wird im Folgenden
ausführlich hergeleitet.
Durch die getroffene erste Annahme ist davon auszugehen, dass sich die beiden Räder
immer entlang ihrer Längsrichtung bewegen (s. Abb. 1) und alle Schräglaufwinkel3 ver-
einfachend zu Null gesetzt werden [11]. Mit der zweiten Annahme wird das Lastenpedelec
auf die horizontale Ebene beschränkt, wobei es drei Freiheitsgrade hat, also die zwei trans-
1E: Earth.
2V: Vehicle.
3Der Schräglaufwinkel bezeichnet den Winkel zwischen der Bewegungsrichtung und dem Geschwin-
digkeitsvektor des Radmittelpunktes. Für mehr Details, s. [9].
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Abb. 1: Kinematisches Einspurmodell
latorischen Bewegungen in Bezug auf die XE- und YE-Achsen und die eine rotatorische
Bewegung um die ZE-Achse.
Zunächst lassen sich der Geschwindigkeitsvektor des Hinterrades vHR und des Vorderrades










vVR cos ψ δ
vVR sin ψ δ
. (2)
Formt man Gl. (2) um, erhält man
xVR sin ψ δ yVR cos ψ δ 0. (3)
Von der dritten Annahme werden die Zwangsbedingungen
xVR xHR l cosψ (4)
und
yVR yHR l sinψ (5)
abgeleitet.
Die Zeitableitung von Gl. (4) und Gl. (5)
xVR xHR l sinψ ψ (6)
yVR yHR l cosψ ψ (7)
setzt man in Gl. (3) ein und erhält
xHR l sinψ ψ sin ψ δ yHR l cosψ ψ cos ψ δ 0. (8)
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Werden die folgenden trigonometrischen Additionstheoreme angewandet,
sin ψ  δ  sinψ  cos δ  cosψ  sin δ (9)
cos ψ  δ  cosψ  cos δ  sinψ  sin δ (10)
ergibt sich für Gl. (8) zu
 xHR  sin ψ  δ   yHR  cos ψ  δ  l  cos δ   ψ  0. (11)
Setzt man Gl. (1) in Gl. (11) ein, erhält man
vHR  cosψ  sin ψ  δ  vHR  sinψ  cos ψ  δ  l  cos δ   ψ  0 (12)
bzw. nach Umformung
vHR  sin δ  l  cos δ   ψ. (13)
In der Praxis ist der Lenkwinkel zwischen 90 <δ<90  und cos δ  0 ist. Deshalb lässt




 vHR  tan δ. (14)













 vHR  tan δ

 . (15)
Dabei sind die Eingangsgrößen die Längsgeschwindigkeit vHR des Hinterachsemittelpunkts
und der Lenkwinkel δ des virtuellen Vorderrads. Zu den Zustandsgrößen gehören die Po-
sition  xHR, yHR des Hinterachsemittelpunkts sowie der Gierwinkel ψ des Lastenpedelecs.
3 Pfadfolgeregelung
Im Anschluss an die Modellierung des Lastenpedelecs wird in diesem Kapitel die Regelung
des Lastenpedelecs diskutiert. Zuerst wird das Regelungsproblem klassifiziert. Danach
wird ein geeigneter Algorithmus ausgewählt.
3.1 Problemklassifizierung
Das Problem der Führung bzw. der Regelung eines Fahrzeugs von einer Startposition zu
einer Endposition lässt sich durch die folgenden drei Ziele klassifizieren [2]:
  Punkt-zu-Punkt-Führung: Das Fahrzeug soll ausgehend von einer Start- zu einer
Endposition geführt werden. Dabei muss die zu fahrende Strecke nicht berücksichtigt
werden.
  Pfadfolgeregelung: Ein Pfad gibt eine geometrische Verbindung zwischen der
Start- und Endposition an. Das Fahrzeug soll ausgehend von der Startposition ent-
lang einer geometrischen Strecke die Endposition erreichen.
139
  Trajektorienfolgeregelung: Eine Trajektorie stellt einen Pfad mit zugehörigen
Zeitanforderungen dar. Das Fahrzeug soll unter Einhaltung von Zeitanforderungen
ausgehend von der Startposition entlang eines Pfads die Endposition erreichen.
Da das Lastenpedelec während des autonomen Ein- oder Ausparkens kollisionsfrei ans Ziel
kommen soll, ist es zwingend notwendig, befahrbare Strecken zu identifizieren und verfol-
gen. Das bedeutet, dass sich die Punkt-zu-Punkt-Führung des Lastenpedelecs dafür nicht
eignet. Des Weiteren wird die Trajektorienfolgeregelung normalerweise dort eingesetzt, wo
zeit- und sicherheitskritische Verkehrsszenarien, z. B. Spurwechsel bei hochautomatisier-
ten Straßenfahrzeugen [7], berücksichtigt werden sollen. Dieses Verfahren erfordert viel
Rechenleistung. Im Falle eines autonomen Ein- und Ausparkvorgangs fährt das Lasten-
pedelec nur im Niedergeschwindigkeitsbereich innerhalb eines definierten und bekannten
Geländes ohne zeit- und sicherheitskritische Verkehrsszenarien. Aus diesen Gründen wird
die Pfadfolgeregelung für die Aufgabenstellung ausgewählt.
3.2 Algorithmen für die Pfadfolgeregelung
Die Algorithmen der Pfadfolgeregelung lassen sich hauptsächlich in zwei Gruppen un-
terteilen. Je nachdem an welcher Stelle der Referenzpunkt, für den die Abweichung zum
Referenzpfad ausgeregelt werden soll, liegt, wird von einer vorderrad- oder hinterradbasier-
ten Pfadfolgeregelung gesprochen. Liegt der Referenzpunkt im Vorderachsemittelpunkt,
wird von einer vorderradbasierten Pfadfolgeregelung gesprochen und z. B. der Stanley-
Algorithmus verwendet. Wenn der Hinterachsemittelpunkt als Referenzpunkt definiert
wird, entspricht dies einer hinterradbasierten Pfadfolgeregelung und es wird z. B. der
Pure-Pursuit-Algorithmus verwendet.
3.2.1 Stanley-Algorithmus
Der Name Stanley stammt von einem von der Universität Stanford einwickelten Fahrzeug,
das im Jahr 2005 die DARPA Grand Challenge gewann. Bei diesem Fahrzeug wurde ein
vorderradbasierter Pfadfolgeregler eingesetzt, dessen Details in [4] beschrieben sind. Dabei
wird der Lenkwinkel so eingestellt, dass die Normalkomponente des Vorderradgeschwin-
digskeitsvektors proportional zur Querabweichung ist [5].
3.2.2 Pure-Pursuit-Algorithmus
Der Algorithmus Pure Pursuit wurde von Coulter [1] zur Pfadfolgeregelung repräsentiert.
Seitdem wird dieser Algorithmus eines der am häufigsten verwendeten Ansätze, die geo-
metrische Zusammenhängen zwischen dem Pfad und dem Fahrzeug nutzen. Der Ansatz
entspricht einem hinterradbasierten Pfadfolgeregler. Dabei wird der Lenkwinkel so einge-
stellt, dass der Referenzpunkt zur nächsten Zielposition geführt wird.
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3.3 Auswahl
Das zu entwickelnde Lastenpedelec soll induktiv geladen werden. Die sekundärseitige La-
despule befindet sich im hinteren Teil des Lastenpedelcs. Im autonomen Betrieb soll das
Lastenpedelec rückwärts in die Ladebox einparken, bis die Endposition erreicht wird.
Aus diesem Grund sollte der Hinterachsemittelpunkt als Referenzpunkt, für den die Ab-
weichung zum Referenzpfad auszuregeln ist, festgelegt werden. Deswegen wird der Pure-
Pursuit-Algorithmus für den Anwendungsfall ausgewählt.
4 Reglerentwurf nach dem Pure-Pursuit-Algorithmus
In diesem Kapitel werden zunächst mathematische Grundlagen der Pfadfolgeregelung
nach dem Pure-Pursuit-Algorithmus dargestellt. Ferner wird der Reglerentwurf mittels
eines Pseudo-Codes erläutert.
4.1 Mathematische Grundlagen
Die Grundidee dieses Algorithmus ist es, das Fahrzeug entlang einer Kurve zu einer Ziel-
position auf einem vorgegebenen Referenzpfad zurückzubringen, wobei die Zielposition
immer weiter auf dem Referenzpfad fortläuft.
Abb. 2: Geometrische Beziehung zwischen δ, l und r
Abb. 2 veranschaulicht die geometrische Beziehung zwischen dem Lenkwinkel δ, dem Rad-
stand l und dem Radius r bei Kurvenfahrt. Der Punkt MP bezeichnet den Momentanpol.







Weiterhin wird das Einspurmodell zusammen mit einem Pfad näher untersucht, s. Abb.
3. Die blaue Kurve stellt einen Referenzpfad dar. Auf dem Pfad befindet sich der sog.
Lookahead-Punkt P , der durch eine Lookahead-Distanz ld bestimmt wird. Dieser Punkt
ist die nächste Zielposition, zu der das Lastenpedelec entlang des Kreisbogens PPHR mit
dem Lenkwinkel δ fahren soll. Der Radius r des Kreisbogens und der Lenkwinkel δ stehen








wobei ld die Lookahead-Distanz und α den Lookahead-Winkel zwischen der Sehne PPHR
und der Längsachse des Lastenpedelecs bezeichnet.










Um den Winkel α zu berechnen, sind die Koordinaten des Lookahead-Punkts P anhand




































die Koordinaten des Urspungs OV des fahrzeugfesten Koordinatensystems KV
in Bezug auf das ortsfeste Koordinatensystem KE.
4.2 Algorithmus
Der Pfadfolgeregler nach dem Pure-Pursuit-Algorithmus lässt sich mittels eines Pseudo-
Codes implementieren (s. Alg. 1).
Zuerst wird geprüft, ob der Abstand zwischen der Ist- und Endposition außerhalb der Ab-
standtoleranz liegt (Zeile 1 in Alg. 1). Solange dies der Fall ist, wird die Distanz zwischen
dem Fahrzeugreferenzpunkt und jedem Wegepunkt des Referenzpfads berechnet (Zeile 4 -
6 in Alg. 1). Darüber hinaus wird herausgefunden, welcher Wegepunkt der nächste Punkt
zu dem Fahrzeugreferenzpunkt ist (Zeile 8 in Alg. 1). Von diesem Punkt an bis hin zum
letzten Wegepunkt wird nach dem Lookahead-Punkt gesucht, der eine Lookahead-Distanz
weit vom Fahrzeugreferenzpunkt entfernt (Zeile 10 - 19 in Alg. 1). Anschließend werden die
Koordinaten des herausgefundenen Lookahead-Punkts in das fahrzeugfeste Koordianten-
system transformiert, um den benötigten Lenkwinkel zu berechnen (Zeile 20 - 26 in Alg. 1).
Außerdem wird die Soll-Fahrgeschwindigkeit auf eine vorgegebene Geschwindigkeit einge-
stellt (Zeile 28 in Alg. 1). Sobald der Abstand zwischen der Ist- und Endposition innerhalb
der Abstandtoleranz liegt, werden der Lenkwinkel und die Soll-Fahrgeschwindigkeit auf
Null gesetzt (Zeile 30 in Alg. 1), damit das Lastenpedelec aufhört, sich zu bewegen.
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Alg. 1: Pfadfolgeregler nach dem Pure-Pursuit-Algorithmus
Input: Wegepunkte  xRef,Soll,1...N, yRef,Soll,1...N, Ist-Position des Lastenpedelecs
 xHR,Ist, yHR,Ist, Ist-Gierwinkel des Lastenpedelecs ψIst
Param.: Radstand l, Geschwindigkeit v, Lookahead-Distanz ld, Abstandtoleranz zur
Endposition ε
Output: Soll-Lenkwinkel δSoll, Soll-Fahrgeschwindigkeit vHR,Soll
1 while ε  d 
 
 xHR,Ist  xRef,Soll,N2   yHR,Ist  yRef,Soll,N2 do
2 /* SEARCH OUT THE LOOKAHEAD POINT */
3 // Calculate the distance to every way point dk
4 for k  1 N do
5 dk 
 
 xHR,Ist  xRef,Soll,k2   yHR,Ist  yRef,Soll,k2 ;
6 end
7 // Get the distance dmin and the index MinIndex of the closest waypoint
8 	dmin,MinIndex
  min d1, d2, ..., dN;
9 // Find out the lookahead point  xRef,Lookahead, yRef,Lookahead
10 if dN  ld then
11  xRef,Lookahead, yRef,Lookahead   xRef,N, yRef,N; // use the final point
12 else
13 for k MinIndex N do
14 if dk  ld then
15 break; // exit the for-loop
16 end
17 end
18  xRef,Lookahead, yRef,Lookahead   xRef,k, yRef,k; // use the k-th point
19 end
20 /* OUTPUT THE STEERING ANGLE */
21 // Transform the lookahead point into the vehicle coordinate system (s. Gl. (20))
22  xRef,Lookahead,V, yRef,Lookahead,V  transform xRef,Lookahead, yRef,Lookahead;
23 // Calculate the lookahead angle α
24 α atan2 yRef,Lookahead,V, xRef,Lookahead,V;
25 // Calculate the steering angle ψSoll
26 ψSoll  arctan 
2l sinα
ld
; // (s. Gl. (19))
27 /* OUTPUT THE VELOCITY */
28 vHR,Soll  v;
29 end
30 δSoll, vHR,Soll  0; // reset
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5 Simulationen und Ergebnisse
Abb. 4 zeigt das Strukturbild der Pfadfolgeregelung. Diese wurde in MATLAB/Simulink
implementiert. Im Block Lastenpedelec ist das kinematische Einspurmodell des Lasten-
pedelecs, das in Kap. 2 aufgestellt wurde, umgesetzt. Dabei ist der Lenkwinkel auf den
Bereich zwischen 45 und 45 begrentzt. Die Ausgangssignale des Blocks, also die Ist-
Position (xHR,Ist, yHR,Ist) des Fahrzeugsreferenzpunkts und der Ist-Gierwinkel ψIst, werden
in den Block Pfadfolgeregler zurückgeführt. Ein vordefinierter Referenzpfad bestehend aus
mehreren Wegepunkten (xRef,Soll,1...N, yRef,Soll,1...N) ist als Eingangssignal zum Regler gege-
ben. Der Regler berechnet nach dem Alg. 1 anhand von den Istwerten und Parametern die
Sollwerte, nämlich den Soll-Lenkwinkel δSoll sowie die Soll-Fahrgeschwindigkeit vHR,Soll.
Abb. 4: Strukturbild der Pfadfolgeregelung
5.1 Testszenarien
Mit Hilfe des realisierten Simulinkmodells wurden verschiedene Testszenarien durchgeführt,
s. Tab. 1.
Tab. 1: Übersicht über die Testszenarien






































Szenario 1. Vorwärtsfahren mit unterschiedl. Lookahead-Dist. u. Geschwindigkeiten bei
einem Anfangsgierwinkel ψ0 von 0
Bei diesem Szenario wird das Vorwärtsfahren untersucht, wobei das Lastenpedelec mit
unterschiedlichen Lookahead-Distanzen ld und Geschwindigkeiten v bei einem Anfangs-
gierwinkel ψ0 von 0 denselben Referenzpfad befährt. Der Einfluss der Parameter auf die
Pfadfolgeregelung wird betrachtet.
Abb. 5: Vorwärtsfahren mit unterschiedl. Lookahead-Distanzen bei v 0, 5m s, ψ0 0
Abb. 6: Vorwärtsfahren mit unterschiedl. Lookahead-Distanzen bei v 2, 5m s, ψ0 0
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Abb. 5 und Abb. 6 veranschaulichen die Simulationsergebnisse. Der Referenzpfad ist vor-
gegeben. Er setzt sich aus mehreren typischen Elementen zusammen, wie beispielsweise
Geradeausfahrten, Links- und Rechtskurven. Der Pfad ist durch in grün gekennzeichne-
te Wegepunkte diskretisiert. Dabei liegt die Startposition links unten in  0, 0 und die
Endposition rechts oben in  10, 7.
Zu Beginn der Simulation liegt der Fahrzeugsreferenzpunkt in der Startposition, wobei der
Anfangswert des Gierwinkels ψ0  0
  beträgt. Es ist aus Abb. 5 ersichtlich, dass das Las-
tenpedelec mit kürzeren Lookahead-Distanzen den Referenzpfad genauer verfolgen kann.
Bei ld  2, 0m kann das Lastenpedelec zwar die Endposition erreichen, aber die Pfadab-
weichung ist größer. Nach Abb. 6 weist das Ergebnis bei ld  2, 0m ein unerwünschtes Ver-
halten auf, weil die große Soll-Ist-Pfadabweichung zum Verfehlen der Zielposition führen
kann.
Tab. 2: Längs- und Querabweichungen in Bezug auf die Endposition bei Szenario 1
Nr. Geschw. v [m/s] Lookahead-Dist. ld [m] Abstandtol. ε [cm] ΔxSoll-Ist [cm] ΔySoll-Ist [cm]
1 0,5 5,46 0,002






4 0,5 9.56 0,003






Tab. 2 stellt für dieses Szenario eine Übersicht über die Längs- und Querabweichungen
bezüglich der Endposition dar. Die Daten der Nr. 6 werden nicht diskutiert, weil das Las-
tenpedelec einmal an die Endposition vorbeigefahren ist (s. Abb. 6). Es ist übersichtlich,
dass die Längsabweichungen ΔxSoll-Ist deutlich größer als die Querabweichungen ΔySoll-Ist
sind, weil der Referenzpfad am Ende nur in Längsrichtung verläuft. Die Querabweichung
ΔySoll-Ist steigt mit steigender Lookahead-Distanz ld (vgl. jeweils Nr. 1-3 oder Nr. 4-5).
Szenario 2. Vorwärtsfahren mit unterschiedl. Lookahead-Dist. u. Geschwindigkeiten bei
einem Anfangsgierwinkel ψ0 von 135
 
Bei diesem Szenario wird das Vorwärtsfahren bei einem Anfangsgierwinkel ψ0 von 135
 
untersucht. Diese Untersuchung macht Sinn, weil der Nutzer das Lastenpedelec mit einer
beliebigen Orientierung abstellen kann. Trotzdem soll die Regelung in der Lage sein, das
Lastenpedelec zu dem Referenzpfad zurückzubringen.
Die Simulationsergebnisse sind in Abb. 7 und Abb. 8 dargestellt. Es ist zu sehen, dass
das Lastenpedelec bei steigender Lookahead-Distanz kleineren Umweg fährt. Sowohl bei
niedrigerer als auch bei höhrerer Geschwindigkeiten ist ein oszillierendes Verhalten auf-
grund von kürzeren Lookahead-Distanzen zu sehen. Eine Lookahead-Distanz ld  1, 0m
zeigt verglichen mit den anderen Varianten ein besseres Ergebnis, weil das oszillierende
Verhalten deutlich schwacher ist als bei ld  0, 5m und das Lastenpedelec früher auf den
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Referenzpfad stabilisiert wurde als bei ld 2, 0m. Zusätzlich ist in Abb. 8 zu sehen, dass
bei v 2, 5m s und ld 2, 0m das Lastenpedelec die Endposition verpasst hat (vgl.
Abb. 6). Dies ist auf eine größere Lookahead-Distanz zurückzuführen.
Abb. 7: Vorwärtsfahren mit unterschiedl. Lookahead-Distanzen bei v 0, 5m s, ψ0 135
Abb. 8: Vorwärtsfahren mit unterschiedl. Lookahead-Distanzen bei v 2, 5m s, ψ0 135
Die Längs- und Querabweichungen bezüglich der Endposition sind in Tab. 3 aufgelistet.
Ähnlich wie bei Szenario 1 treten bei größeren Lookahead-Distanzen größere Querabwei-
chungen ΔySoll-Ist auf.
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Tab. 3: Längs- und Querabweichungen in Bezug auf die Endposition bei Szenario 2
Nr. Geschw. v [m/s] Lookahead-Dist. ld [m] Abstandtol. ε [cm] ΔxSoll-Ist [cm] ΔySoll-Ist [cm]
1 0,5 8,07 -0,011






4 0,5 9.73 -0,024






Szenario 3. Rückwärtsfahren mit unterschiedl. Lookahead-Dist. u. Geschwindigkeiten bei
einem Anfangsgierwinkel ψ0 von 135
Bei diesem Szenario soll das Rückwärtsfahren auch mit unterschiedlichen Lookahead-
Distanzen ld und Geschwindigkeiten v untersucht werden. Dies spielt eine wichtige Rolle,
weil das Lastenpedelec rückwärts einparken soll. Hierfür wird derselbe Referenzpfad ver-
wendet. Zwar liegt der Fahrzeugsreferenzpunkt zu Beginn der Simulation in der Startpo-
sition, aber der Anfangswert des Gierwinkels ist beispielhaft auf ψ0 135 eingestellt.
Abb. 9: Rückwärtsfahren mit unterschiedl. Lookahead-Distanzen bei v 0, 5m s, ψ0 135
Abb. 9 stellt die Simulationsergebnisse dar. Da das Lastenpedelec am Anfang anders
als der Referenzpfad ausrichtet, wird eine Kurvenfahrt durchgeführt. Es ist dem Bild
übersichtlich zu entnehmen, dass die Kreisbogenlänge bei höreren Lookahead-Distanzen
länger wird, was mittels Gl. (18) erklärt werden kann. Zudem ist die Regelung auch in
der Lage, das Lastenpedelec beim Rückwärtsfahren auf den Referenzpfad zu stabilisieren.
Die Rückwärtsfahrt ist gleich gut wie die Vorwärtsfahrt. Des Weiteren zeigt Abb. 10 gute
Ergebnisse. Im Gegensatz zu dem in Abb. 8 dargestellten Verlauf ist hier die Endposition
auch bei ld 2, 0m erreicht. Außerdem hat die Geschwindigkeit geringeren Einfluss auf
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die Genauigkeit. Tab. 4 stellt eine Übersicht über die Längs- und Querwabweichungen in
Bezug auf die Endposition dar.
Abb. 10: Rückwärtsfahren mit unterschiedl. Lookahead-Distanzen bei v 2, 5m s, ψ0 135
Tab. 4: Längs- und Querabweichungen in Bezug auf die Endposition bei Szenario 3






2 1,0 5,89 0,04






5 1,0 9,36 0,13
6 2,0 8,21 -4,18
Szenario 4. Rückwärtsfahren mit unterschiedl. Abstandtoleranzen zur Endposition
Bei diesem Szenario soll untersucht werden, wie die Abstandtoleranz die Pfadfolgeregelung
beeinflusst. Dabei kommt die Lookahead-Distanz ld 1, 0m zum Einsatz. Beim Einparken
soll das Lastenpedelec möglichst nahe an die Endposition herankommen, um den Abstand
zwischen den beiden Ladespulen zu minimieren.
Abb. 11 veranschaulicht die Simulationsergebnisse. Bei den beiden Varianten konnte das
Lastenpedelec den Referenzpfad gut verfolgen, bevor man die Endposition betrachtet.
Bei der Abstandtoleranz ε von 5 cm konnte das Lastenpedelec die Endposition erreichen.
Bei ε 2 cm hingegen konnte das Lastenpedelec trotz mehrerer Versuche das Ziel nicht
erreichen. Dies bedeutet, dass kleinere Abstandtoleranzen zu einer unruhigen Fahrt führen
können. Tab. 5 zeigt die Längs- und Querabweichungen bei diesem Szenario.
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Abb. 11: Rückwärtsfahren mit unterschiedl. Abstandtol. zur Endposition bei ld 1, 0m, v
2, 5m s, ψ0 135
Tab. 5: Längs- und Querabweichungen in Bezug auf die Endposition bei Szenario 4
Nr. Geschw. v [m/s] Lookahead-Dist. ld [m] Abstandtol. ε [cm] ΔxSoll-Ist [cm] ΔySoll-Ist [cm]




6 Zusammenfassung und Ausblick
In diesem Beitrag wurde eine Pfadfolgeregelung für Lastenpedelecs, die autonom ein-
und ausparken sollen, untersucht. Dabei wurde ein kinematisches Einspurmodell zur
Beschreibung der Bewegung von Lastenpedelecs beim Parkvorgang aufgebaut. Darüber
hinaus wurde als Pfadfolgeregler ein hinterradbasierter Regler nach dem Pure-Pursuit-
Algorithmus entworfen. Die Pfadfolgeregelung wurde in einem Simulinkmodell durch ver-
schiedene Testszenarien getestet. Der Einfluss der Lookahead-Distanz, der Geschwindig-
keit, der Anfangsorientierung und der Abstandtoleranz auf die Regelgüte wurde disku-
tiert. Mit gut eingestellten Reglerparametern konnte das Lastenpedelec einen vorgegebe-
nen Pfad sowohl vorwärts als auch rückwärts verfolgen. In Zukunft sollte ein Verfahren
zur Lokalisierung von Lastenpedelecs entwickelt werden. Mit diesem Verfahren lassen sich
die reale Position und Orientierung des Lastenpedelecs in Bezug auf das ortsfeste Ko-
ordinatensystem bestimmen. Dabei ist es zu untersuchen, inwiefern die Messfehler der
Ortungssensorik die Pfadfolgeregelung beeinflussen können.
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