Medical prognostic models can be designed to predict the future course or outcome of disease progression after diagnosis or treatment. The existing variable selection methods may be precluded by full model advocates when we build a prediction model owing to their estimation bias and selection bias in rightcensored time-to-event data. If our objective is to optimize predictive performance by some criterion, we can often achieve a reduced model that has a little bias with low variance, but whose overall performance is enhanced. To accomplish this goal, we propose a new variable selection approach that combines Stepwise Tuning in the Maximum Concordance Index (STMC) with Forward Nested Subset Selection (FNSS) in two stages. In the first stage, the proposed variable selection is employed to identify the best subset of risk factors optimized with the concordance index using inner cross-validation for optimism correction in the outer loop of cross-validation, yielding potentially different final models for each of the folds. We then feed the intermediate results of the prior stage into another selection method in the second stage to resolve the overfitting problem and to select a final model from the variation of predictors in the selected models. Two case studies on relatively different sized survival data sets as well as a simulation study demonstrate that the proposed approach is able to select an improved and reduced average model under a sufficient sample and event size compared with other selection methods such as stepwise selection using the likelihood ratio test, Akaike Information Criterion (AIC), and lasso. Finally, we achieve better final models in each dataset than their full models by most measures. These results of the model selection models and the final models are assessed in a systematic scheme through validation for the independent performance.
Introduction
Medical prognostic models can be designed to predict the future course or outcome of disease progression after diagnosis or treatment. Such models can provide individualized predictions about the characteristics of one single patient. However, there is considerable uncertainty within the statistical modeling community regarding how best to develop an accurate prediction model for censored survival data. Specifically, when it comes to variable selection, some advocate fitting the full model [1] in which predictors are pre-specified with external information from the literature, while variable selection methods remain popular [2, 3] . Nonetheless, a full model may be large and complicated to be used as a statistical tool. There is little literature comparing these primary approaches with respect to the predictive accuracy in censored clinical data. Logistic regression models [3] [4] [5] [6] have been studies for clinical models. If the goal is to optimize predictive accuracy for finding a set of reduced prognostic factors, a plausible alternative to the full model would be to fit the most accurate, possibly reduced, model. An argument can easily be made for a parsimonious model that is at least as accurate as the full model.
In general, the complexity of a model obtained by a procedure of variable selection is expected to be less than that of the full model, and the variance of the estimated parameters should be lower. Nevertheless, recent studies emphasize the limitations of variable selection, such as bias in the estimates of parameters (estimation bias) and the lack of stability in an iterative scheme of variable selection [4] . In a stable algorithm, the effect of computational error during the iteration is no worse than that of a small amount of input data error from multi-collinearity [7, 8] .
The unstable variable selection algorithm may enlarge initial perturbations after numerous iterations. Furthermore, in variable selection, multi-collinearity between the omitted variables and the selected variables can cause selection bias. Dropping influential variables from the effective model results in underfitting to data with increased residuals and biased parameter estimates for selected variables (omission bias). Adding unimportant variables to the effective model induces overfitting and increases the variance of parameter estimates for correlated predictors [9] . We attempt to reduce the instability and increase the reliability of the selection algorithm using the resampling method of cross-validation [10] .
A large sample size is the need for a problem of fitting the full model with numerous and complicated predictors to obtain unbiased estimation in model fitting, and the possibility of overfitting due to model complexity. The sample size problem due to the model complexity can be accounted for by the curse of dimensionality [11] . In fact, regression modeling with time-to-event data is much more sensitive to the events per variable (EPV) [12] than the overall sample size. Some researchers carefully guide the EPV ratio to estimate bias and sometimes suggest using shrinkage of the coefficient estimates [4] . However, highly correlated features in this situation may produce high variance, even if there is no estimation bias according to the EPV. Hence, this guidance is crucial to model building at the developing step.
The last challenging characteristic of clinical survival data, to tackle in variable selection, is right censoring. There are two types of censoring in classical survival models: (i) Type I: survival until the end of study but whose final event time is unknown; (ii) Type II: lost to follow-up after a certain time. Even though data are incomplete, they contain a certain amount of information to increase the sample size and thus improve performance of the model. However, with the presence of censoring, the behavior of the underlying mechanism produces unclear performance measurements of models and may lead to biased results in variable selection. In survival analysis, Cox regression models are commonly used and one of the major advantages is the ability to utilize censored observations. We use the Cox proportional hazards model [13, 14] in this article. In order to consider the censoring in model assessment, many performance measures, which summarize a time dependency using integration [15, 16] and are robust to censoring [17] , are introduced to quantify the prediction accuracy and the amount of prognostic information represented by the model; Some of these appear in Section 3.2. However, among them, maximizing the C-Index has some patterns to enhance other measures along with it and some merits (see Section 4) . As a predictive accuracy, the C-Index is a preferred choice in this study. Fig. 1 illustrates the optimization path with the initial point of a full model in a variable selection procedure of this study. The selection methods start from the full model, which is a type of single final model, and select the best model, optimized in some criterion. The starting full models can be categorized into three groups depending on the above challenges with the data involving the event size, the model complexity, and the degrees of censoring:
(a-c) in Fig 1. The objective of model selection is to achieve the final model with optimal model complexity based on the prediction accuracy while tuning the tradeoff between bias and variance. In theory, the type (a) completes the course at (b), and in the types of (b) and (c), the full model is the final model, in which the difference is that in (c) the full model may suffer from a lack of data, adequately significant predictors, or high rate of right censoring at the initial point.
The aim of this paper is to propose a novel approach that builds a parsimonious model that is at least as accurate as the full model with respect to the C-Index as an objective criteria. Herein, we propose a new approach to address these problems in two stages: (1) Stepwise Tuning in the Maximum Concordance Index (STMC) as a variable selection process within each set of training folds of outer cross-validation using inner cross-validation for the optimism correction and (2) Forward Nested Subset Selection (FNSS) as overfitting control, which reduces uncertainty and variability in the predictors of chosen models resulting from STMC and builds a single final model. In the new approach, Cox proportional hazards regression models with only main effect terms are used and fitted to two censored clinical data sets in the areas of renal transplantation and prostate cancer. For the comparative study of methods and models, we employ the same scheme as the first stage of our approach to compare our proposed method against the alternatives of the stepwise method that uses the likelihood ratio test and AIC criterion and the lasso using an L 1 absolute value penalty that has two meritorious features of shrinkage and model selection [18, 19] . Then, we compare the single final model of a FNSS result with the full model for final model assessment.
Section 2 describes two clinical data sets. In Section 3, we define censored data and performance measures for prediction models and present our new approach for the selection of a reduced and accurate model. In Section 4, our methods are applied to the two data sets and we compare the results. In Section 5, we discuss limitations, further studies, and provide concluding remarks.
Data sets

Prostate cancer data
We procured data from a study that created a post-operative nomogram for predicting the risk of prostate cancer recurrence [20] following institutional Review Board waivers (Cleveland Clinic IRB number: 4270). The cohort consists of a total of 1123 patients (with 167 biochemical recurrences) with clinically localized prostate cancer treated with open radical retropubic prostatectomy between 1987 and 2003. The seven predictors in the full model include the following categorical variables: (1) seminal vesicle involvement (svi), (2) surgical margins (sm), (3) lymph node involvement (lni) and (4) extra-capsular extension (ece), and the continuous variables: (5) prostate specific antigen (psa), (6) experience (surgery experience), and (7) post-operative Gleason sum (pgx) which is treated as an ordinal type variable. In [21] , the full model is pre-specified based on medical literature reviews and clinical knowledge of investigators and surgeons prior to an analysis of the data. For the further detail of the description of the data, see [21] . Two missing values in psa are imputed using the R MICE package in the study and other variables are complete. Patients who are lost to follow-up or died from causes other than prostate cancer are right-censored. Table 1 shows the statistical description of the prostate cancer recurrence data in our study, and the estimated coefficients and statistical significance of the predictors in a multivariable Cox proportional hazards regression fitted to the entire data set for the full model and the final model built from the proposed method, which predict the 10-year probability of Fig. 1 . Types of initial full models in the optimization path to their final models.
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freedom from cancer recurrence defined as a PSA level >0.4 ng/mL and rising, or a secondary treatment for a detectable and rising PSA less than or equal to 0.4 ng/mL.
Renal transplantation data
Renal transplantation data was obtained from the United Networks for Organ Sharing (UNOS) Registry for chronic kidney disease from 2000 to 2003 [22] . The cohort includes 20085 living donor renal transplant cases with 2300 documented graft failures. This data is used to form pre-transplant and post-transplant nomograms that predict 5-year graft failure in [22] , in which all patients received kidney transplant as a primary treatment for renal failure and are then followed for signs of the transplant failure. The outcome of transplant failure is defined as a recurrence of kidney disease within 5 years of transplant. In the study, the predictor variables for the full models are chosen by clinicians based on their theoretical association with graft failure in the clinical literature.
Our study is based on the post-operative nomogram [22] and we use the data with 22 variables selected based on the full model [22] that is specified by clinicians from the 67 original predictor variables, which include some measurements before and after the time of the renal transplant. The final predictive model predicts the 5-year graft survival probability after living donor kidney transplant. Table 2 further describes the above predictors and multivariate analysis used for the pre-specified full model of the multivariable Cox model and the final model resulting from the proposed method.
Methods
Censored data and Cox regression
Censored survival data is defined as z i = t i , d i , x i for n independent individuals, ie{1,. . .,n}. The observed time, t i is given by t i=min(Ti,Ci) , where T i is the time of event and C i is the time of censoring. The event indicator variable, d i takes 1 if an event occurred at the observed time (T i 6 C i ), or a value of 0 if t i is censored, and x i is a p-vector of covariates, [x i1 ,x i2 ,. . .,x ip ] T , which is each row of the design matrix X. The Cox proportional hazards model is defined as
where h 0 (t) is a baseline hazard function and left unspecified with h 0 (t) P 0. For an estimate of the baseline hazard h 0 (t), the Breslow estimator is commonly used and given bŷ
The vector of regression coefficients, b is estimated by maximizing the partial log-likelihood (PLL)
Performance evaluation of a model
There are many methods used to measure a statistical prognostic model's prediction accuracy. These are principally categorized into (1) Discrimination, which measures how well the prediction model can discriminate between cases with event and nonevent, includes the time-dependent receiver operating characteristic (ROC) curve [23] , the concordance index (or C-statistic) [1, 24] , and the Concordance Probability Estimates (CPE) [25] ; (2) Calibration, which quantifies how close a predicted estimate is to the real probability, includes the calibration slope and curve; and lastly (3) Overall score of the measures such as explained variation (R 2 type statistics and the Brier score) [16, 26] . Some relatively new performance measures for reclassification and clinical usefulness are also discussed as well as the above in [27] and they stress that a welldiscriminating model may be most relevant for research purposes, suggesting that reporting discrimination and calibration is important for a prediction model. Our concern of this study is the prediction ability of a model as above. Although the PLL is used for predictive inference and modeling, it can also be used in the difference in deviances between a fitted model and the null model, given by À2(PLL(b)ÀPLL(0)) as a prediction error, for evaluating the performance on new data as well as for the selection of complexity on training data. Thus, in this article, we use some of the above accuracy measures, whose results may directly be amenable to produce the empirical prediction performance for new patients [28] .
In addition, the variants of R 2 statistic with censored data can be defined in several ways [16] and are sensitive to the rate of censoring, and it is tricky to determine which type is proper for the comparisons due to the restriction of a censoring mechanism. As above, the numerous predictive measures that exist have advantages and disadvantages for survival analysis, but we would not insist that there is one that is superior to the others and the development of new measures is also an active area of research. Hence, we use a few methods simultaneously in order to compare the performances of the different model selection methods. The performance measures that we utilize are described in the next section. 
Integrated AUC (IAUC)
The ROC curve for the discriminative ability is a standard technique to assess the sensitivity and 1-specificity in a binary classification rule [26] and is a plot of their values for all of the possible cutoff values, c of the continuous variable, which is the risk score R, such as prognostic index in survival analysis. The time-dependent ROC curves was proposed to assess the predictive accuracy of a survival model [23] , defined as
Specificityðc; tÞ ¼ PrfR c j DðtÞ
Here, D i (t) = 1 if T i 6 t and D i (t) = 0 if T i > t to represent the event status of individual i at time t. The corresponding time-dependent ROC curve and the time-dependent area under the ROC curve can be defined for time t as ROC(t) and AUC(t) respectively. The AUC(t) can be summarized by the integrated area under the curve (IAUC), given by the area under ROC(t) over event time. Like for the AUC, IAUC = 1 indicates the perfect prediction accuracy and IAUC = 0.5 is as good as a random guess over time.
Concordance index (C-Index)
In survival analysis, one of the most popular performance measures for assessing models is the concordance index, which is similar to the Wilcoxon-Mann-Whitney statistic in bi-partite ranking problems [29] . The concordance index [1] is defined, for the second measure of the discriminative ability, as
where 1{} is an indicator function given by 1 if the argument is true, 0 otherwise, and X is a set of all pairs of patients (i, j) that satisfies one of the following: (i) the patients i and j experienced recurrence and the recurrence time t i is shorter than t j , or (ii) only patient i experienced recurrence and t i is shorter than the follow-up time t j . In case of tied pairs, they have 1/2 weight for the instance as well as denominator. The C-Index estimates the probability that given two randomly drawn patients, the patient who has the event first had a higher probability of the event. The experienced recurrence time of an individual in (6) can be replaced with the prognostic index (see the next subsection). Although the C-Index is unable to represent evolutionary performance over time, it is a generalization of the AUC(t) [15] . Also, the researchers in [30] demonstrate that a method maximizing the PLL ends up approximately maximizing the concordance index. We have thus chosen the concordance index as the primary objective criterion in our proposed approach due to its popularity, interpretability, simplicity, and robustness, though several measures in this section will be utilized to compare methods and models.
Calibration slope and curve
Calibration can be examined by using the calibration slope and calibration curve. The calibration slope b for survival data can be computed by performing a Cox regression with the PI (prognostic index) for a new data set, as a single continuous variable in the Cox proportional hazards model as follows. 
Here, the prognostic index is a linear combination of the regression coefficients estimated in a training sample and the values of risk factors in the test data. If the calibration slope is unity, the regression model is perfectly calibrated. Otherwise, the regression coefficients that are estimated in the training sample reflect underestimation or overestimation. For the validity of the whole model, however, we need to check that the correctness of the baseline survival function as well [31] and the optimism corrected slope can be considered as a shrinkage factor that takes overfitting into account [24] . Calibration is also visually inspected by a calibration curve which is a plot of groups divided by their equal sample sizes and displays the accuracy between average predicted probabilities vs. Kaplan-Meier estimates of actual outcomes.
For performance measures and model validation, two main concepts of discrimination and calibration can be combined for a data analysis. These can provide a complementary interpretation for comparative analysis, when the overall score is suffering from a censoring mechanism.
Integrated Brier Score (IBS)
For the inaccuracy of individual predictions, the censored brier score is measured based on the squared difference between predicted and observed survival with censorship [32] and its empirical version of time t can be defined for n patients of multiple covariate x with a censoring variable d i and a time-to-event variable T i as follows.
wherepðt j x i Þ is an estimated recurrence-free probability for a patient i, andĜðtÞ is a probability of being censored and is calculated by the Kaplan Meier estimate on ( is a summary of the prediction error over event time by integrating the formula (8).
Stepwise variable selection and its criteria
For the comparison purpose with our proposed method, first we introduce the stepwise selection method started from the full model using two different criteria, the likelihood ratio test and Akaike Information Criterion (AIC) in Cox models.
Hypothesis test
In order to test the null hypothesis H 0 :b = b
, where b ) are the log partial likelihood of the bigger model and the nested smaller model respectively. The likelihood test is generally more stable than the Wald test, and therefore is used for the stepwise selection.
Stepwise selection in Cox model
The stepwise variable selection is a hybrid method in either direction of two classic methods: (1) the forward selection method and (2) the backward elimination method, and uses the significance of a variable as a criterion for selection. In Cox proportional hazards regression models, the likelihood ratio test is used to compute p-values. In the forward selection, it begins with the null model and adds the predictor with the smallest p-value. This is repeated until no variable upon entry into the model has a p-value less than a significance level that is a parameter to be determined in advance. If variables once entered are no longer significant they may be dropped off while candidate variables are added in the forward approach. This step is repeated until the final model has no variables with p-values greater than or equal to the significance level. For the backwards elimination, we start with the full model and remove the variable with the largest p-value if it is larger than the significance level. We repeat this process until no variable in the model has a p-value greater than or equal to a significance level. The hybrid stepwise gives a second chance to each dropped variable except the most recently dropped one. If this value is less significant than that of the dropped one and less than the significance level, the predictor is reintroduced in the current model of the process. The hybrid stepwise is used in this article and we refer to it as stepwise. As a selection level, the conventional quantity 0.05 is used.
AIC for variable selection
The AIC for variable selection is defined by
where d is the effective number of parameters and given by the number of parameters in a model. We simply choose the model giving the smallest AIC over the subsets of models considered in each search space started from the full model. The AIC estimates prediction errors in an analytical and intrinsic way that the optimism is estimated directly from a training set and then this is added to the training error. So the optimism correction using cross-validation or bootstrapping is not required in such a criterion. Although future inputs are not likely identical to training sets, this kind of error can be used for the effective model selection due to its relative nature. It turns out that the significance level 0.157 in the backward elimination method usually chooses the variables that are selected by minimizing the AIC in all subset procedure when all variables have 1 degree of freedom [2] .
Lasso
The last baseline method we choose for comparison is the L 1 penalized estimation method, lasso [18, 19] that shrinks the estimates of the coefficients of a Cox model towards zero by imposing a penalty on their absolute values. It has a built-in feature selection procedure while penalizing the parameters unlike L 2 penalized Cox regression with a quadratic penalty (ridge regression) [42, 43] that allows all coefficients to be non-zero and may yield complex models. The objective of this shrinkage is to prevent overfitting occurring by collinearity of the covariates. Thus we fit the parameters b of clinical variables x i for patient i by maximizing L 1 penalized partial log-likelihood (PPLL) defined over the entire data with an absolute value (lasso) penalty k on b as follows.
where k > 0 and ||Á|| 1 stands for the L 1 norm. The zero value of k means no shrinkage and the infinity value indicates infinite shrinkage. In our study, we used the R package penalized to apply the lasso implementation and used likelihood cross-validation for optimizing the tuning parameter [18] .
3.5. Proposed approach 3.5.1. Comparative scheme for the unbiased assessment of model selection methods and the final model for censored data The framework of model building generally consists of (1) model selection for the final model to find a final set of predictors or determine tuning parameters for model complexity, (2) the final model and model selection method validation and assessment using internal validation, and (3) the final model building for the practical use; including learning the parameter coefficients of the predictors that are found in the previous steps and its application of the final model to the external data sets (external validation).
For building a final model using model selection, the common procedure is to (1) use the whole data set for finding model complexity parameters or for identifying a final set of variables, instead of using a test data held out for validation, and (2) proceed to estimate the coefficients of predictors, also using the data, for the single final model.
As for the unbiased assessment of the final model, we need a final set of predictors, the resultant tuning parameters of the model complexity in learning methods, and resampling techniques, such as data splitting, cross-validation (CV), or bootstrapping. This assessment scheme should be differentiated from that of model selection methods for comparisons we used in the proposed methodology as below.
The relative performance of a model within a variable selection method may be subject to the variability of the training data on account of the EPV, selection bias, and right censoring in survival data. Thus, we need the unbiased estimate of the true performance of a variable selection method, and it can be achieved, using CV, by the fact that all the aspects of the model development such as model selection and parameter tuning should take place in the training sets within the CV [34] . Although the Leave-one-out cross-validation (LOOCV) and bootstrapping, in general, perform well regarding bias, n-fold CV may be preferable to them due to the lower computational cost [35] . In this reason, we employ the CV as an outer loop for the assessment of variable selection methods and a nested CV of training folds within the outer CV for the overoptimism correction. In order to make the best use of the training data in variable selection, we randomly permute the data for the repeated resampling and obtain the replicates of CV. Each of the n-final models of n-fold CV after model selection is tested on the fold set left out for the independent evaluation and they are averaged for the assessment of each method. The procedure of this scheme is displayed in Table 3 . For the best optimized final model, note that it is crucial to hold the ten EPV guideline in the developing step of model selection.
The two methods of stepwise with the likelihood ratio test and the AIC are applied to this scheme without the resampling setting of inner validation to compare with the proposed method.
Final model building through validation using STMC and FNSS
Our approach for variable selection consists of two stages. First, Stepwise Tuning in the Maximum C-Index (STMC) begins from a full model using the backward elimination. After a round of elimination, it reanalyzes the discarded variables one by one and allows one more chance to be included in the current model. Using the n 1 -fold outer CV, we obtain a set of n 1 final models with the different sets of predictor variables fitted to a training subsample and optimized, using the k-replicates of n 2 -fold inner CV, for the maximum C-Index. This might approximately represent the proportion of predictors in the final model and is used for the interpretation of their relative importance. As an overfitting control, numerous methods use a regularization scheme (e.g. weight decay in Neural Networks), early stopping during repetition, or a Bayesian approach. Instead of using early stopping in the first stage, we achieve this effect in the second stage of Forward Nested Subset Selection (FNSS) using variable ranking from the results of the distribution.
First stage:
Stepwise Tuning in Maximum C-Index (STMC). The STMC method we propose is in the class of wrapper methods [36, 37] . The C-Index is used for the performance evaluation of a subset of predictors in the goodness of fit. This kind of method might produce correlated variables in a group of predictors of a chosen model, but have the optimal performance. The iterative process of variable selection can be viewed as performing the optimization search in the model space. The search is performed over finite models in a given model class for model selection. Given p predictors, there are 2 p possible variable subsets for the entire search. It is usually very expensive to compare all combinations for a large p and so typically some heuristic search procedure is used to find a local optimal good feature subset. We design the STMC method based on the backward elimination scheme and give one more chance for variables to reenter the model in the forward direction. This process is repeated until all variables are visited. The pseudo code of this procedure is shown in the STMC algorithm of Table 4 . Initially, a full model is assigned as a current best model with the maximum C-Index, and a set of visited variables is initialized to be empty. The repeat loop in the STMC algorithm is comprised of (1) drop step, (2) add step, (3) comparison for choosing an intermediate best model, and (4) stopping rule check (when all variables are searched, break the iteration). The drop step (backward direction) tests each predictor by comparing the current model with a potential model whose size is one smaller than the current model, and eliminate the most irrelevant predictor producing the smallest C-Index in the current best feature set when excluded from the current model. If there are no variables to win over the current feature, no changes happen in the best model. In the add step (forward direction), every element in the visit set of discarded predictors is given a possibility to be reintroduced in the current best model except for the element extracted from the previous drop step. Between both models from the drop and add step, the set of predictors with the greater C-Index is chosen. The repetition stops when the procedure considers all predictors in the pool of feature variables.
The n 1 -fold outer CV is used for the investigation of variable selection having the uncertainty of different predictors and sizes. This should be distinguished from the k -replicates of randomly permuted training data sets and their internal n 2 -fold CV, with which the generalization C-Index of each potential model is evaluated by the sample re-use of k-replicates of the internal CV for the purpose of the overoptimism correction. The STMC method yields the distribution of predictors for a final model. The inclusion frequency of this distribution reflects the significance of variables and is represented by its proportion. The results of STMC are connected to the filter type approach of FNSS at the next stage.
Second stage: Forward Nested Subset Selection (FNSS).
The proposed Forward Nested Subset Selection (FNSS) algorithm is a filter type method [38] , and is designed for controlling the overfitting caused from model selection and for identifying a single final model. The ranking criterion is defined for individual variables by the inclusion frequency obtained in the previous stage. High score variables are regarded as valuable, and they are sorted in the decreasing order of the inclusion frequency. After variable ranking, the FNSS builds models with increasing numbers of predictors while incorporating a variable one by one from the null model and evaluates each constructed model through the 10-fold crossvalidation based on the C-Index, the IAUC, the calibration slope, the calibration curve, and the IBS. As our approach chooses the C-Index as an objective metric, we select a set of variables with the maximum C-Index as the final model. The R software version 2.8.1 [39] with the Design and survcomp packages were used to perform all analyses and the proposed approach is implemented with R package for free use (https://filer.-case.edu/ixc27/).
Results of two case studies
Prostate cancer data
For variable selection methods in our study design, we use the 10-fold outer cross-validation to get information on variations in the final models of 10 training subsets and test them on each independent test data set. The STMC algorithm uses the 10 replicated 5-fold inner CV for correcting overoptimism. Models are fitted using the Cox proportional hazards regression, and no interaction or nonlinearity effect terms are assumed, and thus, none of them are incorporated in the full model and other models as well. For the comparison of models and selection methods, we achieve the generalization measures of predictive performance: (i) the C-Index, (ii) the integrated AUC (IAUC), (iii) the slope of prognostic index, and (iv) the Integrated Brier Score (IBS). Table 5 shows a comparative analysis for the performance of model selection methods on prostate cancer data. The average EPV of the training data sets in each method is 21.5, which is greater than 10 and is enough for eluding estimation bias, and the expected model size of each method is 4.8, 5.3, 6.2 and 5.1 for likelihood ratio test (LRT), AIC, lasso, and STMC, respectively. All of the performance measures of STMC are modestly the best on the C-Index, IAUC, and PI slope. Lasso has a best score only on the IBS and has a largest expected model size. A distribution of predictors, as a result of STMC, yields variable ranking in (a) of Fig. 2 . In particular, the variables of psa, ece, svi, pgx, and sm have a full frequency of 10, whereas experience is not selected at all.
With FNSS, the optimization path based on C-Index is displayed in Fig. 3 Fig. 4 . In order to plot the calibration curves of the actual vs. predicted 10-year recurrence-free probability for internal validation, we use a splitting technique using two thirds of the whole data for a training set and one third for a test set, where red asterisks represent the apparent calibration accuracy. In two plots, there seems to be no significant difference in training and test samples, suggesting that it appears to be acceptable in re-substitution results, but is a bit biased in test samples. Note that the results of the plots are based on the specific follow-up-time of 10 years. Table 3 The procedure for evaluating the performance of variable selection methods.
For each variable selection method:
(i) For each training data set obtained from n 1 -fold outer cross-validation -Find the optimal set of predictors using k-replicates of n 2 -fold nested cross-validation using the randomly permuted training data set -Given the set, estimate the vector of regression coefficients b on the entire training data set -Compute the values of several performance criteria (see Section 3.2) on the test data set held out from outer cross-validation (ii) Average the performance measures of n 1 final models built from (i) 2. Compare the different variable selection methods in terms of the criteria values Table 4 STMC algorithm.
Algorithm STMC -Input : F, the set of variables in the full model -Output : max, the final set of variables in STMC 1. Initialize F = {1,. . .,p}, where p is the predictor size and visit = {£}, and let max = F be the best subset. 2. Repeat { // a. Drop
Step Step with max, and set max to be the subset with the greater C-Index Step with max, and set max to be the subset with the greater C-Index
Select and return the best feature subset, max which is evaluated during the search space
Renal transplantation data
The same comparative and parameter schemes as used in the prostate cancer data were applied to the renal transplant data. Table 5 provides performance measures of the variable selection methods of LRT, AIC, and STMC on the data set. The development EPV is 101 for all methods alike and the average model size of every method is reduced to approximately half of the full model and the lasso produces a relatively somewhat complex model with 12.6. As with the prostate cancer data, STMC illustrates better performance in all measures except for the IBS, whose value is the largest for the lasso.
The results from the comparative scheme procedure of STMC approximately yield the inclusion frequencies of predictors in the final model in (b) of Fig. 2 . Only 10 variables are included in model selection and the remaining 12 have zero proportions with no information of ranking.
The optimization path of Fig. 5 shows the peaks on the same place of the model size 7 in the IAUC and the C-Index, whose paths have a similar pattern. The PI slope tends to decrease as the model size increases and the IBS illustrates the sensitivity of the values to the increasing model size.
As shown in Table 6 , the final model constructed from FNSS consists of seven predictors, which are markedly reduced from the 22 variables in the full model and, consequently, the EPV augments from 101 to 329. The FNSS model is improved for every measure, except for the IBS with the difference of 0.0001 from the full model. In the plot of Fig. 6 , the calibration of the prior four groups in the FNSS model is smoother than that in the full model whereas the last group suffers from overestimation bias.
Finally, in Table 2 of the multivariable analysis of the full model and the FNSS model, we can see that two p-values (recipient's bmi and donor's age) change significantly and conversely with the decrease of 0.525 to 0.034 and with the increase of 0.02 to 0.978, respectively, and this illustrates the selection bias due to multi-collinearity between included variables and excluded ones.
A simulation study
In addition to two clinicopathologic datasets, we present a simulation study to demonstrate the effectiveness of the proposed approach in building a predictive model with simplified important predictors. We simulate independent clinicopathologic data with p = 30 variables and n = 2000 patients. All predictor values are generated from the uniform distribution [0, 1] and the true prognostic index of a linear risk score function f(x) is formed by the coefficients of (10, À10, 7, À7, 3, À3, 1, À1, 0.3, À0.3) for x = (x 1 ,x 2 ,. . .,x 10 )
T . The remaining 20 variables of x 11 -x 30 are not related to risk time-to-events. The survival time T is generated from an exponential distribution with parameter exp(f(x)) when x is given, and the censoring variable C is generated from an exponential distribution with parameter 0.4. Then we obtain the survival data,
. .,n} with approximately 50% of right censoring. We assume that the 30 variables represent the full model. Using multivariate analysis, the variables x 1 -x 8 related to the time-to-event and the randomly generated variables of x 17 , x 19 , and x 30 are significant at the level of 0.05. Our objective is to find a reduced model with the variables more relevant to survival information that is at least as accurate as the full model. Table 7 shows the results of a simulation study that compares the performance of the different model selection methods and final models. The 10 EPV rule for each model in the development step is held as seen in Table 7 .
The experimental results demonstrate that STMC moderately outperforms the LRT and the AIC in most measures except the PI slope and is better than the lasso except for the IBS measure. The lasso has the poorest performance on the C-Index, IAUC, and PI slope. For the expected model size, the LRT is over-simplified with 7.6, and the lasso built many complex models (of average size 18) that often include many of the insignificant and non-relevant variables in x 11 -x 30 (not shown). AIC models contain variables with the size close to the true model but they are also inconsistently insignificant. STMC models always include the variables x 1 -x 8 and many of them have the size of 8. The performance of the final model achieved by FNSS is also moderately better than the full model and true model, and is reduced to a simple model with the eight variables of x 1 -x 8 although it does not include the variables of x 9 and x 10 that are not significant but related to survival function. Those variables seem to improve each score.
Discussions and conclusion
Our specific goal of this study is to design a model selection method that identifies a statistical model that is optimally reduced based on the C-Index. To achieve this goal, we have presented the new approach of STMC and FNSS. Using STMC within 10-fold crossvalidation, we built 10 intermediate optimal final models with the subsets of predictors maximizing an objective criterion, C-Index and we use the internal validation of 10 replicated 5-fold crossvalidation for optimism correction. Moreover, instead of using the early stopping strategy that controls the loop number in STMC, through the optimization path of FNSS, we handle the potential overfitting problem of the STMC stage and the variability of chosen candidate models.
The researchers [27] underline that numerical measures may be difficult to interpret depending on some situations and a model with a good discriminative power will be most relevant for research purposes. Besides, the censoring effect complicates the performance measures of survival models, and we calculate several measures categorized into discrimination (C-Index, IAUC), calibration (PI Slope and calibration curves), and the overall score (IBS). In particular, the C-Index is emphasized as a primary accuracy measure of the proposed approach, due to its simplicity and efficiency.
As illustrated in our experiments of two data examples as well as a simulation study using the comparative scheme of the model selection methods and the final model assessment, the proposed approach demonstrates that STMC achieves better performance, in the C-Index, IAUC and PI slope, than other methods. The lasso method shows good performance on the IBS and yields a relatively complex model. The final model of FNSS, which yields a reduced model, performs better than the full model in a majority of the measures. On the simulation study, only a random experiment was performed due to the restriction of the space and scope of this article and we need a random experiment design for a comprehensive study.
In the variable selection of survival models, the bias, which may commonly occur in the traditional variable selection methods of a survival data analysis, is (i) estimation bias, (ii) selection bias, and (iii) censoring bias. We discuss, below, what the causes are and how we overcome these kinds of bias in the proposed approach.
When an estimator converges, in probability, to the true parameter as the sample gets larger, it is said to be consistent, which indicates that the estimator is unbiased in large samples. In the Cox regression dealing with the time-to-event data, the event size is much more essential than the sample size. The partial likelihood of parameters in the Cox regression is maximized, especially over event time, with respect to parameters and they can be estimated by using some version of the Newton-Raphson algorithm. The maximum partial log-likelihood estimation is consistent and unbiased in a sufficiently large event size. Moreover, in connection with the curse of dimensionality, a linear increase in the number of variables requires much of the event size geometrically. In general, as the dimension increases, the estimation bias increases when the event size is fixed. This is because many subspaces of features are sparse and empty. Therefore, in survival analysis, the sparse sampling of time-to-event in high dimensions results in estimation bias in time-to-event modeling of censored data. Especially, in the literature of survival analysis, a small data is defined by one with less than 10 EPV [12] . Some references emphasize the ratio of one to ten to prevent the estimation bias. Furthermore, although the EPV is sufficiently large, if there is multi-collinearity among independent variables, the parameter estimates remain unbiased but their variances can be large. To somewhat alleviate the problem of the estimation bias, we attempted to correct for the overoptimism using 10 replicated 5-fold cross-validation for internal validation [10] . Also, since the estimation under multi-collinearity can be unstable in each learning phase of the variable selection method using p-values, this can aggravate the predictive accuracy and may add selection bias during the iteration process. However, in the proposed approach, instead, we employ the strategy to find the final model with a set of predictors optimized for predictive accuracy.
The problem of the censoring bias can be considered via the time-dependent measures such as IAUC and IBS, where the information prior to the right censoring of lost to follow-up is used to compute the values over time. Due to the time complexity of the IAUC and the sensitivity to censoring of the IBS, the concordance index is used in our approach for its efficiency, and it tends to have a similar pattern to the IAUC.
Nonlinear or interaction terms can be considered in the multivariable Cox proportional hazards regression to improve model bias but this flexibility may suffer from overfitting. We can handle the problem of the model complexity by the structured model that applies the kernel trick or structured functions giving nonlinear effects [40] . Some authors have proposed multivariable fractional polynomial models using backward elimination with an adaptive algorithm and have compared it with a nonparametric approach, generalized additive models (GAMs) using cubic smoothing splines [41] . They state that the method can have a risk of overfitting problem and stress that the functional form of the final model should be consistent with medical knowledge. Also, for a more accurate calibration, an appropriate baseline survival function may be required to be specified along with the assumption checking and this may be used in an objective function, which should be less influenced by censoring, for assessing the performance of a model, since discrimination measurement depends on the order of the predicted survival rates.
We have strived to reduce overoptimism using resampling methods in our algorithms and could find a stable set of predictors for the final model. Practically, the prediction of a new patient may still have a variance problem and may be inaccurate and biased for only a single final model. Ensemble methods, which build numerous simpler base models and combine their advantages for a single prediction model, can be designed for the survival model in regression problem.
For the further study, we are investigating the integration of clinicopathologic and genomic data in censored survival analysis. The researchers [42, 43] show that, in most of data in the results, the L 2 penalized method (ridge) produced the better performance than the lasso whose computational cost is very high. However, the ridge method uses the full predictors without parsimony. Furthermore, in the data fusion studies of clinico-genomic data [43] , the L 2 penalized method tends to show little improvement in clinical predictors rather than genomic ones. The concern of this research might be to develop a statistical and computational algorithm that finds the combined final model with high accuracy and parsimony.
In conclusion, our new proposed approach constructed the accurate final models with the optimally reduced size of risk factors through validation using resampling-based techniques. The proposed method, STMC, compared to the stepwise selection methods with the different criteria of the LRT and the AIC, and lasso, demonstrated better results in the two different data sets and a simulation study, and can be used for prognostic modeling. The final model of FNSS improved the C-Index at least better than the full model and had better performance in most measures.
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