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Abstract. In robotic surgery, tool tracking is important for providing
safe tool-tissue interaction and facilitating surgical skills assessment. De-
spite recent advances in tool tracking, existing approaches are faced with
major difficulties in real-time tracking of articulated tools. Most algo-
rithms are tailored for offline processing with pre-recorded videos. In this
paper, we propose a real-time 3D tracking method for articulated tools
in robotic surgery. The proposed method is based on the CAD model
of the tools as well as robot kinematics to generate online part-based
templates for efficient 2D matching and 3D pose estimation. A robust
verification approach is incorporated to reject outliers in 2D detections,
which is then followed by fusing inliers with robot kinematic readings
for 3D pose estimation of the tool. The proposed method has been val-
idated with phantom data, as well as ex vivo and in vivo experiments.
The results derived clearly demonstrate the performance advantage of
the proposed method when compared to the state-of-the-art.
1 Introduction
Recent advances in surgical robots have significantly improved the dexterity
of the surgeons, along with enhanced 3D vision and motion scaling. Surgical
robots such as the da Vinci® (Intuitive Surgical, Inc. CA) platform, can allow
the augmentation of preoperative data to enhance the intraoperative surgical
guidance. In robotic surgery, tracking of surgical tools is an important task for
applications such as safe tool-tissue interaction and surgical skills assessment.
In the last decade, many approaches for surgical tool tracking have been
proposed. The majority of these methods have focused on the tracking of la-
paroscopic rigid tools, including using template matching [1] and combining
colour-segmentation with prior geometrical tool models [2]. In [3], the 3D poses
of rigid robotic tools were estimated by combining random forests with level-sets
segmentation. More recently, tracking of articulated tools has also attracted a lot
of interest. For example, Pezzementi et al. [4] tracked articulated tools based on
an offline synthetic model using colour and texture features. The CAD model of
a robotic tool was used by Reiter et al. [5] to generate virtual templates using the
robot kinematics. However, thousands of templates were created by configuring
the original tool kinematics, leading to time-demanding rendering and template
matching. In [6], boosted trees were used to learn predefined parts of surgical
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Fig. 1. (a) Illustration of transformations; (b) Virtual rendering example of the large
needle driver and its keypoint locations; (c) Extracted gradient orientations from virtual
rendering. The orientations are quantised and colour-coded as shown in the pie chart.
tools. Similarly, regression forests have been employed in [7] to estimate the 2D
pose of articulated tools. In [8], the 3D locations of robotic tools estimated with
offline trained random forests, were fused with robot kinematics to recover the
3D poses of the tools. Whilst there has been significant progress on surgical tool
detection and tracking, none of the existing approaches have thus far achieved
real-time 3D tracking of articulated robotic tools.
In this paper, we propose a framework for real-time 3D tracking of articulated
tools in robotic surgery. Similar to [5], CAD models have been used to generate
virtual tools and their contour templates are extracted online, based on the
kinematic readings of the robot. In our work, the tool detection on the real
camera image is performed via matching the individual parts of the tools rather
than the whole instrument. This enables our method to deal with the changing
pose of the tools due to articulated motion. Another novel aspect of the proposed
framework is the robust verification approach based on 2D geometrical context,
which is used to reject outlier template matches of the tool parts. The inlier 2D
detections are then used for 3D pose estimation via the Extended Kalman Filter
(EKF). Experiments have been conducted on phantom, ex vivo and in vivo video
data, and the results verify that our approach outperforms the state-of-the-art.
2 Methods
Our proposed framework includes three main components. The first component is
a virtual tool renderer that generates part-based templates online. After template
matching, the second component performs verification to extract the inlier 2D
detections. These 2D detections are finally fused with kinematic data for 3D tool
pose estimation. Our framework is implemented on the da Vinci® robot. The
robot kinematics are retrieved using the da Vinci® Research Kit (dVRK) [9].
2.1 Part-based Online Templates for Tool Detection
In this work, to deal with the changing pose of articulated surgical tools, the
tool detection has been performed by matching individual parts of the tools,
rather than the entire instrument, similar to [6]. To avoid the limitations of
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Fig. 2. (a) An example of part-based templates; (b) Quantised gradient orientations
from a camera image; (c) Part-based template matching results of tool parts; (d) and
(e) Geometrical context verification; (f) Inlier detections obtained after verification.
offline training, we propose to generate the part models on-the-fly such that the
changing appearance of tool parts can be dynamically adapted.
To generate the part-based models online, the CAD model of the tool and the
robot kinematics have been used to render the tool in a virtual environment. The
pose of a tool in the robot base frame B can be denoted as the transformation
TBE , where E is the end-effector coordinate frame shown in Fig.1(a). T
B
E can be
retrieved from dVRK (kinematics) to provide the 3D coordinates of the tool in B.
Thus, to set the virtual view to be the same as the laparoscopic view, a standard
hand-eye calibration [10] is used to estimate the transformation TCB from B to
the camera coordinate frame C. However, errors in the calibration can affect the
accuracy of TCB, resulting in a 3D pose offset between the virtual tool and the
real tool in C. In this regard, we represent the transformation found from the
calibration as TC
−
B , where C
− is the camera coordinate frame that includes the
accumulated calibration errors. Therefore, a correction transformation denoted
as TC
C−
can be introduced to compensate for the calibration errors.
In this work, we have defined n=14 keypoints PB =
{
pBi
}n
i=1
on the tool, and
the large needle driver is taken as an example. The keypoints include the points
shown in Fig.1(b) and those on the symmetric side of the tool. These keypoints
represent the skeleton of the tool, which also apply to other da Vinci® tools. At
time t, an image It can be obtained from the laparoscopic camera. The keypoints
can be projected in It with the camera intrinsic matrix K via
PIt =
1
s
KTCC−T
C−
B P
B
t . (1)
Here, s is the scaling factor that normalises the depth to the image plane.
To represent the appearance of the tool parts, the Quantised Gradient Ori-
entations (QGO) approach [11] has been used (see Fig.1(c)). Bounding boxes
are created to represent part-based models and centred at the keypoints in the
virtual view (see Fig.2(a)). The box size for each part is adjusted according to
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the z coordinate of the keypoint with respect to the virtual camera centre. QGO
templates are then extracted inside these bounding boxes. As QGO represents
the contour information of the tool, it is robust to cluttered scenes and illumi-
nation changes. In addition, a QGO template is represented as a binary code by
quantisation, thus template matching can be performed efficiently.
Note that not all of the defined parts are visible in the virtual view, as some
of them may be occluded. Therefore, the templates are only extracted for those
m parts that facing the camera. To find the correspondences of the tool parts
between the virtual and real images, QGO is also computed on the real image
(see Fig.2(b)) and template matching is then performed for each part via sliding
windows. Exemplar template matching results are shown in Fig.2(c).
2.2 Tool Part Verification via 2D Geometrical Context
To further extract the best location estimates of the tool parts, a consensus-based
verification approach [12] is included. This approach analyses the geometrical
context of the correspondences in a PROgressive SAmple Consensus (PROSAC)
scheme [13]. For the visible keypoints {pi}
m
i=1 in the virtual view, we denote their
2D correspondences in the real camera image as {pi,j}
m,k
i=1,j=1
, where {pi,j}
k
j=1
represent the top k correspondences of pi sorted by QGO similarities.
For each iteration in PROSAC, we select two point pairs from {pi,j}
m,k
i=1,j=1
in a sorted descending order. These two pairs represent the correspondences for
two different parts, e.g., pair of p1 and p1,2, and pair of p3 and p3,1. The two pairs
are then used to verify the geometrical context of the tool parts. As shown in
Fig.2(d) and (e), we use two polar grids to indicate the geometrical context of the
virtual view and the camera image. The origins of the grids are defined as p1 and
p1,2, respectively. The major axis of the grids can be defined as the vectors from
p1 to p3 and p1,2 to p3,1, respectively. The scale difference between the two grids
is found by comparing d (p1, p3) and d (p1,2, p3,1), where d (·, ·) is the euclidean
distance. We can then define the angular and radial bin sizes as 30 degrees and 10
pixels (allowing moderate out-of-plane rotation), respectively. With these, two
polar grids can be created and placed on the virtual and camera images. A point
pair is determined as an inlier if the two points are located in the same zone in
the polar grids. Therefore, if the number of inliers is larger than a predefined
value, the geometrical context of the tools in the virtual and the real camera
images are considered as matched. Otherwise, the above verification is repeated
until it reaches the maximum number (100) of iterations. After verification, the
inlier point matches are used to estimate the correction transformation TC
C−
.
2.3 From 2D to 3D Tool Pose Estimation
We now describe how to combine the 2D detections with 3D kinematic data
to estimate TC
C−
. Here the transformation matrix is represented as a vector of
rotation angles and translations along each axis: x = [θx, θy, θz, rx, ry, rz ]
T
. We
denote the n observations (corresponding to the tool parts defined in Section
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2.1) as z = [u1, v1, . . . , un, vn]
T
, where u and v are their locations in the camera
image. To estimate x on-the-fly, the EKF has been adopted to find xt given the
observations zt at time t. The process model is defined as xt = Ixt−1+wt, where
wt is the process noise at time t, and I is the transition function defined as the
identity matrix. The measurement model is defined as zt = h(xt)+vt, with vt be-
ing the noise. h(·) is the nonlinear function with respect to [θx, θy, θz, rx, ry, rz ]
T
:
h(xt) =
1
s
Kf(xt)T
C−
B P
B
t , (2)
which is derived according to Eq.1. Note here, f(·) is the function that composes
the euler angles and translation (in xt) into the 4×4 homogenous transformation
matrix TC
C−
. As Eq.2 is a nonlinear function, we derive the Jacobian matrix J
of h(·) regarding each element in xt.
For iteration t, the predicted state x−
t
is calculated and used to predict the
measurement z−
t
, and also to calculate Jt. In addition, zt is obtained from the
inlier detections (Section 2.2), which is used, along with Jt and x
−
t
, to derive the
corrected state x+
t
which contains the corrected angles and translations. These
are finally used to compose the transformation TC
C−
at time t, and thus the 3D
pose of the tool in C is obtained as TCE = T
C
C−
TC
−
B T
B
E . Note that if no 2D
detections are available at time t, the previous TC
C−
is then used.
At the beginning of the tracking process, an estimate 0TC
C−
is required to
initialise EKF, and correct the virtual view to be as close as possible to the real
view. Therefore, template matching is performed in multiple scales and rotations
for initialisation, however, only one template is needed for matching of each tool
part after initialisation. The Efficient Perspective-n-Points (EPnP) algorithm
[14] is applied to estimate 0TC
C−
based on the 2D-3D correspondences of the
tool parts matched between the virtual and real views and their 3D positions
from kinematic data.
The proposed framework can be easily extended to track multiple tools. This
only requires to generate part-based templates for all the tools in the same
graphic rendering and follow the proposed framework. As template matching is
performed in binarised templates, the computational speed is not deteriorated.
3 Results
The proposed framework has been implemented on an HP workstation with an
Intel Xeon E5-2643v3 CPU. Stereo videos are captured at 25Hz. In our C++ im-
plementation, we have separated the part-based rendering and image processing
into two CPU running threads, enabling our framework to be real-time. The
rendering part is implemented based on VTK and OpenGL, of which the speed
is fixed as 25Hz. As our framework only requires monocular images for 3D pose
estimation, only the images from the left camera were processed. For image
size 720x576, the processing speed is ≈ 29Hz (without any GPU programming).
The threshold of the inlier number in the geometrical context verification is em-
pirically defined as 4. For initialisation, template matching is performed with
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Fig. 3. (a) and (b) Detection rate results of our online template matching and Grad-
Boost [6] on two single-tool tracking sequences (see supplementary videos); (c) Overall
rotation angle errors (mean±std) along each axis on Seqs.1-6.
Table 1. Translation and rotation errors (mean±std) on Seqs.1-6. Tracking accuracies
with run-time speed in Hz (in brackets) compared to [8] on their dataset (Seqs.7-12).
3D Pose Error Tracking Accuracy
Seq.
Our method EPnP-based
Seq. Our method [8]
Trans.(mm) Rot.(rads.) Trans.(mm) Rot.(rads.)
1 1.31± 1.15 0.11± 0.08 3.10± 3.89 0.12± 0.09 7 97.79%(27) 97.12%(1)
2 1.50± 1.12 0.12± 0.07 6.69± 8.33 0.24± 0.19 8 99.45%(27) 96.88%(1)
3 3.14± 1.96 0.12± 0.08 8.03± 8.46 0.23± 0.20 9 99.25%(28) 98.04%(1)
4 4.04± 2.21 0.19± 0.15 5.02± 5.41 0.29± 0.18 10 96.84%(28) 97.75%(1)
5 3.07± 2.02 0.14± 0.11 5.47± 5.63 0.26± 0.20 11 96.57%(36) 98.76%(2)
6 3.24± 2.70 0.12± 0.05 4.03± 3.87 0.23± 0.13 12 98.70%(25) 97.25%(1)
Overall 2.83± 2.19 0.13± 0.10 5.51± 6.45 0.24± 0.18 Overall 97.83% 97.81%
additional scale ratios of 0.8 and 1.2, and rotations of ±15 degrees, which does
not deteriorate the run-time speed due to template binarisation. Our method was
compared to the tracking approaches for articulated tools including [6] and [8].
For demonstrating the effectiveness of the online part-based templates for
tool detection, we have compared our approach to the method proposed in [6],
which is based on boosted trees for 2D tool part detection. For ease of training
data generation, a subset of the tool parts was evaluated in this comparison,
namely the front pin, logo, and rear pin. The classifier was trained with 6000
samples for each part. Since [6] applies to single tool tracking only, the trained
classifier along with our approach were tested on two single-tool sequences (1677
and 1732 images), where ground truth data was manually labelled. A part de-
tection is determined to be correct if the distance of its centre and ground truth
is smaller than a threshold. To evaluate the results with different accuracy re-
quirements, the threshold was therefore sequentially set to 5, 10, and 20 pixels.
The detection rates of the methods were calculated among the top N detections.
As shown in Fig.3(a-b) our method significantly outperforms [6] in all accuracy
requirements. This is because our templates are generated adaptively online.
To validate the accuracy of the 3D pose estimation, we manually labelled
the centre locations of the tool parts on both left and right camera images
on phantom (Seqs.1-3) and ex vivo (Seqs.4-6) video data to generate the 3D
ground truth. The tool pose errors are then obtained as the relative pose between
the estimated pose and the ground truth. Our approach was also compared
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Fig. 4. Qualitative results. (a-c) phantom data (Seqs.1-3); (d) ex vivo ovine data
(Seq.4); (e) and (g) ex vivo porcine data (Seqs.9 and 12); (f) in vivo porcine data
(Seq.11). Red lines indicate the tool kinematics, and green lines indicate the tracking
results of our framework with 2D detections in coloured dots.
to the 3D poses estimated performing EPnP for every image where the tool
parts are detected. However, EPnP generated unstable results and had inferior
performance to our approach as shown in Table 1 and Fig.3(c).
We have also compared our framework to the method proposed in [8]. As
their code is not publically available, we ran our framework on the same ex vivo
(Seqs.7-10,12) and in vivo data (Seq.11) used in [8]. Example results are shown
in Fig.4(e-g). For achieving a fair comparison, we have evaluated the tracking
accuracy as explained in their work, and presented both our results and theirs
reported in the paper in Table 1. Although our framework achieved slightly bet-
ter accuracies than their approach, our processing speed is significantly faster,
ranging from 25–36Hz, while theirs is approximately 1–2Hz as reported in [8].
As shown in Figs.4(b) and (d), our proposed method is robust to occlusion due
to tool intersections and specularities, thanks to the fusion of 2D part detections
and kinematics. In addition, our framework is able to provide accurate track-
ing even when TC
−
B becomes invalid after the laparoscope has moved (Fig.4(c),
Seq.3). This is because TC
C−
is estimated online using the 2D part detections.
All the processed videos are available via https://youtu.be/oqw_9Xp_qsw.
4 Conclusions
In this paper, we have proposed a real-time framework for 3D tracking of ar-
ticulated tools in robotic surgery. Online part-based templates are generated
using the tool CAD models and robot kinematics, such that efficient 2D detec-
tion can then be performed in the camera image. For rejecting outliers, a robust
verification method based on 2D geometrical context is included. The inlier 2D
detections are finally fused with robot kinematics for 3D pose estimation. Our
framework can run in real-time for multi-tool tracking, thus can be used for
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imposing dynamic active constraints and motion analysis. The results on phan-
tom, ex vivo and in vivo experiments demonstrate that our approach can achieve
accurate 3D tracking, and outperform the current state-of-the-art.
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