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Résumé
Cette thèse développe des estimations d’erreur a posteriori et critères d’arrêt pour
les méthodes de décomposition de domaine avec des conditions de transmission de
Robin optimisées entre les interfaces. Différents problèmes sont considérés: l’équation
de Darcy stationnaire puis l’équation de la chaleur, discrétisées par les éléments fi-
nis mixtes avec un schéma de Galerkin discontinu de plus bas degré en temps pour
le second cas. Pour l’équation de la chaleur, une méthode de décomposition de do-
maine globale en temps, avec mêmes ou différents pas de temps entre les différents
sous domaines, est utilisée. Ce travail est finalement étendu à un modèle diphasique
en utilisant une méthode de volumes finis centrés par maille en espace. Pour chaque
modèle, un problème d’interface est résolu itérativement, où chaque itération néces-
site la résolution d’un problème local dans chaque sous-domaine, et les informations
sont ensuite transmises aux sous-domaines voisins. Pour les modèles instationnaires,
les problèmes locaux dans les sous-domaines sont instationnaires et les données sont
transmises par l’interface espace-temps.
L’objectif de ce travail est, pour chaque modèle, de borner l’erreur entre la solution
exacte et la solution approchée à chaque itération de l’algorithme de décomposition
de domaine. Différentes composantes d’erreur en jeu de la méthode sont identifiées,
dont celle de l’algorithme de décomposition de domaine, de façon à définir un
critère d’arrêt efficace pour cette méthode. En particulier, pour l’équation de Darcy
stationnaire, on bornera l’erreur par un estimateur de décomposition de domaine ainsi
qu’un estimateur de discrétisation en espace. On ajoutera à la borne de l’erreur un
estimateur de discrétisation en temps pour l’équation de la chaleur et pour le modèle
diphasique. L’estimation a posteriori répose sur des techniques de reconstructions
de pressions et de flux conformes respectivement dans les espaces H1 et H(div)
et sur la résolution de problèmes locaux de Neumann dans des bandes autour des
interfaces de chaque sous-domaine pour les flux. Ainsi, des critères pour arrêter les
itérations de l’algorithme itératif de décomposition de domaine sont développés. Des
simulations numériques pour des problèmes académiques ainsi qu’un problème plus
réaliste basé sur des données industrielles sont présentées pour illustrer l’efficacité de
ces techniques. En particulier, différents pas de temps entre les sous-domaines sont
considérés pour cet exemple.
Mots-clés : Écoulement et transport en milieu poreux, éléments finis mixtes,
décomposition de domaine en espace, décomposition de domaine globale en temps,
discrétisation conforme et non-conforme en temps, pas de temps locaux, conditions
d’interface de Robin, estimation d’erreur a posteriori, critère d’arrêt, problème local de
Neumann

Abstract
This work contributes to the developpement of a posteriori error estimates and stop-
ping criteria for domain decomposition methods with optimized Robin transmission
conditions on the interface between subdomains. We study several problems. First,
we tackle the steady diffusion equation using the mixed finite element subdomain dis-
cretization. Then the heat equation using the mixed finite element method in space
and the discontinuous Galerkin scheme of lowest order in time is investigated. For the
heat equation, a global-in-time domain decomposition method is used for both con-
forming and nonconforming time grids allowing for different time steps in different
subdomains. This work is then extended to a two-phase flow model using a finite vol-
ume scheme in space. For each model, the multidomain formulation can be rewritten
as an interface problem which is solved iteratively. Here at each iteration, local sub-
domain problems are solved, and information is then transferred to the neighboring
subdomains. For unsteady problems, the subdomain problems are time-dependent and
information is transferred via a space-time interface.
The aim of this work is to bound the error between the exact solution and the
approximate solution at each iteration of the domain decomposition algorithm. Differ-
ent error components, such as the domain decomposition error, are identified in order
to define efficient stopping criteria for the domain decomposition algorithm. More
precisely, for the steady diffusion problem, the error of the domain decomposition
method and that of the discretization in space are estimated separately. In addition, the
time error for the unsteady problems is identified. Our a posteriori estimates are based
on the reconstruction techniques for pressures and fluxes respectively in the spaces H1
and H(div). For the fluxes, local Neumann problems in bands arround the interfaces
extracted from the subdomains are solved. Consequently, an effective criterion to
stop the domain decomposition iterations is developed. Numerical experiments, both
academic and more realistic with industrial data, are shown to illustrate the efficiency
of these techniques. In particular, different time steps in different subdomains for the
industrial example are used.
Keywords: Flow and transport in porous media, mixed finite element method,
domain decomposition in space, global-in-time domain decomposition, conforming
and nonconforming time grids, local time steps, Robin interface conditions, a posteriori
error estimate, stopping criteria, local Neumann problem
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Introduction
Motivation
Radioactive materials are nowadays used for scientific research, electricity production,
in medecine, in national defense, and in many other fields. All these activities produce
radioactive waste. An important question is how to dispose radioactive waste safely
and without overwhelming cost for future generations?
The radioactive waste must be confined and isolated until the radioactivity has
decayed to a level that no longer poses a threat to the environment. ANDRA, the
french national radioactive waste management agency, (l’Agence nationale pour la
gestion de déchets radioactifs), which funded this thesis, is a public institution founded
in 1991. The purpose of this agency is to ensure a safe long-term management of
all radioactive waste produced in France. In order to provide safe nuclear waste
management solutions, ANDRA classifies this waste according two main criteria:
• First, the level of activity (quantity of radiation), classified in 4 levels: very low
level, low level, intermediate level, high level.
• Second, the period of radioactivity, which can be from a few seconds to hundreds
of thousands of years. Here the waste is classified in 2 levels: short lived (31
years or less) and long lived (more than 31 years).
Cigéo (Centre industriel de stockage géologique), the industrial centre of geological
storage founded by ANDRA, is a deep repository for long lived and high level radioac-
tive waste, see Figure 1 for more details of the site (figure from www.anfra.fr). The
waste is first encapsulated in sealed steel casks, see Figure 2, and then stored in under-
ground areas, about 500 meters deep, in geologically stable formations, embedded in
an impermeable clay layer so that the radioactive waste will remain isolated for hun-
dreds of thousands of years. Until now, this deep storage has been the only long-term
solution for managing this type of high level waste without putting the environment at
risk.
One of the most important issues for storing nuclear waste is water resource man-
agement, since water may corrode the sealed steel casks and create a risk of leakage
and underground pollution. For this reason ANDRA carries out simulations to pre-
dict the behavior of nuclear waste underground over periods of thousands of years to
monitor the state of casks over time. More precisely, ANDRA has to perform many nu-
merical simulations to quantify flow and solute transfer from the repository to the sur-
rounding geological environment. Simulations have to take into account many physical
processes with different space-time scales: from the waste packages to the geological
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Figure 1: View of the installations of the Cigéo projet (approximately 5km2× 5km2
underground zone)
media (from centimeters to tens of kilometers) on very large time (up to one million
years).
In this work, we aim to simulate different types of flow in porous media, which is of
great importance to ANDRA. The mathematical models used for the simulations are
introduced in the next section.
Mathematical models
We consider mathematical models for a single phase and simplified two-phase fluid
flow in porous media, (see e.g. [19, 48] and the references therein). The first model
is described by the Darcy law together with the equation of conservation of mass for
steady flow (see e.g. [99]). It is written in the form of a partial differential equation as
follows:
u = −S∇p, in Ω, (1a)
∇ · u = f , in Ω, (1b)
where Ω is the domain, f is the source term, u is the Darcy velocity, p is the pressure
head, and S is the permeability tensor (where the fluid density is supposed to be
constant). This gives a complete problem after adding an appropriate boundary
condition.
The second model considered is the Darcy law together with the mass balance
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Figure 2: Sealed steel cask of nuclear Waste (Height:1.3m, diameter: 43 cm,
approximate weight: 500kg)
equation for the unsteady fluid flow:
u = −S∇p, in Ω× (0, T ), (2a)
φ
∂ p
∂ t
+∇ · u = f , in Ω× (0, T ), (2b)
where φ is the porosity, T is the final time; an appropriate boundary condition and an
initial condition need to be added.
For such a model, the computational domain and data are:
• with very different spatial lengths, starting from one meter to thousands of me-
ters, leading to very different scales in space.
• with a set of sub-areas with very different physical properties such as different
materials in each area, leading to a very large heterogeneity in the geological
medium in space. Consequently, the phenomena may occur on different time
scales depending on the physical properties of the area.
Remark. Equation (2) may also be interpreted as a first step for solving the balance
equation for the transport of contaminant (quantity of a dissolved species in a fluid phase
measured by its concentration):
φ
∂ c
∂ t
+∇ · (−D (u)∇c + cu) +φλc = g, in Ω× (0, T ) ,
where u is the Darcy velocity, c is the concentration of a contaminant dissolved in water,
D (u) is the diffusion-dispersion tensor, and λ is the radioactive decay coefficient. More
precisely, if one uses operator splitting [100] to solve (3) with possibly different numerical
time schemes for advection and diffusion, then one solves an advection equation and
a diffusion equation of type (2).
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The third model is a simplified two-phase flow with phase appearance and dis-
appearance. We will consider a flow between one or more rock types in a porous
medium with continuous or discontinuous capillary pressure. The mathematical form
studied in Chapter 4 is exposed in [39, 63] as follows:
∂tu−∇·(λ(u,x)∇π(u,x)) = f , in Ω× (0, T ), (3a)
u(·, 0) = u0, in Ω, (3b)
π(u, ·) = g, on ∂Ω× (0, T ), (3c)
where the unknown scalar u ∈ [0,1] is the gas saturation (and therefore (1-u) is the
water saturation), u0 is the initial gas saturation, f is the source term, g is a non-
homogeneous Dirichlet boundary condition, the function π(u,x) is the capillary pres-
sure:
π(u,x) : [0,1]×Ω→ R, (4)
and λ(u,x) is the global mobility of the gas:
λ(u,x) : [0,1]×Ω→ R. (5)
For simplicity, we consider only Dirichlet boundary condition on ∂Ω. This is a non-
linear degenerate parabolic problem with nonlinear and discontinuous transmission
condition on the interface.
The problems proposed above give rise to large sparse systems of linear alge-
braic equations which can be solved by different methods.
In the following section, different methods are presented.
Finding a suitable method to solve the model problem
Consider for motivation the problem (2). On each time step of a usual discontinuous
Galerkin scheme in time and a finite element discretization in space, it leads to a
linear system AX = B. When attempting to solve this system, doing the operation
X = A−1B is impossible as the size of the matrix A is typically prohibitively large.
Several methods are used in practice:
• Direct methods [53]: for example, the LU factorization. These methods are
robust in the sense that we obtain the solution in a time which can be estimated a
priori and give typically high precision (depending, though, on rounding errors that
are influenced by the problem complexity) relatively easily. The disadvantage of these
methods is that they require great deal of computer memory, and they are not well
suited to parallelization.
• Iterative methods [143]: for example, Krylov methods (conjugate gradients,
GMRES, etc.). The advantages of these methods are that they enable parallelization
and require little memory space. Unfortunately, they may lack robustness since they
may take a long time to converge or may not converge at all.
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• Domain decomposition methods [57, 125, 135, 150], where the subdomains
are constructed with some control over the size of each subdomain. These methods
solve the problem in a subdomain directly or iteratively, and they ensure the connec-
tion on the interface iteratively. They are naturally parallel and typically more robust
than purely iterative methods, though less robust than direct methods.
For highly heterogeneous problems such as (1), (2), or (3) with very different
space and/or time scales, the third method, the domain decomposition method
proposed above, is well suited. In this context, as the conservation of mass is crucial
for ANDRA’s applications, the conservative cell-centered techniques for discretization
in space such as mixed finite element methods or finite volume methods are used,
see [36, 45, 69, 142]. In particular, a mixed finite element method will be used in
Chapters 1, 2, 3 and a finite volume method will be used in Chapter 4.
On the other hand, together with the solvers and discretizations proposed above, the
theory of a posteriori estimates could be used to monitor the error and to improve
the efficiency of the method through defining an adaptive stopping criterion for the
algorithm or adaptive mesh refinement.
This thesis is based on coupling these two suitable methods, domain decomposition
and a posteriori estimates, for which we introduce the state of the art below.
Bibliography and previous studies
Domain decomposition methods
Domain decomposition methods are a family of methods which allow to solve problems
naturally on parallel machines. Referring to the books [57, 125, 135, 150] and the
references therein of Domain decomposition methods, we mention the main classes of
domain decomposition algorithms which can be used: Schwarz, Dirichlet–Neumann,
Neumann–Neumann/FETI. Schwarz iterative method is used throughout this work
and Dirichlet–Neumann iterative method is introduced in Chapter 1 in order to show
the difference between the interface operator for these two methods.
• The Dirichlet–Neumann iterative methods lead to two problems at each itera-
tion. The first problem is solved in one subdomain with the Dirichlet condition
at the interface between the subdomains, while the second problem is the solved
on the other subdomain, with the Neumann condition applied at the interface.
This interface problem can be defined in terms of the Steklov–Poincaré operator
(interface operator) that we introduce briefly in Chapter 1. This interface operator
enforce the classical Dirichlet–Neumann transmission conditions between subdomains.
For the origins of this method, see the seminal paper of Przemieniecki [133], see
also [5, 27, 33, 134, 160], and [80] for a review. The discrete counterpart of the
Steklov–Poincaré operator (namely, the Schur complement matrix) leads to an inter-
face problem solved by an iterative method. Neumann–Neumann preconditioner is
used to accelerate the convergence of such methods, where local Neumann boundary
problems are solved in the subdomains, see [30, 54, 129]. For a decomposition
into many subdomains, the Balancing Domain Decomposition (BDD) [49, 122, 123]
propagate information globally between subdomains to make the method scalable (i.e.
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the condition number is almost independent of the number of subdomains) and ensure
the consistency of the Neumann problems. In [60, 82], the authors extended the
Steklov–Poincaré operator to parabolic problems with uniform time grids between the
subdomains. The time-dependent Steklov–Poincaré operator leading to a “space-time”
domain decomposition method was given and analysed in [94, 95], in particular with
different time grids in different subdomains.
• Schwarz methods: introduced by H. A. Schwarz [144] in which an iterative
method (called the Schwarz alternating method) is proposed to prove existence and
uniqueness of the solution of Laplace’s equation in irregular overlapping domains
(composed of a disk and a rectangle which intersect). In the context of numerical
methods adapted to parallel computer architectures for solving partial differential
equations (PDEs), P.-L. Lions [119] introduces a parallelizable nonoverlapping version
of the Schwarz method based on Robin transmission conditions (see also [117, 118]).
This approach is a strong basis of domain decomposition methods, in particular
the Optimized Schwarz method introduced in [101, 102, 103, 104], which is used
throughout this thesis. This method uses Robin or Ventcell transmission conditions
on the interfaces with optimized coefficients in order to improve the convergence
rates of the algorithm. Such transmission conditions are approximations of the
exact artificial conditions [83, 126] and are quite different from the “low frequency”
approximations [88] and reduce dramatically the convergence factor of the method.
An overview of the Optimized Schwarz method is given in [71], completed by an
extension to a diffusion problem with discontinuous coefficient in [72]. As mixed
finite elements is the central numerical method used in this thesis, we refer to [59]
(respectively [94, 98]) for the classical Schwarz algorithm with Robin (the Optimized
Schwarz method with Ventcell) transmission conditions in the mixed formulations
context.
For parabolic equations two approaches can be adopted:
• One possibility is to discretize in time first using an implicit scheme and then
employ the Schwarz method in order to solve the steady problems at each time step.
In this case, it is necessary to use the same time discretization in each subdomain.
The main drawback of this method is that it is very costly in parallel computing, as
information has to be transferred at each time discretization step and on each domain
decomposition iteration.
• Another possibility is to use the space-time domain decomposition method. This
method consists in discretizing differently the time interval for each subdomain
according to its physical properties. We solve on each subdomain the time-dependent
problem over all the time interval, and then space-time boundary information is
exchanged on the space-time interfaces between subdomains at each iteration of the
iterative method. This method allows us to use different numerical schemes in time
(and eventually in space) in different subdomains. The communication cost is then
reduced since the data is transferred over the whole time interval once for each DD
iteration.
In this thesis the space-time domain decomposition method is used.
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In [79, 84], the authors introduce such an approach based on classical transmis-
sions conditions. To accelerate the convergence of this method, it has been proposed
in [75, 76, 124] to use optimized transmission conditions on each space-time interface.
This method is called the Optimized Schwarz Waveform Relaxation (OSWR) method.
In [21, 73, 124], the authors analysed the optimization of the Robin or Ventcell
parameters and in [28, 91, 105] the optimization was extended to discontinuous
coefficients. Extensions to heterogeneous problems and non-matching time grids
were introduced in [29, 74]. The discontinuous Galerkin (DG) method for the time
discretization of the OSWR was introduced in [29, 90, 92, 93] to cope with non-
conforming time grids. A suitable time projection between subdomains was obtained
by a projection algorithm in order to exchange data on the space-time interfaces,
see [77, 78]. The mixed formulation was extended in the context of operator splitting
(see [94, 95, 96, 97, 98]).
The domain decomposition methods presented above can be written into an interface
problem on the interfaces between subdomains. More precisely, for space-time DD
methods, the multidomain problem is transformed into an interface problem on the
space-time interfaces between subdomains. The discrete counterpart of the interface
problem is solved iteratively using the Jacobi iterative method. A Krylov method such
as GMRES can also be used to accelerate the convergence (see [94] in the mixed finite
elements context).
A posteriori error estimates
A posteriori error estimates represent a powerful methodology and have become an
important research domain; we refer for instance to the books [9, 138, 153] and the
references therein. Recall that with a priori error estimates, we estimate the error as
a functions of mesh size and an unknown constant depending on the unknown exact
solution p which cannot generally be computed. This estimation is typically as follows:
|||p− ph||| ≤ C(p)hl , (6)
where h is the mesh size, l ≥ 0 is the order of the method, and C depends on the exact
solution p. Thus C(p)hl is typically not a computable upper bound. Unlike the a priori
error estimates, the a posteriori error estimates are based on bounding the error by
a completely computable upper bound. Indeed, the error between the exact solution
and the approximate solution in an energy norm is estimated by an a posteriori error
estimate which depends on the approximate known solution and known constants only.
For an optimal a posteriori error estimate, several important properties have to be
satisfied:
• the estimator provides a guaranteed upper bound which is fully computable and
features no unknown constant, i.e.
|||p− ph||| ≤ η(Th, ph,uh), (7)
where Th is the mesh and ph and uh are the known approximations (in the con-
text of problem (1)),
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• the ratio of the estimated upper bound and of the error goes to one in the limit:
Ieff :=
η(Th, ph,uh)
|||p− ph|||
→ 1, (8)
• the local components of the estimator ηK(hK , ph|K ,uh|K) where η(Th, ph,uh) = ∑
K∈Th
 
ηK(hK , ph|K ,uh|K)
2
 1
2
must not overestimate the local error in the sense
that they must provide a lower bound of the local error, up to a multiplicative
constant CL. This property is called local efficiency:
CLηK(hK , ph|K ,uh|K)≤ |||p− ph|||K , (9)
• the estimators ηK have to be computable locally in each element K of the
mesh Th,
• the estimates have to distinguish the different error components.
In this thesis, and as mentioned before, locally conservative methods such as the
lowest-order mixed finite elements or cell-centered finite volume methods are em-
ployed. Several studies on a posteriori error estimates for the mixed finite element
methods have been carried out. They began with Alonso [13] and Braess and
Verfürth [32], followed by other work such as [2, 8, 43, 62, 111, 114, 120, 159, 162].
Then, in [139] the authors give a guaranteed but potentially costly bound for a hetero-
geneous diffusion tensor, without local efficiency. A posteriori error estimates are also
studied in [108] with an undetermined constant in the upper bound. In [137] the au-
thors give a posteriori error estimates for the case where the approximate solutions are
conforming in the sense that uh ∈ H(div,Ω) and ph ∈ H1(Ω). Finally, [156] presents a
guaranteed and fully computable upper bound and local efficiency on the energy norm
between the exact solution and the approximate solution for the steady diffusion equa-
tion in extension of the results from the lowest-order mixed finite element case [154].
This upper bound is only based on a conforming potential reconstruction because
the approximate flux is equilibrated and satisfies uh ∈ H(div,Ω). As the approximate
solution of p is piecewise constant in each mesh element, following Arnold and
Brezzi [17], Arbogast and Chen [15], and other references such as [34, 47, 147], a
new approximate solution p̃h which improves the approximation of p is used. Indeed,
an a posteriori error estimate for p − p̃h is given, as p̃h is more regular than ph while
being higher-degree polynomial function. The flux of this postprocessing −S∇p̃h is
equal to uh in the lowest-order case and the mean value of p̃h is equal to ph on each
mesh element. Then, in order to obtain a H1-conforming potential reconstruction,
called sh, we use the averaging operator Iav applied on p̃h following [3, 37, 61, 107]
and the references therein.
For unsteady problems, several works have also been carried out. In [67], Ern
and Vohralík derive a fully computable upper bound for the energy norm augmented
by a dual norm of the time derivative following Verfürth [152]. They give a unified
framework for the heat equation using different numerical schemes covering non-
conforming methods such as mixed finite element methods, various finite volume
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schemes, and discontinuous Galerkin schemes in space and an implicit Euler scheme
in time. A posteriori estimates for conforming finite element methods are also derived.
This upper bound, global-in-space and in time, is established using estimates which are
based on a H1-conforming potential reconstruction in space, continuous and piecewise
affine in time, and where the mean value of the potential reconstruction has to be
linked to the approximate discrete solution on each mesh element. It is also based
on an H(div,Ω)-conforming and locally conservative flux reconstruction in space,
which is piecewise constant in time. In the case of the mixed finite element method,
it is not necessary to build the flux reconstruction since this is already available
from the method. The ideas underlying these flux and potential reconstructions,
presented in [67], are inspired from the estimator reconstructions given for the steady
problem [10, 31, 64, 66, 109, 112, 121, 132, 154, 155, 156, 157], and the references
therein, as at each time step of the unsteady problem, a steady diffusion problem is
solved.
The a posteriori error estimates presented in this thesis are based on [156] for
the steady diffusion equation and on [65, 67] for the unsteady diffusion case. The
crucial difference is that the Robin domain decomposition method does not conserve
the conformity of the flux, nor the conformity of the potential, on the interface. We
first have to build a flux reconstruction which is globally conforming and locally
conservative in each mesh element. The potential reconstruction in the domain and
on the interface is built following the studies proposed above. Secondly, as the domain
decomposition method intervenes in our work, one of the most important questions
that we will study is the following: can we distinguish the domain decomposition
error from the discretization one?
Coupling domain decomposition and a posteriori error estimates
In [130], the authors are interested in the steady diffusion equation where the domain
of computation is divided into different subdomains and where different numerical
methods can be used in different subdomains (different discretization mesh can also
be used in each subdomain giving rise to nonmatching grids on the space interface
between the subdomains). The coupling of these method is done through the mortar
technique where the interfaces are partitioned by a coarse mesh. An equilibrated flux
reconstruction is designed in this context, and it can be seen as a pathway towards flux
reconstruction in domain decomposition methods. Indeed, the challenge is to obtain
a reconstructed flux which is globally H(div,Ω)-conforming and locally conservative.
Under an assumption on the approximate flux, to be weakly continuous across the
interface a reconstructed flux is obtained by solving well-posed local Neumann prob-
lems using mixed finite element methods. It was shown that under the assumptions
proposed by the authors, the Neumann boundary conditions are in equilibrium with
the source term, which leads to well-posed problems. Different error components
are distinguished: the discretization error of the subdomains and the interface errors
coming from the mortar technique.
In [141], a posteriori analysis is introduced for the case of a linear elasticity
problem which is approximated by the finite element method and a non-overlapping
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domain decomposition method such as FETI or BDD. The authors derive an upper
bound for the error where different error components are distinguished: a discretiza-
tion error component and a domain decomposition component. Thus an a posteriori
stopping criterion for the iterative method is derived. In their article, the authors use
the potential solution provided by the Neumann–Neumann DD method to obtain a
natural potential reconstruction. Indeed, local problems with Dirichlet conditions on
the interface are first solved using the finite element method resulting in a natural
potential reconstruction. Then local Neumann problems in the subdomains, with
conforming Neumann conditions on the interface, are solved using BDD in order
to obtain the Neumann compatibility. From that, the authors distinguish the errors
coming from the DD method and the error coming from the discretization method. The
DD component distinguished through the properties of the finite element method is
the difference between the approximate potential solution given by the local Neumann
problem and the natural potential reconstruction given by the Dirichlet problems. This
approach seems to be only possible in the presence of the two types (Dirichlet and
Neumann) of local problems solved on each DD iteration.
Different related a posteriori error estimates have also recently been proposed:
multiscale discretizations [1, 87, 110, 113, 128], discretizations with mortar coupling
for the Galerkin methods and mixed finite element methods [22, 159, 161], and for
multinumerics [23, 50].
The above-described approaches open up the possibility of distinguishing the er-
rors of the DD method in the posteriori estimates, for the Robin DD method in the
mixed finite elements context, which is studied throughout this thesis. In this DD
method, there is no assumption such as that given in [130] and there is no continuity
neither of the potential nor for the flux on the interface, during the DD iterations.
Aims of this thesis
In this thesis, we start from the a posteriori analysis for the diffusion equation and
the heat equation studied respectively in [130] and [67] for the mixed finite element
method. We aim to extend the a posteriori analysis to the case of the Robin transmis-
sion conditions method and then distinguish and separate the different components of
the error in the upper bound at each Jacobi or GMRES domain decomposition itera-
tion. We also aim to extend this theory to the case of:
• different time grids used in each subdomain for the heat equation,
• the two phase flow problem with phase appearance and disappearance, where the
problem at hand is nonlinear (degenerate), so that a new error component stemming
from iterative linearization appears.
Once the estimators have been obtained, we need to answer to the following questions:
• Is the error between the exact solution and numerical solution precisely con-
trolled?
• Can we distinguish all the error components?
• Can we stop the iterations of the domain decomposition method before a usual
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stopping criterion in order to save useless iterations and computing time?
Outline
This thesis is organized as follows:
In Chapter 1, we introduce the steady diffusion equation (1) with different
boundary conditions. The optimized Schwarz domain decomposition method is then
used to solve local subdomain problems iteratively and then transfer information to
the neighbouring subdomains. The mixed finite element discretization is employed
and described since local mass conservation is required. Numerical results comparing
the one-domain solution and the solution resulting from the domain decomposition
method are presented for unstructured triangle meshes and for anisotropic and
heterogeneous diffusion tensors.
In Chapter 2 we derive a posteriori error estimates for problem (1) introduced in
Chapter 1. We derive a fully computable upper bound for the error between the exact
solution p of the partial differential equation and the approximate numerical solution
pk+1
h
in an energy norm, at each iteration k+1 of the DD algorithm. The estimates are
based on the reconstruction techniques for pressures and fluxes as described below.
In order to build the potential reconstructions, the following steps are taken (see
Figure 3): we first construct a postprocessing p̃k+1
h
of pk+1
h
at each iteration of the DD
algorithm. This postprocessing is more regular than the piecewise constant pk+1
h
, being
piecewise quadratic, but it does not lie in the space H1(Ω). For this reason we next
construct a conforming potential sk+1h,i ∈ H
1(Ωi) independently on each subdomain Ωi,
as well as a global conforming potential reconstruction sk+1
h
∈ H1(Ω). We also have to
pk+1
h
p̃k+1
h
|K ∈ P2(K), ∀K ∈ Th
sk+1
h
∈ H1(Ω)
sk+1h,i ∈ H1(Ωi)
Figure 3: Steps to build a potential reconstruction
construct a conforming reconstruction flux σk+1
h
∈ H(div,Ω) which verifies the local
conservation with the source term in each mesh element. We have managed to separate
our estimators into two categories: estimators due to the discretization in space and
estimators due to the domain decomposition. Splitting our estimators into two parts
led us to define an a posteriori stopping criterion for the DD algorithm instead of the
usual domain decomposition stopping criterion. This a posteriori stopping criterion
is satisfied as soon as the domain decomposition error components do not con-
tribute significantly to the overall estimates. Numerical results for the Jacobi iterative
method and the GMRES method show how this technique saves unnecessary iterations.
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In Chapter 3 the unsteady diffusion equation (2) is introduced. As time scales
vary by several degrees of magnitude between different domains in our targeted ap-
plications, the classical domain decomposition method which consists in discretizing
the problem in time, and then applying a domain decomposition algorithm to solve
the stationary problem on each time step, is not well suited here. Namely, when the
same time step is applied for all subdomains, it may become prohibitively small in
terms of the overall cost. For this reason, we propose to use the global-in-time domain
decomposition method where the scales over times are adjusted (independent time dis-
cretization) for each subdomain. Here, local subdomain problems in time are solved
independently in each subdomain, then data is transferred between the neighbouring
subdomain through the space-time interface, see [95] and the references therein. In
this chapter, the heat equation is discretized using the lowest-order mixed finite el-
ement method in space and the lowest-order discontinuous Galerkin scheme in time.
Different error components are identified using the a posteriori error estimates. Bound-
ing the error between the exact solution and the approximate solution in an energy
norm, the domain decomposition, the discretization in time, and the discretization in
space components are identified for the conforming time grids. An a posteriori stop-
ping criterion is defined allowing to save numerous domain decomposition iterations.
The a posteriori estimates presented here are based on:
• a potential reconstruction, H1-conforming (piecewise second-order polynomial)
in space and continuous piecewise affine in time, together with a link between
the mean values of the potential reconstruction and the approximate discrete
solution following [67],
• a locally conservative flux reconstruction, H(div,Ω)-conforming (Raviart–
Thomas of lowest order) in space and piecewise constant in time.
We also extend our theory for the nonconforming time grids in different subdomains,
where the transfer of data between the neighbouring subdomain is done through a
suitable projection. Then, an extension of the a posteriori estimates to the case of
nonconforming time grids is introduced. Numerical results illustrating a nuclear waste
repository are presented both for conforming and nonconforming time grids.
In Chapter 4, we extend the a posteriori error estimates and stopping criteria to
the domain decomposition method for the two-phase flow problem (3). The work
described in this chapter was carried out in the context of the CEMRACS 2016 sum-
mer school, in the collaboration with Elyes Ahmed, Caroline Japhet, Michel Kern, and
Martin Vohralík. The aim of this projet was to extend the approach we adopted for
a posteriori error estimates and stopping criteria presented in Chapter 3 to a non-
linear degenerate parabolic problem in order to obtain significant gains in the total
number of iterations of the global-in-time domain decomposition method. This work is
motivated by ANDRA’s Cigéo project and is part of the ANR project DEDALES. The non-
linear two-phase (water/gas) flow model problem in a porous medium is discretized
by a cell-centered finite volume scheme in space with backward Euler temporal step-
ping. A guaranteed and fully computable upper bound is proven and different error
components are distinguished: discretization in space, discretization in time, domain
decomposition, and linearization, leading to a posteriori stopping criteria of both the
linearization and the DD algorithm.
Chapter 1
Domain decomposition method for
steady diffusion problems in mixed
formulation
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In this section, we describe the Dirichlet-to-Neumann formulation as well as the
optimized Schwarz method [71, 102, 103, 104] in the mixed formulation follow-
ing [94, 95]. For the latter, the difference with [94, 95] is that the method is presented
for unstructured meshes and some numerical results as shown for full and heterege-
neous diffusion tensor.
1.1 The diffusion equation
This chapter presents the mathematical model (1) for a single phase fluid in a porous
medium based on Darcy’s equation:
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u = −S∇p in Ω, (1.1a)
∇·u = f in Ω, (1.1b)
p = gD on Γ
D, (1.1c)
−u · n = gN on ΓN. (1.1d)
In this problem, u is the Darcy fluid velocity and p is the fluid pressure head. We
consider here Ω ⊂ Rd , d = 2,3, a polygonal (polyhedral if d = 3) domain (open,
bounded, and a connected set), and ∂Ω = ΓD∪ΓN is the boundary of the domain
with:
− ΓD: the boundary with a Dirichlet condition gD ∈ H
1
2 (ΓD)∩ C0(ΓD).
− ΓN: the boundary with a Neumann condition gN ∈ L2(ΓN).
We suppose that |ΓD| > 0. An example of domain Ω is given in Figure 1.1.
ΓN ΓN
ΓD
ΓD
Ω
Figure 1.1: Global domain Ω
Furthermore, f ∈ L2(Ω) is the source term, n is the outward unit normal vector to
∂Ω and S is a symmetric, bounded, and uniformly positive definite tensor whose terms
are functions in L∞(Ω). In particular, when d = 2, S is written as:
x ∈ Ω, S(x) =

S11(x) S12(x)
S12(x) S22(x)

. (1.2)
In order to make use of parallel computing, we use domain decomposition methods,
which decompose Ω into non-overlapping subdomains Ωi, i ∈ ¹1,N º, where N de-
notes the total number of subdomains:
Ω =
N
∪
i=1
Ωi . (1.3)
We denote by Γi, j the interface between two adjacent subdomains Ωi and Ω j, and by ni
the outer normal vector to Ωi. The second order elliptic problem (1.1) will in particular
be reduced to smaller problems on each subdomain with appropriate coupling condi-
tions. We assume that this decomposition is geometrically conforming in the sense that
the intersection of the closure of two different subdomains is either a common vertex,
or a common edge, or a common face, or an empty set. In the following section, we
introduce some function spaces which will be used to define the method.
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1.2 Presentation of some function spaces
We present here some basic function spaces following [4, 12, 136, 148]. For a given
non-empty domain D ⊂ Ω, and a real number l, 1 ≤ l ≤ ∞, we employ the standard
functional notations L l(D) and Ll(D) := [L l(D)]d of Lebesgue spaces. We denote
by (·, ·)D the scalar product for L2(D) and L2(D), associated with the norm ‖·‖L2(D),
and by |D| the Lebesgue measure of D. Let 〈·, ·〉γ be the scalar product for the d − 1
dimensional L2(γ) on γ= ∂ D or its subset.
Let H1(D) be the Sobolev space defined as:
H1(D) := {v ∈ L2(D); ∇v ∈ L2(D)}, (1.4)
with the associated norm:
‖v‖2
H1(D)
:= ‖v‖2
L2(D)
+ ‖∇v‖2
L2(D)
. (1.5)
Next, H(div, D) is the space of vector functions whose weak divergence is square inte-
grable:
H(div, D) := {v ∈ L2(D); ∇·v ∈ L2(D)}, (1.6)
associated with the following norm:
‖v‖2H(div,D) := ‖v‖
2
L2(D)
+ ‖∇·v‖2
L2(D)
. (1.7)
As Ω is decomposed into subdomains (1.3), we introduce local spaces which are the
restrictions of these previous spaces on each subdomain, by assuming that D = Ωi,
∀i ∈ ¹1,N º:
Mi := L
2(Ωi), (1.8a)
Wi := H(div,Ωi). (1.8b)
Recall that if v ∈ H(div, D), then in general v · n /∈ L2(∂ D), but verify v · n ∈ H−
1
2 (∂ D).
For the coupling (Robin) conditions considered in the sequel, we need a greater regu-
larity [59]. Thus we define the following space:
Wi := {v ∈Wi; v · ni ∈ L2(∂Ωi)}. (1.9)
We define from the Neumann condition on ΓN the following sets:
WgN
i
:= {v ∈Wi; v · ni = gN on ΓN ∩ ∂Ωi}, (1.10a)
W0i := {v ∈Wi; v · ni = 0 on Γ
N ∩ ∂Ωi}. (1.10b)
The space Wi is associated with the following norm:
‖v‖2
Wi
:= ‖v‖2
L2(Ωi)
+ ‖∇·v‖2
L2(Ωi)
+ ‖v · ni‖2L2(∂ Ωi), (1.11)
for Robin boundary conditions on ∂Ωi.
For the sake of simplicity, we will first consider a decomposition of Ω into two non-
overlapping subdomains (N = 2) and then the case of multiple subdomains will be
presented.
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1.3 The two-subdomain DD case in the mixed formulation
In this section, we introduce two equivalent formulations of problem (1.1) using do-
main decomposition methods: the Dirichlet-to-Neumann formulation and the Robin-
to-Robin formulation. The Dirichlet-to-Neumann method is based on physical trans-
mission conditions, whereas the Robin-to-Robin method is based on Robin transmis-
sion conditions. For simplicity, we present these methods for the two-subdomain case,
where N = 2. For example, starting from Figure 1.1, we decompose Ω into two non-
overlapping subdomains Ω1 and Ω2 as illustrated in Figure 1.2. We denote the interface
by Γ1,2. As the problems in the subdomains are locally similar in native to the original
problem, we will be able to solve all of them using the same solver.
ΓD
ΓD
ΓN ΓNΓ1,2
Ω1 Ω2
Figure 1.2: Partition of the domain Ω into two subdomains Ω1 and Ω2
Links with the global formulation
Theorem 1.1 (Continuity of traces in H1(Ω)). Let Ω be a domain divided into two
subdomains: Ω = Ω1∪Ω2, Ω1 ∩ Ω2 = ;, and Γ1,2 = ∂Ω1 ∩ ∂Ω2. For p ∈ H1(Ω), let
pi = p|Ωi , i = 1,2. Then (see [116, 135]),
p ∈ H1(Ω) ⇐⇒
¨
pi ∈ H1(Ωi), i = 1,2,
p1 = p2 on Γ in the H
1/2(Γ1,2)⊂ L2(Γ1,2) sense.
Theorem 1.2 (Continuity of normal traces in H(div,Ω)). Let Ω as in Theorem 1.1. For
u ∈ H(div,Ω), let ui = u|Ωi , i = 1,2. Then (see [116, 135]),
u ∈ H(div,Ω) ⇐⇒
¨
ui ∈ H(div,Ωi), i = 1,2,
u1 · n1 = u2 · n1 on Γ1,2 in the (H001/2(Γ1,2))′ sense,
where for a smooth interface Γ1,2, the space (H00
1/2(Γ1,2))
′ denotes the dual space of
H00
1/2(Γ1,2). Recall that the space H00
1/2(Γ1,2) consists of those elements v ∈ H1/2(Γ1,2)
whose extension ṽ of v by zero to all ∂Ωi belongs to H
1/2(∂Ωi) [116].
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1.3.1 Multidomain formulation with physical transmission conditions
The problem (1.1) can be reformulated as an equivalent multidomain problem consist-
ing of the following subdomain problems, ∀i = 1,2:
ui = −S∇pi in Ωi, (1.12a)
∇·ui = f in Ωi, (1.12b)
pi = gD on Γ
D ∩ ∂Ωi, (1.12c)
−ui · ni = gN on ΓN ∩ ∂Ωi, (1.12d)
together with the transmission conditions on the interface, based on Theorems 1.1
and 1.2:
p1 = p2 on Γ1,2, (1.13a)
u1 · n1 = u2 · n1 on Γ1,2. (1.13b)
Recall that n1 is the normal vector on Γ1,2 pointing from Ω1 to Ω2 with n2 = −n1.
Equations (1.13a)–(1.13b) are the physical transmission conditions for the flux u and
the pressure head p on the interface Γ1,2. These equations ensure the continuity of the
global solution p and the continuity of the normal trace of u on Γ1,2.
For this method, an interface operator is used to reformulate the multidomain problem
as a problem where the unkowns are located only on the interface. This operator is
called the Steklov–Poincaré (Dirichlet-to-Neumann) operator, see e.g. [135].
The Steklov–Poincaré (Dirichlet-to-Neumann) operator
In order to solve the split formulation (1.12) with the transmission conditions (1.13)
on the interface, we introduce the problem in Ωi, i = 1,2, as:
ui = −S∇pi in Ωi, (1.14a)
∇·ui = f in Ωi, (1.14b)
pi = gD on Γ
D ∩ ∂Ωi, (1.14c)
−ui · ni = gN on ΓN ∩ ∂Ωi, (1.14d)
pi = λ on Γ1,2, (1.14e)
where λ is a given function on Γ1,2. Therefore, if (p1,u1) and (p2,u2) are the solutions
of (1.14), for i = 1 and i = 2 respectively, then p1 = λ = p2 on Γ1,2, and thus the
condition (1.13a) is satisfied. Let Vi = L2(Ωi)× L2(ΓD ∩ ∂Ωi)× L2(ΓN∩ ∂Ωi), i = 1,2.
We introduce the following linear operator for i = 1,2:
SDtNi : L
2(Γ1,2)×Vi → L2(Γ1,2)
(ξi,Fi) 7→ ui · ni|Γ1,2 ,
(1.15)
where (pi ,ui) is the solution of problem (1.14) in the L
2(Ωi) ×W
gN
i
space. Here
Fi = ( f |Ωi , gD|ΓD∩∂Ωi , gN|ΓN∩∂Ωi) represents all the physical source terms except the
one on the interface which is represented separately by the given function λ. From the
definition of SDtNi , the second condition (1.13b) can be written as:
SDtN1 (λ,F1) +S
DtN
2 (λ,F2) = 0. (1.16)
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By linearity, SDtNi can be separated into two parts. The first part depends on λ and the
second part depends on the source term and the boundary conditions denoted by Fi:
2∑
i=1
SDtNi (λ, 0) = −
2∑
i=1
SDtNi (0,Fi). (1.17)
In other words, for i = 1,2, ui can be written as:
ui = u
0
i + u
⋆
i , (1.18)
where u0i and u
⋆
i are respectively the solutions of the following problems:
u0i = −S∇p
0
i in Ωi, (1.19a)
∇·u0i = 0 in Ωi, (1.19b)
p0i = 0 on Γ
D ∩ ∂Ωi , (1.19c)
−u0i · ni = 0 on ΓN ∩ ∂Ωi, (1.19d)
p0i = λ on Γ1,2, (1.19e)
and
u⋆i = −S∇p
⋆
i in Ωi, (1.20a)
∇·u⋆i = f in Ωi, (1.20b)
p⋆i = gD on Γ
D ∩ ∂Ωi, (1.20c)
−u⋆i · ni = gN on Γ
N ∩ ∂Ωi, (1.20d)
p⋆i = 0 on Γ1,2. (1.20e)
Therefore, we can rewrite the problem (1.12)–(1.13) as the following equivalent inter-
face problem:
SDtNλ= χ , (1.21)
where
χ = −
2∑
i=1
u⋆i · ni, (1.22)
and
SDtNλ=
2∑
i=1
u0i · ni. (1.23)
Another method is to rewrite (1.13) as equivalent Robin conditions and then use a
Robin-to-Robin interface operator.
1.3.2 Multidomain formulation with Robin transmission conditions
The physical conditions (1.13a)–(1.13b) introduced previously can be replaced by
other equivalent conditions, namely Robin transmission conditions [59, 95]:
−β1,2u1 · n1 + p1 = −β1,2u2 · n1 + p2 on Γ1,2, (1.24a)
−β2,1u2 · n2 + p2 = −β2,1u1 · n2 + p1 on Γ1,2, (1.24b)
where β1,2 > 0 and β2,1 > 0 are fixed parameters; a Robin condition is a combination
of Dirichlet and Neumann conditions.
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Proof. First, observe that the implication (1.13a)–(1.13b)⇒(1.24a)–(1.24b) is obvi-
ous. Next, we know that n2 = −n1. Thus, we multiply (1.24a) by β2,1 and (1.24b) by
β1,2 respectively, and then subtract (1.24b) from (1.24a). We obtain:
β2,1p1 − β1,2p2 = β2,1p2 − β1,2p1.
Therefore, as β1,2 + β2,1 6= 0, then (β1,2 + β2,1)(p1 − p2) = 0 ⇐⇒ p1 = p2 on Γ1,2. By
replacing p1 by p2 in the equation (1.24a), we obtain u1 · n1 = u2 · n1.
The Robin-to-Robin operator
In order to solve the split formulation (1.12) with the Robin transmission condi-
tions (1.24a)–(1.24b) on the interface, we introduce the problem for Ωi, i = 1,2,
and where j = 3− i, as follows:
ui = −S∇pi in Ωi, (1.25a)
∇·ui = f in Ωi, (1.25b)
pi = gD on Γ
D ∩ ∂Ωi, (1.25c)
−ui · ni = gN on ΓN ∩ ∂Ωi, (1.25d)
−βi, jui · ni + pi = ξi on Γ1,2, (1.25e)
where ξi is a given function on Γ1,2. Then, for i = 1,2, we introduce the following
operator:
SRtRi : L
2(Γ1,2)×Vi → L2(Γ1,2)
(ξi,Fi) 7→ −β j,iui · n j |Γ1,2 + pi,
(1.26)
where ui and pi are the solutions of (1.25) andFi = ( f |Ωi , gD|ΓD∩∂Ωi , gN|ΓN∩∂Ωi ) repre-
sents all the physical source terms except the one on the interface, which is represented
separately by the function ξi . From the definition of S
RtR
i , the problem (1.12) with the
Robin transmission conditions (1.24a)–(1.24b) can be written in the equivalent form:
ξ1 = S
RtR
2 (ξ2,F2) on Γ1,2, (1.27a)
ξ2 = S
RtR
1 (ξ1,F1) on Γ1,2, (1.27b)
or in compact form,
SRtR

ξ1
ξ2

=χR on Γ1,2, (1.28)
where SRtR := I − S̃RtR, and
S̃
RtR

ξ1
ξ2

=

SRtR2 (ξ2, 0)
SRtR1 (ξ1, 0)

, χR =

SRtR2 (0,F2)
SRtR1 (0,F1)

. (1.29)
In this work, we use the domain decomposition method based on Robin transmis-
sion conditions since the parameters β1,2 and β2,1 can be optimized to improve the
convergence rate of the iterative scheme [71, 102, 103, 104]. This method is known
as the Optimized Schwarz Method, see [71] for an overview of this method.
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1.4 The case of many subdomains using the Optimized
Schwarz Method
In this section, we present the optimized Schwarz method to the multidomain case [57,
51, 71, 102, 103, 104]. More precisely, the interface problem is based on [51]. We
now suppose that Ω is decomposed into more than two subdomains as in (1.3), such
that Ωi is a polygon for d = 2 (polyhedron if d = 3). For all i ∈ ¹1,N º, let:
ΓNi = Γ
N ∩ ∂Ωi and ΓDi = Γ
D ∩ ∂Ωi. (1.30)
Let Bi be the set of neighbors of the subdomain Ωi that share at least one edge with Ωi
(face for d = 3), let B̃i be the set of neighbors of the subdomain Ωi that share at least
one vertex with Ωi, and let |Bi | and |B̃i | be the cardinality of these sets. Using this
notation, we introduce:
Γi, j = ∂Ωi ∩ ∂Ω j, ∀ j ∈ Bi , (1.31)
Γi = ∪
j∈Bi
Γi, j , (1.32)
and
∂Ωi = Γ
N
i ∪Γ
D
i ∪Γi . (1.33)
We also introduce the spaces:
Lp(Γi) =
∏
j∈Bi
Lp(Γi, j) and L
p(Γ) =
N∏
i=1
Lp(Γi). (1.34)
Let βi, j > 0, j ∈ Bi , i = ¹1,N º be the Robin parameters. Then, solving the subdomain
problem for i = ¹1,N º:
ui = −S∇pi in Ωi, (1.35a)
∇·ui = f in Ωi, (1.35b)
pi = gD on Γ
D
i , (1.35c)
−ui · ni = gN on ΓNi , (1.35d)
−βi, jui · ni + pi = −βi, ju j · ni + p j on Γi, j , ∀ j ∈ Bi , (1.35e)
is equivalent to solving the original problem (1.1). As shown on the two-subdomain
case (1.24), the two Robin conditions on Γi, j are:
−βi, jui · ni + pi = −βi, ju j · ni + p j on Γi, j , (1.36a)
−β j,iu j · n j + p j = −β j,iui · n j + pi on Γi, j . (1.36b)
In order to introduce the Robin-to-Robin operator, we first make the following remark:
Remark 1.3. Note that the condition (1.36b) is the Robin condition of the subdomain
problem in Ω j, j ∈ Bi . Using n j =−ni, the right-hand side in (1.36b) can also be written
as:
β j,iui · ni + pi on Γi, j. (1.37)
Now, in (1.37), if pi ∈ L2(Ωi), then pi |Γi, j /∈ L
2(Γi, j) and is defined through the Robin
condition in Ωi: −βi, jui · ni + pi = ξi, j , that is
pi |Γi, j = ξi, j + βi, jui · ni. (1.38)
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As in the previous section, let Vi = L2(Ωi)× L2(ΓDi )× L
2(ΓNi ) for i ∈ ¹1,N º. We
now introduce the subproblem solution operator for Ωi, i ∈ ¹1,N º, as follows:
Mi : L2(Γi)×Vi → L2(Γi)× L2(Ωi)×W
gN
i
(ξi,F i) 7→ (ξi, pi ,ui),
(1.39)
where ξi =

ξi, j

j∈Bi , Fi = ( f |Ωi , gD|ΓDi , gN|ΓNi ), and where (pi,ui) is the solution of
the following problem in Ωi:
ui = −S∇pi in Ωi, (1.40a)
∇·ui = f in Ωi, (1.40b)
pi = gD on Γ
D
i , (1.40c)
−ui · ni = gN on ΓNi , (1.40d)
−βi, jui · ni + pi = ξi, j on Γi, j , ∀ j ∈ Bi . (1.40e)
Using Remark 1.3, we also introduce:
Ri : L2(Γi)× L2(Ωi)×W
gN
i
→ L2(Γi)
(ξi, pi ,ui) 7→

β j,iui · ni + (ξi, j + βi, jui · ni)

j∈Bi .
(1.41)
We now introduce the Robin-to-Robin operator defined as:
SRtRi =Ri ◦Mi : L2(Γi)×Vi → L2(Γi). (1.42)
In the case N = 2, this operator is the one of the previous section.
Then, the subproblems (1.35e) lead to the equivalent interface problem:
Find (ξ1, . . . ,ξN ) ∈ L2(Γ1)× . . .× L2(ΓN ) such that:
(ξi) j = (S
RtR
j (ξ j,F j))i, ∀ j ∈ B
i , ∀i ∈ ¹1,N º. (1.43)
UsingM j(ξ j,F j) =M j(ξ j ,0) +M j(0,F j) and the linearity of Ri, we obtain:
SRtRj (ξ j,F j) =R j(M j(ξ j,F j))
=R j(M j(ξ j,0)) +R j(M j(0,F j))
= SRtRj (ξ j ,0)+S
RtR
j (0,F j).
(1.44)
Hence, (1.43) can be rewritten as:
(ξi) j − (SRtRj (ξ j ,0))i = (SRtRj (0,F j))i, ∀ j ∈ Bi , ∀i ∈ ¹1,N º. (1.45)
Finally, our interface problem is:
SRtRξ =χR. (1.46)
The interface problem is usually solved by iterative methods, for example: Jacobi,
GMRES. For the sake of simplicity, the Jacobi iterative method is explained in the fol-
lowing section but a numerical result for GMRES will be presented.
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1.4.1 Local solver of the Jacobi method
The Jacobi algorithm applied to the interface problem (1.46) is equivalent to solving
iteratively local subdomain problems and then transfer information to the neighboring
subdomain, at each iteration. More precisely, let Ωi be a subdomain of Ω, and let
k be the iteration index. Then, applying the Jacobi algorithm to (1.46) leads to the
following algorithm: for k ≥ 0, at iteration k+1, we are looking for the solutions pk+1
i
and uk+1
i
in subdomain Ωi such that:
uk+1
i
= −S∇pk+1
i
in Ωi, (1.47a)
∇·uk+1
i
= f in Ωi, (1.47b)
pk+1
i
= gD on Γ
D
i , (1.47c)
−uk+1
i
· ni = gN on ΓNi , (1.47d)
−βi, juk+1i · ni + p
k+1
i
= gkR, j on Γi, j, ∀ j ∈ B
i , (1.47e)
where gkR, j := −βi, ju
k
j ·ni+p
k
j for k ≥ 1 is the information coming from the neighboring
subdomain Ω j, j ∈ Bi , at step k of the Jacobi algorithm. More precisely, pkj and u
k
j were
computed at iteration k on Ω j. This algorithm starts from an initial guess g
0
R, j which is
a given function in L2(Γi, j), j ∈ Bi , 1≤ i ≤N (see [59] for the convergence analysis).
Remark 1.4. Note that the continuity of the normal traces ui · ni = u j · ni and of the
pressure pi = p j will be verified only at convergence of the DD algorithm.
In order to derive a posteriori error estimates and an acceleration technique by
defining a stopping criterion, we first make a discretization of the problem. In the next
section, we detail the discretization using the mixed finite element method at step k+1
of the domain decomposition method.
1.5 The local solver in the mixed finite element formulation
We first write the weak formulation of problem (1.47).
1.5.1 Continuous problem: weak mixed formulation
In order to write the variational formulation in the mixed form for the problem (1.47)
at iteration k + 1 of the DD algorithm, we use the following spaces defined in Sec-
tion 1.2: Mi , Wi, Wi, W
gN
i
, and W0i . We first multiply the equation (1.47a) by a test
function vi ∈W0i and then integrate over Ωi. Green’s formula is then applied:
∫
Ωi
(S−1uk+1
i
) · vi dx =
∫
Ωi
pk+1
i
∇·vi dx−
∫
∂Ωi
pk+1
i
vi · ni dγ, (1.48)
so that,
∫
Ωi
(S−1uk+1
i
) · vi dx−
∫
Ωi
pk+1
i
∇·vi dx =−
∫
ΓD
i
pk+1
i
vi · ni dγ−
∫
ΓN
i
pk+1
i
vi · ni dγ
−
∑
j∈Bi
∫
Γi, j
pk+1
i
vi · ni dγ.
(1.49)
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In equation (1.49), we do not know the value of pk+1
i
on Γi, j and we do not know how
to reformulate it in the mixed formulation as pi ∈ Mi . Therefore, we will use Robin
condition (1.47e), and replace pk+1
i
on Γi, j by:
pk+1
i
= βi, ju
k+1
i
· ni + gkR, j.
Also, using the fact that vi ∈W0i , thus vi · n = 0 on Γ
N, we obtain:
∫
Ωi
(S−1uk+1
i
) · vi dx+
∑
j∈Bi
∫
Γi, j
(βi, ju
k+1
i
· ni)(vi · ni)dγ−
∫
Ωi
pk+1
i
∇·vi dx =
−
∫
ΓD
i
gDvi · ni dγ−
∑
j∈Bi
∫
Γi, j
gkR, jvi · ni dγ, ∀vi ∈W
0
i .
(1.50)
Problem (1.50) is the weak formulation of the local problem in Ωi. In order to write
the DD algorithm, we give below the computation of the second term on the right-hand
side of (1.50), for j ∈ Bi :
∫
Γi, j
gkR, jvi · ni dγ =
∫
Γi, j
(−βi, jukj · ni + pkj )vi · ni dγ
=
∫
Γi, j
−βi, j(ukj · ni)vi · ni dγ+
∫
Γi, j
pkj vi · ni dγ, (1.51)
where ukj · ni and p
k
j , defined on the interface Γi, j, were computed at iteration k and
coming from the neighboring subdomain Ω j. In (1.51), the term
∫
Γi, j
pkj vi · ni dγ is
computed using the transmission condition of Ω j on Γi, j:
∫
Γi, j
pkj vi · nidγ=
∫
Γi, j
(β j,iu
k
j · n j + g
k−1
R,i )vi · nidγ. (1.52)
Consequently, using (1.51), (1.52), and n j = −ni, we have:
〈gkR, j,vi · ni〉Γi, j =
∫
Γi, j
βi, j(u
k
j · n j)vi · ni dγ+
∫
Γi, j
(β j,iu
k
j · n j + gk−1R,i )vi · ni dγ. (1.53)
Equation (1.50) together with (1.53) correspond to the kth iteration of the Jacobi al-
gorithm applied to the interface problem (1.46).
Remark 1.5. For a basis function vi associated to an edge on Γi, j (in particular vi = 0
on ∂Ωi\Γi, j), the term
∫
Γi, j
pkj vi · nidγ can be computed either by (1.52) or using (1.49)
(replacing i by j and replacing k+ 1 by k):
∫
Γi, j
pkj vi · ni dγ = −
∫
Γi, j
pkj vi · n j dγ =
∫
Ω j
(S−1ukj ) · vi dx−
∫
Ω j
pkj∇·vi dx. (1.54)
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Next, we multiply the equation (1.47b) by a test function qi ∈ Mi and we integrate
over Ωi. We obtain:
∫
Ωi
∇·uk+1
i
qi dx=
∫
Ωi
f qi dx, ∀qi ∈ Mi . (1.55)
The dual mixed variational formulation of problem (1.47) can be written as: find
uk+1
i
∈WgN
i
and pk+1
i
∈ Mi such that:
(S−1uk+1
i
,vi)Ωi +
∑
j∈Bi
〈βi, juk+1i · ni,vi · ni〉Γi, j − (p
k+1
i
,∇·vi)Ωi = ℓ
k
i (vi), ∀vi ∈W0i ,
(1.56a)
(∇·uk+1
i
,qi)Ωi = ( f ,qi)Ωi , ∀qi ∈ Mi ,
(1.56b)
where ℓki is a linear form defined as:
ℓki : W
0
i 7−→ R, ℓ
k
i (v) = −〈gD,v · ni〉ΓDi −
∑
j∈Bi
〈gkR, j ,v · ni〉Γi, j , (1.57)
and where 〈gkR, j ,v · ni〉Γi, j is defined by (1.53), for j ∈ B
i . Note that, in gen-
eral, 〈βi, juk+1i · ni,vi · ni〉Γi, j does not make sense because vi · ni ∈ H
− 1
2 (∂Ωi) and
uk+1
i
·ni ∈ H−
1
2 (∂Ωi). But in our case, 〈βi, juk+1i ·ni ,vi ·ni〉Γi, j is well defined because we
suppose vi · ni ∈ L2(∂Ωi) and uk+1i · ni ∈ L
2(∂Ωi), using the space Wi, vi ∈W0i ⊂Wi.
Therefore, we have more regularity and the integral is defined in the L2(∂Ωi) sense.
We introduce the following bilinear forms ai and bi:
ai : W
gN
i
×W0i 7−→ R, ai(u,v) = (S
−1u,v)Ωi +
∑
j∈Bi
〈βi, ju · ni,v · ni〉Γi, j , (1.58a)
bi : W
0
i ×Mi 7−→ R, bi(v, p) = (p,∇·v)Ωi . (1.58b)
The new form of the abstract variational formulation (1.56) for the mixed prob-
lem (1.47) is: find uk+1
i
∈WgN
i
and pk+1
i
∈ Mi such that:
ai(u
k+1
i
,vi)− bi(vi, pk+1i ) = ℓ
k
i (vi), ∀vi ∈W
0
i , (1.59a)
bi(u
k+1
i
,qi) = ( f ,qi)Ωi , ∀qi ∈ Mi . (1.59b)
1.5.2 Discrete problem: approximation by the mixed finite element
method
Many different numerical methods for the discretization of partial differential equa-
tions can be used to approximate their solution. The conservative cell-centered tech-
niques, as the mixed finite element method, mixed hybrid finite element method, or
finite volume method are suitable here because they give the conservation of mass
which is essential in our application. In this work, we will use the mixed finite element
method with the lowest-order Raviart–Thomas–Nédélec space [136, 142]. Therefore,
the scalar variable p is approximated in L2 by a constant in each element of the mesh,
and the vector function u is approximated in H(div) by functions such that the diver-
gence is constant on each element and the normal trace is constant over the edges
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in two dimensions and faces in three dimensions. Having the weak mixed formula-
tion (1.59), we can apply the mixed finite element method, by replacing the spaces Mi
and Wi by their finite-dimensional subspaces Mh,i and Wh,i.
1.5.2.1 Triangulation and notation
We define Th :=
N
∪
i=1
Th,i, where Th,i is a regular triangulation, ∀i ∈ ¹1,N º, of the
polygonal subdomain Ωi, such that Ωi = ∪
K∈Th,i
K , with card(Th,i) the number of tri-
angles (tetrahedra if d=3) in the i-th subdomain. We suppose that Th,i is a matching
mesh, i.e., such that if K , K ′ ∈ Th,i, K 6= K ′, then K ∩ K ′ is either an empty set or a
common vertex or edge or face. For simplicity, we also assume that Th is conforming.
We denote the set of all faces (edges if d = 2) of Th,i by Eh,i , and the set of all faces of K
by EK . E inth,i is the set of interior faces, E
ext
h,i = E
ΓD
h,i ∪E
ΓN
h,i is the set of boundary faces on
∂Ω∩ ∂Ωi, and E
Γi,j
h
is the set of sides on Γi, j . We then set Eh,i := ( ∪
j∈Bi
E Γi,j
h
)∪E inth,i ∪E
ext
h,i .
Let hK denote the diameter of K and let hi be the largest diameter of all triangles (tetra-
hedra if d=3) in Th,i , i.e., hi = max
K∈Th,i
hK . The set of vertices will be denoted by Vh; it
is decomposed into interior vertices V inth , vertices located on the boundaries V
ΓD
h , V
ΓN
h ,
or V ΓD∩ΓNh := V
ΓD
h ∩ V
ΓN
h and vertices located on the interface Γi, j denoted by V
Γi,j
h
,
i < j, i, j ∈ ¹1,N º. We denote the set of verticies a ⊂ ∂ Γi, j by V
∂ Γi,j
h
, and the set of
verticies a⊂ Γi, j\(∂ Γi, j) by V
Γi,j\(∂ Γi,j)
h
. Let Ia be the set of interfaces Γi, j that share the
vertex a ∈ V ∂ Γi,j
h
, i.e.:
Ia := {Γi, j : i < j, i, j ∈ ¹1,N º,a ∈ V
∂ Γi,j
h
}, (1.60)
as shown in Figure 1.3 for the case of a decomposition of Ω into four subdomains,
where Ia = {Γ1,2, Γ1,3, Γ2,4, Γ3,4, }. Let |Ia| be the cardinality of this set and I ra the r th
interface in Ia sharing a.
Ω1 Ω2
Ω3 Ω4
Γ1,2
Γ1,3 Γ2,4
Γ3,4
a
Figure 1.3: Intersection of the interfaces Γ1,2, Γ1,3, Γ2,4, and Γ3,4 at vertex a
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We denote the set of all the elements sharing the node a by Ta:
Ta := {K ∈ Th; a ∈ K}
=
N
∪
i=1
{K ∈ Th,i; a ∈ K}
=
N
∪
i=1
T ia ,
(1.61)
where T ia is the set of all elements in the subdomain Ωi sharing the node a. |Ta| and
|T ia | are the number of such elements. In the example of Figure 1.4, we have :
Ta =
4
∪
i=1
T ia = {K1, K2} ∪ {K3, K4} ∪ {K5, K6} ∪ {K7, K8}.
TaΩ1 Ω2
Ω3 Ω4
K1
K2 K3
K4
K5
K6K7
K8
a
Figure 1.4: Patch Ta of the elements which share the node a
As we suppose that Ωi is polygonal, for each integrable function f defined on Ωi,
we have: ∫
Ωi
f (x)dx=
∑
K∈Th,i
∫
K
f (x)dx. (1.62)
1.5.2.2 Finite-dimensional spaces for the mixed finite element method
Let Mh,i ×Wh,i ⊂ L2(Ωi) × H(div,Ωi) be the Raviart–Thomas–Nédélec mixed finite
element space of order 0.
⊲ Mh,i space
Mh,i is the space of functions ph,i in L
2(Ωi) such that:
Mh,i := {ph,i ∈ L2(Ωi); ∀K ∈ Th,i, ph,i |K ∈ P
0(K)}, (1.63)
where P0(K) is the space of polynomials of degree 0, i.e., which are constant in K . The
dimension of this space is dim Mh,i= Card (Th,i)= number of elements in Th,i.
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– A basis of Mh,i is the polynomial function of degree 0, defined on each element, and
denoted by {χK}K∈Th,i , where:
χK(x) =
¨
1 i f x ∈ K ,
0 otherwise.
(1.64)
– The approximate scalar solution ph,i ∈ Mh,i has a unique representation:
ph,i(x) =
∑
K∈Th,i
pKχK(x) for x ∈ Ωi, (1.65)
where pK are the unknowns over the element K for all K ∈ Th,i, also called the degrees
of freedom of the pressure head.
⊲ Wh,i space
We first define the Raviart–Thomas–Nédélec vectorial field space of degree zero on a
given simplex. It has dimension (d + 1) in Rd and is defined locally over an element
K ∈ Th,i:
RTN0(K) := [P0(K)]
d + xP0(K), x ∈ Rd . (1.66)
For d = 2, a vector field vh ∈ RTN0(K) in a point x of K where x ∈ R2 can be written
as:
vh =

aK
bK

+ dK

x
y

; where (aK , bK , dK) ∈ R3, (1.67)
and for d = 3, vh is written as:
vh =


aK
bK
cK

+ dK


x
y
z

 ; where (aK , bK , cK , dK) ∈ R4. (1.68)
To have the property of continuity of the normal traces over the edges of the mesh Th,i
we use the space Wh,i ⊂ H(div,Ωi) defined as follows:
Wh,i = RTN0(Th,i) := {uh,i ∈ H(div,Ωi) : uh,i |K ∈ RTN0(K), ∀K ∈ Th,i}. (1.69)
The most important properties of this space are:
• dim Wh,i= card (Eh,i)=number of all the sides of Th,i,
• ∇·uh,i |K ∈ P0(K) ∀K ∈ Th,i,
• uh,i · ne ∈ P0(e), ∀ e ∈ Eh,i .
– Let K and K ′ be two adjacent triangles (tetrahedrons if d=3) that share the
edge e (face if d=3). We call xK,e the vertex opposite to edge e (face if d=3) in
triangle K (tetrahedron if d=3), and xK ′,e the vertex opposite to edge e (face if d=3)
in triangle K ′ (tetrahedron if d=3). We fix the normal ne on e, and we suppose that
it is oriented from K to K ′, see Figure 1.5. There is a basis function of the space
RTN0(Th,i), associated with the edge e ∈ E inth,i (face if d=3), defined on K ∪K
′, and
denoted ψe:
ψe(x) =
1
d |K |
−−→xK,ex=
1
d |K |(x− xK,e) for x ∈ K , (1.70a)
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ψe(x) =
1
d |K ′|
−−−→xxK ′,e =
1
d |K ′|(xK ′,e − x) for x ∈ K
′, (1.70b)
ψe(x) = 0 otherwise, (1.70c)
see Figure 1.6 for a representation of ψe on K , in 2D.
K
K ′
e ne
xK,e
Figure 1.5: The normal of the edge e of the triangle K
Let e ⊂ ∂Ω∪∂Ωi, and let ne = n be the normal on the edge e, where n is the
exterior normal of Ω. In this case, ψe(x) is equal to (1.70a) if x ∈ K and (1.70c)
otherwise.
    
   
K
ψe|K e
xK,e
Figure 1.6: Flux through the edge e of the triangle K
Some consequence of ψe:
• For the basis {ψe}e∈Eh,i of the space Wh,i, we have:
∫
e′
ψe · ne′dγ = δe,e′, e, e′ ∈ Eh,i . (1.71)
In fact, if e = e′ :
〈ψe · ne, 1〉e =
∫
e
ψe · ne dγ = 〈ψe · nK , 1〉∂ K = (∇·ψe, 1)K = (
1
|K | , 1)K = 1,
and ψe · ne′ = 0 if e′, e ∈ EK and e′ 6= e.
• Because of 〈ψe|K ·ne, 1〉e = 〈ψe|K ′ ·ne, 1〉e = 1, the normal trace is continuous through
the edge e. Thus, the jump is zero [ψe · ne] = 0.
– The approximate vector solution uh,i ∈ Wh,i has a unique representation as
follows:
uh,i(x) =
∑
e∈Eh,i
ueψe(x), for x ∈ Ωi, (1.72)
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ψe|K ′
ψe|K e
Figure 1.7: Flux through edge e in K and K ′
where ue are the degrees of freedom and are defined as the normal flux, which is an
approximation of the vector flow ui over edge e ∈ Eh,i:
ue =
∫
e
uh,i · nedγ. (1.73)
⊲ Degrees of freedom in Mh,i ×Wh,i
For a single mesh element K (for d = 2), the local degrees of freedom of Wh,i are
represented by the arrows over the edges. The degree of freedom of Mh,i is represented
by the bullet in the triangle, as illustrated in Figure 1.8.
Figure 1.8: Degrees of freedom in Mh,i ×Wh,i for a single mesh element
⊲ Mh and Wh spaces
We set Mh := ⊕Ni=1Mh,i and Wh := ⊕Ni=1Wh,i. As noticed in Remark 1.4, the normal
traces of the vectors in Wh and the pressure in Mh are continuous across the sides
between two triangles in each subdomain Ωi but not across the interfaces in Γi at each
iteration of the DD algorithm. Only at convergence of the DD algorithm, the continuity
of the normal traces and the pressure will be satisfied.
1.5.2.3 Approximation of the local problem
We define the approximation gh,N of the function gN as a piecewise constant function
on each edge e ⊂ ΓN:
gh,N|e :=
1
|e|
∫
e
gNdγ for each e ⊂ ΓN of length |e|. (1.74)
We define the two following sets:
W
gh,N
h,i := {wh,i ∈Wh,i; wh,i · n = gh,N on Γ
N
i }, (1.75a)
W0
h,i := {wh,i ∈Wh,i; wh,i · n = 0 on Γ
N
i }. (1.75b)
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The discrete counterpart of (1.59) reads: find uk+1
h,i ∈W
gh,N
h,i and p
k+1
h,i ∈ Mh,i such that:
ai(u
k+1
h,i ,vh,i)− bi(vh,i, p
k+1
h,i ) = ℓ
k
i (vh,i), ∀vh,i ∈W
0
h,i, (1.76a)
bi(u
k+1
h,i ,qh,i) = ( f ,qh,i)Ωi , ∀qh,i ∈ Mh,i , (1.76b)
where the linear form ℓki is defined in (1.57) and the bilinear forms ai and bi are
defined in (1.58). Problem (1.76) can be written as an equivalent linear system that
we detail below.
1.5.2.4 System of linear equations
For all e ∈ Eh,i , e ⊂ ΓNi , the discrete Neumann condition can be written as:
uk+1e =
∫
e
uk+1
h
· nedγ =
∫
e
gNdγ = |e|gh,N. (1.77)
Using the basis function as a function test in (1.76):
⊲ qh,i = χK , K ∈ Ωh,i,
⊲ vh,i =ψe′ , e
′ ∈ Eh,i ,
and using (1.65) and (1.72), we obtain the following system of linear equations,
where {pk+1K }K∈Th,i and {u
k+1
e }e∈Eh,i , e 6⊂ΓNi are the degrees of freedom:
ai


∑
e∈Eh,i
uk+1e ψe,ψe′

− bi

ψe′,
∑
K∈Th,i
pk+1K χK

 = ℓki (ψe′), ∀e
′ ∈ Eh,i , e′ 6⊂ ΓNi ,
(1.78a)
bi


∑
e∈Eh,i
uk+1e ψe,χK

 = ( f ,χK)Ωi , ∀K ∈ Th,i, (1.78b)
uk+1e = gh,N|e|, e ∈ Eh,i , e ⊂ Γ
N
i ,
(1.78c)
or equivalently:
∑
e∈Eh,i
ai(ψe,ψe′)u
k+1
e −
∑
K∈Th,i
bi(ψe′,χK)p
k+1
K = ℓ
k
i (ψe′), ∀e
′ ∈ Eh,i , e′ 6⊂ ΓNi , (1.79a)
∑
e∈Eh,i
bi(ψe,χK)u
k+1
e = ( f ,χK)Ωi , ∀K ∈ Th,i, (1.79b)
uk+1e = gh,N|e|, e ∈ Eh,i , e ⊂ ΓNi . (1.79c)
where ℓki is defined in (1.57) as follows:
ℓki : W
0
i 7−→ R, ℓ
k
i (ψe′) = −〈gD,ψe′ · ni〉ΓDi −
∑
j∈Bi
〈gkR, j ,ψe′ · ni〉Γi, j , ∀k ≥ 0. (1.80)
Here, g0R, j is a given initial guess on Γi, j and 〈g
k
R, j ,ψe′ · ni〉Γi, j , for j ∈ B
i and k ≥ 1,
is the discrete counterpart of (1.53) when e′ ⊂ Γi, j:
〈gkR, j,ψe′ · ni〉Γi, j =
∫
Γi, j
βi, j(u
k
h, j · n j)ψe′ · ni dγ+
∫
Γi, j
(β j,iu
k
h, j · n j + g
k−1
R,i )dγ, (1.81)
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and is equal to zero when e′ 6⊂ Γi, j . Equations (1.79a) and (1.79c) lead to:
∑
e∈Eh,i
e 6⊂ΓN
i
uk+1e
∫
Ωi
S−1ψe ·ψe′ dx
+
∑
e∈Eh,i
e 6⊂ΓN
i
uk+1e
∑
j∈Bi
∫
Γi, j
βi, j(ψe · ni)(ψe′ · ni)dγ−
∑
K∈Th,i
pk+1K
∫
Ωi
χK∇·ψe′ dx =
−
∫
ΓD
i
gDψe′ · nidγ−
∑
j∈Bi
∫
Γi, j
gkR, jψe′ · nidγ
−
∑
e∈Eh,i
e⊂ΓN
i
gh,N|e|
∫
Ωi
S−1ψe ·ψe′ dx, ∀e′ ∈ Eh,i , e′ 6⊂ ΓNi .
(1.82)
Indeed, note that for j ∈ Bi:
∫
Γi, j
βi, j(ψe·ni)(ψe′·ni)dγ =



∫
e
βi, j(ψe · ni)2 dγ =
βi, j
|e| if e = e
′ and e ⊂ Γi, j,
0 otherwise,
(1.83)
thus,
∑
e∈Eh,i
e⊂ΓN
i
uk+1e
∫
Γi, j
βi, j(ψe · ni)(ψe′ · ni)dγ= 0.
Equations (1.79b) and (1.79c) give:
∑
e∈Eh,i
e 6⊂ΓN
i
uk+1e
∫
Ωi
χK∇·ψe dx =
∫
Ωi
f χK dx−
∑
e∈Eh,i
e⊂ΓN
i
gh,N|e|
∫
Ωi
χK∇·ψe dx, ∀K ∈ Th,i.
(1.84)
The matrix form of this linear system is:
BiU
k+1
i
+CiP
k+1
i
= F ki,DR, (1.85a)
C
T
i U
k+1
i
= −Fi, (1.85b)
where
- Bi is a positive definite and sparse matrix, of dimension (n
e
i − n
e
N i)× (n
e
i − n
e
N i) where
nei is the number of all edges e ∈ Th,i and n
e
N i is the number of Neumann edges, i.e.,
e ⊂ ΓNi :
Bi = (ai(ψe,ψe′))e,e′∈Eh,i , e,e′ 6⊂ΓNi .
The term ψe ·ψe′ is a polynomial of degree 2. By the quadrature formula, we have in
two space dimensions:
∫
Ωi
S−1ψe ·ψe′ dx =
∑
K∈Th,i
∫
K/e,e′⊂∂ K
S−1ψe ·ψe′ dx =
∑
K∈Th,i
3∑
p=1
ωp[S
−1ψe(mp).ψe′(mp)]
(1.86)
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where wp =
|K |
3
and mp ∈ R2 is the middle of the edge e ⊂ ∂ K .
- Uk+1
i
is the vector of degrees of freedom over the edges if d=2 (faces if d=3),
of dimension (nei − n
e
N i):
Uk+1
i
= (uk+1e )e∈Eh,i, e 6⊂ΓNi =
∫
e
uk+1
h,i · nedγ

e∈Eh,i , e 6⊂ΓNi
,
- Ci is a matrix of dimension (n
e
i − n
e
N i)× |Th,i|:
Ci = (−bi(ψe,χK))e∈Eh,i, e 6⊂ΓNi , K∈Th,i .
To compute the terms of the matrix Ci, we need to compute:
∫
Ωi
χK∇·ψe dx =
∫
K
∇·ψe dx =
∫
∂ K
ψe·nKdγ =



0 if e 6⊂ ∂ K ,
1 if e ⊂ ∂ K and nK is outward,
−1 if e ⊂ ∂ K and nK is inward.
(1.87)
Hence, each column of Ci contains at most three non-zero elements in two space di-
mensions.
- Pk+1
i
is the vector of degrees of freedom on the triangles, of dimension card(Th,i):
Pk+1
i
= (pk+1K )K∈Th,i ,
-F ki,DR is a vector of dimension (n
e
i − n
e
N i):
F ki,DR =


ℓki (ψe′)−
∑
e∈Eh,i
e⊂ΓN
i
gh,N|e|
∫
Ωi
S−1ψe ·ψe′ dx


e′∈Eh,i ,e′ 6⊂ΓNi
, (1.88)
- Fi is a vector of dimension card(Th,i):
Fi =


( f ,χK)−
∑
e∈Eh,i
e⊂ΓN
i
gh,N|e|
∫
Ωi
χK∇·ψe dx


K∈Th,i
.
The system (1.85) is the (k + 1)th iteration of the discrete DD algorithm (i.e. the
discrete counterpart of (1.47)), where Fki,DR is defined by (1.88), using (1.80).
Remark 1.6. For simplicity, we have presented one iteration of the discrete counterpart
of (1.46) solved by the Jacobi iterative method. If GMRES is used instead of the Jacobi
method, the discrete corresponding algorithm will uses similar discrete subdomain Robin
problems as above.
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1.6 Numerical results
In this section, we present the results of numerical experiments for the MFE method
in two cases. The first case is an illustration of the discretization error in the case of
one domain Ω, with more general boundary conditions (Robin conditions) than the
usual Dirichlet or Neumann conditions. The second case concerns the decomposition
of Ω into two subdomains Ω1 and Ω2 using the DD method presented in the previous
sections. An example of numbering of the vertices, edges, and triangles of the mesh, is
shown in Figure 1.9.
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Figure 1.9: Global number of vertices, edges, and triangles for the domain Ω
1.6.1 The MFE method in one domain with different boundary conditions
This first example focuses on using the MFE method to solve the problem (1.1) with
Robin boundary condition −u · n + p on one part of ∂Ω, where on Ω =]0,1[×]0,1[.
We have:
• the diffusion tensor: S =

3 2
2 3

,
• the exact solution: p(x , y) = sin(2πx) sin(2πy),
• f=24π2 sin(2πx) sin(2πy)-16π2 cos(2πx) cos(2πy) the corresponding source term,
• x = 0 the Neumann boundary,
• x = 1 the Robin boundary,
• y = 0 and y = 1 the Dirichlet boundaries,
where the boundary conditions are prescribed by the exact solution.
As explained in the previous sections, the appoximate solution ph of p by the MFE
method is constant on each mesh element, see Figure 1.10 for |Th| = 512 triangles.
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Figure 1.10: Approximation of p by a constant on each triangle, using the
lowest-order Raviart–Thomas–Nédélec space
The method used to solve the system of linear equations is a direct method (LU fac-
torization). We can see in Figure 1.11, where |Th| = 131072, that the approximate
solution (on the right) is visually very close to the exact solution represented at the
barycenter of each triangle (on the left). In Figure 1.12, we plot for |Th| = 131072 the
distribution of the error between the exact solution p and the approximate solution ph
on the domain Ω, with a uniform mesh. In Figure 1.13, we plot the relative error of
the pressure in the L2 norm as a function of h (on the left), and the relative error of
the flux in the H(div,Ω) norm as a function of h (on the right). For more precision, we
also include Tables 1.1 and 1.2. The convergence rate is very close to the value 1, and
thus verifies the following a priori error estimates based on [36, 142]:
‖p− ph‖L2(Ω) ≈ O (h),
‖u− uh‖H(div,Ω) ≈ O (h).
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Figure 1.11: Exact solution (on the left) and approximate solution (on the right)
number of edges number of triangles errp=
‖p− ph‖L2(Ω)
‖p‖L2(Ω)
convergence rate h
3136 2048 0.0655 0.0442
12416 8192 0.0327 1.002 0.0221
49408 32768 0.0164 0.9891 0.0110
197120 131072 0.0082 1 0.0055
787456 524288 0.0041 1.0267 0.0028
Table 1.1: Convergence rate of the pressure error for different mesh refinements
number of edges number of triangles erru=
‖u− uh‖H(div,Ω)
‖u‖H(div,Ω)
convergence rate h
3136 2048 0.079 0.0442
12416 8192 0.0396 0.9964 0.0221
49408 32768 0.0198 0.9935 0.0110
197120 131072 0.0099 1 0.0055
787456 524288 0.0049 1.0417 0.0028
Table 1.2: Convergence rate of the flux error for different mesh refinements
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Figure 1.12: Error in the L2-norm between the exact solution p and the approximate
solution ph
1.6.2 The MFE method in the DD method: Jacobi iterative solver
Let us first consider the domain decomposition of Ω =]0,1[×]0,1[ into two subdo-
mains Ω1 =]0,0.5[×]0,1[ and Ω2 =]0.5,1[×]0,1[. The global numbering of the
domain Ω becomes an independent numbering in each subdomain, as shown in Fig-
ures 1.14–1.15. The same problem defined above is now solved on each subdomain.
In this part, the discrete counterpart of the interface problem (1.46) is solved with
the Jacobi algorithm. The DD stopping criteria is when the jump of Robin condition on
the interface is less than 1e-10. In Figure 1.16 we show the convergence rate of the
pressure error (on the left) and the flux error (on the right). The values of the error
are shown in Tables 1.3 and 1.4 again to give more precision. It is clear from Fig-
ure 1.17 that the difference between the approximate solution ph in the monodomain
case and the approximate solution ph,DD in the DD method is very small. We observe
that the DD algorithm converges up to the given tolerance 1e-10 to the discrete mon-
odomain solution (the solution of the discrete counterpart of problem 1.1). We can
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Figure 1.13: Error in the L2-norm between the exact solution p and the approximate
solution ph (on the left) and error in the H(div,Ω) norm between the exact solution u
and the approximate solution uh (on the right) for different mesh refinements
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Figure 1.14: Global numbering in the mesh Th of Ω
see in Table 1.5 that this difference is also very small for different mesh refinements.
For all algebraic and domain decomposition solvers fully converged and without the
presence of rounding errors, the approximate solution and the monodomain solution
theoretically coincide. In this Chapter, the tolerance in the stopping criterion of the
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Figure 1.15: Global numbering of the mesh in the subdomain Ω1 (on the left) and the
subdomain Ω2 (on the right) after domain decomposition
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Figure 1.16: Convergence rate of the pressure (on the left) and the flux (on the right)
in the DD method for different mesh refinements
DD algorithm is chosen arbitrary equal to 1e-10 which maybe a too much restrictive
stopping criterion. In the next chapter, we will develop the theory of a posteriori esti-
mates for the DD method in order to obtain an a posteriori stopping criterion with a
lower tolerance, adapted to the problem considered.
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no. of edges in Ω1 /Ω2 no. of triangles in Ω1 /Ω2 errp=
∑
i=1,2 ‖pi − ph,i‖L2(Ωi)
‖p‖L2(Ω)
convergence rate h
1240/1240 800/800 0.083 0.0559
19360/19360 12800/12800 0.0208 0.9996 0.0140
43440/43440 28800/ 28800 0.0138 1.0030 0.0093
59080/ 59080 39200/39200 0.0118 1.0398 0.008
173280 / 173280 115200/ 115200 0.0068 1.0363 0.0047
Table 1.3: Convergence rate of the pressure error for different mesh refinements using
the DD method for two subdomains
no. of edges in Ω1 /Ω2 no. of triangles in Ω1 /Ω2 erru=
∑
i=1,2 ‖ui − uh,i‖H(div,Ωi)
‖u‖H(div,Ω)
convergence rate h
1240/1240 800/800 0.09670 0.0559
19360/19360 12800/12800 0.0242 1.0005 0.0140
43440/43440 28800/ 28800 0.0161 0.9896 0.0093
59080/ 59080 39200/39200 0.0138 1.0412 0.008
173280 / 173280 115200/ 115200 0.0081 1.0017 0.0047
Table 1.4: Convergence rate of the flux error for different mesh refinements using the
DD method for two subdomains
h ||ph,DD− ph||∞
0.0559 8.415e-11
0.0140 7.485e-11
0.0093 7.16e-10
0.008 4.12e-9
0.0047 1.989e-10
Table 1.5: Error between the approximate solution ph in the one domain case and the
approximate solution ph,DD in the DD case (with two subdomains) for different mesh
refinements
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Figure 1.17: Error between the approximate solution ph in the monodomain case and
the approximate solution ph,DD in the DD method with 28800 triangles in the
domains Ωi, i = 1,2
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In this chapter, we develop a posteriori error estimates for the discretization intro-
duced in the previous chapter. The purpose is to bound the error between the exact
solution and the approximate solution, |||u− uk+1
h
|||⋆ and |||p − pk+1h |||, at each iter-
ation k + 1 of the DD method, by indicators that are completely computed from the
approximate solution (pk+1
h
,uk+1
h
) such that:
pk+1
h
|Ωi := p
k+1
h,i , u
k+1
h
|Ωi := u
k+1
h,i , ∀i ∈ ¹1,N º.
In order to obtain optimal a posteriori error estimates of p and u in the mixed finite
element method, we first derive a postprocessing of pk+1
h
, denoted by p̃k+1
h
. This
postprocessing improves the approximation of p. In general, our approach is based on
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the reconstruction of an equilibrated flux and a potential, following [130, 154, 156].
We also wish to distinguish the different error components, namely the subdomain
discretization error and the domain decomposition error as in [141]. This allows us
to define suitable stopping criteria. We finally note that our approach is not restricted
to the (non-preconditioned) Jacobi iteration. We use this setting only for the clarity
of exposition. Any iteration (GMRES, conjugate gradients, etc.) can be used, together
with any preconditioning.
Notation
We suppose for simplicity that gD ∈ P2(ΓD) ∩ C0(ΓD) and gN ∈ P0(ΓN). We introduce
the broken Sobolev space H1(Th):
H1(Th) := {v ∈ L2(Ω); v|K ∈ H1(K), ∀K ∈ Th}. (2.1)
For each interior edge e ∈ ( ∪
j∈Bi
EΓi, j
h
)∪E inth,i , such that the triangles K and K
′ share the
edge e (the order of K , K ′ is arbitrary but fixed once and for all), we denote by ne the
normal vector pointing from K to K ′. We also introduce the following notation for the
jump and the average. For a given function v, its jump is defined as:
[[v]] :=



v|K − v|K ′ if e ∈ ( ∪
j∈Bi
EΓi, j
h
)∪E inth,i ,
v|e − gD if e ∈ EΓ
D
h,i ,
(2.2)
and its average on e is defined as:
{{v}} :=



1
2
(v|K + v|K ′) if e ∈ ( ∪
j∈Bi
EΓi, j
h
)∪E inth,i ,
1
2
(v|e+ gD) if e ∈ E exth,i .
(2.3)
In Sections 2.1 and 2.2, we give the ingredients which allow the general a posteriori
estimates of Section 2.3. Then in Sections 2.5 and 2.6, we propose a specific construc-
tion of these tools based on the discretization and the DD method used in this thesis,
to achieve as sharp as possible bounds.
The a posteriori analysis of the domain decomposition method presented below
is applied for any locally conservative method, such as the mixed finite element and
the cell-centered finite volume schemes.
2.1 Postprocessing of pk+1
h
in the lowest-order Raviart–
Thomas case
Here, we consider what happens in a given subdomain Ωi. In the continuous case,
there is a direct link between ui and pi , the constitutive law:
ui = −S∇pi .
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This link does not hold in the discrete case in the MFE method, i.e. uh,i 6= −S∇ph,i . This
inspires us to perform a postprocessing p̃k+1
h,i of p
k+1
h,i at each iteration k+ 1 of the DD
algorithm, for all k ≥ 0. The following postprocessing of pk+1
h,i was proposed in [154]:
we construct p̃k+1
h,i ∈ P2(Th,i), where P2(Th,i) is the space of piecewise polynomials of
total degree less than or equal to 2, such that:
−S∇p̃k+1
h,i |K = u
k+1
h,i |K , ∀K ∈ Th,i , (2.4a)
π0(p̃
k+1
h,i |K) = p
k+1
h,i |K , ∀K ∈ Th,i , (2.4b)
where π0 is the projection of p̃
k+1
h,i |K on constants:
π0(p̃
k+1
h,i |K) :=
(p̃k+1
h,i , 1)K
|K | . (2.5)
Thus, p̃k+1
h,i is constructed element by element on Th,i. In general, p̃
k+1
h,i is not conform-
ing in the sense that p̃k+1
h,i /∈ H
1(Ωi). It has been shown in [154] that p̃
k+1
h,i ∈W0(Th,i),
where:
W0(Th,i) := {ϕ ∈ H1(Th,i); 〈[[ϕ]], 1〉e = 0, ∀e ∈ E inth,i }. (2.6)
This is the space such that the trace of jumps on the edges are orthogonal to a constant
for all edges e ∈ E inth,i . In other words, there is a weak continuity, in the sense that the
mean of p̃k+1
h,i on the left is equal to the mean on the right of the interior edges of Th,i:
〈[[p̃k+1
h,i ]], 1〉e = 0, ∀e ∈ E
int
h,i
⇔ 〈p̃k+1
h,i , 1〉e∈K = 〈p̃
k+1
h,i , 1〉e∈K ′, ∀e = K ∩ K
′ s.t. K ,K ′ ∈ Th,i. (2.7)
If pi|e = gD is a Dirichlet condition on e ⊂ ∂ ΓDi , then 〈p̃k+1h,i , 1〉e = 〈gD, 1〉e.
Remark 2.1. In the case of one domainΩ, this postprocessing leads to the continuity of the
means of the traces of p̃k+1
h
on interior domain sides. In the case of a decomposition into
two or more subdomains, p̃k+1
h,i and p̃
k+1
h, j are constructed separately and independently in
Ωi and Ω j. Hence, there is a priori no reason to have 〈[[p̃k+1h ]], 1〉e = 0 for e ∈ E
Γi, j
h
. In
general:
〈[[p̃k+1
h
]], 1〉e 6= 0, ∀e ∈ E
Γi, j
h
⇔ 〈p̃k+1
h,i , 1〉e 6= 〈p̃
k+1
h, j , 1〉e for e = K ∩ K
′ s.t. K ∈ Th,i, K ′ ∈ Th, j. (2.8)
2.2 Concept of potential and flux reconstructions
The goal of this section is to present our potential and flux reconstructions at each
iteration k + 1 of the DD algorithm, k ≥ 0, which will be the central tool used in
Theorem 2.5 and 2.7.
2.2.1 Potential reconstruction
Definition 2.2 (Potential reconstruction). We will call a potential reconstruction any
function sk+1
h
constructed from pk+1
h
, uk+1
h
, as proposed in [58, 130, 154], which satisfies:
sk+1
h
∈ H1(Ω)∩ C0(Ω), (2.9a)
sk+1
h
|ΓD = gD. (2.9b)
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2.2.2 Subdomain potential reconstruction
Definition 2.3 (Subdomain potential reconstruction). Let i ∈ ¹1,N º. We will call
a subdomain potential reconstruction any function sk+1h,i constructed from p
k+1
h
, uk+1
h
,
which satisfies:
sk+1h,i ∈ H
1(Ωi)∩ C0(Ωi), (2.10a)
s
k+1
h,i |ΓDi = gD|ΓDi . (2.10b)
In contrast to sk+1
h
of Definition 2.2, sk+1h,i is constructed locally subdomain by sub-
domain to capture the nonconformity from the numerical scheme only and not that
from the domain decomposition method. Thus, sk+1h,i is close to p̃
k+1
h,i independently in
each subdomain and sk+1h,i |Γi, j is close to p̃
k+1
h,i |Γi, j , ∀i ∈ ¹1,N º, j ∈ B
i in the sense that
the estimator (2.17) and (2.28) are as small as possible.
2.2.3 Equilibrated flux reconstruction
Definition 2.4 (Equilibrated flux reconstruction). We will call an equilibrated flux re-
construction any function σk+1
h
constructed from pk+1
h
, uk+1
h
, as proposed in [58, 130,
156], which satisfies:
σk+1
h
∈ H(div,Ω), (2.11a)
(∇·σk+1
h
, 1)K = ( f , 1)K , ∀K ∈ Th, (2.11b)
with
− (σk+1
h
· nΩ, 1)e = (gN, 1)e, ∀e ∈
N
∪
i=1
EΓNh,i . (2.12)
The construction of σk+1
h
is more complex than the construction of sk+1
h
because
it must satisfy both of the above requirements (2.11a) and (2.11b). We present it in
details in Section 2.6.
2.3 General a posteriori error estimates for p̃h ∈ H1(Th) and
uh ∈ L2(Ω)
Because we use the MFE method inside the Robin-to-Robin domain decomposition
method, we obtain:
uk+1
h
/∈ H(div,Ω), ∀k ≥ 0, in the DD algorithm,
pk+1
h
/∈ H10(Ω), ∇p
k+1
h
/∈ H(div,Ω), and ∇·(−S∇pk+1
h
) 6= f ,
where ∇pk+1
h
is the broken (elementwise) gradient. Also, in order to evaluate the en-
ergy error between the unknown exact solution and the known approximate solution,
pk+1
h
does not sum suitable. In fact:
‖S
1
2∇(p− pk+1
h
)‖2 =
∑
K∈Th
‖S
1
2∇(p− pk+1
h
)‖2K = ‖S
1
2∇p‖2 because pk+1
h
|K ∈ P0(K).
That is one of the reasons to introduce the postprocessing p̃k+1
h
of pk+1
h
such
that p̃k+1
h
|K ∈ P2(K), ∀K ∈ Th. In this section, we present a general framework for
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the a posteriori error estimate independently of the discretization method used in each
subdomain and based on the results given in [130] and [156]. In particular, this gen-
eral theory of a posteriori estimates is valid at each iteration k+1 of the DD algorithm,
for the Robin-to-Robin domain decomposition with the MFE method. We first define
the energy semi-norm on H1(Th):
|||ϕ|||2 := ‖S
1
2∇ϕ‖2, ϕ ∈ H1(Th), (2.13)
and the energy norm on L2(Ω):
|||v|||2⋆ := ‖S
− 1
2 v‖2, v ∈ L2(Ω). (2.14)
For D ⊂ Ω, we denote respectively cS ,D, CS,D the smallest and the largest eigenvalue of
the tensor S in D. For the forthcoming theorems, we will use the Poincaré inequality:
for K ∈ Th, and a constant CP,K :=
1
π
(since K is convex), we have:
‖ϕ−π0ϕ‖K ≤ CP,KhK‖∇ϕ‖K , ∀ϕ ∈ H1(K). (2.15)
Theorem 2.5 (A posteriori error estimates for the flux). Let u be the weak solution of
the initial problem (1.1) and let uk+1
h
∈ L2(Ω) be an arbitrary approximation, in par-
ticular uk+1
h
can be solution of the problem (1.76) at iteration k + 1 of the Optimized
Shwarz (Robin-to-Robin) algorithm. Let sk+1
h
be the potential reconstruction of Defini-
tion 2.2, sk+1h,i be the subdomain potential reconstruction of Definition 2.3, and σ
k+1
h
be
the equilibrated flux reconstruction of Definition 2.4. We have:
|||u− uk+1
h
|||⋆ ≤ ηk+1 :=
¨ N∑
i=1
∑
K∈Th,i
η2CR,K
« 1
2
+
¨ N∑
i=1
∑
K∈Th,i
η2DDP,K
« 1
2
+
¨∑
K∈Th
η2DDF,K
« 1
2
+
¨∑
K∈Th
η2osc,K
« 1
2
,
(2.16)
where
ηCR,K := |||uk+1h,i +S∇s
k+1
h,i |||⋆,K “constitutive relation”, (2.17)
ηDDP,K := |||S∇(sk+1h,i − s
k+1
h,i )|||⋆,K “DD potential non conformity”, (2.18)
ηDDF,K := |||uk+1h −σ
k+1
h
|||⋆,K “DD flux non conformity”, (2.19)
ηosc,K := CP,KhK c
− 1
2
S ,K‖ f −∇·σ
k+1
h
‖K “data oscillation”. (2.20)
For this theorem, we denote Ik+1eff the effectivity index, which is the ratio of the estimated
and the actual error at the iteration k+ 1 of the DD algorithm, given as:
Ik+1eff :=
ηk+1
|||u− uk+1
h
|||⋆
. (2.21)
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Proof. It follows readily from [130] Section 3, Therorem 3.1, that for the DD method
where the flux and the potential are not continuous on the interface we have:
|||u−uk+1
h
|||⋆ ≤ ηk+1 :=
¨∑
K∈Th
|||uk+1
h
+S∇sk+1
h
|||2
⋆,K
« 1
2
+
¨∑
K∈Th
η2DDF,K
« 1
2
+
¨∑
K∈Th
η2osc,K
« 1
2
.
(2.22)
Moreover, we have:
∑
K∈Th
|||uk+1
h
+S∇sk+1
h
|||2
⋆,K =
N∑
i=1
∑
K∈Th,i
|||uk+1
h,i +S∇s
k+1
h,i |||
2
⋆,K
=
N∑
i=1
∑
K∈Th,i
|||uk+1
h,i +S∇s
k+1
h,i −S∇s
k+1
h,i +S∇s
k+1
h,i |||
2
⋆,K
≤
N∑
i=1
∑
K∈Th,i
(|||uk+1
h,i +S∇s
k+1
h,i |||⋆,K + |||S∇s
k+1
h,i −S∇s
k+1
h,i |||⋆,K)
2
=
N∑
i=1
∑
K∈Th,i
(ηCR,K +ηDDP,K)
2.
(2.23)
Using the triangle inequality on the space l2 on R|Th|, we obtain the same terms as
in (2.16):
¨∑
K∈Th
|||uk+1
h
+S∇sk+1
h
|||2
⋆,K
« 1
2
≤
¨∑
K∈Th
(ηCR,K +ηDDP,K)
2
« 1
2
≤
¨ N∑
i=1
∑
K∈Th,i
η2CR,K
« 1
2
+
¨ N∑
i=1
∑
K∈Th,i
η2DDP,K
« 1
2
.
(2.24)
Lemma 2.6. Theorem 2.5 bounds the error in each subdomain due to the discretization
and the error on the interface due to the decomposition of the domain. The discretization
error estimator ηdisc (also called subdomain estimator) is:
ηdisc :=
¨ N∑
i=1
∑
K∈Th,i
η2CR,K
« 1
2
+
¨∑
K∈Th
η2osc,K
« 1
2
(2.25)
and the domain decomposition estimator ηDD (also called the interface estimator) is:
ηDD :=
¨ N∑
i=1
∑
K∈Th,i
η2DDP,K
« 1
2
+
¨∑
K∈Th
η2DDF,K
« 1
2
. (2.26)
Theorem 2.7 (A posteriori error estimates for the potential). Let p be the weak solution
of the problem (1.1) and let p̃k+1
h
∈ H1(Th) be an arbitrary solution, in particular p̃k+1h
can be the postprocessing of pk+1
h
solution of the problem (1.76) at iteration k+ 1 of the
Optimized Schwarz algorithm described in Section 2.1. Let uk+1
h
= −S∇p̃k+1
h
. Let sk+1
h
be
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the potential reconstruction of Definition 2.2, sk+1h,i be the subdomain potential reconstruc-
tion of Definition 2.3, and σk+1
h
be the equilibrated flux reconstruction of Definition 2.4.
We have:
|||p− p̃k+1
h
||| ≤ η̃k+1 :=
¨ N∑
i=1
∑
K∈Th,i
η2NCP,K
« 1
2
+
¨ N∑
i=1
∑
K∈Th,i
η2DDP,K
« 1
2
+
¨∑
K∈Th
η2DDF,K
« 1
2
+
¨∑
K∈Th
η2osc,K
« 1
2
,
(2.27)
where ηNCP,K is the “potential non conformity” estimator:
ηNCP,K := |||p̃k+1h,i − s
k+1
h,i |||K , (2.28)
ηosc,K is defined in (2.20), ηDDP,K is defined in (2.18), and ηDDF,K is defined in (2.19).
For this theorem, we denote Ik+1eff the effectivity index, which is the ratio of the estimated
and the actual error at the iteration k+ 1 of the DD algorithm, given as:
Ik+1eff :=
η̃k+1
|||p− p̃k+1
h
|||
. (2.29)
Proof. It follows readily from [130] Section 3 Therorem 3.3 that for the DD method
where the flux and the potential are not continuous in the interface we have:
|||p− p̃k+1
h
||| ≤ η̃k+1 :=
¨∑
K∈Th
|||p̃k+1
h
− sk+1
h
|||K
2
« 1
2
+
¨∑
K∈Th
|||S∇p̃k+1
h
+σk+1
h
|||⋆,K
2
« 1
2
+
¨∑
K∈Th
η2osc,K
« 1
2
.
(2.30)
Note that |||S∇p̃k+1
h
+σk+1
h
|||⋆,K can be divided into two parts:
|||S∇p̃k+1
h
+σk+1
h
|||⋆,K ≤ |||S∇p̃k+1h + u
k+1
h
|||⋆,K + |||uk+1h −σ
k+1
h
|||⋆,K . (2.31)
The first term above disappears by assumption. Inserting now the subdomain potential
reconstruction sk+1h,i we obtain:
∑
K∈Th
η2NCP,K =
N∑
i=1
∑
K∈Th,i
|||p̃k+1
h,i − s
k+1
h,i + s
k+1
h,i − s
k+1
h,i |||
2
K
≤
N∑
i=1
∑
K∈Th,i
(|||p̃k+1
h,i − s
k+1
h,i |||K + |||s
k+1
h,i − s
k+1
h,i |||K)
2.
(2.32)
Thus,
∑
K∈Th
η2NCP,K ≤
N∑
i=1
∑
K∈Th,i
(ηNCP,K +ηDDP,K)
2. (2.33)
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Using the triangle inequality on the space l2 on R|Th|, we obtain the same terms as
in (2.27):
¨∑
K∈Th
η2NCP,K
« 1
2
≤
¨ N∑
i=1
∑
K∈Th,i
η2NCP,K
« 1
2
+
¨ N∑
i=1
∑
K∈Th,i
η2DDP,K
« 1
2
. (2.34)
Lemma 2.8. Theorem 2.7 bounds the error in the subdomains due to the discretization
error and the error on the interface due to the decomposition of the domain. The dis-
cretization estimator ηdisc (also called the subdomain error estimator) is:
ηdisc :=
¨ N∑
i=1
∑
K∈Th,i
η2NCP,K
« 1
2
+
¨∑
K∈Th
η2osc,K
« 1
2
, (2.35)
and the domain decomposition estimator ηDD is defined in (2.26).
Remark 2.9. In the MFE method for a single domain, we do not need to construct σh
because the approximate flux uh is equilibrated and in H(div,Ω), see (1.76b). Thus,
ηDDF,K = |||uh−σh|||⋆,K = 0, ∀K ∈ Th. In the two or more subdomains case, ηDDF,K will
be equal to 0 in the triangles not touching the interface Γi, j , for the construction of σh
given below.
2.4 Properties of uk+1
h
and pk+1
h
in Ω at each iteration of the
DD algorithm
At iteration k + 1 of the DD algorithm for the Robin-to-Robin domain decomposition
using the MFE method, we have the two following Robin conditions on the interface
Γi, j:
−βi, juk+1h,i · ni + p
k+1
h,i =−βi, ju
k
h, j · ni + p
k
h, j on Γi, j, (2.36a)
−β j,iuk+1h, j · n j + p
k+1
h, j =−β j,iu
k
h,i · n j + p
k
h,i on Γi, j. (2.36b)
However, the physical quantities are not conserved at each iteration on Γi, j:
uk+1
h,i |e · ni 6= u
k+1
h, j |e · ni, ∀e ∈ Γi, j
and
pk+1
h,i |e 6= p
k+1
h, j |e, ∀e ∈ Γi, j.
The continuity of the normal component of the flux is only obtained at convergence.
Indeed, at each iteration k + 1 of the DD algorithm, the MFE method gives locally
uk+1
h,i ∈ H(div,Ωi) for all i ∈ ¹1,N º. Thus, u
k+1
h
/∈ H(div,Ω). For this reason, we will
construct a flux σk+1
h
that satisfies both conditions (2.11a) and (2.11b) in Section 2.6.
We also need to build a potential reconstruction sk+1
h
and a subdomain potential recon-
struction sk+1h,i . Once σ
k+1
h
, sk+1
h
, and sk+1h,i have been constructed at each iteration, we
can compute the error estimators in Theorems 2.5 and 2.7.
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2.5 Potential reconstructions for the Robin DD in the MFE
method
2.5.1 Potential reconstruction
In order to build the potential reconstruction sk+1
h
which is H1(Ω)-conforming as indi-
cated in Section 2.2.1, we first introduce the averaging operator (interpolation opera-
tor) acting on the nodes of the mesh:
Iav : Pm(Th) 7−→ Pm(Th)∩H1(Ω), (2.37)
where Pm(Th) is the space of polynomials of maximal degree m on each K ∈ Th. This
operator Iav associates to a piecewise m-th order discontinous polynomial ϕh ∈ Pm(Th)
a piecewise m-th order continuous polynomial on Ω (H1(Ω)-conforming), equal to gD
on ΓD. The value of the function Iav(ϕh) is prescribed at each Lagrangian node a by
the average of the values of ϕh at this node:
Iav(ϕh)(a) =
1
|Ta|
∑
K∈Ta
ϕh|K(a), (2.38)
where Ta is the set of all the elements sharing the node a, see (1.61). In particular, if
m = 2 and d = 2, the Lagrangian nodes are the vertices of triangles and the nodes in
the midpoints of the edges. At the Dirichlet boundary nodes aD, the value of Iav(ϕh)
is set to gD(aD).
In our case, we take p̃k+1
h
∈ P2(Th) from (2.4) and we define the pontential recon-
struction at iteration k+ 1 as follows:
sk+1
h
:= Iav(p̃k+1h ) ∈ H
1(Ω). (2.39)
2.5.2 Subdomain potential reconstruction
As explained in Remark 2.1, the means of the traces of p̃k+1
h
on the edges belonging
the interface are not continuous during the DD algorithm:
〈[[p̃k+1
h
]], 1〉e 6= 0, ∀e ∈ E
Γi, j
h
. (2.40)
The purpose of this section is to construct a subdomain potential reconstruction which
is different from Iav of (2.38) at the beginning of the DD algorithm because of (2.40),
but close to Iav at convergence of the DD algorithm where both the subdomain po-
tential reconstruction and Iav satisfy 〈[[p̃k+1h ]], 1〉e = 0, ∀e ∈ E
Γi, j
h
. To do so, we first
bound the mean value
|〈[[p̃k+1
h
]], 1〉e|
|e| from above as follows:
0≤
|〈[[p̃k+1
h
]], 1〉e|
|e| ≤
〈|[[p̃k+1
h
]]|, 1〉e
|e| . (2.41)
We next define weights on edges (faces) and vertices belonging the interface at each
iteration k+ 1 of the DD algorithm as follows:
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Definition 2.10 (Weights on edges belonging to the interface). We define the weight of
the edge (face) e ∈ EΓi, j
h
using (2.41) by:
wk+1e :=
 
|〈[[p̃k+1
h
]], 1〉e|
〈|[[p̃k+1
h
]]|, 1〉e
!3
. (2.42)
We know that at convergence, when k → ∞ we obtain 〈[[p̃k+1
h
]], 1〉e → 0, and so
|〈[[p̃k+1
h
]], 1〉e| → 0. Thus, at convergence we have:
wk+1e = 0. (2.43)
Conversely, wk+1e is typically close to 1 at the beginning of the DD algorithm, and alto-
gether:
0≤ wk+1e ≤ 1. (2.44)
Definition 2.11 (Weights on Lagrangian nodes belonging to the interface). Using the
notation (1.60), we define the weight on the Lagrangian node a ∈ V Γi, j
h
located on the
interface, in two space dimensions for simplicity, by:
wk+1a :=



1
2
(wk+1e +w
k+1
e′ ) if a ∈ V
Γi, j\(∂ Γi, j )
h
where e, e′ ∈ EΓi, j
h
/ e ∩ e′ = a,
1
|Ia|
|Ia|∑
r=1
wk+1er
if a ∈ V ∂Γi, j
h
where a ∈ er ⊂ I ra ,
(2.45)
where we recall that I ra is the r
th interface in Ia that shares a. We note that w
k+1
a has
similar properties to wk+1e . It is close to 1 at the beginning of the DD algorithm and close
to 0 at convergence.
Remark 2.12. In the case of the standard averaging operator Iav from (2.37), the weights
are distributed uniformly on each element K ∈ Ta sharing the node a, being equal to
1
|Ta|
,
see (2.38). Recall that for a given vertex a on the interface, the patch Ta is a union
of subdomains subpatchs T ia , see (1.61). For the subdomain potential reconstruction of
Definition 2.3, we now want to define weights so that all elements sharing the same node
in the interface do not have the same weight during the iterations of the DD algorithm.
Definition 2.13 (Weight of verticies a on the interface for each T ia in Ta). In order
to construct the subdomain potential reconstruction on the subdomain Ωi, we now define
a weight of elements in T ia and the weight of elements in Ta\T ia , for a belonging the
interface. The elements K ∈ T ia have the same weight w
k+1
i,a on the node a:
wk+1
i,a =
1
|T ia |+ (1−w
k+1
a )
∑
j∈B̃i |T
j
a |
. (2.46)
The weight of the elements K ∈ Ta\T ia on the node a is:
wk+1
i,a (1−w
k+1
a ). (2.47)
Lemma 2.14. The sum of the weights (2.46) and (2.47) is equal to 1 on each node a:
wk+1
i,a |T
i
a |+wk+1i,a (1−w
k+1
a )
∑
j∈B̃i
|T ja | = 1. (2.48)
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Proof.
wk+1
i,a |T
i
a |+w
k+1
i,a (1−w
k+1
a )
∑
j∈B̃i
|T ja |=w
k+1
i,a (|T
i
a |+ (1−w
k+1
a )
∑
j∈B̃i
|T ja |)
=1 (from (2.46)).
(2.49)
Remark 2.15. This distribution of the weight on the patch Ta is the way to obtain weight
located only in the elements K ∈ T ia at the begining of the DD algorithm. Indeed, we have
(1−wk+1a ) = 0 and the weight at the node a for the elements K ∈ Ta\T
i
a disappears;
wk+1
i,a (1−w
k+1
a ) = 0. (2.50)
Therefore K ∈ Ta\T ia do not contribute, whereas w
k+1
i,a becomes w
k+1
i,a =
1
|T ia |
. Thus,
wk+1
i,a |T
i
a |=
1
|T ia |
|T ia | = 1. (2.51)
At convergence of the DD algorithm, wk+1a = 0, which leads to (1−w
k+1
a ) = 1. Thus,
wk+1
i,a =
1
|T ia |+ (1−w
k+1
a )
∑
j∈B̃i |T
j
a |
=
1
|T ia |+
∑
j∈B̃i |T
j
a |
=
1
|Ta|
,
(2.52)
and
wk+1
i,a (1−w
k+1
a ) =
1
|Ta|
. (2.53)
Then, at convergence, the weight on a node a is distributed uniformly on each element
K ∈ Ta and we return to the case as in (2.38). In particular, we obtain:
wk+1
i,a |T
i
a |+w
k+1
i,a (1−w
k+1
a )
∑
j∈B̃i
|T ja | =
1
|Ta|
|T ia |+
1
|Ta|
∑
j∈B̃i
|T ja |
=
1
|Ta|
|Ta|
= 1.
(2.54)
Finally, the subdomain pontential reconstruction sk+1h,i at iteration k + 1 of the DD
algorithm is defined as follows:
sk+1h,i (a) = w
k+1
i,a
∑
K∈T ia
p̃k+1
h,i |K(a) +w
k+1
i,a (1−w
k+1
a )
∑
j∈B̃i
∑
K∈T ja
p̃k+1
h, j |K(a), a⊂ Γi,
sk+1h,i (a) = s
k+1
h,i (a), otherwise.
(2.55)
This construction leads to a subdomain potential reconstruction sk+1h,i where at the be-
ginning of the DD method the elements of T ia of the subdomain Ωi contribute more,
i.e. with high weights, whereas the elements in K ∈ Ta\T ia do not contibute because
their weights are (close to) zero. At convergence, all elements contribute and have the
same weights. Thus, sk+1h,i converges to Iav(p̃
k+1
h,i )|Ωi .
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2.6 Flux reconstruction for the Robin DD in the MFE method
In this section, we suppose that for all e ⊂ Γi, j , ne has the same direction as nΓi, j , where
nΓi, j is set arbitrarily, pointing either from Ωi to Ω j, or from Ω j to Ωi, with j ∈ B
i , i < j,
i ∈ ¹1,N º.
2.6.1 Construction of σk+1
h
∈ H(div,Ω)
Proposition 2.16. For any decomposition of Ω in many subdomains, we can build a flux
reconstruction σk+1
h
∈ H(div,Ω) by taking the average of the normal trace of the flux, on
the left and on the right of each edge e ∈ ∪
j∈Bi
E Γi,j
h
:
σk+1
h
· ne =



{{uk+1
h
· ne}}, ∀e ∈ ∪
j∈Bi
E Γi,j
h
,
uk+1
h,i · ne, ∀e ∈ E
int
h,i ∪E
ext
h,i .
(2.56)
Using this construction, we obtain [[σk+1
h
· ne]] = 0, ∀ e ∈ Eh. Thus, we obtain the first
required property (2.11a):
σk+1
h
∈ H(div,Ω) (2.57)
as well as the third property (2.12).
It remains to verify the balance (2.11b) in all the elements K ∈ Th.
Lemma 2.17. The property (2.11b) does not hold for σh constructed as in (2.56). Indeed,
σh is not balanced with the source term in the triangles having a face on the interface Γi, j,
but σh is balanced in the other triangles of Th,i, ∀i ∈ ¹1,N º.
Proof. In the mixed formulation (1.76b), we take the space Mh,i of piecewise constant
functions. We thus have:
(∇·uh, 1)K = ( f , 1)K , ∀K ∈ Th. (2.58)
This leads to the balance with the term source in every K ∈ Th,i, ∀i ∈ ¹1,N º. We note
that, with this construction of the flux σk+1
h
in the triangles which have no edges on
the interface Γi, j, (white triangles in Figure 2.1 for a domain decomposition into two
subdomains), we do not change the normal traces of the fluxes, thus
(∇·σk+1
h
, 1)K = ( f , 1)K , ∀K ∈ Th,i. (2.59)
It remains to verify this property on the triangles (tetrahedra if d=3) that have one
side on the interface. Let K be a triangle such that e3 ∈ Γi, j , see Figure 2.2 for i = 1,
j = 2. Let nK be the outward normal vector to K and ne = nK for e ∈ EK .
(∇·σk+1
h
, 1)K =
∑
e∈EK
〈σk+1
h
· nK , 1〉e
=〈uk+1
h
· ne1 , 1〉e1 + 〈u
k+1
h
· ne2 , 1〉e2 + 〈σ
k+1
h
· ne3 , 1〉e3
=〈uk+1
h
· ne1 , 1〉e1 + 〈u
k+1
h
· ne2 , 1〉e2 +
1
2
〈uk+1
h
|K · ne3 + u
k+1
h
|K ′ · ne3 , 1〉e3
( in general for the Robin DD: 〈uk+1
h
|K · ne3 , 1〉e3 6= 〈u
k+1
h
|K ′ · ne3 , 1〉e3)
6=
∑
e∈EK
〈uk+1
h
· nK , 1〉e = ( f , 1)K .
(2.60)
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Γ1,2
Figure 2.1: Triangles in Th having a face on the interface (triangles in color)
Γ1,2
e1
e2 e3
K K ′
K ′′
K ′′′
Figure 2.2: Triangles K et K ′ on each side of the interface
Thus, there is no balance between the normal traces on the edges EK of K and the
source term f . Therefore, the choice of this flux reconstruction σh verifies (2.11a) but
does not verify (2.11b).
2.6.2 Improving σk+1
h
to obtain the balance with the source term
We will now define an area, called a band, which contains triangles that share an edge
or a vertex with Γi, j. Inspired by [130], we will construct σ
k+1
h
∈ H(div,Ω), which
is the solution of a local Neumann problem in the band. We use the MFE method to
solve this local problem in order to obtain σk+1
h
. The crucial point is to find Neumann
conditions on the boundary of the band that are in equilibrium with the prescribed
source term whereas in [130] the equilibrium is the result of a fixed assumption which
is not valid in our case. For simplicity, we first consider the case of the DD where
any subdomain touches the boundary ∂Ω. To explain the idea, we start with the two-
subdomain case Ω1 and Ω2: for i = 1,2, we split Ωi into two parts Ω
ext
i and Ω
int
i
such that Ωext
i
∪Ωint
i
= Ωi. Note that Γ1,2 ⊂ Ωext1 ⊂ Ω1, and also Γ1,2 ⊂ Ωext2 ⊂ Ω2,
see Figure 2.3. The band Ωexti is made up of triangles that have an edge or a vertex on
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the interface Γ1,2. We also denote Γ
b
i for i = 1,2 and b = 1,2 the intersections of ∂Ω
ext
i
with ∂Ωi ∩ ∂Ω of nonzero (d − 1)-dimensional measure.
Ωext1 Ω
ext
2Ω
int
1 Ω
int
2
Γ1,2
Γ11
Γ21
Γ12
Γ22
Figure 2.3: The band Ωext1 (blue) of the subdomain Ω1 and the band Ω
ext
2 (red) of the
subdomain Ω2, on each side of the interface Γ1,2
Starting with σk+1
h
given by (2.56), we do not have equilibrium with the source
term in the band Ωexti for i = 1,2. On each egde e ⊂ Γ1,2 for i = 1,2, there appears
a difference between the normal trace of the original flux and the reconstructed flux.
This difference is a constant function on each edge e ⊂ Γ1,2 which is as follows:
uk+1
h,i · ne − {{u
k+1
h
· ne}}= nΓ1,2 · n∂Ωexti
1
2
[[uk+1
h
· ne]], ∀e ⊂ Γ1,2. (2.61)
In particular, using the Green’s theorem in a given Ωexti , we have:
Corollary 2.18. In the band Ωexti , for i = 1,2, the misfit of mass balance due to the
averaging on the interface Γ1,2 is:
nΓ1,2 · n∂Ωexti
∑
e⊂Γ1,2
∫
e
1
2
[[uk+1
h
· ne]]dγ = ( f , 1)Ωext
i
− 〈{{uk+1
h
· n∂Ωext
i
}}, 1〉∂Ωext
i
. (2.62)
Remark 2.19. In the case where all the subdomains touch the boundary ∂Ω, we can com-
pute for each band Ωexti a correction which is equal to ( f , 1)Ωexti − 〈{{u
k+1
h
· n∂Ωext
i
}}, 1〉∂Ωext
i
,
and which we distribute on Γbi for b = 1,2. Then this enables us to have equilibrium in
the band Ωexti , when i = 1,2. For example, in Figure 2.3, we add a correction c
k+1
Γ1
i
on Γ1i
and ck+1
Γ2
i
on Γ2i such that:
∑
b=1,2
ck+1
Γb
i
= ( f , 1)Ωext
i
− 〈{{uk+1
h
· n∂Ωext
i
}}, 1〉∂ Ωext
i
. (2.63)
Note that we do not make a correction on ∂Ωexti ∩ ∂Ω
int
i or on Γi, j , in order to keep the
property H(div,Ωi) of σ
k+1
h
. We then solve local Neumann problems in the two bands
Ωext1 and Ω
ext
2 following the process given in the general case, see problem (2.79) in Sec-
tion 2.6.2.3 below, in order to obtain σk+1
h |Ωext
i
· ne for all e ⊂ Ωexti , ∀i = 1,2. The
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disadvantage of this manual method of distribution is that for a general domain decom-
position, for many subdomains where at least one of the subdomains does not touch the
boundary ∂Ω, it does not work. The difficulty is with subdomains which do not touch ∂Ω,
where we can not push the misfit onto the boundary ∂Ω.
A possibility to solve this problem is to use a Balancing (BDD) method [49, 122,
123] where we obtain one unknown in each subdomain by using a coarse grid. This
coarse problem with one unknown per subdomain would allow us to obtain the balanc-
ing in each subomain. However, we choose to adopt a simpler new method that makes
the connection between subdomains in order to rebalance the flux independently of
the number of subomains, and can also be applied in the case where at least one sub-
domain does not touch the boundary. The aim of this method is to find one correction
through a simple coarse balancing problem.
2.6.2.1 The two-subdomain case
We first present our general approach for two-subdomains, and then we generalize it
for any domain decomposition. In the situation of Figure 2.3, we want to find five
corrections to the averaged flux {{uk+1
h
· n∂Ωext
i
}} which will lead to equilibrium in each
band Ωext1 and Ω
ext
2 . We denote these corrections by: c
k+1
Γ1,2
, ck+1
Γ11
, ck+1
Γ21
, ck+1
Γ12
, and ck+1
Γ22
,
defined respectively on Γ1,2, Γ
1
1, Γ
2
1, Γ
1
2 and Γ
2
2, see Figure 2.3, such that:
ck+1
Γb
i
≈ 0 for i = 1,2 and b = 1,2, (2.64a)
ck+1Γ1,2
≈ 0. (2.64b)
We keep the same value of the flux uk+1
h
· n∂Ωext
i
∩∂Ωint
i
located on ∂Ωexti ∩ ∂Ω
int
i , where i
represents the number of the subdomain Ωi. Thus, we set:
ck+1
∂Ωext1 ∩∂Ωint1
:= 0, (2.65)
ck+1
∂Ωext2 ∩∂Ωint2
:= 0. (2.66)
There are as many balancing conditions as bands Ωexti , i.e. as many as the subdomains.
In the case of two subdomains, the two balancing conditions to satisfy are:
(nΓ1,2 · n∂Ωext1 )c
k+1
Γ1,2
+
2∑
b=1
ck+1
Γb1
= ( f , 1)Ωext1 − 〈{{u
k+1
h
· n∂Ωext1 }}, 1〉∂Ωext1 , (2.67a)
(nΓ1,2 · n∂Ωext2 )c
k+1
Γ1,2
+
2∑
b=1
ck+1
Γb2
= ( f , 1)Ωext2 − 〈{{u
k+1
h
· n∂Ωext2 }}, 1〉∂Ωext2 , (2.67b)
where ( f , 1)Ωext
i
−〈{{uk+1
h
·n∂Ωext
i
}}, 1〉∂Ωext
i
is the mistfit of mass balance of the averaging
in each subdomain for i = 1,2.
Remark 2.20. This problem is a non-square linear system with 5 single-valued unknowns
ck+1
Γ11
, ck+1
Γ21
, ck+1Γ1,2
, ck+1
Γ12
, and ck+1
Γ22
and 2 equations (2.67a) and (2.67b), to ensure that the
bands Ωext1 and Ω
ext
2 will be in balance with the source term. Moreover, our construction
will ensure the continuity of the flux on the interface Γ1,2 because we reused c
k+1
Γ1,2
in the
condition (2.67b).
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Rectangular linear system:
Using the notation of Figure 2.3, this non-square linear system reads:

1 1 1 0 0
0 0 −1 1 1



ck+1
Γ11
ck+1
Γ21
ck+1Γ1,2
ck+1
Γ12
ck+1
Γ22


=

( f , 1)Ωext1 − 〈{{u
k+1
h
· n∂Ωext1 }}, 1〉∂Ωext1
( f , 1)Ωext2 − 〈{{u
k+1
h
· n∂Ωext2 }}, 1〉∂Ωext2

. (2.68)
The rectangular matrix contains integers which are 0, 1 or -1. We note that in the
second line of the matrix, two new unknowns appear compared to the first line. Thus,
these two lines are linearly independent. Consequently, this linear system has an in-
finite number of solutions. We must choose between all these solutions. For this, we
take into account that we do not want the values to differ too greatly from what we had
before, i.e., the corrections should be as small as possible, see (2.64). To achieve this,
we use the classical least squares algorithm to minimize between all of the solutions,
in order to find the nearest solutions to (2.64), in the sense:
(ck+1
Γ11
)2+ (ck+1
Γ21
)2 + (ck+1Γ1,2
)2 + (ck+1
Γ12
)2 + (ck+1
Γ22
)2 =min. (2.69)
The resulting boundary fluxes of this method are as follows:
σk+1
h
· ne =



{{uk+1
h
· ne}}+
1
|Γ1,2|
ck+1Γ1,2
, ∀e ⊂ Γ1,2,
uk+1
h,i · ne +
1
|Γb
i
|
ck+1
Γb
i
, ∀e ⊂ Γbi , ∀i = 1,2 and b = 1,2,
uk+1
h,i · ne, ∀e ⊂ ∂Ω
ext
i ∩ ∂Ω
int
i for i = 1,2.
(2.70)
2.6.2.2 The case of many subdomains, not necessarily touching the boundary ∂Ω
The above method can be generalized for many subdomains. We want to find correc-
tions to the averaged flux {{uk+1
h
· n∂Ωext
i
}}, which will lead to the equilibrium in each
band Ωexti , such that:
ck+1
Γb
i
≈ 0 for i ∈ ¹1,N º and b = 1,2 such that |∂Ωexti ∩ ∂Ω| > 0, (2.71a)
ck+1Γi, j
≈ 0 for i, j ∈ ¹1,N º, i < j such that j ∈ Bi . (2.71b)
As previously, we keep the same value of the flux uk+1
h
· n∂Ωext
i
∩∂Ωint
i
located on the
boundary ∂Ωexti ∩ ∂Ω
int
i , where i represents as usual the number of the subdomain Ωi.
Thus, we set:
ck+1
∂Ωext
i
∩∂Ωint
i
:= 0 ∀Ωi, i ∈ ¹1,N º. (2.72)
There are again as many balancing conditions as bands Ωexti and consequently as
the number of subdomains. The N balancing conditions that have to be satisfied,
∀i ∈ ¹1,N º, are:
∑
b=1,2/
|∂Ωi∩∂Ω|>0
ck+1
Γb
i
+
∑
j∈Bi
(nΓi, j · n∂Ωexti )c
k+1
Γi, j
= ( f , 1)Ωext
i
− 〈{{uk+1
h
· n∂Ωext
i
}}, 1〉∂Ωext
i
, (2.73)
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Ωext1 Ω
ext
2 Ω
ext
3
Ωext4 Ω
ext
5 Ω
ext
6
Ωext7 Ω
ext
8 Ω
ext
9
Figure 2.4: Nine bands located close to the interface Γ
where the term
( f , 1)Ωext
i
− 〈{{uk+1
h
· n∂Ωext
i
}}, 1〉∂Ωext
i
, i ∈ ¹1,N º (2.74)
is the mistfit of mass balance of the averaging of uk+1
h
· n∂Ωext
i
in each subdomain for
i ∈ ¹1,N º. Equations (2.73), for i ∈ ¹1,N º lead to a rectangular linear system,
that we detail below in the case of the example of nine subdomains given in Figure 2.4.
Rectangular linear system:
In the case of Figure 2.4 (where one of the subdomains does not touch the boundary),
equation (2.71a) gives 16 corrections and equation (2.71b) gives 12 corrections. Thus,
this problem is a non-square linear system with 28 unknowns (which is very few and
independent of the number of mesh elements) and 9 equations (2.73), to ensure the
balance in the bands Ωext1 , ....., Ω
ext
9 with the source term:


1 1 0 0 · · ·
0 −1 1 1 · · ·
· · · · ·
· · · · ·
· · · · ·




ck+1Γ1,4
ck+1Γ1,2
.
.
.
ck+1Γ8,9
ck+1
Γ11
ck+1
Γ21
.
.
ck+1
Γ19
ck+1
Γ29


=


( f , 1)Ωext1 − 〈{{u
k+1
h
· n∂Ωext1 }}, 1〉∂Ωext1
( f , 1)Ωext2 − 〈{{u
k+1
h
· n∂Ωext2 }}, 1〉∂Ωext2
( f , 1)Ωext3 − 〈{{u
k+1
h
· n∂Ωext3 }}, 1〉∂Ωext3
( f , 1)Ωext4 − 〈{{u
k+1
h
· n∂Ωext4 }}, 1〉∂Ωext4
( f , 1)Ωext5 − 〈{{u
k+1
h
· n∂Ωext5 }}, 1〉∂Ωext5
( f , 1)Ωext6 − 〈{{u
k+1
h
· n∂Ωext6 }}, 1〉∂Ωext6
( f , 1)Ωext7 − 〈{{u
k+1
h
· n∂Ωext7 }}, 1〉∂Ωext7
( f , 1)Ωext8 − 〈{{u
k+1
h
· n∂Ωext8 }}, 1〉∂Ωext8
( f , 1)Ωext9 − 〈{{u
k+1
h
· n∂Ωext9 }}, 1〉∂Ωext9


.
(2.75)
58 Chapter 2. Estimates and stopping criteria in steady diffusion case
The rectangular matrix contains integers which are 0,1 or -1. Each line of this matrix
corresponds to one subdomain. With a simple geometric representation, by making
the path of the subdomains as shown in Figure 2.5, we remark that there is always
at least one new unknown that appears on the next line. Thus, it is not possible to
make a linear combination with the previous lines, and the vector lines are linearly
independent. Consequently, this linear system has an infinity of solutions. We will
Ωext1 Ω
ext
2 Ω
ext
3
Ωext4 Ω
ext
5 Ω
ext
6
Ωext7 Ω
ext
8 Ω
ext
9
Figure 2.5: Path of the subdomains: each point represents a new unknown compared
to the previous subdomains, following the path: Ω7, Ω8, Ω9, Ω6, Ω5, Ω4, Ω1, Ω2, Ω3
again make a choice of these unknowns taking into account that we do not want the
values to differ too greatly from what we had before, see (2.71). We use the classical
least squares algorithm to minimize between all of the solutions, in order to find the
nearest solution to (2.71) in the sense:
N∑
i=1/
|∂ Ωi∩∂Ω|>0
2∑
b=1
(ck+1
Γb
i
)2 +
N∑
i=1/ j∈Bi , i< j
(ck+1Γi, j
)2 =min. (2.76)
The resulting boundary fluxes of this method are as follows:
σk+1
h
· ne =



{{uk+1
h
· ne}}+
1
|Γi, j|
ck+1Γi, j
, ∀e ⊂ Γi, j, j ∈ Bi , i < j, i ∈ ¹1,N º,
uk+1
h,i · ne +
1
|Γb
i
|
ck+1
Γb
i
, ∀e ⊂ Γbi for i ∈ ¹1,N º and b = 1,2
such that |∂Ωexti ∩ ∂Ω| > 0,
uk+1
h,i · ne, ∀e ⊂ ∂Ω
ext
i ∩ ∂Ω
int
i , i = 1, ..,N .
(2.77)
2.6.2.3 Solving local Neumann problem in each band
These boundary fluxes, once computed, lead to the mass balance on each domain Ωexti ,
∀i ∈ ¹1,N º, see (2.73). Thus, we can solve a well-posed local Neumann problem in
each band, which actually redistributes the boundary corrections.
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Definition 2.21 (Spaces of local Neumann problem). Inspired by [130] Section 3.3.3,
we define for i ∈ ¹1,N º the spaces on Ωexti :
Wh,z,Ωext
i
=
¨
vk+1
h
∈Wh,i(Ωexti ) :
vk+1
h
· nΩext
i
= z +
n
n∂Ωext
i
· nΓi, j
ck+1Γi, j
|Γi, j|
, if z 6= 0
o
, j ∈ Bi ,
vk+1
h
· nΩext
i
= z +
n ck+1
Γb
i
|Γb
i
|
, if z 6= 0
o
, for b = 1,2 such that |∂Ωexti ∩ ∂Ω| > 0,
vk+1
h
· nΩext
i
= z on ∂Ωexti ∩ ∂Ωinti
«
.
(2.78)
We also define the space Mh,i(Ω
ext
i ), which is the restriction of Mh,i on Ω
ext
i .
Definition 2.22 (Local Neumann problem). Find σk+1
h |Ωext
i
∈ Wh,{{uk+1
h
·nΩext
i
}},Ωext
i
and
qk+1
h
∈ Mh,i(Ωexti ) such that (q
k+1
h
, 1)|Ωext
i
= 0, ∀i ∈ ¹1,N º, solution of the following
mixed problem:
(S−1(σk+1
h
− uk+1
h
),vh)Ωext
i
− (qk+1
h
,∇·vh)Ωext
i
= 0, ∀vh ∈Wh,0,Ωext
i
, (2.79a)
(∇·σk+1
h
, wh)Ωext
i
= ( f , wh)Ωext
i
, ∀wh ∈ Mh,i(Ωexti ), where (wh, 1)|Ωexti = 0. (2.79b)
Remark 2.23. If we introduce σ̃h
k+1 defined in Ωexti as the difference between the re-
constructed equilibreated flux σk+1
h
and the mixed finite element approximate flux uk+1
h
,
σ̃h
k+1|Ωext
i
:= σk+1
h
|Ωext
i
− uk+1
h
|Ωext
i
, then (σ̃h
k+1,qk+1
h
)|Ωext
i
is the approximation by the
MFE method of the following local Neumann problem on Ωexti , ∀i ∈ ¹1,N º:
−∇·(S∇qk+1
h
) = f −∇·uhk+1 in Ωexti , (2.80a)
−S∇qk+1
h
· n∂Ωext
i
= n∂Ωext
i
· nΓi, j
ck+1Γi, j
|Γi, j|
on Γi, j , ∀ j ∈ Bi (2.80b)
−S∇qk+1
h
· nΩext
i
=
ck+1
Γk
i
|Γb
i
|
on Γbi for b = 1,2 such that |∂Ω
ext
i ∩ ∂Ω| > 0,
(2.80c)
−S∇qk+1
h
· nΩext
i
= 0 on ∂Ωexti ∩ ∂Ω
int
i , (2.80d)
(qk+1
h
, 1)Ωext
i
= 0. (2.80e)
Lemma 2.24. A necessary condition for the existence of a solution to a Neumann problem
is that the source term f and boundary data satisfy the compatibility condition. Here,
problem (2.79), i ∈ ¹1,N º, satisfy the Neumann compatibility.
Proof. It is easy to show that the Neumann conditions on the boundary are in equilib-
rium with the source term (i.e. the data) , from theN equilibrium conditions imposed.
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This is, however, immediate from (2.73):
2∑
b=1/
|Γb
i
∩∂Ω|>0
(〈{{uk+1
h
· nΩext
i
}}, 1〉Γb
i
+ ck+1
Γb
i
) + 〈{{uk+1
h
· nΩext
i
}}, 1〉∂ Ωext
i
∩∂Ωint
i
+
∑
j∈Bi
(〈{{uk+1
h
· nΩext
i
}}, 1〉Γi, j + c
k+1
Γi, j
)
= 〈{{uk+1
h
· n∂Ωext
i
}}, 1〉∂Ωext
i
+
∑
j∈Bi
ck+1Γi, j
+
2∑
b=1/
|Γb
i
∩∂Ω|>0
ck+1
Γb
i
︸ ︷︷ ︸
=( f ,1)Ωext
i
−〈{{uk+1
h
·n∂Ωext
i
}},1〉∂Ωext
i
from (2.73)
= ( f , 1)Ωext
i
.
(2.81)
Remark 2.25. Following the notation, problem (2.79) is equivalent to the constrained
minimisation problem. In other words, the reconstructed equilibrated flux σk+1
h
|Ωext
i
that
we find in each band Ωexti is that among all v
k+1
h
∈ Wh,{{uk+1
h
·nΩext
i
}} ,Ωext
i
which satisfies
∇·vk+1
h
= π0( f ) and minimizes the distance to the flux u
k+1
h
/∈ H(div,Ω):
σk+1
h |Ωext
i
= arg min
vh∈Wh,{{uk+1
h
·n
Ωext
i
}} ,Ωext
i
,∇·vh=π0( f )
|||uk+1
h
− vh|||⋆,Ωext
i
. (2.82)
We thus found the best flux σk+1
h
for the estimator ηDDF,K defined in (2.19).
2.7 Numerical results
In this section, we give some numerical illustrations of the a posteriori error estimators
of Theorems 2.5 and 2.7. In this example, Ω is decomposed into nine subdomains.
The nine bands where the local Neumann problem are solved are illustrated in Fig-
ure 2.6 (on the right).
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Figure 2.6: DD with 9 subdomains (on the left) and the bands Ωexti (on the right)
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2.7.1 Example 1 with the Jacobi solver
We take the same example as in Chapter 1 where on Ω =]0,1[×]0,1[, we have:
• The diffusion tensor: S =

3 2
2 3

,
• The exact solution: p(x , y) = sin(2πx) sin(2πy),
• f=24π2 sin(2πx) sin(2πy)-16π2 cos(2πx) cos(2πy) is the corresponding source
term,
• x = 0 is the Neumann boundary,
• x = 1 is the Robin boundary,
• y = 0 and y = 1 are the Dirichlet boundaries.
The number of triangles in the domain Ω =
9
∪
i=1
Ωi after discretization is 115 200. The
Robin parameters are optimized following [72].
Number of triangles in Ω 115 200
Number of subdomains 9
Subdomain solver Direct
DD solver Jacobi
Original DD stopping criterion 1e-12
A posteriori stopping criterion ηDD ≤ 0.1ηdisc
Total number of iterations 209
Number of iterations with the a posteriori stopping criterion 47
Unnecessary iterations 162
Table 2.1: Example 1 with the Jacobi solver
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Figure 2.7: Example 1: error component estimates with the Jacobi solver
In Figure 2.7, we plot the evolution of ηDD, ηdisc, of Theorem 2.7 and of their
sum as a function of the number of iterations of the DD Jacobi solver. The original
DD stopping criteria is when the residual of the jump of the Robin condition is lower
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than 1e-12 on the interface as mentioned in Table 2.1. At the beginning we see that
ηDD dominates up to roughly 35 iterations and then gets smaller compared to ηdisc and
then vanishes. A stopping criterion for the iterative solver that we propose instead is
when the domain decomposition error does not contribute significantly to the overall
error, i.e., ηDD ≤ γηdisc, with γ≈ 0.1. Here, we can stop the iterations at 47, and avoid
162 unnecessary iterations. We also plot the energy error and the total estimator as
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Figure 2.8: Example 1: energy error and total estimator with the Jacobi solver
a function of the number of iterations, see Figure 2.8. Consequently, we can obtain
the effectivity index Ik+1eff defined in (2.29) at each iteration of the DD algorithm, see
Figure 2.9. We observe that the effectivity index is close to the optimal value of 1.
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Figure 2.9: Example 1: effectivity index with the Jacobi solver
Below, we give a general description of what happens at iteration 4 and at itera-
tion 47 of the Jacobi algorithm.
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At iteration 4
We can see in Figure 2.10 that we have a discontinuous approximation solution p4
h
on
the interface. Thus, at iteration 4, we intuitively can not stop the iterations because
the error on the interface is very large. In Figure 2.11, we can see that estimator
distribution ηDD (on the right) on a uniform mesh is very much concentrated around
the interface, whereas ηdisc (on the left) is rather uniform and smaller. Consequently,
the sum of the estimators ηdisc and ηDD, see Figure 2.12 (on the left), overestimates
importantly the potential energy error, which is less concentrated around the interface.
Figure 2.10: Example 1: pressure at the 4th iteration with the Jacobi solver
Figure 2.11: Example 1: the two components of the a posteriori estimates ηdisc (on
the left) and ηDD (on the right) on each element K of Ω at the 4th iteration with the
Jacobi solver
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Figure 2.12: Example 1: the total error estimator (on the left) and the distribution of
the energy error (on the right) at the 4th iteration with the Jacobi solver
At iteration 47
At iteration 47, the solution p47
h
does not present any visually discontinuity, see Fig-
ure 2.13. Figure 2.14 shows that the elements contributions of ηdisc are about 5e-4
and distributed rather uniformly on the hole domain, while ηDD is about 10
−3 and
distributed only around the interfaces. Thus, if we sum the values of ηDD and ηdisc,
we remark that ηdisc dominates. Consequently, we can see in Figure 2.15 (on the left)
that the total error estimator distribution is very close to the error distribution of ηdisc.
Finally, we see that the energy error distribution shown on Figure 2.15 (on the right)
matches well with the total error estimator distribution, see Figure 2.15 (on the left).
Figure 2.13: Example 1: pressure at the 47th iteration with the Jacobi solver
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Figure 2.14: Example 1: the two components of the a posteriori estimates ηdisc (on
the left) and ηDD (on the right) on each element K of Ω, at the 47th iteration with the
Jacobi solver
Figure 2.15: Example 1: the total error estimator (on the left) and the distribution of
the energy error (on the right) at the 47th iteration with the Jacobi solver
Convergence rates
In Figure 2.16 we plot the convergence rates of the total potential estimator, ηNCP and
ηosc at different discretizations. These convergence rates are part of the factors which
play role in the efficiency of the method. We can see that the convergence rate of
“total. est.”, which corresponds to η̃ in (2.27), and ηNCP is h as for the solution p of
the lowest-order Raviart–Thomas method. We can remark that the convergence rate of
ηosc is h
2.
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Figure 2.16: Example 1: convergence rate of the different estimators
2.7.2 Example 1 with the GMRES solver
We take the same example as before but using the GMRES solver now, see Table 2.2.
One particular advantage of the GMRES solver is that we can make less iterations than
Jacobi. As shown in Figure 2.17, ηDD dominates up to roughly 12 iterations and then
gets small compare to ηdisc and then vanishes. A resulting stopping criterion is when
ηDD ≤ γηdisc, with γ ≈ 0.1. Here, we can stop the DD algorithm at iteration 17,
and thus save 44 unnecessary iterations. We also plot the energy error and the total
estimator as a function of the number of iterations, see Figure 2.18. Consequently,
we can obtain the effectivity index Ik+1eff defined in (2.29) at each iteration of the DD
algorithm, see Figure 2.19. We observe that the effectivity index is close to the optimal
value of 1.
Number of triangles in Ω 115 200
Number of subdomains 9
Subdomain solver Direct
DD solver GMRES
Original DD stopping criterion 1e-12
A posteriori stopping criterion ηDD ≤ 0.1ηdisc
Total number of iterations 61
Number of iterations with the a posteriori stopping criterion 17
Unnecessary iterations 44
Table 2.2: Example 1 with the GMRES solver
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Figure 2.17: Example 1: error component estimates with the GMRES solver
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Figure 2.18: Example 1: energy error and total estimator with the GMRES solver
2.7.3 Example 2 with the GMRES solver
The second example focuses on the resolution of the problem (1.1) by the MFE method,
where Ω = [0,1]× [0,1] and:
• the exact solution is p(x , y) = x(1− x)y(1− y),
• the diffusion tensor is
S :=
¨
15− 10 sin(10πx) sin(10πy)I , x , y ∈ (0,1/2) or x , y ∈ (1/2,1),
15− 10 sin(2πx) sin(2πy)I , otherwise, (2.83)
where I is the identity matrix (2 by 2),
• ∂Ω is the Dirichlet boundary.
We consider a domain decomposition of Ω into 4 subdomains Ω =
4
∪
i=1
Ωi. In this
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Figure 2.19: Example 1: effectivity index with the GMRES solver
Number of triangles in Ω 12800
Number of subdomains 4
Subdomain solver Direct
DD solver GMRES
Original DD stopping criteria 1e-11
A posteriori stopping criteria ηDD ≤ 0.1ηdisc
Total number of iterations 40
Number of iterations with a posteriori stopping iteration 6
Unnecessary iterations 34
Table 2.3: Example 2 with the GMRES solver
example, we can see from Figure 2.20 that we can stop the iterations at 6, and so save
34 unnecessary iterations. We also plot the energy error and the total estimator as a
function of the number of iterations, see Figure 2.21. We observe that the effectivity
index is close to the optimal value of 1, see Figure 2.22.
At iteration 6
At iteration 6, we remark that the DD error is located on the interface, see Figure 2.23
(on the right). We can see in Figure 2.24 (on the left) that the total error estimator
distribution is very close to the error distribution of ηdisc in Figure 2.23 (on the left).
Finally, we see that the energy error distribution Figure 2.24 (on the right) matches
well with the total error estimator distribution, see Figure 2.24 (on the left).
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Figure 2.20: Example 2: error component estimates with the GMRES solver
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Figure 2.21: Example 2: energy error and total estimator with the GMRES solver
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Figure 2.22: Example 2: effectivity index with the GMRES solver
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Figure 2.23: Example 2: the two components of the a posteriori estimates ηdisc (on
the left) and ηDD (on the right) on each element K of Ω at the 6th iteration with the
GMRES solver
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Figure 2.24: Example 2: the total error estimator (on the left) and the distribution of
the energy error (on the right) at the 6th iteration with the GMRES solver
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In this chapter, we first present the heat equation and its mixed variational for-
mulation. We intend to approximate it iteratively using the Optimized Schwarz
method [21, 76] for the DD method which is global in time. This in particular allows to
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use different time steps in different subdomains [26, 29, 74, 85, 86, 92, 93, 95, 96]. As
in Chapter 2, we are interested in a posteriori error estimates in a MFE discretization.
Using the space-time energy norm given in [65, 67], we bound the error |||p− pk+1
hτ
|||
between the exact solution and the approximate solution at each iteration k+ 1 of the
space-time DD method. The indicators which bound the error are completely calcu-
lable and constructed from the approximate solution (pk+1
hτ
,uk+1
hτ
). We first construct
a postprocessing p̃k+1
hτ
, from which we then construct a potential reconstruction sk+1
hτ
at each iteration of the DD algorithm, following [67]. We also construct a subdomain
potential reconstruction sk+1hτ,i for each subdomain Ωi, ∀i ∈ ¹1,N º, at each iteration
of the DD algorithm, following the idea presented in Chapter 2, so as to distinguish
the error from H10(Ω)-nonconformity and from domain decomposition. Then, using
the same idea of extracting bands and solving local Neumann problems as presented in
Chapter 2 to evaluate the error in the H(div,Ω)-nonconformity, we build a flux recon-
struction σk+1,n
h
at each iteration of the DD algorithm and at each time step n. Then,the
discretization error, the time discretization error, and the domain decomposition error
are distinguished. Numerical results are shown both for the Jacobi iterative method
and the GMRES method, to illustrate the efficiency of our a posteriori estimates.
3.1 The heat equation
We consider the following heat equation with final time T > 0 and f ∈ L2(Ω× (0, T )):
Find the potential p and the flux u such that:
u = −S∇p in Ω× (0, T ), (3.1a)
∂ p
∂ t
+∇·u = f in Ω× (0, T ), (3.1b)
p = gD on Γ
D× (0, T ), (3.1c)
−u · n = gN on ΓN × (0, T ), (3.1d)
p(·, 0) = p0 in Ω, (3.1e)
where S ∈ [L∞(Ω× (0, T ))]d×d is the diffusion tensor that we suppose piecewise con-
stant on the mesh Th of Ω and constant in time for simplicity, gN ∈ L2(ΓN×(0, T )) is the
Neumann boundary condition, gD ∈ H
1
2 (ΓD×(0, T ))∩C0((ΓD)×(0, T )) is the Dirichlet
boundary condition, and p0 ∈ H1(Ω) is the initial condition where p0|ΓD = gD(·, 0)|ΓD.
Here, ΓD and ΓN are connected subsets of ∂Ω such that ΓD ∪ ΓN = ∂Ω.
3.2 The global-in-time Optimized Schwarz method using
OSWR
In this section, we present the interface problem for the heat equation following [51,
95]. We suppose that Ω is decomposed into N subdomains as in (1.3). The original
problem (3.1) is equivalent to solving the subdomain problems for i = ¹1,N º:
ui = −S∇pi in Ωi × (0, T ), (3.2a)
∂ pi
∂ t
+∇·ui = f in Ωi × (0, T ), (3.2b)
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pi = gD on Γ
D
i × (0, T ), (3.2c)
−ui · n = gN on ΓNi × (0, T ), (3.2d)
−βi, jui · ni + pi = −βi, ju j · ni + p j on Γi, j × (0, T ), ∀ j ∈ Bi , (3.2e)
p(·, 0) = p0(·) in Ωi. (3.2f)
In order to write (3.2) as an equivalent interface problem (see [51] and Chapter 1),
we first introduce the following spaces:
LT (Γi) =
∏
j∈Bi
H1(0, T ; L2(Γi, j)), (3.3a)
VT,i = L2(0, T ; L2(Ωi))× L2(0, T ; L2(ΓDi ))× L2(0, T ; L2(ΓNi ))×H1(Ωi) for i ∈ ¹1,N º
(3.3b)
and we recall the following subspaces introduced in Chapter 1:
Wi := {v ∈ H(div,Ωi); v · ni ∈ L2(∂Ωi)}, (3.4a)
WgN
i
:= {v ∈Wi; v · ni = gN(·, t) on ΓN ∩ ∂Ωi}, (3.4b)
a.e. for a given t ∈ (0, T ). Note that the coefficients βi, j ∈ L∞(Γi, j) do not depend on
time, being fixed for each interface edge.
We now introduce the subproblem solution operator for Ωi, i ∈ ¹1,N º, as follows:
Mi : LT (Γi)×VT,i → LT (Γi)×H1(0, T ; L2(Ωi))× L2(0, T ;W
gN
i
)
(ξi,F i) 7→ (ξi, pi ,ui),
(3.5)
where ξi =

ξi, j

j∈Bi ,F i = ( f |Ωi , gD|ΓDi , gN|ΓNi , p0|Ωi), and where (pi,ui) is the solution
of the following problem in Ωi × (0, T ):
ui = −S∇pi in Ωi × (0, T ), (3.6a)
∂ pi
∂ t
+∇·ui = f in Ωi × (0, T ), (3.6b)
pi = gD on Γ
D
i × (0, T ), (3.6c)
−ui · n = gN on ΓNi × (0, T ), (3.6d)
−βi, jui · ni + pi = ξi, j on Γi, j × (0, T ), ∀ j ∈ Bi , (3.6e)
p(·, 0) = p0 in Ωi. (3.6f)
We also introduce:
Ri : LT (Γi)×H1(0, T ; L2(Ωi))× L2(0, T ;W
gN
i
) → LT (Γi)
(ξi, pi ,ui) 7→

β j,iui · ni + (ξi, j + βi, jui · ni)

j∈Bi ,
(3.7)
and the Robin-to-Robin operator defined as follows:
SRtRi :=Ri ◦Mi : LT (Γi)×VT,i → LT (Γi). (3.8)
Then, problems (3.2) for i ∈ ¹1,N º lead to the equivalent space-time interface
problem:
Find (ξ1, . . . ,ξN ) ∈ LT (Γ1)× . . .× LT (ΓN ) such that:
(ξi) j = (S
RtR
j (ξ j,F j))i, ∀ j ∈ B
i , ∀i ∈ ¹1,N º. (3.9)
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UsingM j(ξ j,F j) =M j(ξ j ,0) +M j(0,F j) and the linearity of Ri, we obtain:
SRtRj (ξ j ,F j) =R j(M j(ξ j ,F j)) =R j(M j(ξ j ,0)) +R j(M j(0,F j))
= SRtRj (ξ j,0) +S
RtR
j (0,F j). (3.10)
Hence, (3.9) can be rewritten as:
(ξi) j − (SRtRj (ξ j ,0))i = (S
RtR
j (0,F j))i, ∀ j ∈ B
i , ∀i ∈ ¹1,N º. (3.11)
Our interface problem is written in compact form, as in Chapter 1, as follows:
SRtRξ =χR. (3.12)
The Robin parameters βi, j can be chosen to improve the convergence rates, see [21, 71,
94, 95, 102, 103]. The space-time interface problem can be solved by the Jacobi itera-
tive method or another methods, e.g. GMRES, and lead to a global-in-time Optimized
Schwarz method. The Jacobi algorithm applied to the interface problem corresponds to
the well-known Optimized Schwarz waveform relaxation (OSWR) algorithm [21, 76]
recalled in the next section.
3.3 Local solver of the OSWR method for the heat equation
Applying the Jacobi algorithm to the space-time interface problem (3.12) leads to the
following algorithm:
Find the solutions pk+1
i
and uk+1
i
in subdomain Ωi, at iteration k+ 1, for k ≥ 0, such
that:
uk+1
i
= −S∇pk+1
i
in Ωi × (0, T ), (3.13a)
∂ pk+1
i
∂ t
+∇·uk+1
i
= f in Ωi × (0, T ), (3.13b)
pk+1
i
= gD on Γ
D
i × (0, T ), (3.13c)
−uk+1
i
· n = gN on ΓNi × (0, T ), (3.13d)
−βi, juk+1i · ni + p
k+1
i
= gkR, j on Γi, j × (0, T ), ∀ j ∈ B
i , (3.13e)
p(·, 0) = p0 in Ωi , (3.13f)
where gkR, j := −βi, ju
k
j ·ni+p
k
j for k ≥ 1 is the information coming from the neighboring
subdomain Ω j, j ∈ Bi , at step k of the Jacobi algorithm. This algorithm starts from
initial guesses g0R, j which are given functions in H
1(0, T ; L2(Γi, j)), j ∈ Bi , 1 ≤ i ≤ N ,
(see [95] for the convergence analysis and well-posedness).
3.4 Local solver of the heat equation in the mixed finite ele-
ment formulation
Let Ωi be a subdomain of Ω, i = ¹1,N º. Let k+1 be the iteration index of the global-
in-time DD method. We are looking for the solutions pk+1
i
and uk+1
i
in subdomain Ωi
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at iteration k+ 1. Based on the variational formulation of the diffusion equation given
in Chapter 1, the weak formulation of the heat problem (3.1) at step k + 1 is written
as: for a.e. t ∈ (0, T ), find uk+1
i
(·, t) ∈WgN
i
and pk+1
i
(·, t) ∈ Mi such that:
ai(u
k+1
i
,vi)− bi(vi, pk+1i ) = ℓ
k
i (vi), ∀vi ∈W
0
i , ∀t ∈ (0, T ), (3.14a)
(
∂ pk+1
∂ t
,qi)Ωi + bi(u
k+1
i
,qi) = ( f ,qi)Ωi , ∀qi ∈ Mi , ∀t ∈ (0, T ), (3.14b)

pk+1(·, 0),qi

Ωi
= (pk+10 ,qi), ∀qi ∈ Mi , (3.14c)
where the bilinear forms ai and bi , and the linear form ℓ
k
i are defined in Chapter 1
Section 1.5. Note that the exact solution of the flux in Ωi is ui ∈ L2(0, T ;W
gN
i
). The
exact solution of the potential is such that pi ∈ L2(0, T ; Mi).
3.5 Discretization using MFE in space and an implicit scheme
in time
The local problem (3.14) in each subdomain is discretized in space by the MFE method
presented in Section 1.5 Chapter 1 and using the discontinuous Galerkin method of
order zero in time (DG0) [26, 92, 93, 95, 149] or, equivalently for piecewise-constant-
in-time source term f , the backward Euler scheme.
Let {tn}0≤n≤N be a sequence of discrete times such that
t0 = 0< t1 < · · · < tn < · · · < tN = T.
Let Tτ be the partition of the time interval (0, T ) into subintervals In := (tn−1, tn] and
let τn := tn − tn−1 for all 1≤ n≤ N . At time t0 = 0, we approximate the initial condi-
tion. We suppose for simplicity that the triangulation Th,i on the polygonal subdomain
Ωi, ∀i ∈ ¹1,N º, is the same at each time step, where Th,i = Th|Ωi . For simplicity,
we present in Figure 3.1 the case of a decomposition of Ω into two subdomains in 2D,
where the space-time interface Γ1,2 × (0, T ) is a plane.
Notations
Let E be a space of functions defined on Ω and let v(·, t) be a function taking its values
in E. We denote P0τ (E) the vector space such that v(x, ·) is piecewise constant in time:
P0τ (E) := {vτ : (0, T )→ E; where vτ is constant on In, 1≤ n≤ N}. (3.15)
Then a function in P0τ (E) is defined by the N functions {v
n := vτ(·, t)|In}1≤n≤N in E.
In the following, for each subdomain Ωi, pτ,i is a function in P
0
τ (L
2(Ωi)) such that
pτ,i(·, 0) = p0, and uτ,i is a function in P0τ (W
gN
i
). We also introduce the notations:
pni = pτ,i|In and u
n
i = uτ,i|In .
In addition, and especially for Definition 3.3 bellow for the a posteriori estimates, we
denote P1τ (E) the vector space such that vτ(x, ·) is continuous and piecewise affine in
time:
P1τ (E) := {vτ : (0, T )→ E; vτ ∈ C
0(0, T ), vτ is affine on In, 1≤ n≤ N}. (3.16)
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Ω1 Ω2
x
y
t
T
0
τ1
Γ1,2 × (0, T )
Figure 3.1: The space-time interface Γ1,2× (0, T ) between two subdomains Ω1 and Ω2
(in 2D)
Note that a function in P1τ (E) is defined by N + 1 functions {v
n := vτ(·, tn)}0≤n≤N .
Observe that if vτ ∈ P1τ (E), then ∂t vτ ∈ P0τ(E) is such that :
∂t v
n := ∂t vτ|In =
1
τn
(vn− vn−1), 1≤ n≤ N , (3.17)
where v0 is given in E.
Semi discrete in time interface problem
In order to introduce the semi-discrete in time counterpart of (3.9), we first introduce
the following space:
Lτ(Γi) = P
0
τ


∏
j∈Bi
L2(Γi, j)

 , (3.18a)
VT,τ,i = P0τ (L2(Ωi))× P0τ(L2(ΓDi ))× P0τ (L2(ΓNi ))×H1(Ωi) for i ∈ ¹1,N º, (3.18b)
and the following notation for n= 1, .., N :
f̃ n :=
1
τn
∫
In
f (·, t)dt, g̃nD :=
1
τn
∫
In
gD(·, t)dt, g̃nN :=
1
τn
∫
In
gN(·, t)dt.
We define f̃ ∈ P0τ (L
2(Ω)), g̃D ∈ P0τ (L
2(ΓDi )), and g̃N ∈ P
0
τ (L
2(ΓNi )) such that:
f̃ |In := f̃
n, g̃D|In := g̃
n
D, and g̃N|In := g̃
n
N, 1≤ n≤ N . (3.19)
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We now introduce the semi-discrete in time subproblem solution operator for Ωi,
i ∈ ¹1,N º, as follows:
Mτ,i : Lτ(Γi)×VT,τ,i → Lτ(Γi)× P0τ (L
2(Ωi))× P0τ (W
g̃nN
i
)
(ξτ,i,Fτ,i) 7→ (ξτ,i, pτ,i ,uτ,i),
(3.20)
where ξτ,i =

ξτ,i, j

j∈Bi , ξ
n
i, j = ξτ,i, j|In , Fτ,i = ( f̃ |Ωi , g̃D|ΓDi , g̃N|ΓNi , p0|Ωi), and where
(pτ,iuτ,i) is the solution of the following problem in Ωi, for n= 1, ..., N :
uni = −S∇pni in Ωi, (3.21a)
pn
i
− pn−1
i
τn
+∇·uni = f̃
n in Ωi, (3.21b)
pni = g̃
n
D on Γ
D
i , (3.21c)
−uni · n = g̃nN on ΓNi , (3.21d)
−βi, juni · ni + p
n
i = ξ
n
i, j on Γi, j , ∀ j ∈ B
i , (3.21e)
p0i = p0 in Ωi. (3.21f)
We also introduce:
Rτ,i : Lτ(Γi)× P0τ (L2(Ωi))× P0τ (W
g̃nN
i
) → Lτ(Γi)
(ξτ,i, pτ,i,uτ,i) 7→

β j,iuτ,i · ni + (ξτ,i, j + βi, juτ,i · ni)

j∈Bi ,
(3.22)
and the Robin-to-Robin operator defined as follows:
SRtRτ,i =Rτ,i ◦Mτ,i : Lτ(Γi)×VT,τ,i → Lτ(Γi). (3.23)
The semi-discrete counterpart in time of (3.9) can be written as follows:
Find (ξτ,1, . . . ,ξτ,N ) ∈ Lτ(Γ1)× . . .× Lτ(ΓN ) such that: For ξτ,i =

ξτ,i, j

j∈Bi where
ξτ,i, j ∈ P0τ (L
2(Γi, j)):
 
ξτ,i) j − (SRtRτ, j (ξτ, j,Fτ, j)

i
 
In
= 0, ∀n= 1, ..., N , ∀ j ∈ Bi , ∀i ∈ ¹1,N º.
(3.24)
Note that we have used a formulation that is also directly valid for different time grids
on different subdomains that we shall adress in Section 3.10. Then, applying the MFE
method to (3.24), and using the Jacobi algorithm to solve the resulting discrete prob-
lem is equivalent to the fully discrete problem that we give in detail in the next section
(see (3.30)).
Local fully discrete problem at iteration k+ 1
We define g̃nh,N :=
1
τn
∫
In
gh,N(·, t)dt where gh,N|e is the approximation of the func-
tion gN as a piecewise constant on each e ⊂ ΓN: gh,N|e :=
1
|e|
∫
e
gNdγ for each e ⊂ ΓN
of length |e|.
The fully discrete problem at iteration k+ 1, in the subdomain Ωi, ∀i ∈ ¹1,N º, is:
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Find uk+1,n
h,i ∈ W
g̃n
h,N
h,i and p
k+1,n
h,i ∈ Mh,i on the interval In, for n = 1, .., N , such
that:
ai(u
k+1,n
h,i ,vh,i)− bi(vh,i, p
k+1,n
h,i ) = ℓ̃
k,n
i (vh,i), ∀vh,i ∈W0h,i, (3.25a)
1
τn
(p
k+1,n
h,i − p
k+1,n−1
h,i ,qh,i)Ωi + bi(u
k+1,n
h,i ,qh,i) = ( f̃
n,qh,i)Ωi , ∀qh,i ∈ Mh,i , (3.25b)

p
k+1,0
h,i ,qh,i

Ωi
= (p0,qh,i), ∀qh,i ∈ Mi , (3.25c)
where the linear form ℓ̃
k,n
i is defined as:
ℓ̃
k,n
i : W
0
h,i 7−→ R, ℓ̃
k,n
i (vh,i) = −〈 g̃
n
D,vh,i · ni〉ΓDi −
∑
j∈Bi
〈 g̃k,nR, j ,vh,i · ni〉Γi, j , (3.26)
where
g̃
k,n
R, j :=
1
τn
∫
In
gkR, j(·, t)dt. (3.27)
Here, g̃0,nR, j is a given initial guess on Γi, j and 〈 g̃
k,n
R, j ,ψe′ · ni〉Γi, j , for k ≥ 1 and the basis
function ψe′ on e
′ ∈ Γi, j, is given by:
〈 g̃k,nR, j ,ψe′ · ni〉Γi, j =
∫
Γi, j
βi, j(u
k,n
h, j · n j)ψe′ · ni dγ+
∫
Γi, j
(β j,iu
k,n
h, j · n j + g̃
k−1,n
R,i )dγ, (3.28)
and is equal to zero when e′ /∈ Γi, j. Therefore, (3.25) can now be written as:
Find uk+1,n
h,i ∈W
g̃n
h,N
h,i and p
k+1,n
h,i ∈ Mh,i on the interval In, for n= 1, .., N , such that:
ai(u
k+1,n
h,i ,vh,i)− bi(vh,i, p
k+1,n
h,i ) = ℓ̃
k,n
i (vh,i), ∀vh,i ∈W0h,i,
(3.29a)
(p
k+1,n
h,i ,qh,i)Ωi +τ
nbi(u
k+1,n
h,i ,qh,i) = τ
n( f̃ n,qh,i)Ωi + (p
k+1,n−1
h,i ,qh,i)Ωi , ∀qh,i ∈ Mh,i ,
(3.29b)
(p
k+1,0
h,i ,qh,i)Ωi = (p0,qh,i), ∀qh,i ∈ Mh,i .
(3.29c)
Remark 3.1. Note that using the rectangle quadrature rule, f̃ n, g̃nD, and g̃
n
h,N can be
approximated by:
f̃ n ≈ f (·, tn),
g̃nD ≈ gD(·, tn),
g̃nh,N ≈ gh,N(·, t
n).
In the present case of conforming grids in time, g̃
k,n
R, j can be approximated by:
g̃
k,n
R, j ≈ g
k
R, j(·, tn).
In such setting, the discontinuous Galerkin method of order zero in time is equivalent to
the backward Euler scheme.
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Matrix representation of the discrete problem at iteration k+ 1
The matrix form of problem (3.29) for n= 1, .., N and i = 1, ...,N is written as:

Bi Ci
τnCTi −Mi

Uk+1,n
i
Pk+1,n
i

=

F k,n
i,DR
−τnF ni −MiP
k+1,n−1
i

, (3.30)
with the initial conditon MiP
k+1,0
i
= P0,i, where:
• Mi is a |Th,i| × |Th,i| diagonal matrix, where (Mi)v,v = |Kv| is the area of the vth
triangle in Th,i,
• Bi and Ci are defined in Chapter 1,
• P0,i =

1
|K |
∫
K
p0

K∈Th,i
can be approximated by a quadrature rule,
• Uk+1,n
i
is a vector of the d.o.f. on edges at time tn,
• Pk+1,n
i
is a vector of the d.o.f. on triangles at time tn,
• Pk+1,n−1
i
is a vector of the d.o.f. on triangles at time tn−1,
• F ni and F
k,n
i,DR are as defined as in Chapter 1 by remplacing f by f̃
n, gD by g̃
n
D, gh,N by
g̃nh,N, and ℓ
k
i by ℓ̃
k,n
i :
F ni =


( f̃ n,χK)−
∑
e∈Eh,i
e⊂ΓN
i
g̃nh,N|e|
∫
Ωi
χK∇·ψe dx


K∈Th,i
,
F k,n
i,DR =


ℓ̃
k,n
i (ψe′)−
∑
e∈Eh,i
e⊂ΓN
i
g̃nh,N|e|
∫
Ωi
S−1ψe ·ψe′ dx


e′∈Eh,i\ΓN
.
Notation
Let (pk+1
hτ
,uk+1
hτ
) denote the solution of problems (3.29) at the iteration k + 1 of
the DD algorithm, when the DD algorithm has been stopped. Then, we set for all
1≤ n≤ N :
p
k+1,n
h
:= pk+1
hτ
|In and u
k+1,n
h
:= uk+1
hτ
|In (3.31)
and for i = 1, ...,N :
pk+1
hτ,i := p
k+1
hτ
|Ωi and u
k+1
hτ,i := u
k+1
hτ
|Ωi . (3.32)
Let (phτ,uhτ) be the solution at convergence of the DD algorithm.
Remark 3.2. Systems (3.30), n = 1, .., N, i = 1, ...,N , are the (k+ 1)th iteration of the
fully discrete DD algorithm (in space and in time). They correspond to the discrete coun-
terpart of problems (3.14) or equivalently, the discrete counterpart of (3.12) solved with
the Jacobi algorithm. Note that the Jacobi algorithm can be replaced by another iterative
method such as GMRES.
Using the MFE method in space and the DG0 method in time, the fully discrete DD algo-
rithm (using the Jacobi or the GMRES method) converges to (phτ,uhτ), see [94, 95].
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3.6 Concept of potential and flux reconstruction for the heat
equation
The main idea of our estimation is to construct at each iteration k + 1, k ≥ 0, of the
global-in-time DD algorithm:
• An H1-conforming potential reconstruction in space, continuous and piecewise affine
in time.
• An H(div)-conforming and locally conservative flux reconstruction in space, piece-
wise constant in time.
These reconstructions will be the central tools used in Theorem 3.6. The error is mea-
sured in the energy norm augmented by a dual norm of the time derivative [65, 67].
We first introduce a postprocessing as described in Section 2.1 of Chapter 2 for
the steady diffusion case. More precisely, for the heat equation, we construct
p̃
k+1,n
h,i ∈ P2(Th,i) at each iteration k+ 1, at each time step n and for each subdomain,
such that:
−S∇p̃k+1,n
h,i |K = u
k+1,n
h,i |K , ∀K ∈ Th,i, (3.33a)
π0(p̃
k+1,n
h,i |K) = p
k+1,n
h,i |K , ∀K ∈ Th,i, (3.33b)
where p̃k+1
hτ,i |In := p̃
k+1,n
h,i and p̃
k+1,n
h
|Ωi := p̃
k+1,n
h,i .
3.6.1 Potential reconstruction
Definition 3.3 (Potential reconstruction). We will call a potential reconstruction any
function sk+1
hτ
constructed from pk+1
hτ
, uk+1
hτ
, as proposed in [67], which satisfies the two
following conditions:
sk+1
hτ
∈ P1τ (H1(Ω)∩ C0(Ω)), (3.34a)
sk+1
hτ
|ΓD = gD, (3.34b)
and at each time step n, 0≤ n≤ N,
(s
k+1,n
h
, 1)K = (p̃
k+1,n
h
, 1)K , ∀K ∈ Th, (3.35)
where p̃
k+1,n
h
is built in (3.33) form pk+1,n
h
, uk+1,n
h
. In the follows, we will also use the
following notations:
s
k+1,n
h
:= sk+1
hτ
|In , s
k+1
hτ,i := s
k+1
hτ
|Ωi , and s
k+1,n
h,i := s
k+1
hτ,i |In .
3.6.2 Subdomain potential reconstruction
Definition 3.4 (Subdomain potential reconstruction). We will call a subdomain poten-
tial reconstruction any function sk+1hτ,i constructed from p
k+1
hτ,i , u
k+1
hτ,i , which satisfies:
sk+1hτ,i ∈ P
1
τ (H
1(Ωi)∩ C0(Ωi)), ∀i ∈ ¹1,N º, (3.36a)
sk+1hτ,i |ΓDi = gD|ΓDi , (3.36b)
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and at each time step n, 0≤ n≤ N,
(s
k+1,n
h,i , 1)K = (p̃
k+1,n
h,i , 1)K , ∀K ∈ Th,i, (3.37)
where s
k+1,n
h,i := s
k+1
hτ,i |In .
In contrast to sk+1
hτ
of Definition 3.3, sk+1hτ,i is constructed locally subdomain by sub-
domain to capture only the nonconformity from the numerical scheme only and not
that from the domain decomposition method. Thus, sk+1hτ,i is close to p̃
k+1
hτ,i indepen-
dently in each subdomain and sk+1hτ,i |Γi, j is close to p̃
k+1
hτ,i |Γi, j , ∀i ∈ ¹1,N º, j ∈ B
i in the
sense that the estimator (3.50b), (3.50d), and (3.50g) are as small as possible.
3.6.3 Equilibrated flux reconstruction
Definition 3.5 (Equilibrated flux reconstruction). We will call an equilibrated flux re-
construction any function σk+1
hτ
constructed from pk+1
hτ
, uk+1
hτ
, as proposed in [65, 67],
which satisfies:
σk+1
hτ
∈ P0τ(H(div,Ω)), (3.38)
with the local conservation property at each time step n, 0≤ n≤ N:
( f̃ n − ∂t p̃k+1,nh −∇·σ
k+1,n
h
, 1)K = 0, ∀K ∈ Th, (3.39)
together with the Neumann condition:
− (σk+1,n
h
· nΩ, 1)e = ( g̃N, 1)e, ∀e ∈ EΓ
N
h,i , ∀i ∈ ¹1,N º, (3.40)
where σ
k+1,n
h
:= σk+1
hτ
|In .
3.7 General a posteriori error estimate: fully computable up-
per bound
Let X := L2(0, T ; H10(Ω)) and X
′ = L2(0, T ; H−1(Ω)), where we consider ΓN = ;
henceforth for simplicity. Note that in the mixed finite element method, we obtain
phτ ∈ L2(0, T ; L2(Ω)) which is nonconforming in space. Hence, we introduce the bro-
ken X -norm where ∇ is the broken gradient operator such that for a piecewise regular
function q, then ∇q ∈ L2(0, T ; [L2(Ω)]d):
|||q|||2X :=
N∑
n=1
∫
In
||S
1
2∇q(·, t)||2dt =
N∑
n=1
∫
In
∑
K∈Th
||S
1
2∇q(·, t)||2K dt. (3.41)
Let Y := {q ∈ X ;∂tq ∈ X ′}. For q ∈ Y , we introduce the space-time norm proposed
in [65]:
|||q|||2Y := |||q|||
2
X + ||∂tq||
2
X ′ + ||q(·, T )||
2, (3.42)
where
||∂tq||X ′ :=
¨∫ T
0
||∂tq||2H−1(Ω) dt
« 1
2
:=
¨∫ T
0

sup
v∈H10(Ω);‖S
1
2∇v‖=1
〈∂tq, v〉
2
dt
« 1
2
(3.43)
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and we again extend the X -norm and the X ′ norm to piecewise regular in space func-
tions only since p̃hτ /∈ H1. Then, the difference between the exact solution p and the
approximate solution p̃k+1
hτ
at iteration k+ 1 of the DD algorithm using this space-time
norm (3.42) is as follows:
|||p− p̃k+1
hτ
|||2Y = |||p− p̃
k+1
hτ
|||2X + ||∂t(p− p̃
k+1
hτ
)||2
X ′ + ||(p− p̃
k+1
hτ
)(·, T )||2. (3.44)
Let the norm ||| · ||| and ||| · |||⋆ be defined as in Chapter 2 and let || · || be the L2-norm
defined in Chapter 1. Then:
Theorem 3.6 (A posteriori error estimates for the potential, distinguishing space er-
ror, time error, and domain decomposition error). Let p be the weak solution of prob-
lem (3.1). Let p̃k+1,n
h
∈ H1(Th) be an arbitrary solution at each time step n, 0 ≤ n ≤ N,
in particular p̃
k+1,n
h
can be the postprocessing (3.33) of the solution pk+1,n
h
at iteration
k+ 1 of the global-in-time Robin DD algorithm (3.29). Let uk+1,n
h
= −S∇p̃k+1,n
h
in each
element K ∈ Th. Let sk+1hτ be the potential reconstruction of Definition 3.3, let s
k+1
hτ,i be
the subdomain potential reconstruction of Definition 3.4, and let σk+1
hτ
be the equilibrated
flux reconstruction of Definition 3.5. We have:
|||p− p̃k+1
hτ
|||Y ≤ η̃k+1 := ηk+1sp +η
k+1
tm +η
k+1
DD +η
k+1
IC + || f − f̃ ||X ′ + ||s
k+1,N
h
− p̃k+1,N
h
||,
(3.45)
where the “subdomain discretization estimator” is:
ηk+1sp :=
¨
N∑
n=1
τn
∑
K∈Th
(η
k+1,n
osc,K +η
k+1,n
DF,1,a,K)
2
« 1
2
+
¨
N∑
n=1
∫
In
N∑
i=1
∑
K∈Th,i
(ηk+1NCP,1,a,K(t))
2dt
« 1
2
+
¨
N∑
n=1
τn
N∑
i=1
∑
K∈Th,i
(η
k+1,n
NCP,2,a,K)
2
« 1
2
,
(3.46)
the “time discretization estimator” is:
ηk+1tm :=
¨
N∑
n=1
∑
K∈Th
1
3
τn|||sk+1,n
h
− sk+1,n−1
h
|||2K
« 1
2
, (3.47)
the “domain decomposition estimator” is:
ηk+1DD :=
¨
N∑
n=1
τn
∑
K∈Th
(η
k+1,n
DF,1,b,K +η
k+1,n
NCP,1,b,K)
2
« 1
2
+
¨
N∑
n=1
∫
In
N∑
i=1
∑
K∈Th,i
(ηk+1NCP,1,b,K(t))
2dt
« 1
2
+
¨
N∑
n=1
τn
N∑
i=1
∑
K∈Th,i
(η
k+1,n
NCP,2,b,K)
2
« 1
2
,
(3.48)
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and the “initial condition estimator” is:
ηk+1IC := ||s
k+1,0
h
− p0||. (3.49)
For all 1≤ n≤ N, the following terms are the local estimators :
η
k+1,n
osc,K :=
hK
π
c
− 1
2
S ,K‖ f̃
n− ∂t sk+1,nh −∇·σ
k+1,n
h
‖K “data oscillation”, (3.50a)
η
k+1,n
DF,1,a,K :=|||S∇s
k+1,n
h
+ uk+1,n
h
|||⋆,K , “constitutive relation”, (3.50b)
η
k+1,n
DF,1,b,K :=|||u
k+1,n
h
−σk+1,n
h
|||⋆,K, “DD flux nonconformity”, (3.50c)
ηk+1NCP,1,a,K(t) :=|||(p̃
k+1
hτ,i − s
k+1
hτ,i )(t)|||K , t ∈ In “potential nonconformity”, (3.50d)
ηk+1NCP,1,b,K(t) :=|||(s
k+1
hτ,i − s
k+1
hτ,i )(t)|||K , t ∈ In “DD potential nonconformity”, (3.50e)
η
k+1,n
NCP,1,b,K :=|||s
k+1,n
h,i − s
k+1,n
h,i |||K, “DD potential nonconformity”, (3.50f)
η
k+1,n
NCP,2,a,K :=
hK
π
c
− 1
2
S ,K ||∂t(p̃
k+1,n
h,i − s
k+1,n
h,i )||K , “potential nonconformity”, (3.50g)
η
k+1,n
NCP,2,b,K :=
hK
π
c
− 1
2
S ,K ||∂t(s
k+1,n
h,i − s
k+1,n
h,i )||K , “DD potential nonconformity”, (3.50h)
where we recall that cS ,K is the smallest eigenvalue of S in K. We denote I
k+1
eff the effectivity
index, which is the ratio of the estimated and the actual error at the iteration k+ 1 of the
DD algorithm, given as:
Ieff :=
η̃k+1
|||p− p̃k+1
hτ
|||Y
. (3.51)
Proof. Using Theorem 2.1 in [65], for a given s ∈ Y we have:
|||p− s|||2Y = ||R(s)||
2
X ′ + ||p0− s(·, 0)||
2, (3.52)
where
||R(s)||X ′ := sup
v∈X , |||v|||X=1
〈R(s), v〉X ′,X (3.53)
with
〈R(s), v〉X ′,X :=
∫ T
0

( f , v)− (∂ts, v)− (∇s,∇v)
	
(t)dt. (3.54)
In our case, at iteration k+ 1 of the DD algorithm, p̃k+1
hτ
/∈ Y . For this reason, we can
not apply (3.52) to |||p− p̃k+1
hτ
|||Y . Thus, we decompose |||p− p̃k+1hτ |||Y into two parts
using the triangle inequality and then apply (3.52) to |||p− sk+1
hτ
|||Y since sk+1hτ ∈ Y :
|||p− p̃k+1
hτ
|||Y ≤ |||p− sk+1hτ |||Y + |||s
k+1
hτ
− p̃k+1
hτ
|||Y
≤ ||R(sk+1
hτ
)||X ′ +ηk+1IC + |||s
k+1
hτ
− p̃k+1
hτ
|||Y .
(3.55)
There remains to give a computable upper bound to ||R(sk+1
hτ
)||X ′, and |||sk+1hτ −p̃
k+1
hτ
|||Y ,
and then combine these results.
Computable upper bound for ||R(sk+1
hτ
)||X ′
The dual norm ||R(sk+1
hτ
)||X ′ is not easily computable. As in Lemma 5.2 in [67]
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and the proof of Theorem 3.6 in [67], the computable upper bound on ||R(sk+1
hτ
)||X ′ is
constructed as below. First, we know that
〈R(sk+1
hτ
), v〉X ′,X :=
∫ T
0
¦
( f , v)− (∂tsk+1hτ , v)− (∇s
k+1
hτ
,∇v)
©
(t)dt. (3.56)
For v ∈ X with |||v|||X = 1. Then, by adding and subtracting (σk+1hτ ,∇v), using the
Green theorem, and then adding and subtracting ( f̃ , v), we obtain:
〈R(sk+1
hτ
), v〉X ′,X
:=
∫ T
0
¦
( f , v)− (∂tsk+1hτ , v)+ (σ
k+1
hτ
,∇v)− (∇sk+1
hτ
+σk+1
hτ
,∇v)
©
(t)dt
=
∫ T
0
¦
( f , v)− (∂tsk+1hτ +∇·σ
k+1
hτ
, v)− (∇sk+1
hτ
+σk+1
hτ
,∇v)
©
(t)dt
=
∫ T
0
¦
( f − f̃ , v) + ( f̃ − ∂tsk+1hτ −∇·σ
k+1
hτ
, v)− (∇sk+1
hτ
+σk+1
hτ
,∇v)
©
(t)dt
=: R1 + R2 +R3.
(3.57)
First, as |||v|||X = 1, we have |R1| ≤ || f − f̃ ||X ′|||v|||X = || f − f̃ ||X ′. Then, we use
the property sk+1
hτ
∈ P1τ (H
1
0(Ω) ∩ C
0(Ω)) (see (3.34)) for the case where ΓN = ;, and
σk+1
hτ
∈ P0τ (H(div,Ω)) (see (3.38)), we have:
R2 =
N∑
n=1
∫
In
( f̃ n− ∂t sk+1,nh −∇·σ
k+1,n
h
, v(t))dt. (3.58)
Lemma 3.1 in [67] which is a consequence of (3.34) and (3.35) gives at each time
step n, 1≤ n≤ N :
(∂ts
k+1,n
h
, 1)K = (∂t p̃
k+1,n
h
, 1)K , ∀K ∈ Th. (3.59)
Then, for all n, 1≤ n≤ N , using (3.59) and (3.39),
( f̃ n− ∂tsk+1,nh −∇·σ
k+1,n
h
, 1)K = 0, ∀K ∈ Th. (3.60)
Thus, we can write for a.e. t ∈ In:
( f̃ n − ∂tsk+1,nh −∇·σ
k+1,n
h
, v(t))K = ( f̃ n − ∂tsk+1,nh −∇·σ
k+1,n
h
, v(t)−π0v(t))K
≤
hK
π
c
− 1
2
S ,K || f̃ n− ∂ts
k+1,n
h
−∇·σk+1,n
h
||K |||v|||K(t),
(3.61)
where the Poincaré inequality given in (2.15) is used on each K ∈ Th. Finally,
R3 ≤
N∑
n=1
∫
In
∑
K∈Th
|||S∇sk+1
hτ
(t) +σ
k+1,n
h
|||⋆,K |||v|||K(t). (3.62)
The Cauchy–Schwarz inequality gives by collecting the above estimates:
|R2+ R3| ≤
 N∑
n=1
∫
In
∑
K∈Th
(η
k+1,n
osc,K + |||S∇sk+1hτ (t) +σ
k+1,n
h
|||⋆,K)2 dt
 1
2
. (3.63)
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Then,
||R(sk+1
hτ
)||X ′ ≤
 N∑
n=1
∫
In
∑
K∈Th
(η
k+1,n
osc,K + |||S∇sk+1hτ (t) +σ
k+1,n
h
|||⋆,K)2 dt
 1
2
+ || f − f̃ ||X ′.
(3.64)
Using the triangle inequality, we obtain:
|||S∇sk+1
hτ
(t) +σ
k+1,n
h
|||⋆,K ≤ |||S(∇sk+1hτ (t)−∇s
k+1,n
h
)|||⋆,K + |||S∇sk+1,nh +σ
k+1,n
h
|||⋆,K ,
(3.65)
which leads to:
 N∑
n=1
∫
In
∑
K∈Th
(η
k+1,n
osc,K + |||S∇s
k+1
hτ
(t) +σ
k+1,n
h
|||⋆,K)2 dt
 1
2
≤
 N∑
n=1
∫
In
∑
K∈Th
(η
k+1,n
osc,K + |||S(∇s
k+1
hτ
(t)−∇sk+1,n
h
)|||⋆,K + |||S∇sk+1,nh +σ
k+1,n
h
|||⋆,K)2 dt
 1
2
≤
 N∑
n=1
∫
In
∑
K∈Th
(η
k+1,n
osc,K + |||S∇s
k+1,n
h
+σ
k+1,n
h
|||⋆,K)2 dt
 1
2
+
 N∑
n=1
∫
In
∑
K∈Th
|||S(∇sk+1
hτ
(t)−∇sk+1,n
h
)|||2⋆,K dt
 1
2
,
(3.66)
where the last term on the right-hand side can be now integrated in time. Finally we
obtain the computable upper bound for ||R(sk+1
hτ
)||X ′ as follows:
||R(sk+1
hτ
)||X ′ ≤
¨
N∑
n=1
τn
∑
K∈Th
(η
k+1,n
osc,K + |||S∇s
k+1,n
h
+σ
k+1,n
h
|||⋆,K)2
« 1
2
+
¨
N∑
n=1
(η
k+1,n
tm )
2
« 1
2
+ || f − f̃ ||X ′. (3.67)
Computable upper bound for |||sk+1
hτ
− p̃k+1
hτ
|||Y
We have from the definition (3.42):
|||sk+1
hτ
− p̃k+1
hτ
|||2Y = |||s
k+1
hτ
− p̃k+1
hτ
|||2X+ ||∂t(s
k+1
hτ
− p̃k+1
hτ
)||2
X ′+ ||s
k+1,N
h
− p̃k+1,N
h
||2. (3.68)
It is clear that
|||sk+1
hτ
− p̃k+1
hτ
|||2X =
N∑
n=1
∫
In
∑
K∈Th
|||(p̃k+1
hτ
− sk+1
hτ
)(t)|||2Kdt. (3.69)
Following Lemma 5.3 in [67], let v ∈ X and |||v|||= 1. As sk+1
hτ
and p̃k+1
hτ
are piecewise
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affine and continuous in time, we can write:
||∂t(sk+1hτ − p̃
k+1
hτ
)||2
X ′ =
∫ T
0
||∂t(sk+1hτ − p̃
k+1
hτ
)||2
H−1(Ω)
dt
=
∫ T
0
sup
v∈H10(Ω);‖S
1
2∇v‖=1
(∂t(s
k+1
hτ
− p̃k+1
hτ
), v)2 dt
=
N∑
n=1
∫
In
sup
v∈H10(Ω);‖S
1
2∇v‖=1
(∂t(s
k+1,n
h
− p̃k+1,n
h
), v(t))2 dt.
(3.70)
Then, for all 1 ≤ n ≤ N , and on each element K ∈ Th, the quantity ∂t(sk+1,nh − p̃
k+1,n
h
)
has zero mean value, see (3.59). Thus,
||∂t(sk+1hτ − p̃
k+1
hτ
)||2
X ′ =
N∑
n=1
∫
In
sup
v∈H10(Ω);‖S
1
2∇v‖=1
(∂t(s
k+1,n
h
− p̃k+1,n
h
), v(t)−π0v(t))2 dt.
(3.71)
Using the Cauchy–Schwarz and Poincaré inequalities:
||∂t(sk+1hτ − p̃
k+1
hτ
)||2
X ′ ≤
N∑
n=1
∫
In
∑
K∈Th

hK
π
c
− 1
2
S ,K ||∂t(s
k+1,n
h
− p̃k+1,n
h
)||K
2
|||v|||2, (3.72)
where the right-hande side can be easily integrated in time. Finally, using |||v||| = 1
and from (3.68), (3.69), and (3.72), we obtain:
|||sk+1
hτ
− p̃k+1
hτ
|||2Y ≤
N∑
n=1
∫
In
∑
K∈Th
(|||(p̃k+1
hτ
− sk+1
hτ
)(t)|||K)2dt
+
N∑
n=1
τn
∑
K∈Th

hK
π
c
− 1
2
S ,K ||∂t(p̃
k+1,n
h
− sk+1,n
h
)||K
2
+ ||sk+1,N
h
− p̃k+1,N
h
||2.
(3.73)
Final bound
Now, combining the previous results (3.55), (3.67), and (3.73), we can write:
|||p− p̃k+1
hτ
|||Y ≤
¨
N∑
n=1
τn
∑
K∈Th
(η
k+1,n
osc,K + |||S∇s
k+1,n
h
+σ
k+1,n
h
|||⋆,K)2
« 1
2
+
¨
N∑
n=1
(η
k+1,n
tm )
2
« 1
2
+
¨
N∑
n=1
∫
In
∑
K∈Th
|||(p̃k+1
hτ
− sk+1
hτ
)(t)|||2Kdt
« 1
2
+
¨
N∑
n=1
τn
∑
K∈Th

hK
π
c
− 1
2
S ,K ||∂t(p̃
k+1,n
h
− sk+1,n
h
)||K
2« 12
+ηk+1IC + || f − f̃ ||X ′ + ||s
k+1,N
h
− p̃k+1,N
h
||.
(3.74)
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From this inequality and as explained in [67], we can distinghuish the different error
components. The error due to the discretization in space:
¨
N∑
n=1
τn
∑
K∈Th
(η
k+1,n
osc,K + |||S∇s
k+1,n
h
+σ
k+1,n
h
|||⋆,K)2
« 1
2
+
¨
N∑
n=1
∫
In
∑
K∈Th
|||(p̃k+1
hτ
− sk+1
hτ
)(t)|||2Kdt
« 1
2
+
¨
N∑
n=1
τn
∑
K∈Th

hK
π
c
− 1
2
S ,K ||∂t(p̃
k+1,n
h
− sk+1,n
h
)||K
2« 12
,
(3.75)
together with || f − f̃ ||X ′ + ||sk+1,Nh − p̃
k+1,N
h
|| and the error due to the initial condition
ηk+1IC ; as well as the error due to the discretization in time:
¨
N∑
n=1
(η
k+1,n
tm )
2
« 1
2
. (3.76)
This upper bound proposed in [65, 67] is for the one domain case (no DD method was
used in [65, 67]). In our case, the global-in-time DD method is used and the domain Ω
is decomposed into several subdomains. Therefore, we can distinguish the errors due
to the DD method as in Chapter 2.
For the first term in (3.75), using the triangle inequality and the link between the
norms |||S∇w|||⋆,K = ||S−
1
2 (S∇w)||K = ||S
1
2∇w||K = |||w|||K (by Definitions (2.13)
and (2.14)) for a given ∇w ∈ L2(Ωi) and for K ∈ Th,i, we have:
∑
K∈Th
|||S∇sk+1,n
h
+σ
k+1,n
h
|||2⋆,K
≤
∑
K∈Th

|||S∇sk+1,n
h
+ uk+1,n
h
|||⋆,K + ||| − uk+1,nh +σ
k+1,n
h
|||⋆,K
2
≤
N∑
i=1
∑
K∈Th,i

|||S∇sk+1,n
h,i −S∇s
k+1,n
h,i |||⋆,K + |||S∇s
k+1,n
h,i + u
k+1,n
h
|||⋆,K +ηk+1,nDF,1,b,K
2
=
N∑
i=1
∑
K∈Th,i

η
k+1,n
NCP,1,b,K +η
k+1,n
DF,1,a,K +η
k+1,n
DF,1,b,K
2
.
(3.77)
For the second term in (3.75), using the theory of the subdomain potential reconstruc-
tion described in Chapter 2, and using the triangle inequality, we obtain:
∑
K∈Th
|||(p̃k+1
hτ
− sk+1
hτ
)(t)|||2K =
N∑
i=1
∑
K∈Th,i
|||(p̃k+1
hτ,i − s
k+1
hτ,i )(t)|||
2
K
≤
N∑
i=1
∑
K∈Th,i

|||(p̃k+1
hτ,i − s
k+1
hτ,i )(t)|||K + |||(s
k+1
hτ,i − s
k+1
hτ,i )(t)|||K
2
≤
N∑
i=1
∑
K∈Th,i

ηk+1NCP,1,a,K(t) +η
k+1
NCP,1,b,K(t)
2
, t ∈ In,
(3.78)
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and equally for the third term in (3.75):
∑
K∈Th

hK
π
c
− 1
2
S ,K
2
||∂t(p̃k+1,nh − s
k+1,n
h
)||2K =
N∑
i=1
∑
K∈Th,i

hK
π
c
− 1
2
S ,K
2
||∂t(p̃k+1,nh,i − s
k+1,n
h,i )||
2
K
≤
N∑
i=1
∑
K∈Th,i

hK
π
c
− 1
2
S ,K
2
||∂t(p̃k+1,nh,i − s
k+1,n
h,i )||K
+ ||∂t(sk+1,nh,i − s
k+1,n
h,i )||K
2
≤
N∑
i=1
∑
K∈Th,i

η
k+1,n
NCP,2,a,K +η
k+1,n
NCP,2,b,K
2
.
(3.79)
Finally, from (3.75), (3.77)–(3.79) and Cauchy Schwarz inequality in l2, we can
distinguish the three different error components:
• the error due to the discetization in space:
ηk+1sp =
¨
N∑
n=1
τn
∑
K∈Th
(η
k+1,n
osc,K +η
k+1,n
DF,1,a,K)
2
« 1
2
+
¨
N∑
n=1
∫
In
N∑
i=1
∑
K∈Th,i
(ηk+1NCP,1,a,K(t))
2dt
« 1
2
+
¨
N∑
n=1
τn
N∑
i=1
∑
K∈Th,i
(η
k+1,n
NCP,2,a,K)
2
« 1
2
,
(3.80)
• the error due to the discetization in time:
ηk+1tm :=
¨
N∑
n=1
∑
K∈Th
1
3
τn|||sk+1,n
h
− sk+1,n−1
h
|||2K
« 1
2
, (3.81)
• the error due to DD method:
ηk+1DD :=
¨
N∑
n=1
τn
∑
K∈Th
(η
k+1,n
DF,1,b,K +η
k+1,n
NCP,1,b,K)
2
« 1
2
+
¨
N∑
n=1
∫
In
N∑
i=1
∑
K∈Th,i
(ηk+1NCP,1,b,K(t))
2dt
« 1
2
+
¨
N∑
n=1
τn
N∑
i=1
∑
K∈Th,i
(η
k+1,n
NCP,2,b,K)
2
« 1
2
,
(3.82)
which ends the proof of Theorem 3.6.
Remark 3.7. In the follows, we will use the following notations for the restriction of ηk+1sp ,
ηk+1tm , and η
k+1
DD on the interval In:
ηk+1,nsp :=
¨
τn
∑
K∈Th
(η
k+1,n
osc,K +η
k+1,n
DF,1,a,K)
2
« 1
2
+
¨∫
In
N∑
i=1
∑
K∈Th,i
(ηk+1NCP,1,a,K(t))
2dt
« 1
2
+
¨
τn
N∑
i=1
∑
K∈Th,i
(η
k+1,n
NCP,2,a,K)
2
« 1
2
,
(3.83)
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η
k+1,n
tm :=
¨∑
K∈Th
1
3
τn|||sk+1,n
h
− sk+1,n−1
h
|||2K
« 1
2
, (3.84)
η
k+1,n
DD :=
¨
τn
∑
K∈Th
(η
k+1,n
DF,1,b,K +η
k+1,n
NCP,1,b,K)
2
« 1
2
+
¨∫
In
N∑
i=1
∑
K∈Th,i
(ηk+1NCP,1,b,K(t))
2dt
« 1
2
+
¨
τn
N∑
i=1
∑
K∈Th,i
(η
k+1,n
NCP,2,b,K)
2
« 1
2
.
(3.85)
3.8 Potential and flux reconstructions for the global-in-time
DD in the MFE method
3.8.1 Potential reconstruction
In order to build the potential reconstruction sk+1,n
h
which is H1(Ω)-conforming in
space at each time step n, for 0≤ n≤ N , as indicated in (3.34), we proceed as in [67].
We first apply the interpolate operator Iav to p̃k+1,nh as in Section 2.5.1 of Chapter 2:
Iav(p̃k+1,nh ) ∈ H
1(Ω). (3.86)
Then, sk+1,n
h
has to satisfy the second condition (3.35). We need the mean value of
s
k+1,n
h
on each triangle, at time tn, to be equal to the mean value of the postprocessing
p̃
k+1,n
h,i of the discrete solution.
In order to obtain (3.35) while maintaining (3.34), we choose sk+1,n
h
as follows:
s
k+1,n
h
= Iav(p̃k+1,nh ) +
∑
K∈Th
α
k+1,n
K bK , (3.87)
where αk+1,nK is chosen as follows:
α
k+1,n
K :=
1
(bK , 1)K
(p̃
k+1,n
h
−Iav(p̃k+1,nh ), 1)K , (3.88)
and where bK is the bubble function on the element K . It is a time-independent func-
tion defined as the product of the barycentric coordinates of K whose value on the
boundary ∂ K of K is zero. Note that Iav(p̃k+1,nh ) ∈ H
1(Ω) as shown in Chapter 2 and
we also have
∑
K∈Th
α
k+1,n
K bK ∈ H
1(Ω). Hence, sk+1,n
h
belongs to H1(Ω).
Then, the potential reconstruction sk+1
hτ
∈ P1τ (H1(Ω) ∩ C0(Ω)) is defined by the N + 1
functions sk+1,n
h
∈ H1(Ω) at the discrete times {tn}0≤n≤N .
3.8.2 Subdomain potential reconstruction
At each iteration k+ 1 of the DD method and at each time step n, we have to build the
subdomain potential reconstruction sk+1,n
h,i in each subdomain Ωi which satisfies (3.36a)
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and (3.37). For the reason given in Section 2.5.2 of Chapter 2, we first build the
subdomain potential reconstruction proposed in (2.55) and denoted here by s
k+1,n
h,i :
s
k+1,n
h,i (a) = w
k+1,n
i,a
∑
K∈T ia
p̃
k+1,n
h,i |K(a) +w
k+1,n
i,a (1−w
k+1,n
a )
∑
j∈B̃i
∑
K∈T ja
p̃
k+1,n
h, j |K(a), (3.89)
where wk+1,n
i,a and w
k+1,n
a are constructed as in Section 2.5.2, but now at each time
step n. Here, s
k+1,n
h,i satifies (3.36a): s
k+1,n
h,i ∈ H1(Ωi) and the boundary condi-
tion (3.36b). It remains to verify the condition (3.37) for sk+1hτ,i . More precisely, we
need the mean value of sk+1,n
h,i on each triangle, at time t
n, to be equal to the mean
value of the postprocessing p̃k+1,n
h,i of the discrete solution. For this purpose and while
maintaining (3.36a), sk+1h,i is chosen as follows:
s
k+1,n
h,i := s
k+1,n
h,i +
∑
K∈Th
α
k+1,n
K bK , (3.90)
where αk+1,nK is chosen in the same spirit as in (3.88):
α
k+1,n
K :=
1
(bK , 1)K
(p̃
k+1,n
h
− sk+1,nh,i , 1)K . (3.91)
3.8.3 Flux reconstruction
Note that in condition (3.38) we need σk+1,n
h
∈ H(div,Ω) in Th at each time step n.
As shown in Section 2.6.2.2 for the steady equation, we now construct this flux in Th
at each time step using the corrections in each band in order to obtain the H(div,Ω)
property. More precisely, for the unsteady equation and many subdomains, and at
each time step n, we need to find corrections ck+1,n
Γb
i
and ck+1,nΓi, j to the averaged flux
{{uk+1,n
h
· n∂Ωext
i
}}, which will lead to the equilibrium in each band Ωexti , such that:
c
k+1,n
Γb
i
≈ 0 for i ∈ ¹1,N º and b = 1,2 such that |∂Ωexti ∩ ∂Ω| > 0, (3.92a)
c
k+1,n
Γi, j
≈ 0 for i, j ∈ ¹1,N º, i < j such that j ∈ Bi . (3.92b)
In addition, we keep the same value of the flux uk+1,n
h
· n∂Ωext
i
∩∂Ωint
i
located on the
boundary ∂Ωexti ∩ ∂Ω
int
i , for each subdomain Ωi. Thus, we set:
c
k+1,n
∂Ωext
i
∩∂Ωint
i
:= 0 ∀Ωi, i ∈ ¹1,N º. (3.93)
There are as many balancing conditions as bands Ωexti , and thus as the number of
subdomains. The N balancing conditions that have to be satisfied, ∀i ∈ ¹1,N º, are:
∑
b=1,2/
|∂Ωi∩∂Ω|>0
c
k+1,n
Γb
i
+
∑
j∈Bi
(nΓi, j ·n∂Ωexti )c
k+1,n
Γi, j
= ( f̃ n−∂t p̃k+1,nh , 1)Ωexti −〈{{u
k+1,n
h
·n∂Ωext
i
}}, 1〉∂ Ωext
i
,
(3.94)
where
( f̃ n− ∂t p̃k+1,nh , 1)Ωexti − 〈{{u
k+1,n
h
· n∂Ωext
i
}}, 1〉∂Ωext
i
, i ∈ ¹1,N º, (3.95)
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is the mistfit of mass balance of the averaging in each subdomain for i ∈ ¹1,N º. At
each time step n, equations (3.94), for i ∈ ¹1,N º lead to a rectangular linear system
which give an infinity of solutions and where we use the least squares algorithm to
obtain the closest solution to (3.92), as in Section 2.6.2.2. The resulting boundary
fluxes of this method are now:
σ
k+1,n
h
· ne =



{{uk+1,n
h
· ne}}+
1
|Γi, j|
c
k+1,n
Γi, j
, ∀e ⊂ Γi, j, j ∈ Bi , i < j, i ∈ ¹1,N º,
uk+1,n
h
· ne +
1
|Γb
i
|
c
k+1,n
Γb
i
, ∀e ⊂ Γbi for i ∈ ¹1,N º and b = 1,2
such that |∂Ωexti ∩ ∂Ω| > 0,
uk+1,n
h,i · ne, ∀e ⊂ ∂Ω
ext
i ∩ ∂Ω
int
i , i = 1, ..,N .
(3.96)
With these boundary fluxes the mass balance on each domain Ωexti is satisfied at each
time step n. Then, following Section 2.6.2.3 (for the steady case), a well-posed local
Neumann problem in each band is solved at each time step n, wich satify the local
conservation property 3.39, see Figure 3.2.
Ω1 Ω2
x
y
t
T
0
Figure 3.2: Bands in Ω1 and Ω2 at each time step
The space of the local Neumann problem is defined at each time step n as follows:
Definition 3.8 (Spaces of local Neumann problem at each time step n). We define for
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i ∈ ¹1,N º the spaces on Ωexti :
Wh,z,n,Ωext
i
=
¨
vk+1,n
h
∈Wh,i(Ωexti ) :
vk+1,n
h
· nΩext
i
= z +
n
n∂Ωext
i
· nΓi, j
c
k+1,n
Γi, j
|Γi, j|
, if z 6= 0
o
, j ∈ Bi ,
vk+1,n
h
· nΩext
i
= z +
n ck+1,n
Γb
i
|Γb
i
|
, if z 6= 0
o
, for b = 1,2 such that |∂Ωexti ∩ ∂Ω| > 0,
vk+1,n
h
· nΩext
i
= z on ∂Ωexti ∩ ∂Ω
int
i
«
.
(3.97)
The local Neumann problem is written as follows:
Find σk+1,n
h |Ωext
i
∈ W
h,{{uk+1,n
h
·nΩext
i
}},n,Ωext
i
and qk+1,n
h
∈ Mh,i(Ωexti ) such that
(q
k+1,n
h
, 1)|Ωext
i
= 0, which solve the following mixed problem:
(S−1(σk+1,n
h
−uk+1,n
h
),vh)Ωext
i
− (qk+1,n
h
,∇·vh)Ωext
i
= 0, ∀vh ∈Wh,0,n,Ωext
i
, (3.98a)
(∇·σk+1,n
h
, wh)Ωext
i
= ( f̄ n, wh)Ωext
i
, ∀wh ∈ Mh,i(Ωexti ), where (wh, 1)|Ωexti = 0, (3.98b)
with f̄ n := f̃ n−
p
k+1,n
h,i − p
k+1,n−1
h,i
τn
.
Then σk+1
hτ
is defined by the N functions
 
σ
k+1,n
h

1≤n≤N associated with the time subin-
tervals

In
	
1≤n≤N . In this section, the time step in the subdomains are supposed to be
the same. In Section 3.10, we extend the method to the case of nonconforming time
grids.
3.9 Numerical results
In this section, we present some numerical illustrations of the a posteriori error es-
timators of Theorem 3.6. We consider a domain Ω divided into nine equally sized
subdomains and we use an unstructured mesh in space. The Jacobi iterative method
and GMRES are used.
3.9.1 Model example with the Jacobi solver
We consider the decomposition of Ω =]0,1[×]0,1[ into nine subdomains, Ω =
9
∪
i=1
Ωi,
in the case where:
• The diffusion tensor: S =

1 0
0 1

,
• The exact solution: p(x, t) = sin(2πx) sin(2πy) cos(2πt),
• ∂t p(x, t) = −2π sin(2πx) sin(2πy) sin(2πt),
• f (x, t)=8π2 sin(2πx) sin(2πy) cos(2πt)+∂t p is the corresponding source term,
• x = 0 is the Neumann boundary,
• x = 1 is the Robin boundary,
• y = 0 and y = 1 are the Dirichlet boundaries.
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Number of triangles in Ω 76888
Number of subdomains 9
Subdomain solver Direct
DD solver Jacobi
Final time T = 1
Time step τ 1/100
Original DD stopping criterion 1e-6
A posteriori stopping criterion ηDD ≤ 0.1 max(ηtm,ηsp)
Total number of iterations 63
Number of iterations with an a posteriori stopping criterion 18
Unnecessary iterations 45
Spared iteration from the total number of iteration ≈ 71 %
Table 3.1: Example with the Jacobi solver
In this example, the number of triangles in the domain Ω after discretization is 76888.
In Figure 3.3, we plot the evolution of ηDD, ηsp, and ηtm presented in Theorem 3.6, as
well as their sum, as a function of the number of iterations of the global-in-time Robin
DD method with the Jacobi solver (i.e. the OSWR method). As shown in Table 3.1,
we fix the original DD stopping citerion at 1e-6. In other words, it corresponds to
the case where the residual of the jump of the Robin condition is lower than 1e-6.
From Figure 3.3, we can describe what is happening during the iterations of the DD
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Figure 3.3: Error component estimates with the Jacobi solver
solver. At the beginning, we can remark that ηDD dominates up to roughly 10 iterations
and then gets smaller compared to ηsp and ηtm. The original DD stopping criterion is
verified after 63 iterations. Instead of this criterion, we can deduce a better criterion
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using the a posteriori estimates which is when the domain decomposition error does
not contribute significantly to the overall error, i.e.:
ηDD ≤ γmax(ηtm,ηsp), γ≈ 0.1.
For the example of Figure 3.3, the new criterion stops the algorithm at iteration 18,
and thereby avoid 45 unnecessary iterations. On Figure 3.4, we plot a rough approxi-
mation of the error |||p− p̃k+1
hτ
|||Y which is represented here by {|||p− p̃k+1hτ |||
2
X + ||(p−
p̃k+1
hτ
)(·, T )||2}
1
2 without the term ||∂t(p− p̃k+1hτ )||X ′ whose computation would be bur-
den to compute (this term is not expected to be dominant). We also plot the total
estimator, versus the number of iterations, see Figure 3.4. The total estimator de-
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Figure 3.4: Energy error and total estimator with the Jacobi solver
scribed by the red curve is always above the blue curve of the energy norm which gives
a numerical indication of the validity of Theorem 3.6. Consequently, we can obtain the
effectivity index given in (3.51) at each iteration of the DD algorithm, see Figure 3.5,
which starts from the value 9.58 and then decreases until it reaches approximately the
value 6.87 at iteration 63. We observe that the effectivity index is not close to the
optimal value of 1, as shown in Chapter 2. One of the reasons may be that the negative
norms in Theorem 3.6 have not been computed. It could also be lowered further while
using directly the bounds (3.63) and (3.73) not separating the different error compo-
nents. Note that at iteration 18, where the a posteriori stopping criterion is defined,
the value of the effectivity index is approximately 7.1, see Figure 3.5. In Figure 3.6,
a zoom of the different component estimators is shown, until the 18th iteration of the
Jacobi solver, which represents the a posteriori stopping criterion.
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Figure 3.5: Effectivity index with the Jacobi solver
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Figure 3.6: Error component estimates with the Jacobi solver
DD estimators at the 18th iteration
In this part, we represent the distributions of the DD estimators on each mesh element
of the domain Ω, on the last subinterval I = I100 = [0.99,1], and at iteration 18. In
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Figure 3.7, we show the DD potential nonconformity estimators:
∫
I100
(η18NCP,1,b,K)
2(t)dt
 1
2
, (Figure 3.7 on the left),
and

τ100(η
18,100
NCP,2,b,K)
2
 1
2
, ( Figure 3.7 on the right).
As shown in Chapter 2 and completed for the heat equation in this chapter, these
Figure 3.7: Distribution of the estimator
∫
I100
(η18NCP,1,b,K)
2(t)dt
 1
2
on Ω (on the left)
and of

τ100(η
18,100
NCP,2,b,K)
2
 1
2
(on the right) at the final time step 100 and at the 18th
iteration of the Jacobi solver
two DD estimators are constructed using the subdomain potential reconstruction on
the interface. We remark that the contributions of the elements of η18NCP,1,b,K on I100
are (in the infinity norm) about 12e-5 and distributed around the interfaces of the
9 subdomains, whereas η18,100NCP,2,b,K are about 5e-10 around the interfaces. Then, in
Figure 3.8, we plot the DD estimator built using the flux reconstruction coming from
the local Neumann problems:

τ100(η
18,100
DF,1,b,K)
2
 1
2
.
In this figure, we can see that the errors (in the infinity norm) are distributed around
the interfaces and are about 2.5e-5. Finally, we plot η18,100DD in Figure 3.8 (on the
right), which is the sum of these three above estimators, and defined in (3.85). We
observe that it follows the same distributions as
∫
I100
(η18NCP,1,b,K)
2(t)dt
 1
2
which has
the largest contribution to η18,100DD .
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Figure 3.8: Distribution of the estimator

τ100(η
18,100
DF,1,b,K)
2
 1
2
on Ω (on the left) and of
η
18,100
DD (on the right) at the final time step 100 and at the 18th iteration of the Jacobi
solver
Total discretization estimator, time estimator, and global estimator at the 18th
iteration
In Figure 3.9 (on the left), we plot the distribution on Ω of the time discretization
estimator η18,100tm , introduced in (3.84), which is about 5e-6. In Figure 3.9 (on the
right), the distribution on Ω of the subdomain discretization estimator η18,100sp intro-
duced in (3.83) is shown and is about 2e-4.
Figure 3.9: Distribution of the estimator η18,100tm on Ω (on the left) and of η
18,100
sp (on
the right) at the final time step 100 and at the 18th iteration of the Jacobi solver
We remark that η18,100sp in Figure 3.9 (on the right) dominates and is close to the to-
tal estimator in Figure 3.10 (on the left) that bound the norm |||p− p̃18,100
h
|||Y in (3.45)
at time step 100. Finally, Figure 3.10 (on the right) shows the error between the exact
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solution and the approximate solution {|||p− p̃18
hτ|||
2
X + ||(p− p̃
18
hτ)(·, T )||
2}
1
2 at the time
step 100. We first remark that it is about 9.5e-5, which is smaller than the one of the
total estimator in Figure 3.10 left (which is about 3.5e-4). The element contributions
do not perfectly match with the total estimator, which may be due to the fact that the
error ||∂t(p− p̃k+1hτ )||X ′ in |||p− p̃
k+1
hτ
|||Y has not been computed.
Figure 3.10: Distribution of the total estimator on Ω (on the left) and of the error
between the exact solution and the approximate solution (on the right) at the final
time step 100 and at the 18th iteration of the Jacobi solver
3.9.2 Model example with the GMRES solver
Number of triangles in Ω 76888
Number of subdomains 9
Subdomain solver Direct
DD solver GMRES
Final time T = 1
Time step τ 1/100
Original DD stopping criterion 1e-6
A posteriori stopping criterion ηDD ≤ 0.1 max(ηtm,ηsp)
Total number of iterations 41
Number of iterations with an a posteriori stopping criterion 13
Unnecessary iterations 28
Spared iteration from the total number of iteration ≈ 68 %
Table 3.2: Example with the GMRES solver
We consider here the same example as in Section 3.9.1 but using the GMRES solver,
see Table 3.2. We fix the original DD stopping citerion at 1e-6 as before in the Jacobi
example. Note that the GMRES solver converges faster than the Jacobi solver, as shown
in Figure 3.11. We remark that ηDD dominates up to roughly 7 iterations and then gets
smaller compared to the discretization and time estimators.
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Figure 3.11: Error component estimates with the GMRES solver
Here, we can stop the DD algorithm at iteration 13 when ηDD ≤ 0.1 max(ηtm,ηsp),
thereby avoid 28 unnecessary iterations, whereas for the Jacobi solver the algorithm is
stopped at iteration 18. Thus, we can save another 5 iterations compared to the Jacobi
solver.
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Figure 3.12: Energy error and total estimator with the GMRES solver
In Figure 3.12, we show the energy error and the total estimator versus the num-
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ber of iterations. The effectivity index is represented in Figure 3.13 and reaches ap-
proximately the value 6.8 at the iteration 41 wheras its value is approximately 7.1 at
iteration 13.
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Figure 3.13: Effectivity index with the GMRES solver
3.9.3 Example in an industrial context using conforming time grids
This example, given by ANDRA (see also [95]), is a simplified version of a problem
which simulates the transport of contaminant in and around a nuclear waste repository
site. The repository (yellow), where the nuclear waste is stored, is a 2950m by 10m
rectangle located in the center of a clay domain of 3950m by 140m (light brown), see
Figure 3.14 (not to scale). In this example, we consider a more general time-dependent
diffusion problem with a discontinuous porosity, φ 6= 1, so the equation is as follows:
u = −S∇p in Ω× (0, T ), (3.99a)
φ
∂ p
∂ t
+∇·u = f in Ω× (0, T ), (3.99b)
where Ω = [0,3950]×[0,140], p represents the concentration of the contaminant, f is
the source term, φ is the porosity, and S is the time-independent diffusion tensor. The
initial condition is p0 = 0 and we set homogeneous Dirichlet conditions on the top and
the bottom of Ω, and homogeneous Neumann conditions on the other sides of ∂Ω. We
decompose Ω into nine subdomains where Ω5 is the nuclear waste repository domain,
see Figure 3.15. For this simulation, we are interested in the long-term behavior of the
repository, i.e. over one million years: T=106 years. The porosity in Ω is as follows:
φ =
¨
0.2 in Ω5,
0.05 in Ωi, i 6= 5,
(3.100)
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the diffusion tensor is:
S =
¨
210−9I m2/s in Ω5,
510−12I m2/s in Ωi, i 6= 5,
(3.101)
where I is the identity matrix, and the source term f is zero in the clay layer and
f =
¨
10−5years−1 if t ≤ 105 years,
0 if t > 105 years,
in the repository. (3.102)
In order to solve our problem easily, we write the dimensionless form of (3.99).
10m
140m
3950m
2950m
Figure 3.14: Geometry of the nuclear waste repository (yellow) and the clay layer
around it (light brown)
Ω1 Ω2 Ω3
Ω4 Ω5 Ω6
Ω7 Ω8 Ω9
Figure 3.15: The decomposition of the domain Ω into 9 subdomains
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Remark 3.9. Let (3.99) be the equation defined in Ω× [0, T], where Ω = [0, X ]× [0, Y ]
and where S is a diagonal matrix: 
S x 0
0 S y

(3.103)
Equations (3.99) can be written now as follows:
u = −

S x
∂ p
∂ x
, S y
∂ p
∂ y

in Ω× (0, T ), (3.104a)
φ
∂ p
∂ t
+∇·u = f in Ω× (0, T ), (3.104b)
where ∇·u = −S x
∂ 2p
∂ x2
− S y
∂ 2p
∂ y2
. We choose characteristic lengths L in x and H in y, a
characteristic time tc , and a characteristic pressure P. The dimensionless variables are:
x̃ =
x
L
, ỹ =
y
H
, t̃ =
t
tc
, (3.105)
so that
∂
∂ x
=
∂
∂ x̃
∂ x̃
∂ x
=
1
L
∂
∂ x̃
and
∂ 2
∂ x2
=
1
L2
∂ 2
∂ x̃2
, (3.106a)
∂
∂ y
=
∂
∂ ỹ
∂ ỹ
∂ y
=
1
H
∂
∂ ỹ
and
∂ 2
∂ y2
=
1
H2
∂ 2
∂ ỹ2
, (3.106b)
∂
∂ t
=
∂
∂ t̃
∂ t̃
∂ t
=
1
tc
∂
∂ t̃
. (3.106c)
Thus, (3.99) becomes:
u = −

S x
L
∂ p
∂ x̃
,
S y
H
∂ p
∂ ỹ

in Ω× (0,
T
tc
), (3.107a)
φ
∂ p
∂ t̃
+ tc∇·u = tc f in Ω× (0,
T
tc
), (3.107b)
where ∇·u= −S̃ x
∂ 2p
∂ x̃2
− S̃ y
∂ 2p
∂ ỹ2
, with S̃ x =
S x
L2
and S̃ y =
S y
H2
.
To cope with the anisotropy of the domain, as well as a better visualization of
the solution and the error distribution in the estimators, we decide to choose L =
14, H = 1, whereas tc = 1 years ≈ 3.16e7 s. Figure 3.16 shows an example of the
discretization in space for Ω = [0,
3950
14
] × [0,140], where the refinement in and
around the subdomain Ω5 containing the nuclear waste, is high compared to the other
domains. In our example, the number of triangles in Ω is 106638, see Table 3.3.
For the time discretization, we use a conforming time grids with τn = 4000 years,
∀n = 1, ..., N , and for all Ωi, i = 1, ..., 9. In Figure 3.17, the evolution of the solution
at the iteration 44, when the original DD stopping criterion is 1e-8, is presented at
different times. We remark that the contaminant slowly migrates from the repository,
with a blow up in the y-direction, to the area arround Ω5. Moreover, its concentration
increases until injection stops (i.e. after 1e5 years) and then decreases.
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Figure 3.16: Example of a discretization used in and around a nuclear waste
repository site
A posteriori estimates
Figure 3.18 shows the evolution of ηDD in green, ηsp in black, ηtm in magenta, and
their sum in blue as a function of the number of iterations of the global-in-time DD
method with the GMRES solver. These estimators are computed every 6 iterations to
decrease the computational cost. We remark that ηDD dominates until iteration 5 and
then decreases and reaches 1e-6 at iteration 44. As shown in Figure 3.18, ηsp and
ηtm are roughly constant after iteration 7 and until the iteration 44. An a posteriori
stopping criterion of this iterative method is when ηDD ≤ γmax(ηtm,ηsp), γ ≈ 0.1,
i.e., at iteration 11. Note that, for this example, the effectivity index is not computed
because the exact solution p is unknown.
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Figure 3.17: Domain decomposition solution after 20000, 60000, 80000, 100000,
200000, 400000, 800000, and 1000000 years going from the left to the right and
from the top to the bottom
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Number of triangles in Ω 106638
Number of subdomains 9
Subdomain solver Direct
DD solver GMRES
Final time T=1e6
Time step τ 1e6/250= 4000
Original DD stopping criterion 1e-8
A posteriori stopping criterion ηDD ≤ 0.1 max(ηtm,ηsp)
Total number of iterations 44
Number of iterations with an a posteriori stopping criterion 11
Unnecessary iterations 33
Spared iteration from the total number of iteration ≈ 75 %
Table 3.3: Industrial example with the GMRES solver
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Figure 3.18: Error component estimates of the industrial example with the GMRES
solver
Figures of DD and total error estimators at the final time 1e6 and at iterations 11
and 44 of the DD GMRES solver
At iteration 11 of the DD solver, corresponding to the a posteriori stopping criterion, the
error contributions of the elements of ηDD in Figure 3.19 (on the left) are distributed
on the interfaces but still have a non-negligible influence on the total estimator in
Figure 3.19 (on the right). At iteration 44, the error contributions of the elements of
ηDD in Figure 3.20 (on the left) are very small and do not have any noticeable influence
on the total estimator in Figure 3.20 (on the right).
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Figure 3.19: Distribution of η11,250DD on Ω (on the left) and the total estimator (on the
right) at the final time step 250 (i.e. T=1e6) and at iteration 11 of the GMRES solver
Figure 3.20: Distribution of η44,250DD on Ω (on the left) and the total estimator (on the
right) at the final time step 250 (i.e. T=1e6) and at iteration 44 of the GMRES solver
3.10 Global-in-time domain decomposition using noncon-
forming time grids
The domain decomposition method presented in the previous section is global in
time. Thus, it enables the use of different time discretizations in the subdomains
based on L2 projections in time [26, 29, 74, 92, 93, 95]. The time projection between
subdomains is obtained by a projection algorithm with linear complexity and without
any additional grid, see [77, 78].
For i ∈ ¹1,N º, let {tn,i}0≤n≤Ni be a sequence of discrete times of the subdomain Ωi
such that:
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t0,i = 0< t1,i < · · · < tn,i < · · · < tNi−1,i < tNi ,i = T.
Let Tτ,i be the partition of the time interval (0, T ) into subintervals In,i := (tn−1,i , tn,i]
where τn,i := tn,i − tn−1,i for all 1 ≤ n ≤ Ni. Here the partition Tτ,i of Ωi is possibly
different from the partition Tτ, j of the neighboring subdomain, j ∈ Bi , see Figure 3.21.
Ω1 Ω2
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Figure 3.21: Nonconforming time grids for Ω1 and Ω2
Let P0Tτ,i (L
2(Γ)), 1 ≤ i ≤ N , be the space of piecewise constant functions in time
on grid Tτ,i with values on L2(Γ):
P0Tτ,i (L
2(Γ)) = {φτ : (0, T )→ L2(Γ), φτ is constant on In,i , ∀1≤ n≤ Ni}. (3.108)
Let Πi, j be the L
2 projection from P0Tτ, j (L
2(Γ)) onto P0Tτ,i (L
2(Γ)), i.e. for the given
interface Γ, for φτ ∈ P0Tτ, j (L
2(Γ)), (Πi, jφτ)|In,i is the average value of φτ on In,i , for
n= 1, ..., Ni:
(Πi, jφτ)|In,i =
1
|In,i |
N j∑
l=1
∫
Il, j∩In,i
φτ. (3.109)
The semi-discrete counterpart in time of (3.9) with possibly different time grids in the
subdomains can be written as follows:
Find (ξτ,1, . . . ,ξτ,N ) ∈ LTτ,1 × . . .× LTτ,N , where LTτ,i = P
0
Tτ,i


∏
j∈Bi
L2(Γi, j)

 such that:
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For ξτ,i =

ξτ,i, j

j∈Bi where ξτ,i, j ∈ P
0
Tτ,i (L
2(Γi, j)):

(ξτ,i) j −Πi, j
 
SRtRj (ξτ, j,F j)

i

In,i
= 0, ∀n= 1, ..., Ni , ∀ j ∈ Bi , ∀i ∈ ¹1,N º.
(3.110)
This space-time interface problem is solved by the Jacobi method or GMRES.
Remark 3.10. In the case where the time grid is the same for all the subdomains, Πi j is
the identity operator and (3.110) reduces to (3.24). In the case of different time meshes
in different subdomains, due to the use of projection operators, the discrete interface prob-
lem (3.110) is different from the problem in the conforming case (3.24). Applying the
Jacobi method or GMRES (3.110) leads at convergence to a semi-discrete in time scheme
which is different from the monodomain MFE scheme. This semi-discrete in time scheme
is analyzed in [92, 93] where it is shown that the method preserves the order of the dis-
continuous Galerkin method. This result is shown numerically in the context of the MFE
method in [95].
For the sake simplicity, the Jacobi algorithm for solving (3.110) is presented below.
Local problem at iteration k+ 1 with nonconforming time grids
For the subdomain Ωi, ∀i ∈ ¹1,N º, we introduce the following notations for n =
1, .., Ni:
f̃ n,i :=
1
τn,i
∫
In,i
f (·, t)dt, g̃n,iD :=
1
τn,i
∫
In,i
gD(·, t)dt, and g̃n,iN :=
1
τn,i
∫
In,i
gN(·, t)dt
The fully discrete problem at iteration k+ 1, in the subdomain Ωi, ∀i ∈ ¹1,N º, is:
Find unh,i ∈W
g̃
n,i
h,N
h,i and p
n
h,i ∈ Mh,i on the interval In,i , for n= 1, .., Ni , such that:
ai(u
k+1,n
h,i ,vh,i)− bi(vh,i, p
k+1,n
h,i ) = ℓ̃
k,n
i (vh,i), ∀vh,i ∈W
0
h,i, (3.111a)
(p
k+1,n
h,i ,qh,i)Ωi +τ
n,ibi(u
k+1,n
h,i ,qh,i) = τ
n,i( f̃ n,qh,i)Ωi + (p
k+1,n−1
h,i ,qh,i)Ωi , ∀qh,i ∈ Mh,i ,
(3.111b)

p
k+1,0
h,i ,qh,i

Ωi
= (p0,qh,i), ∀qh,i ∈ Mi , (3.111c)
where the linear form ℓ̃
k,n
i is defined as:
ℓ̃
k,n
i : W
0
h,i 7−→ R, ℓ̃
k,n
i (vh,i) = −〈 g̃
n,i
D ,vh,i · ni〉ΓDi −
∑
j∈Bi
Πi, j〈 g̃kR,τ, j,vh,i · ni〉Γi, j

In,i
.
(3.112)
For the first iteration, g̃0R,τ, j is a given initial guess on Γi, j, j ∈ B
i , i = 1, ...,N , and for
iterations k ≥ 1 and for e′ ∈ Γi, j:
Πi, j〈 g̃kR,τ, j,ψe′ · ni〉Γi, j

In,i
=
N j∑
m=1
Πi, j


∫
Γi, j
βi, j(u
k,n
h, j · n j)ψe′ · ni dγ+
∫
Γi, j
(β j,iu
k,n
h, j · n j +Π j,i g̃
k−1
R,τ,i)dγ



In,i∩Im, j
,
and equal to zero when e′ /∈ Γi, j.
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3.11 A posteriori error estimates for nonconforming time
grids
At the iteration k + 1 of the DD algorithm using different time grids, we obtain
∀i ∈ ¹1,N º the couple (pk+1,n
h,i ,u
k+1,n
h,i ) at each time step t
n,i , 1 ≤ n ≤ Ni. Here,
tn,i 6= tn, j for j ∈ Bi in general. We actually suppose that we treat a situation as
in Figure 3.21, i.e., the time grids in the individual subdomains are not completely
independent but rather stem from subrefinement of some common time grid. Thus,
the couples (pk+1,n
h,i ,u
k+1,n
h,i ) for 1 ≤ n ≤ Ni are not approximations at the same times
as (pk+1,n
h, j ,u
k+1,n
h, j ), 1 ≤ n ≤ N j. Thus, we cannot immediately build the potential,
subdomain potential, and flux reconstructions at each time step in order to use the a
posteriori estimates of Theorem 3.6 introduced in the case of conforming time grids.
To adapt the present methodology to this case as well, we first need to intro-
duce some new notation. Let {tnnew}0≤n≤Nnew be the sequence of discrete times, for all
Ωi i ∈ ¹1,N º, such that:
t0new = 0< t
1
new < · · · < t
n
new < · · · < t
Nnew
new = T.
This new sequence is defined as follows:
{tnnew}0≤n≤Nnew =
N
∪
i=1
{tn,i}0≤n≤Ni . (3.113)
We will call Tτ,new the partition of the time interval (0, T ) into subintervals In,new :=
(tn−1new , t
n
new] and where τ
n,new := tnnew − tn−1new for all 1 ≤ n ≤ Nnew. We then construct
the potential and the flux for the subdomain Ωi at each time step tnew which is not
defined in the {tn,i}0≤n≤Ni as follows:
We first compute the number R of the new time step between tn−1,i and tn,i . Let
tm−1new = t
n−1,i and tm+Rnew = t
n,i be the two successive time steps in {tn,i}0≤n≤Ni where
the couples (pk+1,m−1
h,i ,u
k+1,m−1
h,i ) and (p
k+1,m+R
h,i ,u
k+1,m+R
h,i ) are known.
We then compute the couple (pk+1,m−1+r
h,i ,u
k+1,m−1+r
h,i ) for r = 1, ..,R by:
uk+1,m−1+r
h,i = u
k+1,m−1
h,i +
r
R+ 1
(uk+1,m+R
h,i − u
k+1,m−1
h,i ),
p
k+1,m−1+r
h,i = p
k+1,m−1
h,i +
r
R+ 1
(p
k+1,m+R
h,i − p
k+1,m−1
h,i ).
(3.114)
This construction of the potential and the flux is done on the union of nested grids.
Note that this construction is easier to do than returning to the conforming time grids,
applying the MFE at each time step, and then doing the constructions of potentials and
flux.
Remark 3.11. The construction of the potential and the flux in (3.114) is presented for
nested grids. Note that (3.114) can be extended and adapted to the non-nested grids
according to each case of the non-nested grids.
We present in Figure 3.22 the case of two subdomains where we have just to con-
struct the potential and the flux in the subdomain Ω1. This figure presents the con-
struction of the potential and the flux between tm−1new = t
n−1,i and tm+Rnew = t
n,i where
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Figure 3.22: Construction of the potential and the flux between t0,1 and t1,1 in Ω1 at
the iteration k+ 1 of the DD algorithm
m = 1, n = 1 and R = 2. Then, Theorem 3.6 holds by replacing N by Nnew in η
k+1
sp ,
ηk+1tm , and η
k+1
DD (see (3.46) (3.47), and (3.48)):
|||p− p̃k+1
hτ
|||Y ≤ηk+1sp +ηk+1tm +ηk+1DD,NCtm +η
k+1
IC + || f − f̃ ||X ′ + ||s
k+1,Nnew
h
− p̃k+1,Nnew
h
||,
(3.115)
where f̃ is defined as in 3.19 but in the new grid Tτ,new.
Here ηDD,NCtm is equal to the estimator ηDD defined in (3.48) in Theorem 3.6.
This other notation of ηDD is given here because this estimator is not only a domain
decomposition estimator, but it mixes the error due to the nonconformity discretization
in time and the domain decomposition method. Indeed, ηk+1,nDF,1,b,K given in (3.50c),
which is part of ηk+1,nDD,NCtm , is the source of this new nonconformity discretization error
in time. There is no reason for σk+1,n
h
to converge to uk+1,n
h
, as σk+1,n
h
satisfies the
local conservation (3.39) on each element K in space, but uk+1,n
h
in general not (the
MFE scheme now faces the conformity of the temporal meshes).
Consequently, ηDD,NCtm can not reach an arbitrary small value since it is not only
a DD estimator. It rather reaches a certain value and then becomes constant, see
Figure 3.24. We choose an adaptative refinement in space and in time in order to
obtain the curve of ηtm and ηsp close to each other. Thus, when η
k+1,n
DD,NCtm
reaches a
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values smaller than ηtm and ηsp we can stop the DD algorithm. In other word, an
a posteriori stopping criterion is for example when ηDD,NCtm ≤ 0.5 min(ηtm,ηsp), as
indicated in the numerical results below.
Remark 3.12. At each time step n, 0 ≤ n ≤ Nnew, we now need to solve a well-posed
local Neumann problem in each band, see Figure 3.23. This means that we can easily take
into account different time grids on different subdomains, for the price of introducing a
same time grid in the whole domain Ω where only local problems in the bands depicted in
Figure 3.23 are solved.
Ω1 Ω2
x
y
t
T
0
Figure 3.23: Bands in Ω1 and Ω2 at each time step
3.12 Numerical results
3.12.1 Example in an industrial context using nonconforming time grids
We take the same industrial example as in Section 3.9.3. Here, nonconforming time
grids are used such that τn,5 = 1000 years in Ω5 for all 1 ≤ n ≤ N5 = 1000 and
τn,i = 5000 years for all 1 ≤ n ≤ Ni = 200, for i 6= 5. Here, the ratio of the time
discretization between the subdomains
N5
Ni
is 5, for i 6= 5. The evolution of ηDD in
green, ηsp in black, ηtm in magenta, and their sum in blue as a function of the number
of iterations of the DD GMRES solver is presented in Figure 3.24. These estimators
are computed every 9 iterations to decrease the calculation cost. We remark that ηDD
dominates until iteration 8 and then decreases again until iteration 10, then becomes
constant and stagnate. As shown in Figure 3.24, ηsp and ηtm are constant after iteration
7 and until the iteration 28. An a posteriori stopping criterion of this iterative method
is when ηDD ≤ γmin(ηtm,ηsp), γ ≈ 0.5, i.e., at iteration 11. A more detailed evolution
of the estimators is given in Figure 3.25.
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Number of triangles in Ω 34984
Number of subdomains 9
Subdomain solver Direct
DD solver GMRES
Final time T=1e6
Time step τn,i, i 6= 5 1e6/200= 5000
Time step τn,i, i = 5 1e6/1000= 1000
Original DD stopping criterion 1e-6
A posteriori stopping criterion ηDD ≤ 0.5 min(ηtm,ηsp)
Total number of iterations 28
Number of iterations with an a posteriori stopping criterion 10
Unnecessary iterations 18
Spared iteration from the total number of iteration ≈ 64.2 %
Table 3.4: Industrial example with nonconforming time grids and using the GMRES
solver
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Figure 3.24: Error component estimates of the industrial example using different time
grids and with the GMRES solver
Figure 3.26 presents the error contributions of the elements of ηDD,NCtm at the final
time T =1e6 years and at the iteration 11 of the DD algorithm. Then, Figure 3.27
presents the error contributions of the elements of ηDD,NCtm at the final time T =1e6
years and at the iteration 28 of the DD algorithm. We remark that the error decreases
slightly but the error still exit around the interfaces at the iteration 28. As explained
before, ηDD,NCtm now estimates simultaneously the error due to the domain decompo-
sition and nonconforming time grids; in the first iterations, the DD part dominates,
whereas later the nonconforming time grids part remains.
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Figure 3.25: Zoom of Figure 3.24 until iteration 10 where the a posteriori stopping
criterion is satisfied
Figure 3.26: Distribution of ηDD,NCtm on Ω at the final time T =1e6 years and at
iteration 11 of the DD algorithm
To shed more light on the choice of nonconformity of the time grids, we plot in
Figure 3.28, the error component estimates for different ratios of the time discretiza-
tion between the central subdomain and the surrounding subdomains. Figure 3.28
illustrates the following ratios:
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Figure 3.27: Distribution of ηDD,NCtm on Ω at the final time T =1e6 years and at
iteration 28 of the DD algorithm
• the ratio is
N5
Ni
=
1000
100
= 10 in Figure 3.28 (top left),
• the ratio is
N5
Ni
=
1000
200
= 5 in Figure 3.28 (top right),
• the ratio
N5
Ni
=
1000
250
= 4 in Figure 3.28 (middle left),
• the ratio
N5
Ni
=
400
200
= 2 in Figure 3.28 (middle right),
• the ratio is
N5
Ni
=
250
250
= 1 in Figure 3.28 (bottom).
We can observe that in all cases, the discretization in space estimator (black) remains
the same, which confirms numerically that it is indeed given by the space discretization
error. The discretization in time estimator (magenta) goes up when the number of
time steps in the central subdomain decreases; it is relatively stable otherwise. This
confirms numerically both that it is connected with the time discretization error and
that it is the number of time steps in the central subdomain that is the most important.
Most importantly, the curve for ηDD,NCtm estimator (green), goes down when the ratio
decrease from 10 to 2 but for each ratio it becomes stable after a certain number
of iteration. Finally, when the ratio is 1, we come back to the case of a conforming
time grid, and, as expected, the green curve declines and decreases to a small value
because no time discretization error is included in this curve. We can thus conclude it
represents well the error from the time-nonconforming grids (in addition to the DD
error) and that
N5
Ni
= 10 is the highest reasonable nonconformity in time.
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Figure 3.28: Error component estimates of the industrial example with the GMRES
solver for different ratios discretization in time
N5
Ni
, for i 6= 5: 10, 5, 4, 2, 1 starting
from the left to the right and from the top to the bottom
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Abstract We consider two-phase flow in a porous medium composed of two dif-
ferent rock types, so that the capillary pressure field is discontinuous at the interface
between the rocks. This is a nonlinear and degenerate parabolic problem with
nonlinear and discontinuous transmission conditions on the interface. We first
describe a space-time domain decomposition method based on the optimized Schwarz
waveform relaxation algorithm (OSWR) with Robin or Ventcell transmission condi-
tions. Full numerical approximation is achieved by a finite volume scheme in space
and the backward Euler scheme in time. We then derive a guaranteed and fully
computable a posteriori error estimate which in particular takes into account the
domain decomposition error. Precisely, at each iteration of the OSWR algorithm and
on each linearization step, the estimate delivers a guaranteed upper bound on an
energy-type error between the exact and the approximate solution. Furthermore,
to make the OSWR algorithm efficient, the different error components given by the
spatial discretization, the temporal discretization, the linearization, and the domain
decomposition are distinguished. These ingredients are then used to design a stopping
criterion for the OSWR algorithm as well as for the linearization iterations, which
together lead to important computational savings. Numerical experiments illustrate
the efficiency of our estimates and the performance of the OSWR algorithm with
adaptive stopping criteria on a model problem in three space dimensions. Additionally,
the results show how a posteriori error estimates can help determine the free Robin or
Ventcell parameters.
Keywords: two-phase Darcy flow, discontinuous capillary pressure, finite volume
scheme, domain decomposition method, optimized Schwarz waveform relaxation,
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Robin and Ventcell transmission conditions, linearization, a posteriori error estimate,
stopping criteria
4.1 Introduction
Two-phase flows in porous media are of interest in a number of situations, such as CO2
sequestration in saline aquifers, description of oil reservoirs, or gas migration around
a nuclear waste repository in the subsurface, where natural and engineered barriers
are used to isolate the radionuclides and to slow down their release from the storage
site into the environment. In fact, one of the problems encountered when designing
nuclear waste repositories is that of gas produced from the corrosion of metallic com-
ponents and from the nuclear waste itself. The numerical simulation of such flows is
a challenging task, in particular because of the heterogeneity of the permeability, as
well as the relative permeability and the capillary pressure that are functions of the
saturation.
We consider in this paper a two-phase flow model introduced in [63] to study
the phenomenon of oil or gas trapping in a porous medium with several rock types.
This model, in which the convection is neglected, takes into account discontinuous
capillary pressure functions across the interface between rock types. In particular, the
existence of two different capillary pressure curves, discontinuous across the interface
between the rock types, may play a role in preventing and isolating the radionuclide
in the nuclear waste (see e.g. [151] and references therein). The effects of space-
depending capillarities have been widely studied during the last years, see [63, 39, 41,
40, 35] for more details. The resulting problem is a nonlinear and degenerate parabolic
equation for the saturation of the non-wetting phase, with nonlinear and discontinuous
transmission conditions at the interface between the rocks. The numerical analysis of
this problem has been considered in [63] for the model considered here, and in [35]
for the full two-phase flow case. Existence of a weak solution was proved using the
convergence of a finite volume scheme. In [39], Cancès proved the uniqueness of a
weak solution for this model for a particular choice of functions characterizing the
porous medium. In [41, 40], Cancès et al. proved the uniqueness of the full two-phase
problem with convection terms in the one-dimensional case.
This model is formulated in [7] as a space-time transmission problem, which is
solved with a non-overlapping space-time domain decomposition method. In the litera-
ture, few works exist for domain decomposition problems with jumping nonlinearities,
although one can see for example [24, 25, 131] and the references therein. Domain
decomposition methods for two phase flow problems were proposed in [163, 164],
see also [81, 145, 146]. In such numerical approximations where the physics is quite
complex, it is important to look at the quality of the resulting solution, as well as on
the efficiency of the used algorithms. A practical tool is provided by a posteriori error
estimates and adaptive stopping criteria for the different iterative methods involved in
the calculation.
Some questions concerning a posteriori error estimates and stopping criteria in the
context of Robin–Schwarz domain decomposition in combination with mixed finite ele-
ment discretization for linear problems are treated in S. Ali Hassan’s Ph.D. thesis [11].
Previous contributions include [20, 16, 106, 68] for general techniques taking into
account inexact algebraic solvers, [130] for multiscale mortar techniques in a unified
122 Chapter 4. Estimates and stopping criteria in a two-phase flow problem
treatment of various discretizations, [141, 140] for FETI and BDD algorithms combined
with conforming finite element discretizations, and [46, 158, 42, 55] for a posteriori
error estimates for two-phase flows, see also the reference therein. In these works, it
is shown how a posteriori error estimates can distinguish between the various com-
ponents of the error (space discretization, time discretization, domain decomposition,
and the nonconformity error due to space-time domain decomposition with different
time steps in the subdomains), thus leading to efficient stopping criteria for the (do-
main decomposition) iterations. To the best of our knowledge, contrarily to the case of
linear problems, no results are available for a posteriori error estimates for the nonlin-
ear problem with discontinuous transmission conditions.
The purpose of the present paper is threefold: first, to extend the work in [7] to
a more general Schwarz method, with time-dependent Ventcell transmission condi-
tions; second, to derive a posteriori error estimates for its finite volume–backward
Euler approximation; and third, to address the question of when to stop the do-
main decomposition iterations as well as the iterations of the nonlinear solver used
for the subdomain problems. With respect to the first point, our method is a space-
time domain decomposition method for solving time-dependent PDEs, in which at
each OSWR iteration, space-time subdomain problems across the time interval are
solved. The exchange between the subdomains is here ensured using time-dependent,
higher-order transmission operators. Thus physically more valuable information is
exchanged between the subdomains and hence a better convergence behavior can
be expected (numerically observed in our experiments) for the resulting method,
see [21, 38, 71, 86, 89, 98, 103, 124] and the references therein. All the derived
results also naturally hold in the Robin case, obtained by setting one of the Ventcell
parameters to zero. With respect to the second and third points, we build on the a
posteriori methodology derived in [127, 152, 109, 67, 42, 56] for nonlinear, time-
dependent problems, see also the references therein; we will in particular rely on [56,
Theorem 5.2] for our error upper bound.
We measure the error between the unknown exact solution and the currently avail-
able approximate solution in energy-type norm introduced in [56]. At each iteration
of the OSWR algorithm and on each linearization step, our estimates give a guar-
anteed and easily computable upper bound. This is achieved by introducing H(div)-
conforming and locally conservative flux reconstructions, piecewise constant in time,
following [67], and a saturation reconstruction, H1-conforming in each subdomain,
which is continuous and piecewise affine in time and satisfies the nonlinear discontin-
uous interface condition. The derived estimates are then splitted to the components
corresponding to the space error, time error, linearization error, and the domain de-
composition error. The benefits of such a procedure are to spare numerous iterations
of the OSWR algorithm as well as of the linearization iterations used for the subdomain
problems and to ensure tight overall error control at any point.
The outline of the paper is as follows: Section 4.2 recalls the physical model and
defines weak solutions as well as the relevant functions spaces. Section 4.3 presents the
space-time domain decomposition method with optimized Ventcell transmission con-
ditions. In Section 4.4, we present the discrete OSWR algorithm, by combining a finite
volume scheme for the discretization in the individual subdomains and the backward
Euler time stepping with the Ventcell–Schwarz method. We subsequently construct
the needed ingredients for the a posteriori error estimates: Section 4.5 defines the
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postprocessing as well as the H1-(subdomain by subdomain) and H(div)-conforming
reconstructions. Section 4.6 puts the pieces together by presenting a guaranteed and
fully computable error estimate that bounds the energy-type error between the un-
known exact solution and the approximate solution. In Section 4.7 we decompose this
estimate into estimators characterizing the space, time, domain decomposition, and
linearization error components. This is next used in Section 4.8 to propose stopping
criteria for the OSWR algorithm and for the nonlinear iterations. The method is finally
numerically validated on an example in three space dimensions in Section 4.9.
4.2 Presentation of the problem
Let Ω be an open bounded domain of Rd (d = 2 or 3) which is assumed to be polygonal
if d = 2 and polyhedral if d = 3. We denote by ∂Ω its boundary (supposed to be
Lipschitz-continuous) and by n the unit normal to ∂Ω, outward toΩ. Let a time interval
(0, T ) be given with T > 0. We consider a simplified model of a two-phase flow through
a heterogeneous porous medium, in which the convection is neglected. Assuming that
there are only two phases occupying the porous medium Ω, say gas and water, and that
each phase is composed of a single component, the mathematical form of this problem
as it is exposed in [63, 39] is as follows: given initial and boundary gas saturations u0
and g, as well as a source term f , find u : Ω× [0, T]→ [0,1] such that
∂tu−∇· (λ(u,x)∇π(u,x)) = f , in Ω× (0, T ), (4.1a)
u(·, 0) = u0, in Ω, (4.1b)
u = g, on ∂Ω× (0, T ). (4.1c)
Here u is the gas saturation (and therefore (1− u) is the water saturation), π(u,x) :
[0,1] × Ω → R is the capillary pressure, and λ(u,x) : [0,1] × Ω → R is the global
mobility of the gas. For simplicity, we consider only Dirichlet boundary conditions on
∂Ω. Other types of boundary conditions could be dealt with the same way as in [39,
63, 158]. The model problem given by (4.1a) is a nonlinear degenerate parabolic
problem as the global mobility λ(u)→ 0 for u→ 0 and 1, and, moreover, π′(u)→ 0
for u→ 0 (see [18, 44]).
4.2.1 Flow between two rock types
In this part, we particularize the model problem (4.1a) to a porous medium with dis-
continuous capillary pressure which has been introduced in [63]. We suppose that Ω is
composed of two disjoint subdomains Ωi, i = 1,2, which are both open polygonal sub-
sets of Rd with Lipschitz-continuous boundary. We denote by Γ the interface between
Ω1 and Ω2, i.e., Γ = ∂Ω1 ∩ ∂Ω2. Let ΓDi = ∂Ωi ∩ ∂Ω. Both data λ and π, that can in
general depend on the physical characteristics of the rock, are henceforth supposed to
be homogeneous in each subdomain Ωi, i = 1,2, i.e., λi(·) := λ|Ωi(·) = λ(·,x),∀x ∈ Ωi,
and similarly for πi. The equations (4.1a) in each subdomain Ωi then read as
∂tui −∇·
 
λi(ui)∇πi(ui)

= fi , in Ωi × (0, T ), (4.2a)
ui(·, 0) = u0, in Ωi, (4.2b)
ui = gi, on Γ
D
i × (0, T ). (4.2c)
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Before transcribing the transmission conditions on the interface Γ, we make precise the
assumptions on the data:
Assumption 4.2.1 (Data). 1. For i ∈ {1,2}, πi ∈ C1([0,1],R) can be extended in a
continuous way to a function (still denoted by πi) such that πi(u) = πi(0) for all
u ≤ 0 and πi(u) = πi(1) for all u ≥ 1. Moreover, πi|[0,1] is a strictly increasing
function.
2. For i ∈ {1,2}, λi ∈ C0([0,1],R+) is bounded and can be extended in a continuous
way to a function (still denoted by λi) such that λi(u) = λi(0) for all u ≤ 0 and
λi(u) = λi(1) for all u ≥ 1. We denote by Cλ an upper bound of λi(u), u ∈ R.
3. The initial condition is such that u0 ∈ L∞(Ω) with 0≤ u0 ≤ 1 a.e. in Ω.
4. The boundary conditions gi are at most piecewise second-order polynomials with
respect to the boundary faces of the spatial mesh introduced in Section 4.4.1.1 below,
continuous on ΓDi , and constant in time. Moreover, they match in the sense that
π1(g1(x)) = π2(g2(x)) for all x ∈ Γ∩ΓD1 and all x ∈ Γ∩Γ
D
2 .
5. The source term is such that f ∈ L2(0, T ; L2(Ω)). For simplicity we further assume
that f is piecewise constant in time with respect to the temporal mesh introduced in
Section 4.4.1.2 below.
We give now the transmission conditions needed to connect the subdomain prob-
lems (4.2), for i = 1,2. We consider two cases. The first case is when
π1(0) = π2(0) and π1(1) = π2(1), (4.3)
the same way as in [39]. If the functions πi satisfy the above condition, the capil-
larity curves are said to be matching and the resulting transmission conditions on the
interface are given by
π1(u1) = π2(u2), on Γ× (0, T ), (4.4a)
λ1(u1)∇π1(u1)·n1 = −λ2(u2)∇π2(u2)·n2, on Γ× (0, T ). (4.4b)
These conditions yield a discontinuous saturation across the interface, i.e., we find that
in general u1 6= u2 on Γ.
In the second case, i.e., in the case when
π1(0) 6= π2(0) or π1(1) 6= π2(1), (4.5)
the capillarity pressure curves are said to be non-matching. Consequently, not only
the saturation is discontinuous at the medium interface, but also the capillary pressure
field. The condition (4.5), studied in [63], has direct consequences on the behavior of
the capillary pressures on both sides of the interface Γ. Indeed, suppose that π1(0) ≤
π2(0) < π1(1) ≤ π2(1), and that u∗1 is the unique real in [0,1] satisfying π1(u
∗
1) =
π2(0), and u
∗
2 is the unique real in [0,1] satisfying π2(u
∗
2) = π1(1). Then, if u1 ≥ u
∗
1
and u2 ≤ u∗2, we can still on the interface Γ prescribe the connection of the capillary
pressures π1(u1) = π2(u2) as in (4.4a). If 0 ≤ u1 ≤ u∗1, we impose u2 = 0, and the gas
phase is entrapped in the rock Ω1, and the water flows across Γ. In the same way, if
u∗2 ≤ u2 ≤ 1, we set u1 = 1, and the water phase is captured in Ω2 as a discontinuous
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phase, and the gas flows across Γ (see Figure 4.1 left). Following [63], these conditions
on the gas-water saturations on the interface Γ are simply given by
π1(u1) = π2(u2), on Γ× (0, T ), (4.6a)
λ1(u1)∇π1(u1)·n1 = −λ2(u2)∇π2(u2)·n2, on Γ× (0, T ), (4.6b)
where πi, for i = 1,2, are truncated capillary pressure functions given on [0,1] respec-
tively by π1 : u 7→ max(π1(u),π2(0)) and π2 : u 7→ min(π2(u),π1(1)) (see Figure 4.1
right). In [63], it has been established that the model problem (4.2) together with the
transmission conditions (4.6) has the necessary mathematical properties to explain the
phenomena of gas trapping (see also [14, 41]).
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Figure 4.1: Capillary pressure curves (left) and truncated capillary pressures curves
(right)
4.2.2 Transformation of the equations and weak formulation
Still following [63], we present here the mathematical quantities and function spaces
used to characterize the weak solution to the multidomain problem (4.2) with the
conditions (4.6). That of the problem (4.2) with the conditions (4.4) can be deduced
straightforwardly from this later, see [39]. As Ωi is a homogeneous rock type, so that
πi and λi do not depend on x, one can define the Kirchhoff transform
ϕi :



[0,1] −→ R+
s 7−→
∫ s
0
λi(a)π
′
i(a)da.
(4.7)
The function ϕi is Lipschitz-continuous and increasing on [0,1], and we denote by Lϕ,i
its Lipschitz constant, i.e., Lϕ,i := max
s∈[0,1]
λi(s)π
′
i(s), so that
|ϕi(a)−ϕi(b)| ≤ Lϕ,i |a− b|, ∀(a, b) ∈ [0,1]2,
and we let Lϕ :=max

Lϕ,1, Lϕ,2

. We extend the function ϕi from [0,1] to R so that
ϕi(u) = ϕi(0) for all u ≤ 0 and ϕi(u) = ϕi(1) for all u ≥ 1. We now introduce the
strictly increasing function φ by
φ :



[π2(0),π1(1)] −→ R+
s 7−→
∫ s
π2(0)
min
j∈{1,2}
(λ j ◦π−1j (a))da,
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and let Πi = φ ◦πi, for i ∈ {1,2}. The functions Πi|[0,1] are differentiable and increas-
ing and we let Πi(u) = Πi(0) for all u ≤ 0 and Πi(u) = Πi(1) for all u ≥ 1. We also
define the function Π by
Π(u,x) = Πi(u), for x ∈ Ωi.
The function Π introduced first in [63, Lemma 2.1] and used in [39, 41, 7] is more
regular than π1 and π2 and allows to connect Π1 and Π2 instead of π1 and π2, that is,
for all (u1,u2) ∈ R2, we have
π1(u1) = π2(u2)⇔ Π1(u1) = Π2(u2).
Finally, under Assumption 4.2.1, the function Πi ◦ ϕ−1i is Lipschitz-continuous with a
Lipschitz constant lower than 1 (see [63]), i.e.
|Πi(a)−Πi(b)| ≤ |ϕi(a)−ϕi(b)|, ∀(a, b) ∈ [0,1]2. (4.8)
This inequality will be used in Remark 4.6.3 below.
We now apply the Kirchhoff transformation (4.7) separately in each subdomain,
giving
∂tui −∆ϕi(ui) = fi , in Ωi × (0, T ), (4.9a)
ui(·, 0) = u0, in Ωi, (4.9b)
ϕi(ui) = ϕi(gi), on Γ
D
i × (0, T ), (4.9c)
together with the new expression of the conditions at the interface
Π1(u1) = Π2(u2), on Γ× (0, T ), (4.10a)
∇ϕ1(u1)·n1 = −∇ϕ2(u2)·n2, on Γ× (0, T ). (4.10b)
Let us recall that some smoothness of the solutions ui is required in order to ensure
that the condition (4.10b) is well-defined on the interface Γ. In the general case, the
multidomain problem (4.9)–(4.10) does not have any strong solution. This leads us to
introduce the notion of a weak solution. To this aim, we define
Xϕi(gi) := L
2(0, T ; H1
ϕi(gi)
(Ωi)),
XΠ(g ,·) := L
2(0, T ; H1
Π(g ,·)(Ω)), X := L
2(0, T ; H10(Ω)),
where H1
ϕi(gi)
(Ωi) := {v ∈ H1(Ωi), v = ϕi(gi) on ΓDi } and similarly H1Π(g ,·)(Ω) := {v ∈
H1(Ω), v = Π(g, ·) on ∂Ω}.
We equip the space X with the norm
||ψ||X :=
(∫ T
0
||∇ψ(·, t)||2
L2(Ω)
dt
) 1
2
.
The dual space of X is
X ′ := L2(0, T ; H−1(Ω)).
We will use the notation 〈·, ·〉H−1(Ω),H10(Ω) to denote the duality pairing between H
−1(Ω)
and H10(Ω). We will also need the space
Z := H1(0, T ; H−1(Ω)).
We now define a weak solution to problem (4.9)–(4.10).
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Definition 4.2.2 (Weak solution). We say that a function u is a weak solution to prob-
lem (4.9)–(4.10) if it satisfies:
1. u ∈ Z ∩ L∞(0, T ; L∞(Ω)), 0≤ u≤ 1 a.e. in Ω× (0, T );
2. u(·, 0) = u0;
3. ϕi(ui) ∈ Xϕi(gi), where ui := u|Ωi , i = 1,2;
4. Π(u, ·) ∈ XΠ(g ,·);
5. For all ψ ∈ X , the following integral equality holds:
∫ T
0
n

∂tu,ψ

H−1(Ω),H10(Ω)
+
2∑
i=1
 
∇ϕi(ui),∇ψ

Ωi
−
 
f ,ψ
o
dt = 0.
In this paper, we assume that a weak solution given by Definition 4.2.2 exists. One
can then easily show that Π has sufficient regularity to impose the condition (4.10a).
Indeed, since Πi ◦ ϕ−1i is a Lipschitz-continuous function, the third point of Defini-
tion 4.2.2 ensures that Πi(ui) belongs to L
2(0, T ; H1(Ωi)), i = 1,2. Thus, the point 4 of
Definition 4.2.2 implies the continuity condition (4.10a). Finally, when supposing ad-
ditionally that the weak solution u is sufficiently regular so that ∂tu ∈ L2(0, T ; L2(Ω)),
condition (4.10b) is satisfied weakly using point 5 of Definition 4.2.2.
Remark 4.2.3 (Existence and uniqueness of a weak solution). In [63], the existence of a
weak solution to problem (4.9)–(4.10) was proved using integration by parts for the time
term which requires a stronger test function space. In fact, in [63] (see also [39]), the
derived weak solution is given as the limit of a finite volume approximation of the solution
refining the space and time discretization, and requires a stronger test function space for
the application of the Kolmogorov’s compactness criterion in L∞. For the uniqueness, a
first result was obtained in [39] for the case of matching capillary pressures curves. For
the more general case, the uniqueness is demonstrated only for the one-dimensional case
in [40]. However, homogeneous Neumann boundary conditions were needed to prove this
result.
4.3 Space-Time Domain Decomposition Methods with Vent-
cell Transmission Conditions
Under sufficient regularity, an equivalent formulation to the model problem (4.9)–
(4.10) can be obtained by solving, for i = 1,2, equations (4.9) together with optimized
Ventcell transmission conditions on Γ× (0, T )
∇ϕ1(u1)·n1 +L1(Π1(u1)) = −∇ϕ2(u2)·n2 +L1(Π2(u2)), (4.11a)
∇ϕ2(u2)·n2 +L2(Π2(u2)) = −∇ϕ1(u1)·n1 +L2(Π1(u1)), (4.11b)
where Li, i = 1,2, is a second-order (or Ventcell) boundary operator defined by
Li(v) := αi, j v+ γi, j(∂t v−∆Γ v), j = (3− i), (4.12)
128 Chapter 4. Estimates and stopping criteria in a two-phase flow problem
for a sufficiently regular function v defined on Γ × (0, T ), where ∆Γ represents the
Laplace operator on Γ (Laplace–Beltrami operator). The Robin transmission conditions
are easily obtained by taking in (4.12) the parameters γi, j = 0.
One can easily show that the operators Li involve not only the continuity of the
functionΠ as for the Robin case, but also the continuity of the time derivative and of the
second-order derivatives of Π along the interface. As a result, this formulation can be
seen as a coupling problem between a d-dimensional PDE in the rock Ωi and a (d−1)-
dimensional PDE on the interface Γ between the rock types, which greatly enhances
the information exchange between the solutions in the subdomains, see [103, 71, 38,
89]. The Robin–Schwarz algorithm applied to this problem has been addressed in [7]
and the existence of a weak solution of the local Robin problem (with γi, j = 0) in a
multidimensional domain was obtained by proving the convergence of a finite volume
scheme. Work underway addresses the Ventcell case using the same techniques. When
the above multidomain problem is solved iteratively, the coefficients αi, j and γi, j can
be chosen so as to minimize the convergence factor of the linearized algorithm as
in [103, 71, 38, 89, 95, 98].
The Ventcell-OSWR algorithm is defined as follows: the solution u in the whole
domain Ω given by ui = u|Ωi is approximated by a sequence of solutions u
k
i , k ≥ 1,
defined recursively by
∂tu
(k)
i
−∆ϕi(u(k)i ) = fi , in Ωi × (0, T ), (4.13a)
uki (·, 0) = u0, in Ωi, (4.13b)
ϕi(u
k
i ) = ϕi(gi), on Γ
D
i × (0, T ), (4.13c)
∇ϕi(u(k)i )·ni +Li(Πi(u
(k)
i
)) = Ψk−1i , on Γ× (0, T ), (4.13d)
with
Ψk−1
i
:= −∇ϕ j(u(k−1)j )·n j +Li(Π j(u
(k−1)
j
)), j = (3− i), k ≥ 2, (4.14)
and Ψ0i is an initial Ventcell guess on Γ× (0, T ).
Remark 4.3.1 (Interface operators). The multidomain problem (4.9) together with the
transmission conditions (4.11) can be formulated through the use of Ventcell-to-Ventcell
interface operators as a problem posed on the space-time interface, see [7]. This interface
problem can be solved iteratively by using fixed point iterations (which corresponds to the
OSWR algorithm above) or via a Newton–Krylov method.
4.4 The cell-centered finite volume scheme
We present in this section the OSWR algorithm (4.13)–(4.14) discretized by a finite
volume method.
4.4.1 Space-time discretization, notations, and function spaces
We introduce here the partitions of Ω and Γ, time discretization, notation, and function
spaces; see [69, 63, 67] for the standard part of the notation.
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4.4.1.1 Partitions of Ω and Γ
Let Th,i be a partition of the subdomain Ωi into elements K , such that Ωi = ∪K∈Th,i K;
here we suppose that they are either simplices or rectangular parallelepipeds but gen-
eral elements can be treated via submeshes, see [55] and the references therein. More-
over, we assume that the partition is conforming in the sense that if K , L ∈ Th,i, K 6= L,
then K ∩ L is either an empty set, a common face, edge, or vertex of K and L.
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Figure 4.2: Compatible meshes in the subdomains in two space dimensions
We then set Th = ∪2i=1Th,i and denote by h the maximal element diameter in Th.
The meshes are supposed to be matching on the interface Γ (see Figure 4.2). For all
K ∈ Th, hK denotes the diameter of the mesh element K and |K | its volume. The
interior mesh faces in Th,i are collected into the set E inth,i , hence E
int
h,i contains neither
the subdomain interfaces nor the outer boundary of Ω. The faces of Th,i lying on ΓDi are
collected in the set EDh,i . We denote by Eh,i all the faces of Th,i and we set Eh = ∪
2
i=1Eh,i .
The notation EK stands for all the faces of an element K ∈ Th. Let EΓh be a partition of
Γ given by the faces of Th on Γ. We use alsoF inth,i to denote the interior sides (these are
the points (if d = 2) or edges (if d = 3)) of EΓh . We denote by F
D
h,i the sides of E
Γ
h on
ΓDi . The sides of a face σ ∈ Eh are collected in the set Fσ. The volume of a face σ is
denoted by |σ| and that of a side e by |e|. Finally, we use the notation xK to denote the
“center” of the cell K ∈ Th. If σ = K |L ∈ Eh separates the cells K and L, dK,L denotes
the Euclidean distance between xK and xL, and dK,σ for σ ∈ EK denotes the distance
from xK to σ. Similarly, we let xσ be the “center” of the face σ and xe the “center” of
the edge e and denote respectively by dσ,σ̃ and dσ,e the distance between xσ and xσ̃
for e = σ|σ̃ ∈ F int
h,i and the distance from xσ to e for e ∈ Fσ.
We assume that the composite mesh Th satisfies the following orthogonality con-
dition: for an interface σ = K |L, the line segment xKxL is orthogonal to this interface
(see [69]). The same condition should be satisfied for a side e = σ|σ̃ ∈ F int
h,i due to the
discretization of the Ventcell operator (see Figure 4.3).
4.4.1.2 Time discretization
For an integer N ≥ 0, let (τn)0≤n≤N denote a sequence of positive real numbers
corresponding to the discrete time steps such that T =
N∑
n=1
τn. Let t0 = 0, and
tn =
n∑
j=1
τ j, 1 ≤ n ≤ N , be the discrete times. Let In = (tn−1, tn], 1 ≤ n ≤ N . For
simplicity, we consider only conforming time grids. The analysis remains valid if we
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xL
σ = K|L
|e|
e = σ|σ̃
dσ,σ̃
xσ
xσ̃
xK
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Figure 4.3: Notation for admissible meshes in three space dimensions
use different time steps in the subdomains, as was done in [11] for a linear diffusion
problem.
4.4.1.3 Notation and function spaces
We denote by Pl(S) the space of polynomials on a subdomain S ⊂ Ω of total degree
less than or equal to l and by
Pl(Th) := {ph ∈ L2(Ω); ph|K ∈ Pl(K), ∀K ∈ Th},
the space of piecewise l-degree polynomials on Th. We use the notation ‖·‖K for the
norm in L2(K), K ∈ Th. The corresponding inner product is (·, ·)K . We also denote by
(·, ·)σ the inner product in L2(σ) for σ ∈ Eh. Let |S| be the Lebesgue measure of S,
and |σ| the (d − 1)-dimensional Lebesgue measure of σ ∈ Rd−1. We define the broken
Sobolev space H1(Th) as the space of all functions v ∈ L2(Ω) such that v|K ∈ H1(K),
for all K ∈ Th. We will use the sign ∇ to denote the elementwise gradient, i.e., the
gradient of a function restricted to a mesh element K ∈ Th. We define P1τ (H1(Th)) and
P1τ (H
1
0(Ω)) as the space of continuous and piecewise affine in-time functions vhτ with
values in H1(Th) and in H10(Ω), respectively. In both these situations, for every time
step 1≤ n≤ N , we will use the abridged notations
vn
h
:= vhτ(·, tn),
∂ nt v
n
hτ := ∂t vhτ|I n =
(vn
h
− vn−1
h
)
τn
.
By Assumption 4.2.1, the source function f is piecewise constant in time, i.e., constant
on each time interval In, 1≤ n≤ N . Its value on In is denoted by f n := f |I n .
The domain decomposition method we consider is global in time. Thus, at the
space-time interface Γ× (0, T ), data should be transferred from one space-time sub-
domain to the neighboring subdomain. Then, we denote by P0τ (L
2(Γ)) the space of
functions piecewise constant in time and with values in L2(Γ). Let H(div,Ω) be the
space of vector-valued functions from

L2(Ω)
d
that admit a weak divergence L2(Ω).
Consequently, all functions in H(div,Ω) have a continuous normal trace across the
interface Γ. As above, P0τ (H(div,Ω)) is the space of functions piecewise constant in
time with values in H(div,Ω). We use RTN0(Ω) to denote the lowest-order Raviart–
Thomas–Nédélec finite-dimensional subspace of H(div,Ω); any vh ∈ RTN0(Ω) takes on
each element K ∈ Th the form [P0(K)]d + P0(K)x for the example of simplices.
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Finally, given a function v that is double-valued on the interface Γ, the jump and
the average of v on a face σ ∈ EΓh , σ = K |L, K ∈ Th,1, L ∈ Th,2, are defined as
[[v]] =
 
vK

|σ −
 
vL

|σ, {{v}} =
 
vK

|σ +
 
vL

|σ
2
.
Here vK = v|K is the restriction of v to the element K ∈ Th.
4.4.2 A space-time fully discrete scheme based on finite volumes in space
and the backward Euler scheme in time
For the iteration k ≥ 1 of the OSWR algorithm, subdomain Ωi, i = 1,2, and the time
steps 0 ≤ n ≤ N , let the discrete saturation uk,n
h,i ∈ P0(Th,i)× P0(E
Γ
h ) be identified with
the vector of unknowns
u
k,n
h,i :=

(u
k,n
K )K∈Th,i , (u
k,n
K,σ)σ∈EK∩EΓh ,K∈Th,i

.
Note that there are two interface unknowns for each face of EΓh .
We then define the discrete flux FK,σ over a face σ ∈ Eh ∩ EK , K ∈ Th,i, by
FK,σ(u
k,n
h,i ) :=



ϕi(u
k,n
K )−ϕi(u
k,n
L )
dK,L
, if σ = K |L ∈ E int
h,i ,
ϕi(u
k,n
K )−ϕi(gi(xσ))
dK,σ
, if σ ∈ EK ∩ EDh,i ,
ϕi(u
k,n
K )−ϕi(u
k,n
K,σ)
dK,σ
, if σ ∈ EK ∩ EΓh ,
(4.15a)
and the discrete (d − 1)-dimensional flux F̄σ,e over a side e ∈ Fσ, σ ∈ EK ∩ EΓh , by
F̄σ,e(u
k,n
h,i ) :=



Πi(u
k,n
K,σ)−Πi(u
k,n
K,σ̃)
dσ,σ̃
, if e = σ|σ̃ ∈ Fσ ∩F inth,i ,
Πi(u
k,n
K,σ)−Πi(gi(xe))
dσ,e
, if e ∈ Fσ ∩FDh,i .
(4.15b)
Using (4.15), the finite volume approximation of the solution uk in the OSWR
algorithm (4.13)–(4.14) is: at each iteration k ≥ 1, the initial condition is given by
u
k,0
K =
1
|K |(u0, 1)K , ∀K ∈ Th, (4.16a)
and for n = 1, . . . , N , the discrete saturation uk,n
h,i ∈ P0(Th,i)× P0(E
Γ
h ), i = 1,2, is given
by the following scheme:
u
k,n
K − u
k,n−1
K
τn
|K |+
∑
σ∈EK
|σ|FK,σ(uk,nh,i ) = ( f
n
i , 1)K ,
∀K ∈ Th,i , (4.16b)
−FK,σ(uk,nh,i ) + γi, j
Πi(u
k,n
K,σ)−Πi(u
k,n−1
K,σ )
τn
|σ|+

ΛK,Γ(u
k,n
h,i )

σ
= Ψ
k−1,n
L,σ ,
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∀σ = K |L ∈ EΓh , (4.16c)
where, for K ∈ Th,i,

ΛK,Γ(u
k,n
h,i )

σ
:= αi, j|σ|Πi(uk,nK,σ) + γi, j
∑
e∈Fσ
|e|F̄σ,e(uk,nh,i ), σ ∈ EK ∩ E
Γ
h (4.16d)
and, for L ∈ Th, j , j = 3− i, and σ = K |L ∈ EΓh , the Ventcell information from Ω j is
Ψ
k−1,n
L,σ := FL,σ(u
k−1,n
h, j ) + γi, j
Π j(u
k−1,n
L,σ )−Π j(u
k−1,n−1
L,σ )
τn
|σ|+

ΛL,Γ(u
k−1,n
h, j )

σ
. (4.17)
4.4.3 Newton linearization
At each OSWR domain decomposition step k ≥ 1 and each time step n ≥ 1, the
equations (4.16b)–(4.16c) constitute a block 2 × 2 system of nonlinear algebraic
equations. Solving this system requires an iterative linearization procedure on each
subdomain. We use for this purpose the Newton–Raphson method. We obtain at
linearization step m ≥ 1 the following scheme: find uk,n,m
h,i ∈ P0(Th,i) × P0(E
Γ
h ),
u
k,n,m
h,i :=

(u
k,n,m
K )K∈Th,i , (u
k,n,m
K,σ )σ∈EK∩EΓh ,K∈Th,i

, such that
u
k,n,m
K − u
k,n−1
K
τn
|K |+
∑
σ∈EK
|σ|F m−1K,σ (u
k,n,m
h,i ) = ( f
n
i , 1)K ,
∀K ∈ Th,i, (4.18a)
−F m−1K,σ (u
k,n,m
h,i ) + γi, j
Πm−1
i
(u
k,n,m
K,σ )−Πi(u
k,n−1
K,σ )
τn
|σ|+

Λm−1K,Γ (u
k,n,m
h,i )

σ
= Ψ
k−1,n
L,σ ,
∀σ = K |L ∈ EΓh , (4.18b)
where F m−1K,σ (u
k,n,m
h,i ) are the linearized face fluxes given by
F m−1K,σ (u
k,n,m
h,i ) := FK,σ(u
k,n,m−1
h,i ) +
∑
M=K,L
∂ FK,σ
∂ uM
(u
k,n,m−1
h,i )·(u
k,n,m
M − u
k,n,m−1
M )
+
∂ FK,σ
∂ uK,σ
(u
k,n,m−1
h,i )·(u
k,n,m
K,σ − u
k,n,m−1
K,σ ),
where the linearization of the function Πi is
Πm−1
i
(u
k,n,m
K,σ ) :=Πi(u
k,n,m−1
K,σ ) +
∂Πi
∂ uK,σ
(u
k,n,m−1
K,σ )·(u
k,n,m
K,σ − u
k,n,m−1
K,σ ),
and where finally

Λm−1K,Γ (u
k,n,m
h,i )

σ
:=

ΛK,Γ(u
k,n,m−1
h,i )

σ
+αi, j |σ|
∂Πi
∂ uK,σ
(u
k,n,m−1
K,σ )·(u
k,n,m
K,σ − u
k,n,m−1
K,σ )
+ γi, j
∑
e∈Fσ
|e|
∑
A=σ,σ̃
∂ F̄σ,e
∂ uA
(u
k,n,m−1
h,i )·(u
k,n,m
A − u
k,n,m−1
A ).
The equations (4.18a)–(4.18b) form a system of linear algebraic equations that is
solved at each domain decomposition iteration k, at time step n, at each Newton iter-
ation m and this independently in each of the subdomains Ωi.
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4.5 Postprocessing and H1- and H(div)-conforming recon-
structions
At each OSWR iteration k ≥ 1 and linearization step m ≥ 1 of our method, let uk,m
hτ,i,
i = 1,2, be a piecewise constant in space and in time approximation given by the
values uk,n,mK , K ∈ Th,i, 0 ≤ n ≤ N . Thus also the approximate quantities ϕi(u
k,m
hτ,i) and
Πi(u
k,m
hτ,i), i = 1,2, are piecewise constant. These approximations are not appropriate
for an energy a posteriori error estimate. Following [156, 67, 130], our basic tools for
the a posteriori error analysis will be:
(i) To construct a local postprocessing ϕ̃k,m
hτ,i of the subdomain quantities ϕi(u
k,m
hτ,i),
i = 1,2, using the known fluxes. This will be discontinuous piecewise quadratic
in space and continuous piecewise affine in time. Therefrom, the postprocessed
discontinuous saturation ũk,n,m
h,i will be obtained by ϕ
−1
i
(ϕ̃
k,n,m
h,i ).
(ii) To construct from ϕ̃k,m
hτ,i by averaging a function ϕ̂
k,m
hτ,i, piecewise quadratic in
space and continuous in each Ωi, and continuous piecewise affine in time.
Therefrom, the postprocessed saturation sk,m
hτ
will be defined in the spirit of
ϕ−1i (ϕ̂
k,n,m
h,i ); it will be continuous in each Ωi and we will moreover ensure that
Π1(s
k,m
hτ
|Ω1) = Π2(s
k,m
hτ
|Ω2) on the interface Γ× (0, T ).
(iii) To construct a piecewise constant in-time and RTN0(Ω)-conforming flux σ
k,m
hτ
,
locally conservative on the mesh Th.
4.5.1 Discontinuous piecewise quadratic ϕ̃k,n,m
h,i and postprocessed satu-
ration ũk,n,m
h,i
Consider an OSWR iteration k ≥ 1, a time step 1 ≤ n ≤ N , and a linearization step
m ≥ 1. Let uk,n,m
h,i ∈ RTN0(Ωi) ⊂ H(div,Ωi) be prescribed by the fluxes FK,σ(u
k,n,m
h,i ) in
each subdomain Ωi, i = 1,2, i.e., on each K ∈ Th,i and each face σ ∈ EK :
(uk,n,m
h,i ·ni, 1)σ = (FK,σ(u
k,n,m
h,i ), 1)σ. (4.19)
Following [70, 156] and the references therein, we define the postprocessed approxi-
mation ϕ̃k,n,m
h,i ∈ P2(Th,i) in each element K ∈ Th,i as the solution of
−∇ϕ̃k,n,m
h,i |K = u
k,n,m
h,i |K , ∀K ∈ Th,i, (4.20a)
(ϕ−1(ϕ̃k,n,m
h,i ), 1)K
|K | = u
k,n,m
K , ∀K ∈ Th,i. (4.20b)
Remark 4.5.1 (Approximation). In practice, the condition (4.20b) will be approximated
by a quadrature rule by ϕ̃
k,n,m
h,i (xK) = ϕi(u
k,n,m
K ) ∀K ∈ Th,i.
This procedure is local in each element and its cost is negligible. The postprocessed
approximation ϕ̃k,n,m
h,i is, however, not H
1(Ωi)-conforming, with jumps over the interior
faces. We therefrom construct the corresponding postprocessed saturation by
ũ
k,n,m
h,i := ϕ
−1
i (ϕ̃
k,n,m
h,i ). (4.21)
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Remark 4.5.2 (Practice). The postprocessed saturation ũk,n,m
h,i will only be used for the
theoretical analysis. In practice, the estimators in Theorem 4.6.1 below involving ũ
k,n,m
h,i
will be neglected and only the postprocessed ϕ̃
k,n,m
h,i will be used to compute the error
estimators. A practical approximate way to calculate the estimators involving ũ
k,n,m
h,i is to
use corresponding quadrature rules and to let (4.21) be satisfied at the quadrature nodes.
We define the continuous, piecewise affine in-time functions ũk,m
hτ,i and ϕ̃
k,m
hτ,i by
ũ
k,m
hτ,i(·, tn) = ũ
k,n,m
h,i , ϕ̃
k,m
hτ,i(·, tn) = ϕ̃
k,n,m
h,i , 1≤ n≤ N , (4.22)
and define as usually ũk,m
hτ
such that ũk,m
hτ
|Ωi := ũ
k,m
hτ,i.
4.5.2 Continuous piecewise quadratic ϕ̂k,n,m
h,i and H
1-conforming recon-
struction sk,m
hτ
Consider an OSWR iteration k ≥ 1 and a linearization step m ≥ 1. In this section,
we define a reconstructed saturation sk,m
hτ
∈ Z with ϕi(sk,mhτ,i) ∈ Xϕi(gi) and Π(s
k,m
hτ
, ·) ∈
XΠ(g ,·) to be a conforming discrete counterpart of the weak solution of Definition 4.2.2.
Practically, we in particular require that, at each time step 1≤ n≤ N ,
s
k,n,m
h
|Ωi ∈ H
1(Ωi), (4.23a)
s
k,n,m
h
|ΓD
i
= gi, (4.23b)
Π1(s
k,n,m
h
|Ω1) = Π2(s
k,n,m
h
|Ω2) on Γ, (4.23c)
1
|K |(s
k,n,m
h
, 1)K = u
k,n,m
K , ∀K ∈ Th. (4.23d)
Then the continuous piecewise affine in-time function sk,m
hτ
is prescribed by
s
k,m
hτ
(·, tn) = sk,n,mh , 1≤ n≤ N . (4.24)
As usually, sk,m
hτ,i := s
k,m
hτ
|Ωi .
Remark 4.5.3 (Conditions (4.23a)–(4.23c)). Conditions (4.23b)–(4.23c) together
with (4.24) and the smoothness of the functions Πi imply, at least for 0 ≤ sk,n,mh ≤ 1,
the more abstract condition Π(s
k,m
hτ
, ·) ∈ XΠ(g ,·) (cf. point 4 of Definition 4.2.2).
4.5.2.1 Continuous piecewise quadratic ϕ̂k,n,m
h,i
For a given postprocessed function ϕ̃k,n,m
h,i ∈ P2(Th,i) defined by (4.20), we now pre-
scribe at the degrees of freedom of P2(Th,i)∩H1(Ωi) a piecewise continuous polynomial
ϕ̂
k,n,m
h,i ∈ P2(Th,i)∩ H
1(Ωi). If x is a Lagrange node situated in the interior of Ωi or at
the interface Γ, we set
ϕ̂
k,n,m
h,i (x) := Iav(ϕ̃
k,n,m
h,i )(x),
where Iav : P2(Th,i)→ P2(Th,i)∩ H1(Ωi) is the interpolation operator given by
Iav(φh)(x) =
1
|Tx|
∑
K∈Tx
φh|K(x),
with Tx the set of all the elements of Th,i sharing the node x. At the Lagrangian nodes
x situated at the boundary ΓDi , we set ϕ̂
k,n,m
h,i (x) := ϕi(gi(x)).
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4.5.2.2 H1-conforming reconstruction sk,m
hτ
We now consider ϕ−1i (ϕ̂
k,n,m
h,i ) and modify them at the interface Γ in order to sat-
isfy (4.23c), as well as on the boundaries ΓDi to satisfy (4.23b). In order to satisfy
the mean value condition (4.23d), we proceed as in [67, Section 3.2.2] and employ
the bubble functions bK over each element K ∈ Th (the product of the barycentric
coordinates for a simplex), multiplied by suitable constants αK .
Remark 4.5.4 (Practice). In practice, we only arrive at satisfying the condition (4.23c)
in the sense of quadrature. Indeed, for 1 ≤ n ≤ N, 1 ≤ i ≤ 2, and any node xΓ of the
chosen quadrature rule lying at the interface Γ, we can request
Πi(s
k,n,m
h
|Ωi(xΓ)) =
Πi(ϕ
−1
i
(ϕ̂
k,n,m
h,i (xΓ)))+Π j(ϕ
−1
j
(ϕ̂
k,n,m
h, j (xΓ)))
2
.
Similarly, equation (4.23d) will also typically only be satisfied up to a quadrature error.
4.5.3 Equilibrated flux reconstruction σk,m
hτ
Because of the domain decomposition formulation with Robin or Ventcell transmission
conditions, the finite volume fluxes FK,σ(u
k,n,m
h,i ) (or their linearizations F
m−1
K,σ (u
k,n,m
h,i ))
do not match from the two sides of the interface Γ. Consequently, uk,n,m
h
given by (4.19)
is not H(div,Ω)-conforming, i.e., it does not lie in the space RTN0(Ω). We now present,
following [11], a procedure allowing to construct an equilibrated flux σk,m
hτ
that satis-
fies
σ
k,m
hτ
∈ P0τ (RTN0(Ω)), (4.25a) 
f n −
u
k,n,m
K − u
k,n−1
K
τn
−∇·σk,n,m
h
, 1
!
K
= 0, ∀K ∈ Th. (4.25b)
For each subdomain Ωi, we consider a subset Bi of Ωi, termed a band, which con-
tains all the elements of Th,i that share a face with the interface Γ. We denote by T Bh,i
the resulting submesh. We start by setting
σ
k,n,m
h
|K := uk,n,mh |K , ∀K ∈ Th,i s.t. K ⊂ Ωi\Bi . (4.26)
In the bands, we will modify uk,n,m
h
so as to arrive at (4.25); note that simply prescribing
the normal components of σk,n,m
h
by {{uk,n,m
h,i ·nBi}} at the interface would lead to (4.25a)
but not to (4.25b).
We first calculate the mass balance misfit by
er r
k,n,m
i
=
 
f ni −
u
k,n,m
K − u
k,n−1
K
τn
, 1
!
Bi
− ({{uk,n,m
h,i ·nBi}}, 1)∂ Bi , i = 1,2,
where nBi is the outward unit vector normal to ∂ Bi. We next denote by Γ
b
i , b =
1,2,3,4, the four boundaries (in 3D) of ∂ Bi that intersect ∂Ω, for i = 1,2. We denote
also by Γinti the boundary of ∂ Bi that is inside Ωi, i = 1,2, see Figure 4.4. We then
identify nine corrections

c
k,n,m
Γb1

1≤b≤4
,

c
k,n,m
Γb2

1≤b≤4
, and ck,n,mΓ to the averaged flux
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Figure 4.4: Bands B1 and B2 surrounding the interface Γ in three space dimensions
{{uk,n,m
h,i ·nBi}} that will lead to equilibrium in each band Bi, i = 1,2. In other words, we
seek to satisfy the two balancing conditions:
4∑
b=1
c
k,n,m
Γb
i
+ (nΓ·nBi )c
k,n,m
Γ = er r
k,n,m
i
, i = 1,2. (4.27)
Here nΓ is a unit vector normal to Γ, pointing either from Ω1 to Ω2, or from Ω2 to Ω1.
The interface problem (4.27) is a rectangular linear system of nine unknowns and
two equations and is solved via the least squares minimization; it may be seen as a
coarse-grid balancing solve in a simplified version of [49], tailored to Robin or Ventcell
boundary conditions. Finally, the corrections are distributed from the boundary of
the bands to their interiors by approximating, using the mixed finite element or the
finite volume method, the following local Neumann problems: find (qk,n,m
h,i ,σ
k,n,m
h,i ) ∈
P0(T Bh,i)×RTN0(Bi) with (q
k,n,m
h,i , 1)Bi = 0 such that



∇·σk,n,m
h,Bi
|K = f ni |K −
u
k,n,m
K − u
k,n−1,m
K
τn
∀K ∈ T Bh,i,
σ
k,n,m
h,Bi
− uk,n,m
h,i = −∇q
k,n,m
h,i , in Bi,
σ
k,n,m
h,Bi
·nΓ = uk,n,mh,i ·nΓ, on Γ
int
i ,
σ
k,n,m
h,Bi
·nΓ = {{uk,n,mh ·nΓ}}+
1
|Γ| c
k,n,m
Γ , on Γ,
σ
k,n,m
h,Bi
·nΓ = uk,n,mh,i ·nΓ+
1
|Γb
i
|
c
k,n,m
Γb
i
, on Γbi .
We finally complement (4.26) by setting σk,n,m
h
|Bi := σ
k,n,m
h,Bi
.
4.6 A posteriori error estimate
Relying on the developments of the previous sections, we derive here a posteriori er-
ror estimates that include the domain decomposition error. More precisely, at each
OSWR iteration k ≥ 1 and at each linearization step m ≥ 1, we bound an energy error
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between the postprocessed saturation ũk,m
hτ
defined in Section 4.5.1 and the weak solu-
tion u of Definition 4.2.2 by a guaranteed and fully computable upper bound. Before
formulating the a posteriori error estimates, we recall the Poincaré inequality:
‖q− qK‖ ≤ CP,KhK‖∇q‖K , ∀q ∈ H1(K),
where qK is the mean value of the function q on the element K and CP,K = 1/π when-
ever the element K is convex.
It is important to stress that the result below applies to all functions sk,m
hτ
∈ Z , such
that ϕi(s
k,m
hτ,i) ∈ Xϕi(gi) and Π(s
k,m
hτ
, ·) ∈ XΠ(g ,·). For all times t ∈ (0, T ), let
Q t,i := L
2(0, t; L2(Ωi)), X t := L
2(0, t; H10 (Ω)), X
′
t := L
2(0, t; H−1(Ω)).
Because of the assumptions on the weak solution u in Definition 4.2.2 and since
ϕi(ũ
k,m
hτ,i) = ϕ̃
k,m
hτ,i ∈ L
2(0, T ; L2(Ωi)) by (4.21)–(4.22), ũ
k,m
hτ
∈ X ′, and ũk,m
hτ
(·, T ) ∈
H−1(Ω), we can define two energy-type error measures, following [56], as
‖u− ũk,m
hτ
‖2⋆ :=
2∑
i=1
‖ϕi(ui)−ϕi(ũk,mhτ,i)‖
2
QT,i
+
Lϕ
2
‖u− ũk,m
hτ
‖2
X ′
+
Lϕ
2
‖(u− ũk,m
hτ
)(·, T )‖2
H−1(Ω)
(4.28)
and
‖u− ũk,m
hτ
‖2♯ := ‖u− ũ
k,m
hτ
‖2⋆
+ 2
2∑
i=1
∫ T
0

‖ϕi(ui)−ϕi(ũk,mhτ,i)‖
2
Q t,i
+
∫ t
0
‖ϕi(ui)−ϕi(ũk,mhτ,i)‖
2
Qs,i
et−sds

dt; (4.29)
recall that Lϕ is the maximal Lipschitz constant of the functions ϕi defined by (4.7).
We will also need the weaker distance
‖u− sk,m
hτ
‖♭ :=
r
Lϕ
2
¨
(2eT − 1)‖u0 − sk,mhτ (·, 0)‖
2
H−1(Ω)
+ ‖R(sk,m
hτ
)‖2
X ′
+2
∫ T
0

‖R(sk,m
hτ
)‖2
X ′t
+
∫ t
0
‖R(sk,m
hτ
)‖2
X ′s
et−sds

dt
« 1
2
(4.30)
featuring the residual R(sk,m
hτ
) of sk,m
hτ
, given for ψ ∈ X , by
〈R(sk,m
hτ
),ψ〉X ′,X
:=
∫ T
0
n
( f ,ψ)− 〈∂tsk,mhτ ,ψ〉H−1(Ω),H10(Ω) −
2∑
i=1
(∇ϕi(sk,mhτ,i),∇ψ)Ωi
o
(s)ds,
and its dual norm given by
‖R(sk,m
hτ
)‖X ′ := sup
ψ∈X ,‖ψ‖X=1
〈R(sk,m
hτ
),ψ〉X ′,X .
Our main result is summarized in the following theorem:
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Theorem 4.6.1 (A posteriori error estimate). Let u be the weak solution of the multido-
main problem (4.9)–(4.10) in the sense of Definition 4.2.2. Let ũk,m
hτ
be the postprocessed
saturation at the iteration k ≥ 1 and the linearization step m ≥ 1, prescribed by (4.21)–
(4.22) from the finite volume OSWR scheme of Section 4.4.3. Let sk,m
hτ
and σ
k,m
hτ
be the
reconstructed functions as obtained in Sections 4.5.2 and 4.5.3. If
ϕ̄ ∈ X , where ϕ̄|Ωi := ϕi(ui)−ϕi(s
k,m
hτ,i), i = 1,2, (4.31)
then there holds
‖u− ũk,m
hτ
‖♯ ≤ ηk,m+ ‖ũk,mhτ − s
k,m
hτ
‖♯, (4.32)
and there always holds
‖u− sk,m
hτ
‖♭ ≤ ηk,m, (4.33)
where
ηk,m :=
r
Lϕ
2
¨
(2eT − 1)
 
η
k,m
IC
2
+
N∑
n=1

ηk,n,m
2
+ 2
N∑
n=1
τn
n∑
l=1
 
ηk,l ,m
2
+ 2
N∑
n=1
n∑
l=1
Jnl
 l∑
q=1

ηk,q,m
2
« 1
2
,
(4.34a)
where the initial condition estimator η
k,m
IC and the estimators η
k,n,m are respectively de-
fined by:
η
k,m
IC := ‖u0 − s
k,m
hτ
(·, 0)‖H−1(Ω), (4.34b)
ηk,n,m :=



∫
I n
2∑
i=1
∑
K∈Th,i

η
k,n,m
R,K +η
k,n,m
disc,K,i(t)
2
dt



1
2
, 1≤ n≤ N , (4.34c)
with the residual and the discretization estimators given respectively by
η
k,n,m
R,K := CP,KhK‖ f
n− ∂ nt s
k,m
hτ
−∇·σk,n,m
h
‖K , K ∈ Th, (4.34d)
η
k,n,m
disc,K,i(t) := ‖σ
k,n,m
h
+∇ϕi(sk,mhτ (·, t))‖K , K ∈ Th,i, t ∈ I
n, (4.34e)
and where we have set, for 1≤ n, l ≤ N,
Jnl :=
∫
I n
∫
I l
et−sdsdt.
Proof. We have set sk,m
hτ
so that ϕi(s
k,m
hτ,i) ∈ Xϕi(gi), Π(s
k,m
hτ
, ·) ∈ XΠ(g ,·), and
( f n− ∂ nt s
k,m
hτ
−∇·σk,n,m
h
, 1)K = 0 ∀K ∈ Th, 1≤ n≤ N . (4.35)
Indeed, (4.35) follows from (4.25b) and from the requirement (4.23d) as in [67,
Lemma 3.1]. Thus we can proceed as in [56, Theorem 5.3] to see (4.33). Next, it
follows by inspection of the proof of [56, Theorem 5.2] that, under assumption (4.31),
we have
‖u− sk,m
hτ
‖♯ ≤ ‖u− sk,mhτ ‖♭. (4.36)
Thus, (4.32) follows by the triangle inequality
‖u− ũk,m
hτ
‖♯ ≤ ‖u− sk,mhτ ‖♯ + ‖ũ
k,m
hτ
− sk,m
hτ
‖♯.
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Remark 4.6.2 (Condition (4.31)). Condition (4.31) seems unfortunately necessary to
apply [56, Theorem 5.2] so as to obtain (4.36), and is indeed rather restrictive for the
complete problem (4.9)–(4.10). One may, though, typically expect that it will be satisfied
when the global mobilities of the gas λi are the same in the two subdomains (no jump of λ
over the interface Γ), so that both ϕi(ui) and ϕi(s
k,m
hτ,i) are continuous over the space-time
interface Γ× (0, T ) in the sense of traces.
Remark 4.6.3 (A posteriori estimate of the saturation and capillary pressure errors).
Applying (4.8), the above estimators bound also the saturation and the capillary pres-
sure errors. More precisely, replacing the functions ϕi by the functions Πi everywhere
in (4.28)–(4.29), the estimate (4.32) still holds.
4.7 An a posteriori error estimate distinguishing the space,
time, linearization, and the DD errors
In this section, we distinguish the different error components, proceeding as in [68,
42, 56, 11] and the references therein. The aim is in particular to separate the domain
decomposition error from the estimated space, time, and linearization errors.
For the iteration k ≥ 1 of the OSWR algorithm, for all time steps 0 ≤ n ≤ N , a
linearization step m ≥ 1, and both subdomains Ωi, i = 1,2, we define a vector function
ℓ
k,n,m
h,i ∈ RTN(Ωi) that approximates the available flux used in the Newton iterations in
Section 4.4.3, i.e.,
(ℓ
k,n,m
h,i ·ni, 1)σ = (F
m−1
K,σ (u
k,n,m
h,i ), 1)σ, ∀σ ∈ EK , ∀K ∈ Th,i. (4.37)
The vector function ℓk,n,m
h,i is called the linearized flux. It tends to u
k,n,m
h,i defined
in (4.19) at convergence of the Newton algorithm. For all K ∈ Th,i, we then define
the local spatial, temporal, domain decomposition, and linearization estimators by:
η
k,n,m
sp,K,i := η
k,n,m
R,K + ‖∇ϕi(s
k,m
hτ
(·, tn))+ ℓk,n,mh,i ‖K , (4.38a)
η
k,n,m
tm,K,i(t) := ‖∇
 
ϕi(s
k,m
hτ
(·, t))−ϕi(sk,mhτ (·, tn))

‖K , (4.38b)
η
k,n,m
dd,K,i := ‖∇ϕi(ũ
k,n,m
h,i ) +σ
k,n,m
h
‖K , (4.38c)
η
k,n,m
lin,K,i := ‖∇ϕi(ũ
k,n,m
h,i ) + ℓ
k,n,m
h,i ‖K ; (4.38d)
note that from (4.21) and (4.20a), −∇ϕi(ũk,n,mh,i ) = u
k,n,m
h,i , so that (4.38c) and (4.38d)
only work with lowest-order Raviart–Thomas–Nédélec polynomials, so that they can
be evaluated without numerical quadrature error and fast. Set, like in (4.34c), for
a = sp, tm,dd, lin,
 
η
k,n,m
a,i
2 :=
∫
I n
∑
K∈Th,i
 
η
k,n,m
a,K,i
2dt and
 
ηk,n,ma
2 :=
2∑
i=1
 
η
k,n,m
a,i
2, (4.39)
and note that except for a = tm,
 
η
k,n,m
a,i
2
= τn
∑
K∈Th,i
 
η
k,n,m
a,K,i
2; for a = tm, the depen-
dence of the estimators on time is left implicit. The global versions, like in (4.34a) but
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without the initial condition, are
ηk,ma :=
r
Lϕ
2
¨
N∑
n=1

ηk,n,ma
2«
1
2
+
p
2
¨
N∑
n=1
τn
n∑
l=1

ηk,l ,ma
2«
1
2
+
p
2
¨
N∑
n=1
n∑
l=1
Jnl
l∑
q=1

ηk,q,ma
2«
1
2

+ δa‖ũk,mhτ − s
k,m
hτ
‖♯,
(4.40)
where δa = 0 for a = tm,dd, lin and δsp is set to 0 or 1. Then using estimates (4.32)
and (4.33) together with the triangle inequality gives:
corollary 4.7.1 (A posteriori error estimate distinguishing the error components). Let
the assumptions of Theorem 4.6.1 be satisfied. Let the linearized flux ℓ
k,n,m
h
be given
by (4.37) and the estimators by (4.34b) and (4.38)–(4.40). Then, under condition (4.31)
and with δsp = 1,
‖u− ũk,m
hτ
‖♯ ≤
r
Lϕ
2
p
2eT − 1ηk,mIC +η
k,m
sp +η
k,m
tm +η
k,m
dd +η
k,m
lin ,
whereas
‖u− sk,m
hτ
‖♭ ≤
r
Lϕ
2
p
2eT − 1ηk,mIC +η
k,m
sp +η
k,m
tm +η
k,m
dd +η
k,m
lin
without any assumption and with δsp = 0.
4.8 Stopping criteria and optimal balancing of the different
error components
We provide here stopping criteria for the OSWR algorithm and the nonlinear solver for
the subdomain problems as in [68, 42, 56, 11] and the references therein.
Let two real parameters δlin and δdd be given in (0,1). The stopping criteria for
the linearization step (inner loop in m) in each subdomain i, at each time step n, and
each OSWR iteration k is chosen as, employing the estimates (4.39)
η
k,n,m
lin,i ≤ δlin max
n
η
k,n,m
sp,i ,η
k,n,m
tm,i ,η
k,n,m
dd,i
o
, i = 1,2. (4.41)
Similarly, the stopping criteria for the OSWR algorithm (outer loop in k) is set as,
employing the estimates (4.40),
η
k,m
dd ≤ δdd max
n
ηk,msp ,η
k,m
tm
o
. (4.42)
The first criterion (4.41) stipulates that there is no need to continue with the
linearization iterations if the overall error is dominated by the other components.
That of the second criterion (4.42) decides that we stop the OSWR algorithm if the
domain decomposition error is dominated by one of the other components. The entire
procedure of the approach is then described by the following algorithm:
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Data: Enter T , u0, and Ωi, πi, λi , and fi, i = 1,2.
Result: The saturations uk,m
hτ,i.
Give the initial Ventcell guess Ψ0,1
i
, i = 1,2, on Γ;
k := 0;
repeat
k←− k+ 1;
for i=1,2 do
j := (3− i);
n := 0;
while tn ≤ T do
n←− n+ 1;
m := 0;
repeat
m←− m+ 1;
u
k,n,m
h,i := Υi(u
k,n,m−1
h,i ,Ψ
k−1,n
j
, f ni ,u
k,n−1
h,i ) by (4.18);
Compute ηk,n,msp,i , η
k,n,m
tm,i , η
k,n,m
dd,i , and η
k,n,m
lin,i ;
until ηk,n,mlin,i ≤ δlin max
n
η
k,n,m
sp,i ,η
k,n,m
tm,i ,η
k,n,m
dd,i
o
;
Set uk,n
h,i := u
k,n,m
h,i ;
Set Ψk−1,n
i
:={Ψk−1,nL,σ }σ=K|L,K∈Th,i,L∈Th, j with, by (4.17), Ψ
k−1,n
L,σ :=
FL,σ(u
k−1,n
h, j ) + γi, j
Π j(u
k−1,n
L,σ )−Π j(u
k−1,n−1
L,σ )
τn
|σ|+

ΛL,Γ(u
k−1,n
h, j )

σ
;
end
end
Compute ηk,msp , η
k,m
tm , η
k,m
dd ;
until ηk,mdd ≤ δdd max
n
ηk,msp ,η
k,m
tm
o
;
Algorithm 1: Complete solution algorithm with adaptive stopping criteria
Remark 4.8.1 (Space and time adaptivity). The above local-in-time estimators are cal-
culated on each element of the mesh and on each time step, and could also be used as
indicators in order to refine adaptively the time steps τn and/or the space meshes Th,i,
see [56, 42, 158] and the references therein.
4.9 Numerical experiments
In this section we illustrate the efficiency of our theoretical results on a numerical
experiment with the finite volume OSWR algorithm of Section 4.4. We take Ω = [0,1]3
and T = 15. The subdomains are Ω1 = {0 < x < 1/2} and Ω2 = {1/2 < x < 1}, with
Γ = {x = 1/2}. We consider the capillary pressure functions and the global mobilities
from [63] given respectively by
π1(u) = 5u
2, π2(u) = 5u
2+ 1, λi(u) = u(1− u), i ∈ {1,2}.
We impose Dirichlet conditions on two subsets of the boundary ∂Ω. A saturation is set
equal to 0.9 on ΓD,in = {(x , y, z) ∈ ∂Ω | x = 0 and 0.4 ≤ y ≤ 0.6}. On the outflow
boundary Γout = {(x , y, z) ∈ ∂Ω | x = 1}, the saturation at time tn+1 is set equal to
that inside the closest cell at time tn (see [6]). We assume homogeneous Neumann
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boundary conditions on the remaining part of the boundary. The initial condition is
taken to be zero everywhere and fitting the condition (4.10a) at the interface between
the rocks. We take f = 0 in Ω1 and Ω2. The gas is moving through the interface Γ
before penetrating the subdomain Ω2. Note that the gas cannot enter the subdomainΩ2
if the capillary pressure π1(u1) is lower than the entry pressure π1(u
∗
1), with u
∗
1 =
1
p
5
.
For the spatial discretization, we use uniform meshes in the subdomains consist-
ing of rectangular parallelepipeds matching on the interface Γ. The implementation
is based on the Matlab Reservoir Simulation Toolbox [115], and makes use of its au-
tomatic differentiation feature to compute the Jacobian matrices for solving the non-
linear subdomain problems by Newton’s method. The optimized (Robin or Ventcell)
parameters are computed by numerically minimizing the continuous convergence fac-
tor corresponding to a linearized version of the problem (see [7] for details).
In the rest of this section, we denote the method defined by using the OSWR
method with Robin transmission conditions by Robin-OSWR, while the method using
full Ventcell transmission conditions will be denoted by Ventcell-OSWR. When appro-
priate, we qualify the Robin conditions as one-sided (α12 = α21) or two-sided in the
more general case.
4.9.1 The performance of the OSWR method with adaptive stopping cri-
teria
We start by analyzing the performance of the OSWR algorithm with adaptive stopping
criteria of Section 4.8. We in particular compare (4.42) with the common approach
in which the OSWR algorithm is continued until the residual on the interface becomes
smaller than a threshold taken as 10−6, i.e.,
‖Ψk1 −Ψk−11 ‖∞ + ‖Ψk2 −Ψk−12 ‖∞ ≤ 10−6. (4.43)
The Newton iterations are first stopped when the residual
≤ 10−8. (4.44)
In this first experiment, we consider the OSWR algorithm with Robin transmission
conditions, i.e. γ12 = γ21 = 0 and α = α1,2 = α2,1. Four snapshots of the saturation are
shown in Fig. 4.5, together with two snapshots of the capillary pressure in Fig. 4.6. As
expected, the saturation of the gas in Ω1, as well as the capillary pressure, increase until
the capillary pressure reaches the entry pressure. We can see that the capillary pressure
field becomes continuous when the entry pressure is reached, then Ω2 is infiltrated
by the gas, but the saturation remains discontinuous across the interface and some
quantity of gas remains trapped under the rock discontinuity.
Next we verify the performance of the optimized parameters. Fig. 4.7 (left) shows
the domain decomposition estimator ηk,mdd after k = 25 OSWR iterations as a function
of the Robin parameter α. The estimator behaves very similarly to what is usually
observed for the DD error (see e.g. [71]). Moreover, the optimized parameter (marked
by a square) is close to the numerically optimal value. This result points the way to the
possibility of finding the optimal Robin parameter by minimizing the DD estimator. It
also confirms the efficiency of the DD estimator to separate the domain decomposition
error from the other components of the global error.
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Figure 4.5: Robin interface conditions: saturation u(t) for t = 2.9, t = 6.6, t = 13,
and t = 15
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Figure 4.6: Robin interface conditions: capillary pressure field π(u(t), ·) for t = 6.6
and t = 15
In Fig. 4.7 (right), we plot the dependence of the different estimators on the OSWR
iterations. The adaptive stopping criterion (4.42) needs only 10 iterations, while the
classical stopping criterion (4.43) requires 25 iterations.
Fig. 4.8 depicts the evolution of the estimated error after using the stopping cri-
teria (4.42) with δdd = 0.1 and (4.41) with δlin = 0.1. We notice that the error
distribution follows the saturation front but also that some error near the interface is
still detected. In Fig. 4.9, the domain decomposition error is shown at two different
time steps, and clearly one can remark that the DD error is not affecting the global
error, in agreement with (4.42). The results, from a practical viewpoint, coincide with
the results obtained using classical stopping criteria (4.44) and (4.43).
Fig. 4.10 plots the different estimators in each subdomain, as a function of the
Newton iteration at the final iteration of OSWR algorithm. Only three iterations are
required to reach (4.41) for the subdomain solvers, where 13 iterations for the solves in
Ω1 and 7 iterations for the solves in Ω2 are needed to reach the classical criteria (4.44).
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Figure 4.7: Domain decomposition error estimator ηk,mdd after k = 25 Robin-OSWR
iterations as a function of the parameter α (left) and evolution of the spatial,
temporal, and domain decomposition error estimators as a function of the number of
Robin-OSWR iterations (right)
4.9.2 Comparison of Robin- and Ventcell-OSWR algorithm with adaptive
stopping criteria
We now consider the OSWR algorithm with two-sided Robin transmission conditions
(i.e. γ12 = γ21 = 0 and α12 6= α21) on the one hand, and Ventcell transmission con-
ditions (i.e. γ = γ12 = γ21 and α = α2 = α21) on the other hand. Fig. 4.11 shows,
for each method, the dependence of the different estimators on the number of DD it-
erations. We observe that the estimated space and time errors coincide for the two
methods and that they are also very close to those obtained with the one-sided Robin-
OSWR algorithm (see Fig. 4.7), as expected. For the DD error, both methods are faster
than the one-sided Robin-OSWR method. The usual stopping criteria are reached after
14 and 9 iterations respectively, whereas only 4 iterations are needed with the adap-
tive stopping criteria 4.42. Fig. 4.12 shows contour lines of the DD estimator ηk,mdd as a
function of the parameters, at the final OSWR iteration. The square marks the param-
eters obtained via the optimization procedure described previously. It is worth noting
that this optimized parameter is close to the parameter that numerically minimizes the
error estimate ηk,mdd .
We have also checked the efficiency of the adaptive linearization stopping crite-
rion (4.41) for both methods. The results (not shown here) are similar to the Robin-
OSWR case, which allows to stop the Newton algorithm after 4 iterations for most of
the solves, instead of 8 and 15 for the classical criterion.
The results confirm that the domain decomposition estimator is a practical tool to
estimate the domain decomposition error component and that combining optimized
parameters and adaptive stopping criteria results in efficient OSWR algorithms.
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Figure 4.8: Robin interface conditions: estimated error for t = 2.9, t = 6.6, t = 13,
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Figure 4.9: Robin interface conditions: estimated DD error for t = 6.6 and t = 15
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Conclusions and future work
In this thesis, we have developed a posteriori analysis for:
• the optimized Schwarz (Robin-to-Robin) domain decomposition method using
the mixed finite element discretization in space for the steady diffusion equation,
• the global-in-time optimized Schwarz method using the mixed finite element
discretization in space and the discontinuous Galerkin scheme in time for the
unsteady diffusion case,
• the global-in-time optimized Schwarz method using the finite volume discretiza-
tion in space and the backward Euler scheme in time for the two-phase flow
case.
For the heat equation, a global-in-time domain decomposition method is used for both
conforming and nonconforming time grids allowing for different time steps in different
subdomains. At the space-time interface, data is transferred between two subdomains
using a suitable projection. Domain decomposition method is specially used when
different geological properties are involved, which leads to strong heterogeneity in
space. Then, nonconforming discretization in time is used because of the various
physical or chemical processes independently in each subdomain.
We have succeeded in bounding the error between the exact solution of the par-
tial differential equation and the approximate numerical solution at each iteration of
the domain decomposition algorithm by fully computable estimators using the theory
of a posteriori estimates. Moreover, different components of the error were distin-
guished. For the diffusion equation, these are: estimators due to the discretization
in space using the lowest-order mixed finite element scheme and estimators due to
the domain decomposition method. For the heat equation there appear in addition
a discretization in time estimator. Finally, for the two-phase flow, in addition to
discretization in space, discretization in time, and domain decomposition estimators,
a linearization estimator appears as well. This distinguishing of different error com-
ponents allows us to define efficient stopping criteria for the domain decomposition
algorithm (linearization possible as well). All the derived error bounds are guaranteed
and enable the actual error control. Numerical experiments are carried out for
different test cases, including industrial test for nuclear waste storage.
Through this work, it was shown that:
• The quality of the resulting approximation can be assessed by controlling the
error between the approximate solution and the exact solution.
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• The proposed methodology has been mathematically justified and applied on
problems ranging from linear, steady model and unsteady Darcy flow to a two-
phase porous media flow with disappearing phase and nonlinear and discontin-
uous transmission condition with an important industrial application.
• The overestimation factors (effectivity indices) are very close to the optimal value
of one for the linear, steady Darcy equation and still very reasonable also for the
heat equation.
• We obtain an efficient criterion to stop the domain decomposition iterations.
Often, as much as 70% of the usually performed domain decomposition iterations
can be spared.
• Thus a large portion of the computing time can be saved.
• The proposed estimators enable to design of adaptive strategies with equilibra-
tion of all the domain decomposition error, the space discretization error, and the
time discretization error (linearization error in the two-phase flow case).
This work can be taken further in various directions, one of which is the extention
to the advection-diffusion equation in the operator splitting context. We use operator
splitting introduced in [100] to treat the advection and the diffusion separately and
differently. The a posteriori estimates can then be easily extended from the unsteady
diffusion equation to this case. We can also study the local efficiency (9) for each
problem presented in this work. Another perspective is to develop the a posteriori
error estimates for the Robin domain decomposition method in the conforming finite
element discretization context. In this case, the potential is locally conforming in each
subdomain but the available flux is not H(div,Ω)-conforming even in the subdomains.
Applying the averaging operator at each Lagrangian node of the interface between two
subdomains, we can obtain a potential reconstruction which is globally conforming,
and flux in each subdomain can be easily obtained by the equilibration procedures
derived in the context of exact linear solvers. The challenge here would thus be to
obtain a globally H(div,Ω)-conforming flux.
Appendix A
Vectorisation in MATLAB
In this chapter, we will briefly present an efficient way to implement the a posteriori
estimates in MATLAB that has been used to carry out the numerical experiments of
this thesis.
To assemble finite element matrices using vector languages (e.g. Matlab, Oc-
tave, Python, R, Julia, Scilab, C++ with STL,...), a simple vectorized algorithms have
been proposed recently, see e.g. [52] and the references therein. Inspiried by these
vectorized algorithms, the numerical method, the mixed finite element in this thesis,
is implemented in MATLAB in order to solve subdomain problems. The algorithm in
MATLAB can be optimized and accelerated by avoiding the big loops such as the loop
over the mesh elements using the vectorization (vector and matrix operations). Note
that if we do not avoid the loop over large systems, the computing time can quickly
increase significantly since each line has to be computed at each iteration of the loop.
Let Ω be the computational domain and let Th = {K1, K2, K3, K4, K5, K6} be an
example of triangulation of Ω, see Figure A.1.
K1
K2
K3 K4
K5
K6
Figure A.1: Triangulation mesh of the domain Ω
In order to compute the estimators proposed in this thesis, for example the domain
decomposition estimator (2.19) given in Chapter 2, we first recall how to compute the
L2-norm:
150 Appendix A. Vectorisation in MATLAB
||u||2 =
  M∑
a=1
µawa(x),
M∑
a=1
µawa(x)

Ω
=
M∑
a=1
M∑
b=1
µaµb
 
wa(x), wb(x)

Ω
= X ′QX
(A.1)
where wa, for a = 1, ..., M , are the M basis functions and µa is the components of u in
the basis wa, X = (µa)a=1,..,M , and where the components of the square matrix Q are
as follows:
(Q)a,b =
 
wa(x), wb(x)

Ω. (A.2)
In the context of the lowest-order mixed finite element method, uh is decomposed in
the RT0 basis on each mesh element K as follows:
uh(x) =
∑
e∈EK
ueψe(x), (A.3)
where ψe(x) is the RT0 basis function associated with the edge e and where EK is
the set of egdes of K . In two dimension, |EK | is equal to 3, the number of egdes of
a triangle. Then the DD estimator η2DDF,K on a mesh element K , given by (2.19), is
written as follows:
η2DDF,K := |||u
k+1
h
−σk+1
h
|||2⋆,K
= ||S
1
2 (uk+1
h
−σk+1
h
)||2K
=
 
S−1(uk+1
h
−σk+1
h
),uk+1
h
−σk+1
h

K
= (S−1uk+1
h
,uk+1
h
)K − 2(S−1uk+1h ,σ
k+1
h
)K + (S
−1σk+1
h
,σk+1
h
)K
=
 
S−1
∑
e∈EK
uk+1e ψe(x),
∑
e∈EK
uk+1e ψe(x)

K − 2
 
S−1
∑
e∈EK
uk+1e ψe(x),
∑
e∈EK
σk+1e ψe(x)

K
+
 
S−1
∑
e∈EK
σk+1e ψe(x),
∑
e∈EK
σk+1e ψe(x)

K
=
∑
e∈EK
∑
y∈EK
uk+1e u
k+1
y
 
S−1ψe(x),ψy(x)

K − 2
∑
e∈EK
∑
y∈EK
uk+1e σ
k+1
y
 
S−1ψe(x),ψy(x)

K
+
∑
e∈EK
∑
y∈EK
σk+1e σ
k+1
y
 
S−1ψe(x),ψy(x)

K
=
∑
e∈EK
∑
y∈EK
UK(e, 1)MK(e, y)UK(y, 1)− 2
∑
e∈EK
∑
y∈EK
UK(e, 1)MK(e, y)VK(y, 1)
+
∑
e∈EK
∑
y∈EK
VK(e, 1)MK(e, y)VK (y, 1)
= U
′
KMKUK − 2U
′
KMKVK +V
′
KMKVK
(A.4)
where, in two space dimensions, UK = [ue1; ue2; ue3] is a 3 × 1 vector, VK =
[ve1; ve2; ve3] is a 3× 1 vector, andMK is a 3× 3 matrix defined as follows:
(MK)e,e′ =
 
S−1ψe(x),ψe′(x)

K . (A.5)
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Then,
η2DDF :=
∑
K∈|Th|
η2DDF,K (A.6)
In MATLAB, we have to compute η2DDF,K for all the elements in Th. It is not optimal and
not efficient if there is a loop with the size of the number of elements, where in each
step, U
′
KMKUK is computed. For this reason, we build a three-dimensional matrix M,
as presented in Figure A.2. Let NT=|Th| be the cardinality of Th. The dimension of M
is 3× 3× |Th| and the dimension of the matrices U and V are |Th| × 3, where:
U(l, :) = U
′
Kl
and V(l, :) = V
′
Kl
, l = 1, ..,NT. (A.7)
Then,
η2DDF =
NT∑
l=1
η2DDF,Kl
=
NT∑
l=1
∑
e∈EKl
∑
y∈EKl
U(l, y)M(y, e, l)U(l, e)
− 2
NT∑
l=1
∑
e∈EKl
∑
y∈EKl
U(l, y)M(y, e, l)V(l, e)
+
NT∑
l=1
∑
e∈EKl
∑
y∈EKl
V(l, y)M(y, e, l)V(l, e).
(A.8)
In the vectorized form, we only do a small double loop in order to compute η2DDF:
1. eta1=zeros(NT,1);
2. eta2=zeros(NT,1);
3. eta3=zeros(NT,1);
4. for e=1:3
5. for y=1:3
6. eta1= eta1 + U(:,y).*M(y,e,:).*U(:,e);
7. eta2 = eta2+U(:,y).*M(y,e,:).*V(:,e);
8. eta3 = eta3+ V(:,y).*M(y,e,:).*V(:,e);
9. end
10. end
11. η2DDF = sum(eta1 -2* eta2 + eta3);
where oparation .* in U(:,y).*M(y,e,:), which multiplies vectors U(:,y) and M(y,e,:)
element by element and returns a vector, is faster then a loop on the size of U(:,y). An
illustration ofM(y,e,:) for y=1,..,3 and for e=1,..,3 is given in Figure A.3.
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K1
K2
K3
K4
K5
K6
MK1
MK2
MK3
MK4
MK5
MK6
Figure A.2: The 3D matrix M
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K1
K2
K3
K4
K5
K6
M(1,1,:)
K1
K2
K3
K4
K5
K6
M(1,2,:)
K1
K2
K3
K4
K5
K6
M(1,3,:)
K1
K2
K3
K4
K5
K6
M(2,1,:)
K1
K2
K3
K4
K5
K6
M(2,2,:)
K1
K2
K3
K4
K5
K6
M(2,3,:)
K1
K2
K3
K4
K5
K6
M(3,1,:)
K1
K2
K3
K4
K5
K6
M(3,2,:)
K1
K2
K3
K4
K5
K6
M(3,3,:)
Figure A.3: M(y,e,:) for y=1,..,3 and for e=1,..,3
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