Thermodynamic uncertainty relations quantify how the signal-to-noise ratio of a given observable is constraint by dissipation. Using an intimate connection to fluctuation relations, we extend thermodynamic uncertainty relations to scenarios which include measurement and feedback. Since measurement and feedback generally breaks time-reversal invariance, the uncertainty relations involve quantities averaged over the forward and the backward experiment defined by the associated fluctuation relation. This implies that the signal-to-noise ratio of a given forward experiment can in principle become arbitrarily large as long as the corresponding backward experiment compensates, e.g. by being sufficiently noisy. We illustrate our results with the Szilard engine as well as work extraction by free energy reduction in a quantum dot.
Introduction.-The field of stochastic thermodynamics investigates small, fluctuating systems that are out of equilibrium [1] [2] [3] , with applications ranging from biological [4] [5] [6] and chemical systems [7] over information processing [8] to nanoelectronic devices [9] . In recent years, powerful relations were discovered that determine the behavior of small systems far from equilibrium. These include thermodynamic uncertainty relations (TUR) [10, 11] as well as fluctuation relations [1, 12, 13] , both of which have significantly contributed to our understanding of non-equilibrium phenomena (e.g., work extraction using measurement and feedback [14] and biological clocks [15] ). A particularly interesting application of TURs is the inference of dissipation from the measurement of fluctuating currents [16] . While these relations have mostly been treated independently, a connection between TURs and fluctuation relations was recently established under rather restrictive assumptions [17, 18] . Here we generalize this connection and show that any fluctuation relation implies the existence of a TUR. This allows for the full wealth of results on fluctuation relations to spread over to TURs, significantly extending their range of applicability.
TURs constrain the signal-to-noise ratio of an observable φ by the associated entropy production [3, 10, 11, [19] [20] [21] 
where · denotes the ensemble average, φ 2 = φ 2 − φ 2 the variance, and σ denotes the entropy production. This inequality was rigorously proven for current observables in time-homogeneous Markov jump processes with local detailed balance [11, 20] . Various extensions of the TUR exist including periodically driven systems [22] [23] [24] , systems with broken time-reversal symmetry in linear response [25] and beyond [26] , a tighter version [27] , as well as a four times looser bound which holds in the quantum regime for general two-terminal systems [28] . Of particular interest for our investigation is an extension that was originally derived for discrete-time Markov chains and systems subject to a time-symmetric external driving [29] 
Note that this bound is less strict than the bound in Eq. (1) . Fluctuation theorems are powerful and exact statements which relate probabilities in a forward experiment to probabilities in a backward experiment [1, 12, 13, [30] [31] [32] [33] [34] P B (−φ, −σ I ) P (φ, σ I ) = e −σI ,
where the subscript B denotes the backward experiment.
In its most common version, the backward experiment is obtained by time-reversing the forward experiment, φ is an observable that is odd under time-reversal, and σ I denotes the entropy production [1] . There are numerous extensions of the fluctuation relation, illustrating the fact that different choices for the backward experiment result in different extensions of σ I , each with its own interpretation and merits [1, [35] [36] [37] [38] . In this Letter, we will focus on extensions including measurement and feedback, where σ I includes an information term symbolized by the subscript I [14, 37, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] . For additional information on fluctuation relations, see the supplemental material. Very recently, a deep connection between fluctuation relations and TURs has been uncovered. In the special case where Eq. (3) holds with P B = P , the generalized TUR in Eq. (2) was shown to hold [17, 18, 59] . While this connection extends the regime of applicability of TURs, the constraint P B = P is a strong restriction, preventing the application of TURs in the presence of measurement and feedback, which explicitly breaks time-reversal symmetry.
In this Letter, we lift this constraint and derive a generalized TUR solely from Eq. (3). For P B = P , we find that the TUR does not directly bound the signal-to-noise ratio in the forward experiment but rather constrains the arXiv:1904.04913v1 [cond-mat.stat-mech] 9 Apr 2019 combination of forward and backward experiment. As a consequence, the signal-to-noise ratio in a given experiment can become arbitrarily large as long as this is compensated by a corresponding backward experiment, as discussed in more detail below. In the absence of measurement and feedback, we recover the results from Ref. [26] .
The uncertainty relation.-We now derive our main result, a generalized TUR, from Eq. (3). A discussion on when Eq. (3) holds, including examples, is deferred to the end of the Letter as well as the supplemental material. Following Refs. [17, 18, 60] , we introduce the auxiliary probability distribution
which is the average of the forward distribution and the backward distribution with negated arguments. Note that in contrast to Refs. [17, 18, 60] , Q is not restricted to positive σ I . An important property of Q that will be used repeatedly is given by
We now prove the series of inequalities
(6) where we introduced the average over Q as · Q , the average over P as · and the average over P B as · B . The first inequality is the Cauchy-Schwarz inequality. The second and third inequality both use the fact that tanh(x) is a concave function for x ≥ 0. This implies the inequality k tanh(x) ≤ tanh(kx) for x ≥ 0 and k ∈ [0, 1]. The second inequality follows by setting x = |σ I |/2 and k = tanh(|σ I |/2). The third inequality is Jensen's inequality using σ I + σ I B = 2 σ I tanh(σ I /2) Q . Using
we finally obtain
Equation (8) is the main result of this paper. It follows directly from Eq. (3) and shows how the quantity φ 2 / φ 2 is no longer directly bounded if the backward probability distribution differs from the forward whenever time-reversal symmetry is broken. In particular, for sufficiently large φ 2 B or sufficiently small φ + φ B , the inequality may be respected for arbitrary values for the signal-to-noise ratio in the forward experiment. One can thus try to overcome the traditional uncertainty relation by looking for situations where the backward experiment is more noisy than the forward one, or where the signs of the average values differ. See Ref. [61] for an explicit example where breaking of time-reversal symmetry is used to overcome the TUR in Eq. (1) .
The TUR in Eq. (8) is of the same form as the one found in Ref. [26] for Markovian systems with broken time-reversal symmetry. However, we stress that as our derivation only requires Eq. (3) to hold, Eq. (8) is valid for arbitrary extensions of the original fluctuation relation, including scenarios where measurement and feedback is applied. Indeed, the effect of measurement and feedback on the TUR is twofold. First, time-reversal symmetry is broken, resulting in the general structure of Eq. (8) that includes expectation values of the backward probability distribution. Second, the entropy production σ is modified by an information term I such that
Examples.-We will now illustrate Eq. (8) with the help of two examples. Detailed calculations are deferred to the supplemental material. It is illustrative to first consider an example without measurement and feedback. To this end, we consider the process of work extraction by lowering the free energy of a system. For concreteness, we consider a quantum dot with a single energy level that is coupled to a fermionic reservoir, see Fig. 1 (a) . The dot is initially in thermal equilibrium with a level energy ε 0 . The energy level is then lowered by the amount ∆ε. In this process, energy is extracted from the system by lowering its free energy. In such a process, a Crooks fluctuation relation [62] holds
where β = 1/(k B T ) denotes the inverse temperature. The backward experiment corresponds to initiating the dot in thermal equilibrium at energy ε 0 − ∆ε and lifting the energy level to ε 0 in a manner that corresponds to the time-reversal of the forward experiment. In Eq. (9), ∆F is the free energy difference between the initial states of the forward and backward experiments. Equation (9) is of the form of Eq. (3), with φ = W and σ I = β(∆F −W ). We note that a cyclic version of this process was investigated experimentally in Refs. [63, 64] . Here we consider two limiting cases: the quasistatic limit, where the dot is moved infinitely slowly, and the instantaneous limit, where the dot is moved infinitely fast. In the quasistatic limit, an equivalence between ensemble average and time average implies that the dot can be . Both of these bounds can be violated since they do not apply to situations with broken time-reversal symmetry. The green, dash-dotted line provides our bound [cf. Eq. (8)] which applies to the present scenario and reduces to an equality at ∆ε = 0. We note that in this scenario, our bound is equivalent to the one derived in Ref. [26] . Here, β 0 = 2. (b) Szilard engine. The solid, blue line gives the variance of the work divided by the mean squared, shown as a function of the measurement error δ. The red, dotted line provides the bound that derives from the fluctuation relation where the information term is related to the mutual information [14] . The green, dash-dotted line derives from the fluctuation relation related to the inferable entropy production [37] . We note that there is a small but finite difference between the blue and the green lines for δ = 0, 1. The diverging feature occurs at the measurement error where the work changes sign. Here v = 0.65.
described as remaining in thermal equilibrium, even for a single realization of the experiment. It can then be shown that the amount of work ∆F is extracted deterministically [i.e., P (W ) = δ(W − ∆F )]. The extracted work is thus finite but both its variance, as well as the associated entropy production vanish. This is in clear violation of the TURs given in Eqs. (1) and (2) . However, no contradiction arises with our inequality since the work in the backward experiment is given by W B = −∆F . Indeed, rewriting Eq. (8), we find φ 2 / φ 2 ≥ 0 whenever φ = − φ B . While this bound is trivial (since the variance is always positive), it is nevertheless important to note that our inequality includes the exemplary scenario of reversible work extraction.
In the instantaneous limit, the work ∆ε is extracted if the dot is initially filled. This happens with probability f (ε 0 ), where f denotes the Fermi function. Otherwise, no work is extracted. In contrast to the quasistatic limit, both the variance of the extracted work, as well as the entropy production are in general finite. In particular, we find
This expression is shown in Fig. 1 (a), together with bounds provided by Eqs. (1), (2), and (8). We find that both previous bounds can be violated while our bound is always satisfied and reduces to an equality in the limit β∆ε → 0, which includes the high temperature limit as well as the limit where the level is not moved at all. Our second example is provided by the Szilard engine [65] , where a partition is inserted into a box that contains a single particle, dividing the box into parts with equal volume. The position of the particle is then measured and the partition is moved in order to increase the volume available to the particle. In this way, work is extracted from the particle akin to the work that is extracted from an expanding gas. We allow for an error in the position measurement with probability δ and we denote the final volume by v ≤ 1 (where the total volume of the box is set to 1). If a measurement error occurs, work is thus performed on the particle akin to the compression of a gas.
In this example, we consider two backward experiments, both resulting in a fluctuation relation of the form of Eq. (3), with φ = W . The first backward experiment was introduced by Sagawa and Ueda [14] and consists of inserting the partition to divide the box into parts of volume v and 1 − v before moving the partition to the middle of the box. In this case, the information term in the fluctuation relation is related to the mutual information between the measurement outcome and the particle position in the forward experiment I MI
The second backward experiment was introduced by the authors in Ref. [37] . It consists of inserting the partition to divide the box into parts of volume v and 1−v be-fore moving the partition to the middle of the box. Then, a measurement of the particle position is performed. The data from this experimental run is kept if the measurement outcome shows the particle to reside on the side of the partition which originally was of volume v. Otherwise, the data is discarded. The backward experiments thus only differ by the last, post-selection step. The corresponding information term can be interpreted as the entropy production that is inferable from the measurement outcome σ IE
In this particular example, the inferable entropy production drops out from the resulting TUR (see supplemental material). Note that the average work is the same in both Eqs. (11) and (12) because the forward experiment is the same. The bounds resulting from the two fluctuation relations are illustrated in Fig. 1 (b) . Depending on the parameters, either backward experiment can result in a tighter bound on the signal-to-noise ratio of the extracted work (not apparent from the figure). In the limit of an error-free measurement (i.e, δ = 0 or δ = 1), the bound obtained from the inferable entropy is tight, reflecting the fact that the total entropy production can be inferred from the measurement in this case. We note that for a final volume that depends on the measurement outcome, the bounds from the two backward experiments behave qualitatively different (see supplemental material).
Conclusions.-We showed how any fluctuation relation implies a TUR. The obtained relation does not constrain the forward experiment alone but includes both the forward as well as the backward experiment. This implies that the conventional TUR can be overcome in processes where a backward experiment compensates for the high signal-to-noise ratio in the forward experiment. Our results allow for directly extending the rich variety of fluctuation relations to TURs. In particular, we provide an example of a TUR in the scenario of work extraction using measurement and feedback in a Szilard engine.
Note added.-After finishing our manuscript, we have become aware of related work which holds for control parameters that are piecewise constant in between measurements, resulting in P B = P even in the presence of measurement and feedback [66] .
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Supplemental information: Thermodynamic Uncertainty Relations Including Information

A. FLUCTUATION RELATIONS
In this section, we discuss the emergence of fluctuation relations of the form of Eq. (3), which provide the starting point for the derivation in the main text.
A.1. Without Measurement and Feedback
We start by introducing some notation, closely following Ref. [14] . We discretize time into slices of width δt and we consider a system which is coupled to one or multiple heat baths. Let x j describe the state of the system at time t j = j · δt. The variable x j can for instance describe a point in phase space or it can describe the occupancy in a system of quantum dots. We group the system states at different times into vectors X = (x 0 , x 1 , · · · , x N −1 , x N ), referred to as system trajectories, which completely specify the system behavior in the time window t ∈ [0, t N ]. For future reference, we also introduce the partial trajectories X j = (x 0 , · · · , x j ) with X 0 = x 0 and X N = X.
We further consider scenarios where one or several external control parameters are changed during the experiment. We denote the values of the control parameters at time t j as λ j (which may denote for instance the value of an electrical or magnetic field that is varied in time). Similar to the system trajectories, we introduce the control parameter trajectories (sometimes called protocols) Λ = (λ 0 , · · · , λ N ), as well as the partial trajectories Λ j = (λ 0 , · · · , λ j ).
Given a certain starting point for the system, and a certain trajectory for the control parameter, we find for the probability that the system takes trajectory X [14]
where p[x j |X j−1 , λ j−1 ] denotes the conditional probability of the system to be in state x j at time t j , given the history of the system trajectory and the current value of the control parameter. fluctuation relations connect forward and backward experiments. Equation (S1) describes the forward experiment (up to the initial distribution which will be discussed below). To describe the backward experiment, we introduce time-reversed trajectories. For the system, we write
, where x * j is the time-reversed of x j (i.e., if x j is a point in phase space, x * j is obtained by inverting all momenta and leaving all positions invariant). We also introduce the partial trajectories X † j = (x * N , · · · , x * N −j ), which should thus be read as (X † ) j . Similarly, we introduce the time-reversed of the control parameter trajectory Λ † = (λ * N , · · · , λ * 0 ) (i.e., if λ j denotes the value of electromagnetic fields, λ * j is obtained by inverting all magnetic fields and leaving all electric fields invariant). The backward experiment we consider is given by applying the time-reversed control parameter trajectory. We then find
The last expression is related to Eq. (S1) through the detailed fluctuation relation (see for instance Ref. [12] )
where α denotes the different thermal baths the system is coupled to, β α is their inverse temperature, and
is the heat that enters the system from bath α in the forward experiment. So far, the detailed fluctuation relation contains probabilities conditioned on the starting point of the system trajectories. The probability for observing the full trajectory X under the control parameter trajectory Λ is given by
where p F/B (x 0 ) denotes the initial distribution for the forward and backward experiments respectively. To get rid of the subscript F/B, we assume that the initial preparation is encoded in λ 0 which allows us to write
The detailed fluctuation relation can then be written as
where we introduced the entropy production
We note that the initial distribution for the backward experiment is encoded in λ N . Any protocol trajectory thus includes the preparations of both the forward, as well as the corresponding backward experiment. With this notation, the backward experiment is obtained from the forward experiment by simply time-reversing the control parameter trajectory Λ → Λ † . Importantly, time-reversal symmetry (i.e., Λ = Λ † ) includes the condition of equal initial distributions in the forward and backward experiment. Also note that σ[X, Λ] is not equal to the total entropy production along a trajectory in the forward experiment as defined in Ref. [30] , since p(x * N |λ * N ) is not necessary the final distribution in the forward experiment (see also Ref. [38] ).
To obtain a fluctuation theorem for the observable φ[X, Λ], we introduce the auxiliary observable
Note that φ B coincides with φ for observables that are odd under time-reversal. We now define
where we used dX = . The probability of obtaining a measurement outcome y depends on the history of the system. The conditional probability of obtaining y at time t j given the previous system trajectory will be denoted with p j [y|X j ]. In the presence of feedback, the control parameters depend on the measurement outcomes, i.e., λ j (Y j ). A given trajectory Y completely specifies a full trajectory of the control parameters and we write Λ(Y ). The joint probability of obtaining the measurement outcome trajectory Y , while the system undergoes trajectory X can be written as
where P [X|Λ] is defined in Eqs. (S5) and (S1) and we introduced the probability of measuring Y for a fixed trajectory X
(S11)
We note that in the presence of feedback, P m [Y |X] is not equal to the usual conditional probability
To derive fluctuation relations, it is important to note that Eq. (S6) still holds in the presence of measurement and feedback, i.e.,
This is the case because all probabilities are conditioned on the control parameter trajectory. While in the absence of measurement and feedback, time-reversal provides a natural backward experiment, there is no such natural candidate in the presence of measurement and feedback because in general, Λ(Y † ) = Λ(Y ) † . As was realized in Ref. [37] , any backward probability distribution P B [X, Y ] will however result in a fluctuation relation of the form
which is trivially fulfilled by choosing
Naturally, not all choices for the backward distribution lead to physically insightful fluctuation relations. In the main text, we consider two examples. The first is introduced by Sagawa and Ueda [14] 
and corresponds to applying the fixed control parameter trajectory Λ(Y ) † with the probability P [Y ] = dXP [X, Y ] corresponding to the probability with which Y is observed in the forward experiment. The additional information term in the fluctuation relation is called the transfer entropy and, for a single measurement, its average reduces to the mutual information.
The second backward experiment was introduced by the authors [37] and makes the additional assumption
where
As in Eq. (S15), the control parameter trajectory Λ(Y )
† is applied with probability P [Y ]. Measurements are performed on the backward experiment and the data is only kept if the outcomes correspond to Y † , the time-reversed of what resulted in the corresponding control parameter trajectory in the forward experiment. We note that this post-selection happens for each value of Y separately. In an experiment, one would thus randomly choose a Y from the distribution P [Y ]. Then one would run the experiment with the control parameter trajectory Λ(Y ) † until one obtains the measurement outcomes Y † . The information term appearing in the fluctuation relation can be related to the inferable and the course-grained entropy production [37] .
From the fluctuation relation in Eq. (S13), one can obtain a fluctuation relation for the observable φ. To this end, we again make use of the auxiliary function given in Eq. (S8). Furthermore, we introduce an auxiliary function for the entropy and information term
where we use the fact that the time-average is equal to the ensemble average in the absence of a drive. The work extracted from the trajectory x t is then
1 + e −βετ = ∆F,
where ∆F = F (ε 0 ) − F (ε τ ) = ∆F [Λ] is the free energy difference between the thermal states at the initial and the final energies. Here we used
In the quasistatic limit, the maximal amount of work ∆F is thus extracted in each experimental run. The work distribution therefore tends to a Dirac delta distribution
The backward experiment corresponds to employing the time-reversed protocol. To this end, we start in thermal equilibrium with the dot level at energy ε τ and lift the level infinitely slowly to the energy ε 0 . This corresponds to the protocol Λ † . A completely analogous argument to the above results in
Note that the distributions fulfill the fluctuation relation
The averages and variances we find read
The entropy productions read
where we used ∆F [
. Both in the forward as well as in the backward experiment, we thus find a finite average work accompanied by vanishing fluctuations and vanishing entropy production. While this scenario is clearly not captured by previous thermodynamic uncertainty relations, it is captured by our Eq. (8) . Indeed, we find the trivial inequality W 2 / W 2 ≥ 0 by noting that
While the quasistatic limit is clearly an idealized situation, the general strategy of reducing W + W B in order to obtain large power outputs with small fluctuations and entropy productions provides a promising avenue to pursue.
Instantaneous limit
In the instantaneous limit, the work ∆ε is obtained when the dot is initially occupied and no work is extracted for an initially empty dot. This is described by the work distribution
Similarly, for the backward distribution we find
Note that these distributions fulfill the fluctuation relation
The relevant averages for the forward distribution read
and for the backward distribution
In particular, we find
which is clearly only bounded from below by zero. Indeed, in the limit βε 0 → −∞, the dot always remains in thermal equilibrium (which always corresponds to a fully occupied dot) and we recover the results from the last subsection.
In the limit β∆ε → 0, the TUR reduces to an equality. While we also expect the process to be equivalent to the quasi-statical process in this case, the free energy difference ∆F vanishes as well which is why we do not recover the trivial bound from before. Our thermodynamic uncertainty relation is illustrated in Fig. S1 , together with previous bounds. 
B.2. Szilard Engine
We consider a particle in a box of volume v = 1. Starting in thermal equilibrium, the particle is equally likely to be found in the left and in the right half of the box. A partition (wall) is then inserted in the middle of the box and a measurement of the position of the particle is performed. We denote the location of the particle by x = L, R and the measurement outcome by y = l, r. We assume that a measurement error happens with probability δ e (throughout the supplemental material, we include the subscript e to avoid confusion with the Dirac and Kronecker deltas). The joint probability for x and y reads
where the Kronecker delta is defined as δ L,l = δ R,r = 1 and zero otherwise. Having measured y, the partition is then moved away from where the particle is assumed to be, extending the volume it presumably occupies to v y ≤ 1.
To evaluate the work extracted in this procedure, we consider the single particle as an ideal gas, described by
where p is the pressure and v the volume. The extracted work is then given by
This results in
The first two moments of the work then read
and
The variance of the work vanishes in the limit δ e → 0 and v l = v r , since every run produces the same amount of work in this case. Similarly, the variance vanishes in the trivial case v y = 1/2, which corresponds to not doing anything after inserting the partition. We will now consider the two different backward experiments introduced in Eqs. (S15) and (S16) which result in different TURs.
Inferable entropy production
Here we consider the fluctuation relation put forward in Ref. [37] [cf. Eq. (S16)]. In this case, the backward experiment is given by inserting the partition such that the box is divided into parts of volume v y and 1 − v y . This is done probabilistically, with probability
The partition is then moved to the middle of the box. Then, a position measurement is performed and the experimental run is only recorded if the outcome is equal to y. Otherwise, the experiment is repeated (with the same y) until the measurement outcome is equal to y. Finally, the partition is removed. The probability distribution for this backward experiment reads
resulting in the fluctuation relation (note that x † = x and y † = y)
with
where σ IE [y] denotes the entropy production that is inferable from the measurement outcome y. Note that the total entropy production here reads σ[x, y] = −βW [x, y]. We then find the distribution
and the backward distribution
This results in the averages 
For the entropy/information terms, we find 
Note that we have σ I + σ I B = −β W − β W B , such that the inferable entropy production drops out of the TUR. This is a consequence of σ IE [y] = σ IE [y † ] which holds in this example but is not generally true. The resulting inequality is illustrated in Fig. S2 .
Mutual Information
Here we consider the relation put forward in Refs. [14, 41] [cf. Eq. (S15)]. In this case, the backward experiment starts again by inserting the partition such that the box is divided into parts of volume v y and 1 − v y . As in the last considered backward experiment, this is done with the probability that measurement outcome y was observed in a forward experiment, see Eq. (S42). The partition is then moved to the center of the box, performing work. Finally, the partition is removed. The only difference between this backward experiment and the last considered one is thus the post-selection which is not performed here. The probability distribution for this backward experiment reads 
For the entropy/information terms, we find
(1 − δ e ) ln 1 − δ e v y + δ e ln δ e 1 − v y , 
The resulting inequality is illustrated in Fig. S2 . 
