Motivation: In chromatin immunoprecipitation followed by highthroughput sequencing (ChIP-seq) and other short-read sequencing experiments, a considerable fraction of the short reads align to multiple locations on the reference genome (multi-reads). Inferring the origin of multi-reads is critical for accurately mapping reads to repetitive regions. Current state-of-the-art multi-read allocation algorithms rely on the read counts in the local neighborhood of the alignment locations and ignore the variation in the copy numbers of these regions. Copy-number variation (CNV) can directly affect the read densities and, therefore, bias allocation of multi-reads. Results: We propose cnvCSEM (CNV-guided ChIP-Seq by expectation-maximization algorithm), a flexible framework that incorporates CNV in multi-read allocation. cnvCSEM eliminates the CNV bias in multi-read allocation by initializing the read allocation algorithm with CNV-aware initial values. Our data-driven simulations illustrate that cnvCSEM leads to higher read coverage with satisfactory accuracy and lower loss in read-depth recovery (estimation). We evaluate the biological relevance of the cnvCSEM-allocated reads and the resultant peaks with the analysis of several ENCODE ChIPseq datasets.
INTRODUCTION
Chromatin immunoprecipitation followed by sequencing (ChIPseq) is currently the dominant high-throughput assay in functional genomics and epigenomic research, especially for mapping transcription factor-DNA (TF-DNA) interactions and histone modifications. In a typical ChIP-seq experiment, tens of millions of DNA fragments (usually 100-1000 bp) are sequenced directly from one or both ends, and short reads (usually 25-100 bp) are recorded. The analysis of ChIP-seq data starts with the mapping of the short reads to a reference genome with a short-read aligner, e.g. Bowtie (Langmead et al., 2009) and BWA (Li and urbin, 2009 ). Because of repetitiveness of the genomes, errors in reads and the short-read lengths, 10-30% of the reads can map to multiple locations (Chung et al., 2011) . Common practice in ChIP-seq analysis is to use only uniquely mapping reads (unireads) and discard the reads that map to multiple locations (multi-reads) (Landt et al., 2012) . Although using uni-reads alone is adequate in many cases, it makes any inference about the repetitive regions challenging, if not impossible. In addition, recently developed multi-read allocation methods have successfully argued that use of such reads leads to identification of many novel protein-DNA interactions in ChIP-seq experiments (Chung et al., 2011; Newkirk et al., 2011; Wang et al., 2010 Wang et al., , 2013 . Furthermore, they illustrated that the effective increase in the coverage of the highly repetitive regions owing to multireads can not be simply achieved by adjusting for low mappability during peak calling (Chung et al., 2011) .
Although there are some specific modeling differences among different ChIP-seq aligners, they predominantly operate by allocating multi-reads to their mapping locations based on the read counts of the local neighborhoods of the mapping locations, which largely relies on the uni-read counts. Regions of high sequence similarity tend to have low uni-read counts, making it challenging for the algorithms to distinguish between different mapping locations. Furthermore, none of them take into account copy-number variations (CNVs), which are structural variations of a genome that reflect the differences between the sample genome and the reference genome in the number of copies of DNA segments. CNV has a direct effect on read depths of the sequencing samples. In the literature, this effect has been appreciated in peak calling (Ashoor et al., 2013; Pickrell et al., 2011; Rashid et al., 2011) and in differential epigenome (ChIP-seq and RNA-seq) analyses (Robinson et al., 2012) . As of today, none of the multi-read mapping methods has considered the potential effect of CNV on multi-read allocation and the power it might provide for discriminating the mapping locations of multi-reads. The former methods (Ashoor et al., 2013; Rashid et al., 2011) estimate CNV from the mapped ChIP or control samples and incorporate this information during peak identification. However, if the reads are allocated without taking into account the CNV, CNV estimated from such mapped reads will be biased, especially in the repetitive regions (e.g. Table 1 ). Furthermore, even if the reads are mapped correctly, their genome-wide coverage is not uniform (Landt et al., 2012) , and the high copy-number regions identified from such data may be confounded with the open chromatin regions. This motivates us to correct the CNV bias at the stage of read allocation by using external CNV data instead of estimating it from the ChIP or control samples. We refer to Rozowsky et al. (2011) for a similar discussion in a different setting.
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To investigate the impact CNVs might have on multi-read allocation, we extracted all the reads that align to exactly two locations of the reference genome in a Ctcf ChIP-seq sample from GM12878 cells (such two locations are referred to as an alignment pair from hereon). We found that for 15.2% of reads that map two locations, the copy numbers of the alignment pairs differed by at least one ( Supplementary Fig. S1 and Supplementary Table S1 ); and therefore, we expect the CNVs to inform the multi-read allocation for such reads. Even for the alignment pairs with the same copy number, CNVs may still have an indirect impact by affecting the allocation of other reads in the neighborhoods of these alignment locations. For multi-reads with more than two alignments, the copy numbers are more likely to vary among the alignment locations, and a larger impact of CNV is expected.
In this article, we develop cnvCSEM (CNV-guided ChIP-Seq by expectation-maximization algorithm), a flexible framework that guides multi-read allocation by CNVs. The cnvCSEM takes advantage of the state-of-the-art multi-read allocation algorithms and incorporates CNV information parsimoniously. We use the fact that various array-and sequence-based CNV detection algorithms have been developed (Abyzov et al., 2011; Komura et al., 2006) , and large consortia such as 1000 Genomes (The 1000 Genomes Project Consortium, 2012) have produced high-throughput sequencing data for CNV detection. Combining these efforts, detecting CNV and estimating copy number with a reasonable accuracy is possible. Our data-driven simulation results show that (i) cnvCSEM increases multi-read allocation coverage and significantly reduces allocation ambiguity in the segmental duplication regions (SDR) with only a marginal loss in accuracy, and (ii) cnvCSEM also improves the accuracy of the read-depth recovery, especially in the highly repetitive regions with low copy numbers. Our study of several ENCODE TF ChIP-seq experiments demonstrate the biological relevance of the cnvCSEM-allocated reads and the ChIP-seq peaks identified in the downstream analysis.
METHODS

Preliminaries
We model the reads with the following generative model, which underlies the CSEM algorithm (Chung, 2012) . Let M be the total number of genomic locations, and N be the total number of reads. For each read R i , i=1; . . . ; N, we define Z i =ðZ i1 ; . . . ; Z iM Þ as the indicator of the origin of R i , i.e. Z ij = 1 if the read R i originates from location j in the genome, and Z ij = 0 otherwise. We model Z 1 ; . . . ; Z N as independent and identically distributed samples from a multinomial distribution with parameter vector =ð 1 ; . . . ; M Þ. Multi-read allocation can be achieved in two steps based on this model. The first step is to estimate the posterior distributions of Z 1 ; . . . ; Z N , which allocate the multi-reads fractionally. Then, the most likely originating location of each read can be determined based on its posterior. A natural way of estimating the posteriors is by an expectation-maximization (EM) algorithm. The expectation and the maximization steps of the CSEM have explicit form solutions, so numerical optimization is not needed, and the computation is fast. Specifically, for i=1; . . . ; N and j=1; . . . ; M, we define H ij =1fR i can be aligned to location jg, and let ðtÞ =ð ðtÞ 1 ; Á Á Á; ðtÞ M Þ T be the estimate of at iteration t. Then, E-and M-steps for iteration ðt+1Þ are as follows. E-step: For a given read R i , i=1; . . . ; M, the expectation of Z ij is given by the following equation:
M-step:
CSEM uses a smoothed EM (EMS) algorithm to enable information sharing among the neighboring locations on the genome. Specifically, in the EMS algorithm, ðt+1Þ j in (2) denotes an initial estimate of j and, for a preselected window size w, ðt+1Þ j is determined by smoothing ðt+1Þ j over the (2w+1) bp window around j in a smoothing step (S-step) that follows the M-step. S-step:
Although the EMS algorithm enjoys convergence to a local maximum of the likelihood, its outcome significantly depends on the initial estimates, and there is no guarantee that it converges to the maximum likelihood estimator. This is especially true in our setting, where the model is multimodal, and the parameter space is of a high dimension. Although largely ignored in many applications of the EM algorithm in computational biology, appropriate initialization of the EM algorithm has been recognized as an important issue and non-trivial problem in the practice of 'Big Data' (Fayyad et al., 1998; Toutanova and Galley, 2011) . CSEM uses a uniform distribution as its starting configuration, which ignores the natural variation of ChIP-seq data. Our main contribution in this work is a CNV-guided initialization scheme for the EMS algorithm. Given the CNV estimates from the same cell/tissue types as the ChIP sample, this initialization for the EMS algorithm encodes the natural genomic variation in ChIP-seq read density, and hence, it is more biologically relevant than the initial uniform configuration. Consequently, we expect the final estimate of the read density to be closer to the underlying true read density.
cnvCSEM: a general pipeline for CNV-guided multi-read allocation
We propose the following CNV-aware multi-read allocation framework:
(1) CNV detection and copy-number estimation in the cells that ChIPseq experiment is performed.
(2) Initial weight assignment: estimating the initial value, ð0Þ , so that it adapts to the CNV of the sample.
(3) EMS algorithm as in (1)- (3) with the estimated ð0Þ as the initial value.
We estimate the initial value ð0Þ non-parametrically as follows. We first run CSEM on the ChIP and the control data to be analyzed, and also annotate the reference genome with copy numbers estimated either from sequence-or array-based data. For each value x of the copy-number estimates, we then calculate the average read-depth of all the genomic locations with the same copy number. This step essentially aggregates ChIP or input read counts across locations with the same estimated copy number. Then, this average read depth is used as the initial weight at all the locations with copy number x. As copy number is also an estimated quantity, we truncate high copy numbers to achieve robustness. Specifically, we set the copy numbers ! 4 to 4 for the applications presented in this article. Further details on the initialization procedure are provided in the Supplementary Materials, where we also illustrate with a theoretical analysis and simulation studies that incorporating CNV information into initialization is sufficient and the gain by incorporating it into the actual likelihood and the update steps of the EMS algorithm is expected to be negligible.
In many CNV datasets, only the break point positions of the CNV regions, instead of the absolute copy numbers, are available. For example, for the HepG2 cell line commonly used in the ENCODE project, the highest resolution CNV information is available from an array-based experiment, where the genome is segmented into amplification regions, normal regions and heterozygous and homozygous deletion regions. To accommodate the use of CNV information for these cases, we assign pseudo copy numbers to these regions. Specifically, we encode 0=homozygous deletion, 1=heterozygous deletion, 2=normal and 3=amplification. The genomic regions that are not annotated with one of these four categories are treated as being normal. We remark that the numerical valued pseudo copy numbers of 0 and 1 do not necessarily reflect the numerical order of the copy numbers. Although it is natural to assign 2 to the normal copy-number regions, one may question the choice of the values assigned to the other three classes. The estimated ð0Þ is invariant to the actual values of the (pseudo) copy numbers. This is because the elements of ð0Þ are estimated from the regions with the same copy number, and the estimation only depends on the break points of the CNV regions, but not the actual numerical values of the (pseudo) copy numbers.
Our strategy of estimating ð0Þ is flexible and does not rely on CSEM or any other specific models or software. For example, one can use the read depth of the uni-reads instead of the CSEM output for calculating the aggregated read depth for initialization.
RESULTS
In this section, we compare the following three read allocation strategies using data-driven simulations and actual ChIP-seq experiments.
Uni: only uni-reads are kept, and all the multi-reads are discarded.
CSEM: in addition to the uni-reads, all the alignments of multi-reads with a CSEM posterior probability ! 0:5 are kept.
cnvCSEM: in addition to the uni-reads, all the alignments of multi-reads with a cnvCSEM posterior probability ! 0:5 are kept.
Although keeping multi-read allocations with a posterior probability !0.5 reduces the number of multi-reads used, it facilitates downstream analysis with commonly adapted ENCODE ChIPseq uniform analysis pipeline, which requires each read to map to a single location on the reference genome (Landt et al., 2012) .
Throughout this article, we used Bowtie aligner (Langmead et al., 2009) . Specifically, multi-read allocation with CSEM and cnvCSEM used reads with at most two mismatches and a maximum of 99 alignment locations. Reads with only one reported alignment location are referred to as uni-reads.
Simulation-based evaluation
We conducted a simulation study to examine the impact of CNVs on multi-read allocation, especially in the repetitive regions. We first simulated short reads from a repetitive sequence-enriched segment of the human genome with synthetic binding events and copy numbers, and then compared the three read allocation methods (Uni, CSEM and cnvCSEM) in terms of coverage, read allocation accuracy and the read-depth recovery.
We chose the segment chr22:21460001-21920000 of the human genome for the simulation experiment. There are two pairs of long repetitive regions that are similar to each other in this interval based on the hg19 (build 37) segmental duplication database of the human genome (Bailey et al., 2002) . These pairs are [21465673, 21548303] , [21613746, 21695794] and [21727109, 21797378] , [21846050, 21917116] and have percent sequence identities of 90%. We artificially divided this segment into 11 regions and assigned them different copy numbers. We simulated 50 binding events with various binding strengths and the read density that captured the synthetic binding signals and CNV information. We used a read length of 36 bp, as this is the typical read length for the large collection of publicly available ChIP-seq data. To address both the randomness of read sampling and the variation in the ChIP read density, we generated 10 read densities and simulated 10 samples from these densities resulting in 100 simulation replications. Each sample included 2000 simulated reads. Supplementary Materials provide further details on the specifics of this simulation study. Figure 1 compares the three allocation methods in terms of their coverage and allocation accuracy. We observe that on average 21.1% of the simulated reads are uni-reads. The allocation accuracy of these uni-reads is on average 99.7%; however, the coverage is low, with an average of only 422 reads of 2000 reads across the simulation replications. In contrast, CSEM allocates 36.6% of the reads in the sense that each such read has a unique alignment location with a posterior probability ! 0:5 and has an average accuracy rate of 90.4%. Therefore, in addition to the average of 422 uni-reads, it recovers on average 310 multi-reads, a 73.4% increase at the cost of 9.3% loss in the overall accuracy. Detailed analysis of the CSEM allocations reveals that, because of the repetitiveness of the segment used in the simulation, CSEM allocates on average 30.1% (613 of them) of the multireads ambiguously in the sense that they are distributed to two alignment locations with a posterior probability of 0.5 for each. This is a direct consequence of two alignment locations with high sequence similarity providing a small number of uni-reads to CSEM to discriminate between them. In comparison, cnvCSEM allocates 67% of the reads uniquely (on average 918 multi-reads and 422 uni-reads) with an average accuracy rate of 88%. Therefore, by incorporating CNV information in multiread allocation, we increase the coverage by another 83.1% with a small loss of 2.4% in accuracy.
We next compared the read-depth recovery by the three allocation methods. We treated the true and the recovered (estimated) read-depth curves as probability densities and measured the distance between them by the total variation distance of the probability measures (see Section 5.7 of the Supplementary Materials for details). Figure 2 illustrates that both CSEM and cnvCSEM perform better than Uni, and the distance between the true and the estimated read densities for cnvCSEM is also smaller than that of CSEM. Figure 3 displays a typical example of the true and recovered read-depth curves. We observe that Uni completely misses the signals in the repetitive regions. Although CSEM successfully recovers some of the signal patterns in the repetitive regions, especially in the regions with high copy numbers, it leads to false-positive results in the repetitive regions with low copy numbers. Finally, cnvCSEM shifts the reads from the regions with low copy numbers to those with high copy numbers, removes most of the false-positive results in the repetitive regions with low copy numbers, and also refines the read density estimates in the regions with high copy numbers.
Evaluation on multiple ENCODE datasets
In this section, we analyzed several ChIP-seq samples along with their control samples in GM12878 (Ctcf, Atf3, Gabpa, Pol2), GM12891 (Pax5, Pou2, Pu1, Pol2) and HepG2 (Ctcf) cells from the ENCODE project. For GM12878 and GM12891 samples, high-coverage aligned sequence data measuring CNV were available from the 1000 Genomes Project (The 1000 Genomes Project Consortium, 2012). We used CNVNator (Abyzov et al., 2011) to estimate copy numbers in these samples. For HepG2, we used the array-based categorical CNV result provided by the ENCODE project (GEO accession ID: GSM999286). We compared the three read allocation methods in terms of their consequences and biological implications in peak calling, and we focused most of our attention to the comparison of CSEM and cnvCSEM. For peak calling, we used ENCODE's uniform ChIP-seq processing pipeline (Landt et al., 2012) , where SPP (Kharchenko et al., 2008) is used for calling the peaks, and the irreducible discovery rate (IDR) is used for determining the optimal numbers of peaks for further downstream analysis.
3.2.1 cnvCSEM tends to allocate more reads to the regions with high copy numbers: an essential change that the CNV information brings to multi-read allocation As discussed in Section 1, CNV has a direct effect on read densities of sequencing data. Assuming there is no binding signal and all the reads can be aligned uniquely to their true origins, the read depth should be roughly proportional to the copy number in the region, and consequently, it should be 0 in the regions with a copy number of 0. However, in practice, observed read depths are far from this ideal scenario because of sequencing errors and sequence repetitiveness in ChIP-seq and other high-throughput experiments. This phenomenon is more prevalent in the SDR, where the sequence is repetitive, and a much higher portion of reads are multi-reads compared with other regions (non-SDR). We also remark that we do not expect CNV and the ChIP-seq read-depths to match perfectly because of potential associations between the binding events (i.e. peaks) and CNV (see Section 3 in Supplementary 
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Materials for more discussion). Nonetheless, a level of consistency between the ChIP-seq read depth and the copy number is expected.
We first analyzed Ctcf ChIP-seq data from GM12878 cells with the three allocation methods. Table 1 displays the average read depth of the regions with the same copy number (0, 1, 2, 3 and ! 4) and the segmental duplication status (SDR/non-SDR). For the non-SDR, the average read depths of Uni, CSEM and cnvCSEM are all roughly proportional to the copy numbers, at least at the lower end. Both CSEM and cnvCSEM have higher read depths, especially in the regions with high copy numbers, compared with the uni-reads allocation. In contrast, for SDR, Uni read depth is much lower and is inconsistent with CNV. Hence, the uni-read counts in SDR are not sufficient in characterizing the local read density and guiding multi-read allocation. As a result, CSEM allocates similar amounts of reads to the regions with copy numbers 0 and 1, which is not consistent with CNV. In comparison, cnvCSEM allocates much fewer reads to the regions with copy number 0, thus is more consistent with the copy numbers in these regions. In general, cnvCSEM allocates fewer reads to the regions with low copy number and more reads to regions with high copy numbers. We note that inferences in SDR are generally much more difficult than those of non-SDR. Although CSEM and cnvCSEM do not perform as well in SDR compared with non-SDR, their SDR coverages are better than uni-read coverage (see Section 3 in Supplementary Materials for more discussion). Table 1 displays two results for multi-read allocation with CSEM: the result with the default number of 200 iterations is in the column titled CSEM, and the column CSEM1000 has the output with 1000 iterations. We observe that the final estimates from these two runs are close to each other, indicating that the utilization of CNV information in the initialization is essential and can not be achieved by larger number of iterations in the EMS algorithm.
3.2.2 cnvCSEM improves the consistency between ChIP-seq peaks and CNV We next evaluated the three allocation strategies in terms of their downstream effects on the identified peaks. Table 2 summarizes the definitions of the peak sets that we compared, and Supplementary Table S2 tabulates the sizes of all the peak sets compared in the rest of the article. For the GM12878 Ctcf dataset, we compared the three read allocation methods by comparing the set differences of the three peak lists (Table 3 ). ENCODE's uniform ChIP-seq processing pipeline calls two lists of peaks: optimal as determined by a specific IDR (ENCODE default of 0.02 for the presented analysis) threshold and relaxed, which are super sets of the optimal peaks and include both high signal peaks and regions that do not show any ChIP enrichment. We note that 99.5% of the Uni-only peaks are captured in the extended lists of both CSEM and cnvCSEM; however, only 38.4% of the Multi-common are identified in the extended peak list of uni-reads. We included comparisons with the relaxed peak sets to ensure that our results hold irrespective of the specific IDR threshold used for peak calling. Table 3 reveals that Common peaks are rarely in the regions with CNV. Comparison of the CSEM-only peaks with the cnvCSEM-only peaks indicates that a much lower percentage of the cnvCSEM-only peaks are in the regions with lower copy Notes: The average read depth of the uni-reads (Uni), multi-reads allocated by CSEM with 200 iterations (CSEM) and with 1000 iterations (CSEM1000) and multi-reads allocated by cnvCSEM (cnvCSEM) for GM12878 Ctcf ChIP-seq dataset. In the optimal list of CSEM, but not in those of Uni and cnvCSEM cnvCSEM-only In the optimal list of cnvCSEM, but not in those of Uni and CSEM Multi-common In the optimal lists of CSEM and cnvCSEM, but not in that of Uni Common
In all the three optimal lists of Uni, CSEM and cnvCSEM numbers. We note that some identified peaks may be located in regions with copy number 0 even when only uni-reads are used (five such peaks if only Uni-reads are used, and one and three such peaks in the cnvCSEM-only and CSEM-only categories, respectively). This can be due to errors in CNV estimation and/or read allocation. However, we observe that the number of such peaks is small. The difference between the CSEM and the cnvCSEM optimal peak lists is due to CNV across the whole genome. As we have discussed in Section 3.2.1, cnvCSEM is more likely to align reads to the regions with high copy numbers compared with CSEM. In some extreme cases, it may even shift a peak from a region with low copy numbers to a region with high copy numbers. In Figure 4 , the two peaks share 450% of the ChIP reads, and incorporating CNV information shifts the peak from the region in the right panel to the region in the left panel. Hence, CNV helps differentiate the regions with similar sequences, especially when the uni-read counts in these regions are low.
3.2.3 cnvCSEM-only peaks are supported by DNase-seq signals DNase-seq is a high-resolution assay that has been widely used in identifying the location of active regulatory regions (Hesselberth et al., 2009; Song and Crawford, 2010) . Genomic regions with high DNase-seq signals are more likely to harbor protein-DNA binding sites. Therefore, we use the enrichment of DNase-seq signal as an evidence of the biological relevance of the identified ChIP-seq peaks. Figure 5 compares the peak lists from Pol2 and Ctcf ChIP-seq experiments in GM12878 cells in terms of their DNase-seq signals. To highlight the influence of CNVs in the SDR, we perform the comparisons for the peaks in the SDR and non-SDR separately. cnvCSEMonly peaks have comparable or higher DNase-seq signal than the CSEM-only peaks both in SDR and in non-SDR. We also tested whether cnvCSEM-only peaks have higher DNase-seq signal than CSEM-only peaks in SDR (in terms of third quartile) by permutation tests (see Supplementary Materials for details). The P-values for Ctcf and Pol2 are 0.0086 and 0.3354, respectively.
3.2.4 cnvCSEM identifies additional Pol2 peaks in the promoters of expressed genes Pol2 is the largest subunit of RNA polymerase II and is essential for polymerase activity in the promoter regions of the active genes. To evaluate the biological relevance of the peaks identified by CSEM and cnvCSEM, we overlapped the identified Pol2 peaks with the promoter regions (-5 kb and + 0.5 kb of the transcription start site) of expressed genes, and compared the two lists of the promoter regions that harbor Pol2 peaks. For the GM12891 cells, we identified six promoter regions (for genes CLEC2D, TCEA2, SMN1, POLR2J3, CFP and ASMTL) that only contain cnvCSEM peaks, and two promoter regions (for genes BOLA2B and SLC25A6) with only CSEM peaks. The RNA-seq levels of these genes, for which a Pol2 promoter peak was only identifiable with either cnvCSEM or CSEM, were comparable with those genes with promoter Pol2 peaks from both CSEM and cnvCSEM. Specifically, the transcripts per million values computed by RSEM (Li and Dewey, 2011) varied between 20.13 and 57.74 for genes with cnvCSEMonly Pol2 peaks and 28.39 and 275.50 for genes with CSEM-only 3.2.5 cnvCSEM and CSEM lead to similar percentages of peaks with the binding motif We conducted de novo sequence analysis to further evaluate the cnvCSEM-only and CSEM-only peaks using the MEME Suite (Bailey et al., 2009) . We identified the most significant binding motif with a de novo sequence analysis of the top 500 Common peaks (using the sequences within AE 50 bp of the peak summits) using MEME. Then, we scanned both the rest of the Common peaks (Common-test) and the other peak sets from Table 2 (using the sequences within AE 150 bp of the peak summits). Overall, the motif occurrence percentages of the cnvCSEM-only peaks are comparable with their CSEM-only counterparts (Table 4) .
3.2.6 CNV information with lower resolution is also useful Although current state-of-the-art for profiling CNVs is based on high-throughput sequencing assays, there are many datasets for which CNV information is available only from lower resolution array platforms. Using HepG2 cells, a cancer cell line for which many ChIP-seq datasets and array-based CNV information is available from the ENCODE project, we investigated whether lower resolution CNV information can be used in multi-read allocation. For HepG2 cells, the available CNV information is not the actual copy-number estimates along the genome, but a classification of the genome into the following four categories: homozygous deletion (hom.del), heterozygous deletion (het.del), normal and amplification (amp). We assigned pseudo copy numbers 0, 1, 2 and 3 to these regions, as described in Section 2, and performed the analysis presented in Sections 3.2.1 and 3.2.2 for the Ctcf ChIP-seq datasets from HepG2 cells. Although the differences in the performances of CSEM and cnvCSEM are smaller, the overall patterns are similar to those we obtained with higher resolution CNV data (Tables 5 and 6 ).
DISCUSSION
In ChIP-seq experiments and other short-read sequencing experiments, a significant fraction of the reads map to multiple locations. Processing of multi-reads can impact the downstream analysis of peak calling significantly. None of the currently available multi-read allocation methods take into account CNVs in the sample genomes. We showed in this article that using CNV provides additional information for discriminating mapping locations of a multi-read with similar uni-read counts. Our datadriven simulations revealed significant improvements in multiread allocation accuracy and better read-depth recovery when using CNV information. Analysis of multiple ENCODE datasets indicated that peaks identifiable only when using copy-number information in multi-read allocation have biologically meaningful characteristics.
In our framework, we incorporated CNV in the initialization of the EMS algorithm instead of explicitly including it in the model because of the nature of the CNV information. Intuitively, copy numbers should influence the elements of the read density as multipliers. If the copy numbers are already encoded in ð0Þ during the initialization step, their influence will be preserved in the updates of the iterations, except at the locations around the break points of the CNV regions. However, the typical numbers of break points are small. For GM12878 and GM12891 experiments, CNVnator detects 55000 CNV regions, and consequently 510000 break points. The array-based CNV annotation of HepG2 includes 5600 break points. Compared with the length of the whole genome, this additional effect of The deletion regions include both heterozygous and homozygous deletions. In all, 96.5% of the Uni-only peaks are captured in both the extended lists of CSEM and cnvCSEM; however, only 44.1% of the Multi-common are identified in the extended peak list of uni-reads. Notes: (1) and (2) in the first column denote GM12878 and GM12891 cells, respectively Notes: The average read depths of the uni-reads (Uni), multi-reads allocated by CSEM and multi-reads allocated by cnvCSEM.
CNV around the break points is rather small, especially if the EMS algorithm is already appropriately initialized under the guidance of CNV. In Supplementary Materials, we analytically investigated our read model and showed how an EMS algorithm can incorporate CNV in the updating steps. However, our calculations and simulations suggest that the results from this mathematically more complicated model will not be notably different from the cnvCSEM. One curious question is how any given two regions with high sequence similarity can have different CNV estimates, while the uni-read counts in both regions are similarly low. We remark that this is mainly due to the local uniqueness of the repetitive regions and the high sequencing depths used for CNV estimation. Repetitive regions such as segmental duplications are usually composed of alternating short stretches of unmappable intervals (usually 200 bp), sequences of which are almost identical to some other genomic regions and the mappable intervals with more sequence uniqueness. The median maximum run length of unmappable bases across all the segmental duplications in the hg19 segmental duplication database is 66 bp. Overall, only 14.7% of the segmental duplications have a maximum unmappable run length 4300 bp (data not shown). When the read coverage is high or the reads are long, there will be sufficiently large numbers of uni-reads overlapping the mappable intervals and differentiating regions with high sequence similarity. The sequencing-based CNV datasets we used from the 1000 Genomes Project are deeply sequenced (total of 811 and 741 million aligned reads for GM12878 and GM12891, respectively) and hence able to generate sufficiently large numbers of unireads to differentiate regions with high sequence similarity. For the array-based HepG2 CNV data, the median probe length is about 1500 bp, much larger than the typical read lengths in sequencing experiments. In contrast, typical ChIP-seq experiments usually have only 10-50 million aligned reads, and the uni-read counts in the repetitive regions are usually too low to differentiate the regions with similar sequences reliably.
In summary, our work can be viewed as part of the collective effort in removing background variation in sequencing-based genomic data analysis. Existing methods for ChIP-seq data analysis remove potential bias due to CNVs in peak calling (Rashid et al., 2011) and differential epigenomic analysis (Robinson et al., 2012) . cnvCSEM incorporates CNVs at the level of alignment and improves the accuracy of multi-read mapping for individual datasets.
