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Abstract With the recent advances, today people are able
to communicate with embodied (virtual/robotic) entities us-
ing natural ways of communication. In order to use them in
our daily lives, they need to be intelligent enough to make
long-term relationships with us and this is highly challeng-
ing. Previous work on long-term interaction frequently re-
ported that after the novelty effect disappeared, users’ in-
terest into the interaction decreased with time. Our primary
goal in this study was to develop a system that can still keep
the attention of the users after the first interaction.
Incorporating the notion of time, we think that the key to
long-term interaction is the recall of past memories during
current conversation. For this purpose, we developed a long-
term interaction framework with remembering and dialogue
planning capability. In order to see the effect of remember-
ing on users, we designed a tutoring application and mea-
sured the changes in social presence and task engagement
levels according to the existence of memory. Different from
previous work, users’ interest in our system did not decrease
with time with the important contributions of remembering
to the engagement level of users.
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1 Introduction
When we talk about long-term social interaction, we intend
to describe the multiple interaction of users with a socially
interactive character over a long period of time for achiev-
ing a task, getting support or for the sole purpose of enter-
tainment. These characters can be virtual humans or robots
taking the role of a friend, companion, assistant or trainer,
all behaving in social norms and giving the illusion that they
have a personality. Kanda et al. [10, p. 65] states that “result
of immersing a robot in an environment that demands ongo-
ing participation is likely to be entirely different from that of
exhibiting the robot in a public place like a museum, where
the people who interact with it are transient”.
The idea of having social entities that can have bonds
with their users over a long period of time started in 1990s
with toy robots such as Hasbro’s Furby and Sony’s robotic
dog AIBO. Such robots are mainly designed for entertain-
ment, taking the role of a pet that can always accompany the
users at their homes. Robots such as PaPeRo (Partner-type-
Personal-Robot) and Paro (therapeutic seal robot) are de-
signed for child and elderly care and accompany their users
at homes and hospitals. Although such robots are useful in
certain contexts, interaction with them is not the kind of rela-
tionship that occurs in human-human communication which
requires more advanced cognitive and communicative skills.
Creating human-like interpersonal relationships with
computers is a highly challenging topic. One of the recent
attempts to develop a robot interacting over a long period
of time was Valerie the Roboceptionist [7]. Bickmore et al.
[3] introduced the term “relational agent” and constructed
a health advisor agent with social-emotional and long-term
relationship-building skills. Leite et al. [15] studied the role
of social presence in long-term interaction with the iCat
chess player robot.
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Previous work on long-term interaction with virtual char-
acters and robots frequently reported that after the novelty
effect disappeared, users’ interest into the interaction de-
creased with time. Our overall research goal is to develop
a long-term interaction system that can still keep the atten-
tion of the users after the first intraction. We consider several
aspects in our system such as emotion/personality model-
ing, dialogue generation based on past exchanges and ex-
pressive behaviour. As a case study, we developed a robotic
tutor called Eva and designed an experiment to measure the
changes in social presence, task engagement and motivation
levels. There were four different conditions in this experi-
ment based on memory and personality factors (1) Eva with
supportive personality and with memory (2) Eva with sup-
portive personality and without memory (3) Eva with un-
supportive personality and with memory (4) Eva with un-
supportive personality and without memory. We found that
users’ interest in our system did not decrease with time and
even increased from one interaction to the other. In addition,
we looked at the effect of individual components in our sys-
tem to the measurements. Our results provide first evidence
that existence of memory in a long-term interaction system
can help to keep the attention of the users as time passes.
The paper is organized as follows: in the next section,
we will discuss the background work on long-term interac-
tion systems with virtual characters/robots. Following that,
we will describe how we designed the tutoring application
considering social-cognitive theories of learning. Section 4
presents the overall architecture of our system and briefly
describes the individual components. In Sect. 5, we describe
how dialogue is planned using episodic memory and Hier-
archical Task Networks. Section 6 presents a case study fol-
lowed by a summary of the results and discussion. The pa-
per ends with conclusion and possible directions for future
work.
2 Related work
Apart from the early examples such as Hasbro’s Furby and
Sony’s robotic dog AIBO, Robovie [10] is one of the earli-
est example of a robot with the mention of long-term social
interaction. In this study, the authors tested the interaction
between a humanoid robot and students at an elementary
school for a duration of two weeks. They found that the in-
teraction time in the second week decreased indicating that
students lost interest in the robot as time passed. Bickmore
and Picard [3] investigated human-computer relationships
by going deeper in the theories of social psychology us-
ing the weight advisor platform with the virtual agent Laura.
The dialogue for Laura was scripted using Augmented Tran-
sition Networks and was capable of some simple saving/re-
trieving for the remembering of past events with users. The
authors compared a relational and non-relational condition
and found out that subjects had higher desire to continue
interacting with the relational agent but there were no dif-
ferences in terms of the change in exercise behaviour.
Similar to the work of Bickmore and Picard, Autom [13]
was a robot developed for the purpose of helping users to
lose or keep their weights. The robot used in this research
was simplistic in terms of appearance with four degrees of
moving head and eyes. Three different phases of relation-
ship between the robot and the user were initial, normal and
repair states. The authors compared the robot version with a
standalone computer version and found that participants us-
ing the robot version of the system felt a closer relationship
than the standalone computer. Another long-term social in-
teraction study was done in Carnegie Mellon University with
Valerie the Roboceptionist [7] where the authors found that
the number of visitors and the duration of interaction were
decreased after the novelty effect disappeared. Valerie was a
graphical human-like face and was designed to help the vis-
itors in many ways such as giving directions and checking
weather forecasts. She was equipped with emotions, moods
and attitudes in order to create relationships with users. Over
nine weeks, the robot displayed neutral, positive or negative
moods and positive version was preferred most and neutral
least by the participants. Leite et al. [15] developed a chess
player robot based on Philips iCat robot that can play chess
with children in a chess club. The authors evaluated the sys-
tem during five weeks in terms of the change in the percep-
tion of the social presence. The result of the study showed
that social presence decreased over time, in particular the di-
mensions related with believability and the users’ attention.
Although there have been some efforts to model evolv-
ing relationships, memory models for these systems is far
less considered. However, almost all the work above, men-
tioned the importance of memory and remembering in long-
term interaction. So far these systems have been devel-
oped in very different forms being a cartoon-like or a very
low degrees-of-freedom robot or a human-expressive vir-
tual character. For the first time, we use a highly expres-
sive human-like robot for such research with complex facial
expressions deriven from research in the field of computer
animation. The experiments made so far with these system
took 2 weeks to a couple of months. In our case, we kept
the experiment duration at 2 weeks. This was mainly due to
using an expensive robot and it was not possible to have an
individual robot for each participant. Since interaction with
the robot was on a basis of individual appointments, it was
rather difficult to have a study going on for several weeks.
3 Designing the tutoring application
Social-cognitive theories mention that teaching and learning
are highly social activities and cognitive/affective develop-
ment of the learners are in close relation to their interaction
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with the learning environment [2]. While traditional intelli-
gent tutoring systems focus only on knowledge acquisition
behaving as an expert system, animated pedagogical agents
[5, 9] and robotic tutors have the potential to intervene in
the learning process by creating deep relationships with the
learners and responding to their individual needs and emo-
tions. For example, in [20], Saerbeck et al. describes the
development of a socially supportive robotic tutor for lan-
guage training. Their application is based on the idea that
teachers with more social supportive behaviour are expected
to achieve higher student learning performances compared
to the ones focusing only on knowledge transfer. Similarly,
Baylor and Kim [2] tested with three types of agent role:
expert, motivator and mentor. While the expert is limited
in terms of animations and speaks in a formal way and fo-
cuses only on information exchange, the motivator is highly
expressive and encouraging and not necessarily knowledge-
able. The mentor is a combination of these two roles com-
bining the knowledge with encouragement and emotional
feedback.
By nature, learning is a long-term process and a good
learning environment requires adaptation to the students’
affective and cognitive states by taking into account the
cumulative effect of past interactions. In [14], several de-
sign constituents are proposed for learning companions
based on social-cognitive theories. We focus on two of
these constituents; affect and feedback as explained be-
low:
– Affect: During the learning process, students can expe-
rience a variety of positive and negative affective states
such as pleasure, frustration, boredom, anxiety or confi-
dence [27]. Pedagogical agents can help students to con-
trol their feelings and increase their self-awareness by
providing emotional feedback and emotional non-verbal
behaviour. For example, when a student makes several
mistakes and start to feel unconfident, a pedagogical agent
can support the student with encouraging phrases and fa-
cial expressions indicating empathy.
– Feedback: A pedagogical agent should explicitly give
feedback on the learner’s progress in order to increase the
learning outcome. This feedback can be in terms of re-
porting the success and failures of the students accompa-
nied with explanations and reminding/repeating the topics
that the learner had the most difficulty before. This can
help the learner be aware of his/her progress with respect
to the course plan and better understand the challenging
parts.
In our system, we designed Eva as a tutor of digital pho-
tography. The content of the course was taken from the
Cambridge in Color Digital Photography Tutorial.1 Figure 1
1http://www.cambridgeincolour.com/
Fig. 1 Interaction setup for tutoring application
shows our system setup. There is a camera on top of the left
screen which captures the user’s face for recognition. The
user also wears a headset for speech recognition. Whenever
a new user is recognized through the camera of the robot,
a new interaction session starts, otherwise the robot stays in
an idle mode.
4 System architecture: theory and implementation
Our architecture is based on the similarities between epi-
sodic memory, Belief–Desire–Intention (BDI) architecture
and Hierarchical Task Network (HTN) Planning. While the
general architecture we use is based on beliefs, desires
(goals) and intentions (actions), we use HTN planning to
select the actions to be executed. The close relation between
BDI and HTN planning was mentioned in some studies re-
cently [8, 21]. Both systems have a representation of the
world state and a set of primitive tasks or actions. While BDI
model uses plan rules from a plan library to reduce high-
level goals, HTN planning uses methods to reduce com-
pound tasks into primitive tasks. BDI model is powerful in
terms of dynamic agent representation, however it is lim-
ited in terms of not including the advantages of classical
planning algorithms [21]. Consequently, we adapt a classi-
cal planning algorithm into the BDI architecture in order to
support dynamic execution and also link that with an ap-
propriate memory structure that is compatible with the BDI
style.
A common aspect of most computational models of
memory is the organization of memory elements around a
specific goal [19, 22, 24]. This property is the basis of our
idea for linking episodic memory to the goal-based structure
of BDI and HTN. In our system, episodes are represented in
terms of context, contents and outcome [24]:
– Context involves the initial state and the desired state
(goal) to be achieved.
– Contents are the events that happen during an episode.
– Outcome is the result of the episode and indicates if the
desired goal was achieved or violated.
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While the goal in the context dimension of an episode
is linked to the goals in BDI model and methods in HTN
planning, initial state and outcome are composed of pred-
icates that are similar to the ones in the initial state of
HTN and beliefs from BDI. The actions from BDI and
primitive tasks (operators) from HTN are stored as events
in the content of an episode. Table 1 shows the similari-
ties between HTN planning, BDI model and episodic mem-
ory.
Figure 2 shows our system architecture based on the the-
ory described above. A prerequisite for long-term interac-
tion is the recognition of individuals and remembering their
names in order to associate events to the users. For this
purpose, we have integrated a Face Recognition component
to the architecture. When a new user appears in front of
the robot, the Face Recognition module automatically de-
tects this person and updates the belief base about the user’s
name. Then, the HTN planner starts planning the dialogue
based on the updated beliefs and selects primitive tasks or
sends memory queries to the Episodic Memory. The prim-
itive tasks are executed at the Finite-State-Machine (FSM)
Layer of the Dialogue Manager (DAM) where each prim-
itive task from the HTN planner corresponds to a related
Table 1 Similarities between BDI model, HTN planning and episodic
memory
BDI model HTN planning Episodic memory
Beliefs Initial state Context and Outcome
Goals Methods Context
Actions Primitive tasks Contents
FSM. Speech Recognition captures user speech and active
FSMs are checked to figure out if they match the recog-
nized speech. After the FSM execution, beliefs related to
the recently executed FSMs are updated and the HTN plan-
ner produces a new plan. In addition, the Episodic Mem-
ory can also update the beliefs and trigger re-planning in
the HTN Planner. At each FSM state change, a memory
record is created and sent to Episodic Memory. While cre-
ating this memory record, several pieces of information
are considered such as time and emotional state of the
event.
In addition to the components regarding the dialogue
management, the emotional state of the robot is updated
by an Emotion Engine component. Emotional appraisal of
events is handled in FSMs using condition-action rules and
emotional state and mood are updated upon receiving an
emotional event. In addition, past emotional interactions in
Episodic Memory are used to calculate a relationship level
with the current user and this is remembered in the fol-
lowing sessions and used to update the mood level in the
Emotion Engine. Facial Animation & Text-to-Speech com-
ponent receives the generated response from the dialogue
manager and converts text into speech and generates the fa-
cial animation. The animations are first applied and tested
on a virtual face and converted to robot animation using a
MPEG-4 FAP to robot conversion algorithm. Facial anima-
tion is generated based on emotional state and mood com-
ing from the Emotion Engine. Emotional state vectors are
mapped to a database of facial expression and blended with
speech. Mood is used to create eye blinking and idle gaze/-
head behaviour.
Fig. 2 Overall system
architecture
Building long-term relationships with virtual and robotic characters: the role of remembering 91
5 Episodic memory and dialogue planning
5.1 Episodic memory model
As we mentioned previously, our episodic memory model
is based on the context, contents and outcome sections as
originally defined by Tecuci in [24]. Context is composed
of initial state and goal. Goal information in the context di-
mension of each episode originates from the HTN planner.
In other words, each primitive task from the HTN planner
is a new goal and all actions executed to achieve this goal
are stored in the contents section of each episode. Initial
state and outcome are belief states composed of predicates
and variables. We will describe our episodic memory model
considering the three phases of episodic memory: encoding,
storage and retrieval.
5.1.1 Encoding
The encoding phase is related to when a new episode will be
recorded and what kind of information needs to be stored.
A new episode is recorded whenever a new primitive task is
selected by the HTN planner. Events happening during the
achievement of a primitive task are stored in each episode.
Episodes are first saved into short-term episodic memory
(STEM). When an interaction session ends, episodes are
moved to long-term episodic memory (LTEM) selecting
only important and emotionally salient events from STEM.
These are events that indicate an achievement or violation of
a goal and/or that has emotional impact to the robot. After
an interaction session ends, episodes in STEM are deleted.
Episodic memory stores the important pieces of informa-
tion related to each event and that could be important for
the retrieval time. For each event, we record the follow-
ing six items: (1) time of the event (2) user name (3) state
that results after the occurrence of that event (4) goal status;
whether an atomic goal is achieved or violated (4) emotional
state (5) emotion intensity (6) recall probability.
5.1.2 Storage
The structure of the episodic memory should allow it to store
large numbers of episodes and retrieval performance should
not decrease with the increase in the number of episodes
[24]. Relational databases are good candidates for imple-
menting episodic memory because of their efficient storage
and retrieval capability. In our system, we used SQLite and
manipulated the database using SQL queries. Human mem-
ory works in a way that newer memories are remembered
more preventing the recall of older experiences [25]. In or-
der to support, efficiency and scalability, forgetting func-
tions can be applied to the episodes (e.g. functional decay
theory [1] and power law of forgetting [26]). In our model,
we applied an exponential memory decay function using the
personality factor neuroticism, based on the fact that mood
has an effect on memory retrieval and people have the ten-
dency to remember bad things when they are in a bad mood
[16].
5.1.3 Retrieval
Retrieval can be done in two ways: spontaneous and deliber-
ate [19] (or automatic and voluntary as mentioned by Tecuci
[24]). Spontaneous retrieval occurs in cases where there are
emotionally salient events that are related to the current sit-
uation. In our case, this occurs by spontaneously retrieving
emotionally salient events with a specific user and calculat-
ing the relationship level with that user as soon as he/she
is recognized. The relationship level is calculated by tak-
ing into account the cumulative effect of past emotional ex-
changes with respect to their recall probability and adding
this effect to the mood of the robot as explained in more
detail in our previous work [11]. Deliberate retrieval can be
done to achieve a task, e.g. in case the robot needs to talk
about the user’s success level or needs to plan the content of
the course. In our system, deliberate retrieval is incorporated
into the HTN planning system and triggered by the planner.
5.2 Dialogue planning with hierarchical task networks
The global execution cycle for long-term dialogue planning
occurs by the exchange of messages between the HTN and
FSM layers of the dialogue manager and episodic memory
as shown in Algorithm 1. HTN planner is the main module
that updates the goals and produces the next actions to be ex-
ecuted. The planner gets two inputs, goal and beliefs. In our
case, several goals and sub goals are produced continuously
so we keep the goals in a queue. Then the last element in the
goal queue is given as input to the planner at each planning
cycle. In addition, there exists a belief base which contains
beliefs in terms of predicates. Each time an update is made
to the belief base or goal queue, the planner produces a new
plan.
The system starts with the initial goal startsession and
whenever there is an input from the face recognition, the se-
lectdialoguephase goal is set. The method and the operator
to start a new session is shown below. The variable ?recog-
nizedUser can either be unknown or can be a name of the
recognized person from the face recognition module.
( :method ( s t a r t s e s s i o n )
( ( r e c o g n i z e d U s e r ? r e c o g n i z e d U s e r ) )
( ( ! s e t g o a l s e l e c t d i a l o g u e p h a s e ) )
)
Each session is composed of four dialogue phases: wel-
come, warm up, teach and farewell. In order to select the
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Algorithm 1 Algorithm for long-term dialogue planning
1: Belief base is empty, beliefBase.clear()
2: Initial goal is starting a session,
goalQueue.add(“startsession”)
3: while TRUE do
4: Check belief updates and goal updates,
checkUpdates()
5: if beliefbase.isUpdated()||goalQueue.isUpdated()
then
6: Replan, plan =
HTNPlanner.replan(beliefbase,goalQueue.end())
7: Execute the plan, executePlan(plan)
8: end if
9: end while
next dialogue phase, the HTN planner checks which of them
are executed before considering the information in the be-
lief base. If all the dialogue phases are executed, the planner
ends the session with the task !setgoal endsession.
Algorithm 2 shows how the executePlan function men-
tioned in Algorithm 1 works. The produced plan can be one
of these three types; either it can be a memory query or a new
goal; or it can be a primitive task to be executed by the FSM
layer. In the above example, the plan is a new goal, which is
selectdialoguephase. It is added to the dialogue queue which
will then be input to the next planning cycle. Each goal is
kept in the goal queue unless an explicit !endgoal action is
generated.
Algorithm 2 Algorithm for plan execution
1: for i = 0 to plan.size() do
2: if plan[i] is a memory query then
3: Query the target memory,
queryMemory(targetMemory)
4: else if plan[i] is a new goal then
5: Update the goal queue with the new goal,
goalQueue.add(plan[i])
6: else if plan[i] is an executable task then
7: if plan[i] ==′ endsession′ then
8: Save records in STEM to LTEM,
saveSTEMToLTEM()
9: else
10: Execute the task, plan = executeFSM(plan[i])
11: end if
12: end if
13: end for
The produced plan can also be a memory query. In this
case, the query is sent to the episodic memory and the belief
base is updated with the returned belief from the memory.
For example, in case of the warmup dialogue phase, session
number is queried with the primitive task !queryEMfor ses-
sionno and based on the session number, either a general
introduction is done about the course by selecting the talka-
boutcourse operator or Eva can make an overview of the last
session by selecting the talkaboutlastsession method.
Algorithm 3 shows the FSM execution cycle for the exe-
cuteFSM function. FSM layer loads and executes the FSM
corresponding to the selected task. Each FSM has a start
and end state and can have several other states in between.
In our framework, FSMs are used mainly for interpreting
user input and for producing answers accordingly using the
condition-action structures as defined in [6]. We extended
this structure in order to save state changes in FSMs into the
memory.
Algorithm 3 Algorithm for FSM execution
1: for i = 0 to selectedFSM.noOfStates() do
2: Run the state, run(state[i])
3: Create memory record for state,
memrecord = createMemRecord(state[i])
4: Save to short-term episodic memory,
saveToSTEM(memrecord)
5: end for
6: Create belief from the executed FSM,
belief = createBelief (state[i])
7: Update belief base with executed FSM,
beliefbase.update(belief )
6 Case study and results
We developed a case study in order to measure the effect
of developed components to the long-term interaction ex-
perience. In particular, we wanted to see how memory and
emotional aspects of the robot effect the users’ experience.
We expect that while the existence of memory will create a
higher level of social presence and task engagement, emo-
tional aspect of the robot will rather contribute to the percep-
tion of robot personality and user motivation. Since our ap-
plication is in the teaching domain, we consider supportive
and unsupportive personality for the robot. Additionally, we
consider the effect of time on the experience. We expect that
social presence will not decrease over time. We enumerate
below the four general hypothesis regarding our system:
1. Existence of memory in the system will cause a higher
level of social presence.
2. Social presence level will not decrease by time.
3. Existence of memory in the system will cause a higher
task engagement.
4. Participants will discriminate between the different robot
personalities and supportive robots will be considered as
more motivating.
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Fig. 3 Dialogue sample for
supportive Eva with memory
Fig. 4 Dialogue sample for
supportive Eva without memory
6.1 Study design
We developed four different versions of the robot based on
the factors memory and personality: (1) supportive Eva with
memory, (2) supportive Eva without memory, (3) unsup-
portive Eva with memory and (4) unsupportive Eva without
memory, as shown in Figs. 3, 4, 5 and 6. While a supportive
Eva is helpful to the user and encourages in case of mistakes,
unsupportive Eva behaves in a more dominant way and is
not emphatic. While Eva with a memory can remember past
emotional exchanges and previous incorrect answers, Eva
without a memory cannot make links to previous sessions.
6.1.1 Measures
In this study, several measurements were used related to
each of the expected effects described for the purpose of
the study. Regarding social presence, we have considered
three measurements: engagement, user responsiveness and
affective understanding. While engagement is related to the
extent the participant is involved into the experience, user re-
sponsiveness considers how much the user responded to the
robot using his/her facial expressions or gestures. Question-
naire items related to these two sections are selected from
social presence questionnaire of Lombard and Ditton [17].
Affective understanding is related to the mutual emotional
exchange between the robot and the user and it is based
on the social presence questionnaire of Biocca [4]. Regard-
ing task engagement, we considered measurements such as
adaptability of the robot to the user’s learning progress, mo-
tivation and success level. While adaptability and motiva-
tion were measured with questionnaire items, success of the
user was measured by calculating the correct/incorrect an-
swers of the user through the interaction. Similar to [20],
we considered extrinsic and intrinsic motivation measure-
ments. While extrinsic motivation comes from outside of
the individual, intrinsic motivation comes from inside. In
our case the motivating or unmotivating manner of the robot
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Fig. 5 Dialogue sample for
unsupportive Eva with memory
Fig. 6 Dialogue sample for
unsupportive Eva without
memory
was the extrinsic motivation and was measured by question-
naire items compiled by the researchers of this study. Intrin-
sic motivation questionnaire items were based on the Inter-
est/Enjoyment scale of Intrinsic Motivation Inventory [18].
We also considered bipolar adjectives such as (polite–rude,
friendly–hostile) in order to assess the personality of the
robot considering friendliness and dominance dimensions.
For all questionnaire items, we used a 7-point Likert scale.
Table 2 summarizes the measurements used in this study.
6.1.2 Participants and experiment protocol
The experiment was organized at the computer science
(CS) and media design (MD) departments of University of
Geneva. 52 participants were recruited being 12 females and
40 males. Participants were mainly students and staff from
these two departments at bachelor (30 participants), master
Table 2 Measurements
Measurement groups Measures
Social presence Engagement
User responsiveness
Affective understanding
Task engagement Adaptability to learning
Success level
Motivation Extrinsic motivation
Intrinsic motivation
Perception of personality Friendliness
Dominance
(19 participants) and Ph.D. (3 participants) levels of edu-
cation and with a mean age of 25 ranging from 18 to 46.
The participants were of 18 different nationalities. While
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Fig. 7 Example participants
from the user study
the number of participants from computer science depart-
ment was 32, the number of participants from media design
department was 20. Figure 7 show example images captured
during the user study.
Before the interactions, individual appointments were
made with each participant by collecting consent forms. It
was explained to the participants that the user study is com-
posed of four interactions distributed over two weeks and
each interaction will take around 15 minutes at maximum
and additional 15 minutes maximum for filling the question-
naire after the second and fourth interactions. Participation
was voluntary and a representative amount of gift is given to
the students after the experiments.
The robot was set up in an isolated room over a 4 weeks
period at the computer science department and 7 days at the
media design department being 5 weeks at total. The partic-
ipants were randomly assigned to each of the four experi-
mental conditions and interacted with the robot four times
distributed over two weeks period. During the interaction
days, the experimenter welcomed the participants and ran
the system to make them start the interaction. After the sec-
ond and fourth interactions, users were asked to fill in the
questionnaire. We applied pre- and post-tests in order to
measure the effect of time. We have chosen the second in-
teraction since remembering effect can be understood better
in the second session and chose the fourth session as it is
the end of all interactions. Although the experiment started
with 56 participants, since two of them could not participate
after the pre test, we dropped four participants from the ex-
periment to have an equal number of participants for each
condition. We had eight participants from CS department
and five participants from MD department being 13 at to-
tal for each group. In the first interaction, participants were
asked to fill in their background information, basically their
age, gender, nationality, level of education and their knowl-
edge of social robots and affective computing. The majority
of the participants had low or little experience with social
robots and affective computing.
6.2 Results and discussion
For the analysis of data, we applied a repeated measures
Multivariate Analysis of Variance (MANOVA) in order to
see the interaction between several independent and de-
pendent variables and repeated measures based on time. In
the between-subjects tests, we found that both memory and
support factors had significant effects on the model. Re-
sults from Pillai’s trace are F(10,39) = 2.709,p < 0.013
for memory and F(10,39) = 2.309,p < 0.03 for support.
Within-subjects results show that time had a significant ef-
fect on the model (Pillai’s trace is F(10,39) = 8.191,p <
0.01). However, combined effects of time and memory
and time and support are not significant. Pillai’s trace is
F(10,39) = 0.519,p < 0.866 for time and memory and
F(10,39) = 0.65,p < 0.762 for time and support. The re-
sults show that memory has significant effects on engage-
ment, user responsiveness and adaptability variables and al-
though not significant, noticeable effects on affective under-
standing and success level. The support factor has effects on
the friendliness and dominance variables but no significant
effects on extrinsic and intrinsic motivation. More details
on the experimental results can be found in [12]. Figure 8
shows the relationship between memory and engagement,
user responsiveness, affective understanding and adaptabil-
ity to learning measurements, considering pre and post tests.
The results show that social presence level did not de-
crease with time and even increased from one interaction
to the other. This aspect is one of the important findings
of our study since previous work reported a loss of inter-
est in long-term. Second, we found out that memory had a
significant effect on social presence and it is an important
component to keep the users’ attention as time passes. Al-
though our results do not significantly support that change
in social presence through time was based on the existence
of memory, they provide enough evidence about the impor-
tance of the memory component for long-term interaction.
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Fig. 8 Effects of memory
Overall impressions from users also supported the statisti-
cal results. While users interacting with a memory enabled
robot noted that they found the robot’s character interesting
and it was becoming more interesting with time, participants
in the without-memory conditions lose their interest quickly.
Regarding the support factor, the results show that users
perceived the supportive personality more friendly and less
dominant compared to the unsupportive personality. This re-
sult was not surprising but was important in order to val-
idate whether the created personalities were correctly per-
ceived by the participants. One unexpected result from the
experiment was the relation between support and motiva-
tion of the users. This can be explained by the interesting
personality of the unsupportive robot, as some participants
liked the dominant manner of the robot while teaching and
perceived a stronger personality effect and scored the like-
ness of the course higher on the intrinsic motivation scale.
In other words, matching between the user and robot per-
sonality can be important and can effect the human task per-
formance as also mentioned in [23]. For example, while ex-
trinsic users may prefer extrinsic robot personality, intrinsic
users may prefer intrinsic robot personality. In our experi-
ment, we observed that some users liked the unsupportive
robot more because it was using a more challenging manner
of dialogue (extrinsic) rather than nurturing phrases (intrin-
sic). This was especially the case where the user was suc-
cessful and the robot was unsupportive. For the extrinsic mo-
tivation, some users noted they understood that the robot was
trying to motivate but they are not really convinced about
that because they do not believe a robot can really motivate
them and can care about their learning progress. With re-
spect to our initial hypothesis, we can conclude that:
– Existence of memory in the system caused a higher level
of social presence.
– Social presence level did not decrease as time passed and
even increased in the post-test. However, although related,
increase in the social presence through time was not sig-
nificantly due to memory.
– Existence of memory in the system caused a higher level
of task engagement.
– Participants discriminated between the different robot
personalities but they were not motivated more by the sup-
portive robot personality.
7 Conclusion
In this paper, we presented a system for creating an expres-
sive robotic tutor for long-term interaction. We presented
the overall architecture of our system based on the theory
of Edisodic Memory, HTN Planning and BDI architecture
and explained in detail that memory-based dialogue can be
generated based on this architecture. The evaluation of the
system with several participants showed that the effect of
memory created a higher level of social presence on partic-
ipants and memory is an important component for building
long-term relationships with artificial characters.
As a future work, we can consider two aspects: First, in
order to create a more flexible system, plans generated by
the HTN planner can be integrated with a more sophisticated
natural language understanding and generation system in-
stead of using FSMs. Second, regarding the user study, since
we could not find a significant difference between the mem-
ory conditions through time, this aspect can be explored
more to find the underlying reasons as well as the effect of
different robot personality on motivation.
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