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Abstract 
This paper describes efficient algorithms for partitioning a k-edge-connected graph into k 
edge-disjoint connected subgraphs, each of which has a specified number of elements (vertices 
and edges). If each subgraph contains the specified element (called base), we call this problem 
the mixed k-partition problem with bases (called k-PART-WB), otherwise we call it the mixed 
k-partition problem without bases (called R-PART-WOB). In this paper, we show that K-PART- 
WB always has a solution for every k-edge-connected graph and we consider the problem without 
bases and we obtain the following results: (1) for any k 22, R-PART-WOB can be solved in 
O(l~I~~fI~I) t’ lme for every 4-edge-connected graph G = (V,E), (2) 3-PART-WOB 
can be solved in 0( 1 VI’) for every 2-edge-connected graph G = (V,E) and (3) 4-PART-WOB can 
be solved in O(lE1*) for every 3-edge-connected graph G =(V,E). @ 1998-Elsevier Science 
B.V. All rights reserved 
Keywords: k-Partition of graph; /c-Edge-connected graphs; Minimal biconnected graphs; 
Nonseparating ear decomposition; Eulerian cycle 
1. Introduction 
In this paper, we consider the following k-partition problem. 
Input: 
( 1) An undirected graph G = ( V, E) with n = 1 V( vertices and 
(2) SC(VUE)(lSl>k); 
(3) k distinct vertices and/or edges ai( 1 <i <k) E S; and 
(4) k natural numbers nl,rz2,. . .,nk such that Cf=, ni = (SI. 
Output: A partition S1 U S2 U . . U Sk of the specified set S 
(1 <ifk) 
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Fig. 1. An instance of the mixed k-partition problem and its solution. 
a; E sj; 
ISi( = ni; and 
there is a connected subgraph Gi = (K,Ei) of G such that Si C (vi U Ei) and 
G,G2,..‘, Gk are mutually edge-disjoint. 
The problem is called the mixed k-partition problem with respect to edge-disjointness 
and it is simply called the mixed k-partition problem unless confusion arises. Each ai 
is called a base of the subgraph Gi and if all bases are not specified for the mixed 
k-partition problem, the problem is called the mixed k-partition problem without bases. 
Fig. 1 shows an example of the mixed k-partition problem. 
In the mixed k-partition problem, if S = E then the problem corresponds to the 
k-edge-partition problem [6] and if SC V then the problem corresponds to the k- 
vertex-partition problem with respect to edge-disjointness [13]. The mixed k-partition 
problem becomes the k-vertex-partition problem [6, lo] (the vertex-subset k-partition 
problem [ 141) if S = V (S C V) and the condition “edge-disjointness” in (c) is replaced 
by “vertex-disjointness”. 
It has been shown that the k-edge-partition problem and the k-vertex-partition prob- 
lem with respect to edge-disjointness always have solutions for every k-edge-connected 
graph [6, 131 and the vertex-subset k-partition problem has a solution for every k- 
connected graph [14]. Although efficient algorithms are known for these problems pro- 
vided that k is limited to 2 and 3 [ 12, 131, no polynomial algorithms are known so far 
as k34. In order to construct highly fault-tolerant routings in the surviving-route-graph 
model, it is necessary to solve efficiently the vertex-subset k-partition problem for k- 
connected graphs or the k-vertex-partition problem with respect to edge-disjointness 
for k-edge-connected graphs [8, 151. Since it is shown that it is sufficient to solve 
these problems without bases in order to define such routings, we would like to obtain 
efficient solutions for these problems without bases for the cases that k 2 4. 
It has also been shown that the set of graphs for which the vertex-subset k-partition 
problem has a solution for any instance equals the set of all k-connected graphs and that 
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the set of graphs for which the k-edge-partition problem has a solution for any instance 
equals the set of all k-edge-connected graphs [6, 131. It is an interesting graph-theoretic 
question to reveal relationship between the number of partitions for these problems and 
the vertex- andjor edge-connectivity of input graphs for the cases without specifying 
bases. 
In this paper, we show that the mixed k-partition problem with bases always has a 
solution for every k-edge-connected graph and it is computed efficiently for the cases 
that k = 2 and 3. Since the mixed k-partition problem includes the k-edge-partition 
problem as a special case, we can also show that the set of graphs for which the 
mixed k-partition problem has a solution for any instance equals to the set of all 
k-edge-connected graphs. Furthermore, we consider the mixed k-partition problem with- 
out bases and we obtain the following results: 
1. For any k 22, the mixed k-partition problem without bases can be solved in 
0(Pl0EXl+ PI) t’ ime for every 4-edge-connected graph G = (V, E). 
2. The mixed tripartition problem without bases can be solved in O(lV(*) time for 
every 2-edge-connected graph G = (V, E). 
3. The mixed 4-partition problem without bases can be solved in O(lEl*) time for 
every 3-edge-connected graph G = ( V, E). 
For the mixed tripartition problem without bases, we show that some special cases 
are solved more efficiently. If the specified set S is a superset of V or E, it is solved 
in O(\E\ +min(n1,nz,ns)(V]) time. 
2. Preliminaries 
2.1. Dejinitions 
We deal with a connected undirected graph G = (V,E) with a vertex set V and 
an edge set E. For a graph G, the vertex set is denoted by V(G) and the edge set 
is denoted by E(G). For a graph G = (V, E) and a vertex subset V’, the induced 
subgraph is denoted by G[ V’]. For two graphs G = (V, E) and G’ = (V’, E’), the graph 
(V U V’, E U E’) is denoted by G U G’. For a graph G = (V, E) and a set E’ of edges, 
the graph (V, E -E’) is denoted by G -E’, and if E’ = {e} then it is denoted by G - e. 
A cut-vertex of G is a vertex whose removal disconnects G. A bridge of G is an 
edge whose removal disconnects G. A biconnected component of G is a maximal set 
of edges such that any two edges in the set lie on a common cycle. A block of G is a 
bridge or a biconnected component of G. An Eulerian cycle of a connected graph G is 
a cycle that traverses each edge of G exactly once, although it may visit a vertex more 
than once. We often treat a path, a cycle, a block and etc. as graphs. A graph G is 
k-connected (k-edge-connected) if there exist k internally node-disjoint (edge-disjoint) 
paths between every pair of distinct nodes in G. A k-connected graph G =(V,E) is 
minimal if for any edge e E E, G - e is not k-connected. Usually 2-connected graphs 
are called biconnected graphs and 3-connected graphs are called triconnected graphs. 
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2.2. Graph transformations 
We define two kinds of graph transformations which are utilized in this paper to 
transform k-edge-connected graphs into k-connected graphs. 
Let k > 2 and let e = max(k - 2,1). Given a graph G = (V,E), define the graph 
qk(G) = (rp( V), q(E)) as follows. For every vertex u E V, there are E vertices q(q), 
(P(u2 ), . . ., q(q) in q(V). For every edge e E E, there is a vertex q(e) in cp( V). 
The edge set q(E) is defined as follows: Let v be any vertex in V and ~0, ~1,.  . , ud-I 
be the vertices adjacent o v. Let ei = (u, ui) (0 < i,<d - 1). Then there are edges 
(cp(ei),cp(e(i+l),tid)) (O<i<d- I) and (cp(ei),q(ui)) (Odi<‘d- 1,1 Gj<f) in rpW. 
Note that if d = 2, there is an edge (cp(eo), rp(el )) in v(E). 
From the definition &G) has l/ VI+ [EJ vertices and (2k - 2)(EJ edges and it can 
be computed in O(k(l VI + [El)). 
Proposition 1 (Galil and Italian0 [5]‘). For any k ( >2), G is k-edge-connected if and 
on/y if ~Q(G) is k-connected. 
Let G’=(V’,E’) be a subgraph of cpk(G). A subgraph ~~‘(G’)=((P-~(V’),(P-~(E’)) 
of G= (V,E) is defined to be Cp-‘(V’)= {ulq(Ui) E V’ and u E V} U {endvertices of
elq(e) E V’ and e E E} and rp-‘(E’) = {e(cp(e) E V’ and e E E}. 
The subgraph rp,‘(G’) can be computed in 0(/E’/) time and it has the following 
properties. 
Lemma 1. Let k82. 
(a) If a subgraph G’= (V’,E’) of cpk(G) is connected, then the graph qi’(G’) is 
connected. 
(b) If subgraphs G’ = (V’, E’) and G” = (V”,E”) of cpk(G) are vertex-disjoint, hen 
the graphs q~i ‘(G’) and 9; ‘(G”) are edge-disjoint. 
Proof. (a) It is trivial from the definition of @l(G). 
(b) Since there is a one-to-one correspondence b tween E(G) and {cp(e)le EE(G)}, 
if V’~V”=C#J then rp-‘(E’)ncpP1(E”)=~. q 
Given a 2-edge-connected graph G = (V, E), define the graph $2(G) = (II/(V), e(E)) 
as follows. Let C be a set of cut-vertices in G. Let c be a cut-vertex in G such that e 
blocks B1, BZ, . . . ,Be contain c in common and let b, (1 <j <di) denote the adjacent 
vertices to c in Bi. 
$(v)=vU{c~ll$i<e- 1,cEC). 
~(E)=(E-{(c,bid,),(c,b(i+l,l)ll~j,<e- l,c~C}) 
U(~~=({(bi~i,ci),(ci,b~i+l,l)ll <ide - 1)). 
IIn [5] the cases for k> 3 are shown and the case for k = 2 can be shown similarly. 
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The vertices ci (1 <id e - 1) are called the duplicate vertices for c. If G has p 
blocks, h(G) has lVl+p- 1 =O(]V\) ve rt ices and ]E] edges and it can be computed 
in O(lEl). 
For k>3, the graph ti~A’k(G) = (II/(V,II/(E)) is defined as follows. For every ver- 
tex u E V, there are k - 2 vertices $(ur ), $(uz), . . . , 1j(uk_2) in $(V). For every edge 
e = (u, V) E E, there are two vertices $(e,) and +(e,) in I&V). Therefore, for a vertex 
u of degree d, d + k - 2 vertices are created in $k(G). These vertices are called the 
duplicate vertices for u. 
The edge set I/I(E) is defined as follows: For every edge e=(u,u) EE, there is 
an edge (Il/(e,), $(e,)) E II/(E). Let u be any vertex in V and UO,U~, . . . ,ud_l be the 
vertices adjacent o u. Let ei = (u,u;) (0 <i<d - 1). Then there are edges (+((ei),), 
$((e(i+l)modd)o) ((Ofi<d - 1) and (e(ei>o>,$(Uj)) (OGi<d - l,l<j<k - 2) 
in I&E). 
From the definition $k(G)(k>3) has 2]EI+(k-2)(VJ vertices and (2k- 1)JEl edges 
and it can be computed in O(k((V( + IEI)). 
Lemma 2. For any k( >2), G is k-edge-connected if and only if $k(G) is k-connected. 
Proof. For k = 2, it can be shown by induction on the number of cut-vertices in G. For 
k>3, since if every edge ($(e,), $(e,)) IS contracted in $k(G), i,kk(‘k(G) is isomorphic 
to ~Q(G), it can be shown with Lemma 1. 0 
Similarly to cpk(G), an inverse graph of &(G) (ka2) is defined as follows: 
Let G’=(V’,E’)beasubgraphof~~(G).Asubgraph~~’(G’)=(ICI-1(V’),1CI-1(E’)) 
of G = (V, E) is defined as follows. 
Let U be V’ in which duplicate vertices for u are changed into one original vertex 
u and let G[U] = (U, F) denote the induced subgraph. Then 
lp( V’) = u, 
$-‘(E’)={(u,u)((u,u)~F and (u’,u’)~E’ 
where u’ and a’ are some duplicate vertices for u and u}. 
The subgraph t&l (G’) can be computed in 0( IE'I ) time and it has the following 
properties in which part (a) is trivial from the definition of t&‘(G) and part (b) can 
be proved with the facts that there is a one-to-one correspondence between E(G) and 
E(MG))(k = 2), and between E(G) and {(J/(e,), Il/(e,))le = (u, u) E E(G)}(k 2 3). 
Lemma 3. Let k 22. 
(a) If a subgraph G’=(V’,E’) of $&k(G) is connected, then the graph $;‘(G’) is 
connected. 
(b) Ifsubgruphs G’= (V’,E’) and G” =(V”,E”) of $k(G) are edge-disjoint, then 
the graphs $F’(G’) and $F’(G”) are edge-disjoint. 
238 K. Wada et al. / Theoretical Computer Science 201 (1998) 233-248 
2.3. Nonseparating ear decomposition 
An ear decomposition of a biconnected graph G =(V,E) is a decomposition 
G=PoUPlU ... UP,, where PO is a cycle and P;: (l<i<q) is a path whose end 
vertices are distinct and the vertices in common with Pa U . . . U Pi- 1 are the end ver- 
tices. Each P; is called an open ear. Note that PO U PI U . . . Ufi is biconnected for 
each i (1 <i<q). 
Given an ear decomposition PO UPI U 1 . ’ UP, of G, let Vi= V(P,)u ... uV(P), 
let Gi=G[&] and let G=G[V - V] for each i (l<i<q). 
We say that G = PO UP, U . . . U P4 is an ear decomposition through edge (a, b) and 
avoiding vertex c, if the cycle PO contains the edge (a, b) and the last ear is of length 
2 and has c as its only internal vertex. 
An ear decomposition PO U PI U . . . U P4 of a graph G through edge (a, b) and avoid- 
ing vertex c is nonseparating if for all i (1 <i <q), each graph G is connected and 
each internal vertex of the ear fi has a neighbor in G. 
Proposition 2 (Cherian and Maheshwari [2] ). For a triconnected graph G = (V, E), 
any edge (a, b) E E and any vertex c (f a, b) E V, a nonseparating ear decomposi- 
tion PoUPl U ... UP4 through edge (a, b) and avoiding vertex c can be constructed 
in O(I VIlEI), h w ere the path P4 has the vertex c as its only internal one. In particular, 
the cycle PO and each path P (1~ i d q) can be constructed in 0( IE ( ). 
3. The mixed k-partition problem for R-edge-connected graphs 
In this section, we show that the mixed k-partition problem with bases has a soiu- 
tion for every k-edge-connected graph by reducing this problem to the vertex-subset 
k-partition problem for a k-connected graph. Since it has been shown that the vertex- 
subset k-partition problem has a solution for every k-connected graph, the mixed 
k-partition problem can be shown to have a solution for every k-edge-connected graph. 
Moreover, we show that these problems can be computed efficiently for k = 2,3 using 
the reduction. 
Proposition 3 (Wada and Kawaguchi [ 131). (a) For any integer k ( 2 Z), the vertex- 
subset k-partition problem has a solution for every k-connected graph. 
(b) For a biconnected graph G = (V, E), the vertex-subset bipartition problem can 
be solved in O(IE() time. 
(c) For a triconnected graph G = (V, E), the vertex-subset tripartition problem can 
be solved in O(j Vj2) time. 
We obtain the next theorem by using Propositions 1, 3 and Lemma 1. 
Theorem 1. For any integer k ( 22), the mixed k-partition problem has a solution 
for every k-edge-connected graph. 
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Proof. Let G = (V, E) be a k-edge-connected graph and let G, S(C V U E), ai (E S) 
(1 <i<k) and ni (1 <idk) (~~=, ni = ISI) be inputs for the mixed k-partition problem. 
We transform G into cpk(G)(k > 2). Since cpk(G) is k-connected from Proposition 1, 
the vertex-subset k-partition problem can be applied for cpk(G) as follows: 
1. the input graph G’: cpk(G), 
2. the vertex subset V’: {cp(ul)(u E S n V} U {cp(e)le E SnE}, 
3. the specified vertices a:: if aiE V then cp((ai)t) else q(ai) (l<ibk), 
4. the specified numbers ni: nj (1 d i <k). 
Let U; (1 <i <k) be a solution and let Gi (1 <i < k) be mutually vertex-disjoint 
subgraphs obtained from Ui (1 ki < k). The graphs cp-‘(Gi) are connected and they 
are mutually edge-disjoint from Lemma 1. It is easily verified that they satisfy the 
other specified conditions for the mixed k-partition problem. 0 
Since the transformations cpz(G) and (p3( G) and the inverse ones cp;‘(G’) and 
cpT1 (G’) can be computed in 0( \E\) time, the next theorem holds from Theorem 1 
and Proposition 3(b) and (c). Note that (V((p3(G))j = O(IEJ). 
Theorem 2. (a) For u 2-edge-connected graph G = (V, E), the mixed bipartition prob- 
lem with bases can be solved in O(lEl) time. 
(b) For a 3-edge-connected graph G = (V, E), the mixed tripartition problem with 
bases can be solved in O(\E\*) time. 
The mixed k-partition problem includes the k-edge-partition problem as a special 
case. Since it is shown that the set of graphs for which the edge k-partition problem 
has a solution is equal to the set of all k-edge-connected graphs [6], we can show 
that the set of graphs for which the mixed k-partition problem has a solution is also 
equal to the set of all k-edge-connected graphs. Thus, the edge-connectivity of the 
input graph is a necessary and sufficient condition for the number of partitions in the 
mixed k-partition problem with bases. In the following sections, we consider the mixed 
k-partition problem without bases and we reveal the relationship between the number 
of partitions of the problem and the edge-connectivity of the input graph. 
4. The mixed k-partition problem without bases 
In order to make algorithms shown here efficient, we transform the mixed k-partition 
problem without bases into a modified one in which the input graph G = (V, E) is con- 
verted to a spanning subgraph G = (V,E’) (E’ is desirable to be sparse) with a weight 
function w : V + N, the k numbers ni (1 bid k) are given such that xi”=, n; = JSJ + 
c l,EV w(u) and the output is mutually edge-disjoint subgraphs Gi (1 di < k) and a 
weight function wi: V(Gi)+N (l<i<k) such that ni=I(V(Gi)UE(Gi))nSl + 
c o~v(c,)wi(u) (1 <idk) and CvEV Wi(V)= w(v) for every VE V. If a vertex 2) is 
contained in both Gi and Gj, the weight W(V) is divided into two weights Wi(V) and 
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wi(v) such that Wi(U) + wj(u) = w(u). For a weight function w, a vertex set Ii and an 
edge set F, we define w(UUF) as (UUFI f CUE_, w(u). 
The mixed k-partition problem without bases can be transformed into the modified 
one as follows. For the inputs G = ( V, E), S( 2 Y U E) and ni ( 1 < i < k), we construct a 
spanning subgraph G’ = ( V,E’), and R(v)(v E V) which is a set of edges in S n (E-E’) 
such that each (u, u) ES r7 (E - E’) occurs once in either R(u) or R(u) and we define 
the weight function w as w(v) = ]R(u)l. If this transformation takes 0( IEI) time and 
the modified version can be solved in 0( T,) time for G’ = ( V, E’), S n ( V U E’), w and 
ai (1 di< k), the original one can be solved in 0(/E] + T,,,) time. This transformation 
is effective for the mixed tri- and 4-partition problems shown in Sections 5 and 6. 
4.1. An algorithm for the mixed k-partition problem without bases 
If the input graph G includes an Eulerian cycle as a spanning subgraph, we can 
show that G = (V,E) has a solution of the mixed k-partition problem without bases by 
using a method similar to that of [9]. 
Let (~091 , . . . ,xr) (12 (VI) be a spanning Eulerian cycle of G and let R(v) (a E V) 
be a set of edges that are not contained in the Eulerian cycle and are contained in S. 
In order to solve the original mixed k-partition problem without bases, it is sufficient 
to solve the modified one in which the input graph is the spanning Eulerian cycle of 
G with the weight function w as w(v) = lR(u)J. 
Since for any i (0 <i <r) two subgraphs Gr = (x0,x1,. . . ,xi) and G2 = (x;,xi+i, . . . ,x,) 
are connected and mutually edge-disjoint and arbitrary values can be assigned to WI(X) 
and w*(x), G can be partitioned into k mutually edge-disjoint subgraphs each of 
which are connected and contains the specified weight by using the Eulerian cycle 
and w. 
Theorem 3. Let k 2 2. Zf G = (V, E) has an Eulerian cycle as a spanning subgraph, 
the mixed k-partition problem without bases can be solved in O(T,,(G) + IEI) time, 
where T,,(G) is a computation time to find a spanning Eulerian cycle in G. 
It is known that if G is 4-edge-connected, then G has a spanning Eulerian cycle. 
A spanning Eulerian cycle GeC for a 4-edge-connected graph G can be obtained as 
follows [9]: 
1. Since there are two edge-disjoint spanning trees for a 4-edge-connected graph, let 
T, and T2 be such trees. 
2. Let W be a set of vertices whose degree in T, are odd. (Note that /WI is even.) 
3. Let (ai, Ui) (1 <i< IWl/2) be I WI/2 pairs of vertices in W. 
4. For each pair (Vi, ui) (1 <i < 1 W l/2), let fl be a simple path between Vi and ui in 
T2 and let E(P) = E(q) U . . . U E(PI~~,~). 
5. G,,=(V,E(Tl)U{e(e appears in E(P) odd times}). 
It is obvious that GeC is a spanning Eulerian cycle of G from the fact G,, is an 
Eulerian cycle iff every vertex in G,, has even degree. For a 4-edge-connected graph 
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two edge-disjoint spanning trees can be computed in 0( 1 VI/m + IEI) time 
[4]. Since other operations in the above procedure can be done in O(] VI) time, the 
next corollary can be obtained. 
Corollary 1. Let k 22. Zf G = (V, E) is 4-edge-connected graph, the mixed k-partition 
problem without bases can be solved in 0( / V 1 dm + \E ( ) time. 
5. The mixed tripartition problem without bases 
In this section, we prove that the mixed tripartition problem without bases has a 
solution for every 2-edge-connected graph. We show an algorithm for the modified 
version in which the input graph is a minimal biconnected graph G = (V, E) with 
a weight function w : V -+ N mentioned above. We can solve the mixed tripartition 
problem without bases for a biconnected graph with the algorithm. Using the algorithm 
for a biconnected graph as a subroutine and the graph transformation $2, we solve the 
problem for a 2-edge-connected graph. 
5.1. An algorithm for a minimal biconnected graph 
Minimal biconnected graphs have the following property. 
Proposition 4 (Bollobas [l]). Let G = (V, E) be Q minimal biconnected graph and let 
(x, y) be any edge in E. Then G-(x, y) can be represented by blocks Bi (0 < i <q - 1) 
and cutvertices ci (1 <q - 1) such that 
(1) Bi is either a bridge or a minimal biconnected graph, 
(2) x is contained in Bo and y is contuined in B,_I and 
(3) Only Bi_1 and Bi contain c,. 
In other words, G - (x, y) is a linear structure of blocks. 
An algorithm (called M-PART3-WOB) of the modified mixed tripartition problem 
without bases makes use of the linear structure of a minimal biconnected graph shown 
in Proposition 4. M-PART3-WOB has mainly three cases shown in Fig. 2. Since each 
block Bi can be bipartitioned into two connected graphs Bil and Bi2 of proper weights 
such that ci E Bil and ci+i E Bi2, if there are no cases that one block is partitioned into 
three pieces shown in Fig, 2(a) and (b), desired tripartition can be done. For the case 
shown in Fig. 2(c), M-PART3-WOB is called for the block which is a bridge or a 
minimal biconnected graph from Proposition 4( 1) recursively. In M-PART3-WOB, one 
vertex ai can be specified to be contained in one subgraph GI. This enables us to call 
M-PART3-WOB recursively. 
The algorithm M-PART3-WOB is shown as follows: Its input graph is either a 
bridge or a minimal biconnected graph. In M-PART3-WOB, two functions M-PART2 
and COUNT are used. M-PART2 solves the modified mixed bipartition problem for 
a biconnected graph (or a bridge) with a weight function w : V + N and returns two 
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Fig. 2. The three cases for the algorithm M-PART3-WOB 
edge-disjoint subgraphs and weight functions wi and ~9. Using a similar algorithm 
shown in [ 131, we can show that the modified mixed bipartition problem can be solved 
for a biconnected graph(or a bridge) with a weight function w : V --f N. The other func- 
tion COUNT(&) computes w( I’(@) U _I?(@) - {ci+l}), where # denotes Bi U . . . U Bj. 
In M-PART3-WOB the returned weight functions are not described since they can be 
easily filled out. 
Algorithm M-PART3-WOB (G=(V,E);al;nl,n2,n3;S;w) 
begin if G is a bridge then it can be easily solved else begin 
Let e=(ai,x)~E for some XE V and let Bi (Obi<q - 1) be the blocks of 
G - e and let ci (1 d i <q - 1) be cut-vertices between B;_l and Bi and 
define Bq to be the graph consisting of only e=(al,x) 
and define CO = ai and c, =x for convenience; 
B;UBi+l U ... U Bj is denoted by @; 
Let 812 be the least number / such that nl < COUNT(Bg) and 
let 823 be the least number G such that ni + rz2 <COUNT(B$); 
if 812 # 623 then 
begin 
ni + nl - COUNT(B$2-’ ); 
ni t nl + n2 - COUNT(Bf’); 
(G;,w;; G&w;) 
~M-PART~(B,,;~,,,~,,+I; n:,COUNT(&,,) - n{; 
S n ( We,, ) U W,, 1); w>; 
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+- M-PARWB,,; cc2,, +,,+I; nb, COUNT(Be,,) - nk; 
sf-‘(V(B/z)UE(Be,,);w); 
return(B$2-’ u G{, G; U Bf?;: u G;, G; u BFz,+, ) 
end 
ek if 412 = e23 and n2 + n3 > COUNT(Bq,) then 
begin 
Let t31 be the least number e such that n2 + n3 <COuNT($J; 
ni + (~22 + n3) - COUNT(Bz;-I); 
(G2,w;; G;,w;) 
+ M-PART2(B f,2t e,,, . c c wt;m,COUNT(Bt,,,) - n2; 
S ” (V(B!,,, )u E(Bq, )); w); 
(Gj’,w;; G;,w’,) 
+- M-PARWBe,, ; ce,, ct,,+l; ni, COUNT(Be,, ) - ni; 
S n (V(Be,, uE(Be,, ))); w); 
return@‘-‘’ u Gi u B;3,+,, G2, G; U B:;;f u G;) 
end 
else if El2 = e23 and n2 + n3 < COUNT(B/,,,) then 
hegin 
ni+ COUNT(Be,2) - (n2 + n3); 
(Gi,w’,;G2,w2;G3,~3) 
+ M-PART~-WOB(BL,~;CIJ~~+~;~~,~~,~~;S~(V(B~,~ UE(Be,,))); w); 
return(B$‘-’ u Gi u B;,2+tl, G2, G3) 
end end 
end 
Theorem 4. For a bridge or a minimal biconnected graph G = (V, E) the modijied 
mixed tripartition problem without bases can be solved in 0( lEj2) = 0( 1 V12) time. If 
S> V or S>E then it can be solved in O(min(nl,n2,n3)IE))=O(min(nl,n2,n3)1V/) 
time. 
Proof. The correctness of M-PART3-WOB can be shown by induction on the num- 
ber of edges in G. The computation time of M-PART3-WOB is shown as follows: 
Since the two functions M-PART2 and COUNT can be computed in 0( IEI ) time 
and a linear structure of G - e can be also obtained in 0( \EI ) time, it is easily 
shown that it takes 0( [El) time except for the recursive call. When the recursive 
call is done, the number of vertices and that of edges in the input graph decrease 
at least by one and two, respectively. Therefore, M-PART3-WOB is called at most 
O(lEl) times recursively. Since any minimal biconnected graph has O(lV() edges, 
it takes O(lE12)=O(lV12) t ime. If S > V or S > E, M-PART3-WOB is called at 
most min(nt, n2, n3) times recursively. Thus, it takes O(min(ni,nz,n3)lEl)= 
O(min(nl,n2,n3)lVI) time. 0 
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For a biconnected graph G = (V, E), we construct a minimal biconnected graph 
G,=(V,E,) and edge sets R(v)={(v,u)~(u,u)~S and (v,u)~E -E,} for each 
v ( E V) such that each e E E -E,,, occurs in all R(u) just once. We define the weight 
function w : V + N to be W(D) = IR(o)l(v E V). Since a minimal biconnected graph can 
be computed in O(lEl) time [7], G,, R(v) and w can be constructed in O(jEl) time. 
For a biconnected graph G, the mixed tripartition problem without bases is solved as 
follows. We call M-PART3-WOB with G, and w and let Gt, Gz, Gs be subgraphs 
returned by M-PART3-WOB. We construct Gi (1 di <3) as adding Gi to proper ver- 
tices and edges for v E V(Gi) having nonzero weight Wi(U), which are a solution for 
a biconnected graph and this process can be done in O(]E]) time. We can also show 
that we solve the modified mixed tripartition problem without bases for a biconnected 
graph in O(lV1’) time. This algorithm is referred as M-PART3-WOB’. 
Theorem 5. For a biconnected graph G = (V, E) the modified mixed tripartition prob- 
lem without bases can be solved in 0( / V12) time. Zf S > V or S > E then it can be 
solved in O(lEl + min(nl,nz,n~)lVl)). 
5.2. An algorithm for a 2-edge-connected graph 
The mixed tripartition problem without bases for a 2-edge-connected graph G = (V, E) 
can be solved by using the algorithm for a biconnected graph and the graph transfor- 
mation $2. Since $2(G) is constructed in O(lEl) time and IV(&(G))l =O(/Vl), it can 
be solved in O(lV12) time. Furthermore, it can be solved in O(IEj+min(n1,n2,n3)IVj)) 
time if S > E, because there is one-to-one correspondence between E and E($z(G)). 
Since there is no one-to-one correspondence between V and V($z(G)), if S > V, it is 
not solved in O(jE( + min(nl,nz,n3)lVf)) by using 92. However, by using the graph 
t&(G) which is a modification of $2(G) and which has the vertex set V and has 
an edge (bid,, b(i+l)l) instead of (bid,,Ci),(Ci, bci+l)l) in $2(G), it can be solved in 
O((El +min(nt,n2,ns)]V])) time for S> V. Lemmas 2 and 3 also hold for I&(G) and 
there is one-to-one correspondence between V and V(&(G)). 
Theorem 6. The mixed tripartition problem for 2-edge-connected graph G = (V, E) 
can be solved in 0( 1 V12) time. In particular, if S > V or S > E then it can be solved 
in O(lEl +min(nt,nz,ns)]V]) time. 
It is not known so far whether there are 2-edge-connected graphs which cannot 
be 4-partitioned without bases or not. However under the assumption that one base 
can be specified to be contained in a specified subgraph, 2 we show that there is a 
2-edge-connected graph (in fact a biconnected graph) which cannot be 4-partitioned 
without specifying bases. Fig. 3 shows an example of an instance which cannot be 4- 
partitioned under the assumption. This assumption is reasonable because all algorithms 
2 Although in M-PART3-WOB one specified base is limited to a vertex, it may be an edge. 






Fig. 3. An example of a biconnected graph which cannot be 4-partitioned. 
shown in this paper satisfy the assumption. The next section will show that every 
3-edge-connected graph can be 4-partitioned under the assumption. 
6. The mixed 4-partition problem without bases 
In this section, we prove that the mixed 4-partition problem without bases has a solu- 
tion for every 3-edge-connected graph by using the algorithm M-PART3-WOB’ which 
solves the modified version for a biconnected graph, a nonseparating ear decomposi- 
tion for a triconnected graph and the graph transformation $3 from a 3-edge-connected 
graph to a triconnected graph. Similarly to the case of the mixed tripartition prob- 
lem, we first show an algorithm of the modified problem for a sparse triconnected 
graph with a weight function w : V + N which can be used by solving the original 
mixed 4-partition problem for a triconnected graph and we extend the algorithm for a 
3-edge-connected graph with the graph transformation $3. 
6.1. An algorithm for a triconnected graph 
An algorithm (denoted by M-PARTCWOB) of the modified mixed 4-partition prob- 
lem for a sparse tricomrected graph G is based on the following idea. Let G’ = (V’, E’) 
be a biconnected graph and let P=({xiIO~i~e},{(~i,~i+1)IO~i~~ - 1)) be a path 
graph such that either x0 or x( is contained in V’. By using the algorithm of 
M-PART3-WOB’ we can solve the modified mixed tripartition problem for the graph 
G’ UP, since one vertex (x0 or xl) can be specified to be contained in one subgraph 
in M-PART3-WOB’. For a nonseparating ear decomposition PO U PI U . . . U Pq of the 
graph G through an edge (u, u) and avoiding a vertex al for some edge (u, Y) and a 
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vertex ~1, we obtain the bicormected graph PO U . . . U Pi-1 and the path graph P;. The 
algorithm M-PART3-WOB’ can be applied to the union of these graphs to obtain three 
edge-disjoint subgraphs each of which contains the specified weights. Moreover, the 
remaining raph G is connected and contains al. Therefore, we can solve the modified 
mixed 4-partition problem without bases for a triconnected graph so that one of edge- 
disjoint subgraphs contains the specified vertex at. For the sake of similar reason for 
M-PART3-WOB, the returned weight functions are not described in M-PART4-WOB. 
Algorithm M-PART4-WOB (G=(V,E);al;nl,nz,ns,n4;S;w) 
hegin 
Let (u, u) E E be an edge such that u # at and u # al; 
Let PO U PI U . . . U Pq be a nonseparating ear decomposition 
through edge (u, v) and avoiding vertex ai for the graph G; 
{Note that this algorithm does not construct all paths of the ear decomposition.} 
Let / be the least number i such that w(S fi (V(Gi) U E(Gi))) 2 n2 + n3 + n4 and 
let fi =(x0 ,...,x~) and 
P(h..j) denotes a graph ({q, ,...,xi},{(xf,nf+l)lh~f~j- 1)); 
{In what follows the union of the biconnected graph PO U . . . Ufl-., 
and the path graph P; is tripartitioned }
if w(Sn(V(Gi)UE(Gi)))=n, + n3 + n4 then 
hegin 
(G2, w2; G3, w3; G4, wq) + M-PART3-WOB’ 
(Gi;x,;nz,nj,n4;Sn(V(Gi)UE(Gi));w); 




Let ni be the largest number i
such that 
n2 + n3 + n4 <w(Sn (V(P(i..r))UE(P(i..r))U V(Gi-i)UE(Gi_i))) 
and let q be the weight of x,,; in P(ni..r) 
such that n2 + n3 + n4 
= w(Sfl(V(P(n{..r))UE(P(ni..r))U F’(Gi-t)UE(Gi-I))). 
Let p = w(S n (V(P(n{ + l..r - 1)) U E(P(n{ A-)))) + q; 
if p > n3 + n4 then {P; is tripartitioned }
begin 
Let n: and n$ satisfy n4 = w({Xi(n’, <i <n:} n S) and 
n3=w({XiIn~<i<n~}rlS) 
for proper division of w(x”;) and w(x,; ); 
return(G[V(~)UV(P(O..n’,))]U(S-(Y(Gi)UE(Gi))), 
Gi_1 U P(n$..r), P(ni..ni), P(n’, ..n:)), 
end 
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else if p an4 then {Pi is bipartitioned } 
begin 
Let fl: satisfy n4 = w(S n (V(P(n’, ..nk)) U E(P(n\..nk)))) 
for proper division of w(n:); 
Let t = w(S n (V(P(r2k.r - 1)) U E(P(n>..r)))); 
(Gs,wj; GZ,WZ) 
tM_PART2(Gi_l;x,,y;n3_t,n2;Sn(V(Gi_l)UE(Gi_1));W), 
where y # ;c, and y E V(Gi_ 1) ; 
retum(G[V(?$)U V(P(O..ni))]U(S - (V(Gi)UE(Gi))), 
G2, G3 uP(n:..r),P(n’l..n~)), 
end 
else {p < n4) { Gi_1 is tripartitioned } 
begin 
end 
(G4,W’4; G3,W3; G2,~2) 
+- M_PART3_WOB’(Gi_r;Xr;n4 - p,n3,n2; 
Sn(V(Gt-l)‘JE(Gi-l));w); 
retum(G[V(G) U V(P(O..n’,))] U (S - (V(Gi)UE(Gi)))y 
G2, G3, G4 U W(J)), 
end 
end 
The correctness of M-PARTCWOB is easily verified and we can show that it 
is computed in 0(]E]2) time and if S 2 V or S 2 E, it is computed in O((]S\ - 
maxr<i&ni))lEl) time. 
The original mixed 4-partition problem for a triconnected graph G = (V, E) can be 
solved similarly to the case for a biconnected graph by constructing a sparse spanning 
subgraph G’ = ( V, E’) of G such that G’ is tricomrected and IE’ I = 0( I VI) and edge sets 
R(u) = {(II, u)](u, U) E S and (u, U) E E -E’} for each v( E V) such that each e E E -E’ 
occurs in R just once. Since a sparse triconnected graph can be computed in O(lE() 
time [ 111, the next theorem can be obtained. 
Theorem 7. The mixed 4-partition problem without bases for a triconnected graph 
G = (V, E) can be solved in 0( I V12). In particular, if S 2 V or S 2 E then it can be 
solved in O(lEl + (ISI - maxl<i<4(ni))lVI) time. 
6.2. An algorithm for a 3-edge-connected graph 
The mixed 4-partition problem without bases for a 3-edge-connected graph can be 
solved by using the algorithm for a triconnected graph and the graph transformation $3. 
Theorem 8. The mixed 4-partition problem without bases for a 3-edge-connected 
graph G =(V,E) can be solved in O((E12). 
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7. Concluding remarks 
It still remains as a further study to solve the mixed k-partition problem with bases 
(k 34) in polynomial time. It is an interesting open question to solve the k-vertex- 
partition problem without bases. 
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