The Generate and Solve (GS) is a hybrid optimization framework that combines a metaheuristic engine (genetic algorithm), which works as a generator of reduced instances of the original optimization problem, and an integer programming solver. GS has been recently introduced in the literature and achieved promising results in cutting and packing problem instances. In this paper, we present a novel application of crossover operator, the Uniform Order-Based Crossover, to the GS framework. As a means to assess the potentialities behind the novel application, we provide as instantiation of the framework for dealing specifically with the constrained two-dimensional non-guillotine cutting problem. Computational experiments performed over standard benchmark problems are reported and discussed here, evidencing the effectiveness of the novel operator.
INTRODUCTION
Cutting and packing problems are present in many industrial sectors, whose resolutions are an important element in their production processes, such as reducing transport costs through better use of the space of a container. Items of different formats that must be cut, stacked, packed and placed in containers for transport are just some factors that directly influence the productivity of companies.
Although formulated and easily understood, cutting and packing problems, like others in combinatorial optimization, are quite complex to solve.
In this work an approach to a particular case of cutting and packing problems, the constrained two-dimensional nonguillotine cutting problem, is made. In general, the problem consists of cutting rectangular pieces from a single large rectangular object, given the quantities of pieces, the values of each one and the dimensions of the rectangular object and the aforementioned pieces. To solve this problem, it is presented a hybrid methodology combining metaheuristics and integer linear programming, which was introduced in [19, 20, 21] . The UOBX operator is used to improve the efficiency of the methodology. To prove it, tests whose instances are available in the literature by different authors were done.
In order to have better analysis, this paper is divided in the following order: in Section II is presented the outline of some hybrid metaheuristic approaches available in the literature; then, it is defined the constrained two-dimensional nonguillotine problem in Section III; after that, it is explained, in Section IV, the Generate and Solve Methodology; in Section V, improvements made in the genetic algorithm are presented; computational results obtained from tests libraries in the literature are shown in Section VI; finally, the final remarks, the acknowledgment and the references with important titles that contributed to the development of this work are presented.
II. OUTLINE OF SOME HYBRID METAHEURISTIC APPROACHES
Although exact methods find the best solution, they can solve only limited instances. This problem required the development of heuristics and hybrids methods. Now it is presented some known applications in literature related to the hybrid methods to solve cutting and packing problems.
Interior Point Algorithms and metaheuristics are combined to solve the one-dimensional Knapsack Problem in [3] . Firstly, the interior point method with early termination is executed to obtain an initial solution. Applying different heuristics modifications, several feasible solutions are obtained from that solution to generate an initial population and then an evolutionary algorithm is applied. This is a typical case of sequential collaboration.
A hybrid approach that presents backtracking heuristics for constrained two-dimensional guillotine cutting problems is shown in [16, 17, 18] . The backtracking heuristic methodology consists in constructing blocks of items by combination between heuristics, that solve mathematical programming models, and backtracking search algorithm, to figure out the best order of heuristics. Firstly, the algorithm receives the input problem that includes the list of available types of pieces, their quantities and the available space to be cut. So, the algorithm selects the types of pieces that attend the filter criteria for the heuristic. Then, using the selected types of pieces, the algorithm builds and solves the specific integer programming model for that heuristic. The model solution defines the list of blocks to be packed. Four heuristics were used in this methodology, which are X Mixed Layer, Y Mixed Layer, Partition on X and Partition on Y. Each heuristic, when successful, pack a block of pieces. After this step, a Genetic Algorithm chooses the best rotations for the set of packed pieces.
An exact method and a greedy heuristic, proposing an efficient hybrid method for the Container Loading Problem, are developed in [14] . Firstly, a feasible solution is obtained by a greedy heuristic. Then, the Branch-and-bound algorithm is applied to improve this solution. A time limit is determined to avoid long runtime. In this approach, local search techniques are incorporated into the algorithm Branch-andBound algorithm that acts as master of the hybrid mechanism.
On the other hand, a mixed method integrating Genetic Algorithm and Branch-and-Bound to solve a two-dimensional Cutting Problem is created in [13] . The Genetic Algorithm proposed in that work uses a representation based on order that is decoded using a Greedy Heuristic. Eventually, according to a determined probability, the exact algorithm is applied inside the greedy heuristic to find local optimal solutions of cutting patterns. In this case an integrative combination is used where the exact algorithm incorporated into the metaheuristic works as a slave procedure.
Additional hybrid approaches can be found in [22, 25] .
III. THE CONSTRAINED TWO-DIMENSIONAL NON-GUILLOTINE CUTTING PROBLEM
The constrained two-dimensional non-guillotine cutting problem consists of cutting rectangular pieces from a single large rectangular object, as shown in Fig. 1 . Each piece is of fixed orientation and must be cut with its edges parallel to the edges of the object. The number of pieces of each type that are cut must lie within prescribed limits and, in addition, the cuts may not go from one end to another. Each piece has an associated value and the objective is to maximize the total value of the pieces cut. This problem has been shown to be NP-Complete [15] , meaning that it is impossible to find their optimal solution by resorting to an enumerative, brute-force approaches alone, except in trivial cases.
Two combinatory methods that generate constrained cutting patterns by successive horizontal and vertical builds of ordered rectangles are investigated in [15] . Each of the algorithms uses a parameter to bound the maximum waste they may create. Error bounds measure how close the pattern wastes are to the waste of the optimal solution. These algorithms are fast and can yield efficient solutions when applied to small problems.
A tree search approach based upon the Lagrangean Relaxation of a 0-1 integer linear programming formulation of the problem to derive an upper bound on the optimal solution is presented in [10] . The formulation makes use of variables that relate to whether or not a piece of a particular type is cut with its bottom-left hand corner at a certain position. Subgradient optimization is used to optimize the bound derived from the Lagrangean Relaxation. Problem reduction tests derived from both the original problem and the Lagrangean Relaxation are given. This procedure is oriented to the solving of moderately sized problems. By other means, a new exact tree-search procedure is introduced in [5] . The algorithm limits the size of the tree search by using a bound derived from a Lagrangean Relaxation of the problem while sub-gradient optimization is used to optimize this bound. Reduction tests derived from both the original problem and the Lagrangean Relaxation version produce substantial computational gains. The computational performance of the algorithm indicates that it is an effective procedure capable of optimally solving practical twodimensional cutting problems of medium size.
The use of a data structure for characterizing feasible packing's with new classes of lower bounds, as well as other heuristics, in order to develop a two-level tree search algorithm for solving high-dimensional packing problems to optimality were combined in [24] . In that approach, projections of cut pieces are made onto both the horizontal and vertical edges of the stock rectangle. Each such projection is translated into a graph, where the nodes in the graph are the cut pieces and an edge joins two nodes if the projections of the corresponding cut pieces overlap. The authors showed that a cutting pattern is feasible if and only if the projection graphs have certain properties, and also that problems of considerable size can be solved to optimality in reasonable time with this approach.
A new non-linear formulation of the constrained twodimensional non-guillotine cutting problem was recently introduced in [11] . Based upon this formulation, a population heuristic is conceived, which explicitly works with a population of solutions and combine them together in some way to generate new solutions. Computational results for that heuristic approach applied to typical test problems taken from the literature are conveyed by the authors, and are used as reference here for the purpose of comparison.
IV. THE GENERATE AND SOLVE METHODOLOGY
Although distinct, the exact and metaheuristic approaches have advantages and disadvantages when dealing with hard combinatorial optimization problems. It is well-known that the direct application of exact methods is only possible for limited instances. However, the size and the complexity of the optimization problems faced nowadays have increased a lot, demanding for the development of new and strong methods. To solve this problem, it is presented in this paper a hybrid methodology, which integrates the positive points of the exact and metaheuristic methods.
A new hybrid methodology called Generate and Solve has been recently introduced in the literature in [19, 20, 21] . As can be seen in Fig. 2 , the methodology is composed of two distinct components that are in constant interaction: the Solver of Reduced Instances (SRI), which works as the exact method, solving any problem instances, and the Generator of Reduced Instances (GRI), the metaheuristic component of the framework, whose objective is to determine the subset of points of the reducible structure that could derive the best subproblem instance; that is, the sub-problem which, when submitted to the SRI, would bring about the feasible solution with the highest possible objective function value.
This framework was combined with the Density Control Operator (DCO) in [1, 2] . The role of this operator is to adaptively control the dimension of the reduced instances in such a way as to allow a much steadier progress towards a better solution, thereby avoiding premature convergence. The interaction between GRI and SRI is iterative and repeats until a given stopping condition is satisfied.
To represent the SRI, it is used the Integer Linear Programming model proposed in [10] . Consider a set of pieces grouped into m types. For each piece type i, characterized by its length l i , width w i and value v i , there is an associated number of pieces b i . Consider also a large object that has (L, W) as its length and width dimensions respectively. The pieces should be cut orthogonally from the object. Each 0-1 variable u ide represents the decision of whether to cut or not a piece of type i at the coordinate (d, e). 
To avoid interposition of pieces, the incidence matrix is defined as g idepq , which should be computed for each type i (i = 1, . . . , m), for each coordinate (d, e) and for each coordinate (p, q):
Finally, the constrained two-dimensional non-guillotine cutting problem can be formulated as:   In real practical cases, such as industrial applications, these numbers can reach the order of millions, which discourages the use of the usual techniques of Integer Linear Programming to the problem [23] .
The metaheuristic chosen to implement the GRI was a Genetic Algorithm, whose scheme is presented in Fig. 3 . This algorithm, which was introduced in [12] and popularized in [4] , uses the principle of natural selection and survival of the fittest individuals. The flexibility and great exploration of the solution space are some of the reasons that explain why genetic algorithms are used in combinatorial optimization problems. Generally, Genetic Algorithms start with a random population of chromosomes. These structures are evaluated and associated with a reproduction rate. To constitute a new generation, selection, crossover and mutation operators are used. At the first step, the initial population of chromosomes is generated, usually randomly. In each generation some individuals are selected for creation of the new generation. This selection is based in the fitness of individuals, but stochastically. It means that the fittest individual has a larger probability of selection, although its selection is not guaranteed. The selected individuals are then recombined using crossover to create their offspring. It guides the evolution and frequently increases the average population fitness. After the crossover, the two new generated individuals are affected by mutation. This operation allows exploration of new different areas of the search space. During the execution of the algorithm, the chromosomes may change their structure because of crossover and mutation operators.
In the GRI component, the individual is represented by a binary chromosome used to encode the discretization sets of the model and each gene expresses an element of these sets, as shown in Fig. 4 . For the initial population, n chromosomes are obtained in the following manner: a piece i is chosen randomly from the list of cuts and their length and width values are encoded in binary numbers. The 0 (zero) value means that a certain element is not used in the reduced problem. On the other hand, the 1 (one) value means that the element is part of the reduced instance that will be solved by the SRI. Each generated sub-problem is a 0-1 chromosome which should be solved by the SRI.
After each generation, all individuals of the population are evaluated. The objective function value, that represents the area of the large base, is assigned to the individual fitness value. The two fittest individuals are selected and recombined using crossover to create their offspring and the two worst individuals are excluded from the population. Finally, the children of the parents are included in the population, forming a new generation [6] . According to the aforementioned classification proposed in [13] , the methodology falls into the category of integrative combinations. The quality of the solutions of the instances generated by the metaheuristic is determined when the subproblems are solved by the exact method. The best solution obtained throughout the metaheuristic process is the final solution of the original problem. However, there are cases where it is not possible to solve, or even generate, the reduced problem instance, due to its complexity and/or to other computational limitations of the solver environment.
V. IMPROVEMENTS MADE IN THE GENETIC ALGORITHM
To improve the performance of the framework, a novel operator was introduced in the genetic algorithm: the Uniform Order-Based Crossover (UOBX), which was proposed in [7] and used in this work to implement the crossover operator.
Firstly, it is selected the fittest individuals of the population, P1 and P2, and created, randomly, a binary mask M which has the same length of the chromosome, as presented in Fig. 5 . 
VI. COMPUTATIONAL RESULTS
The genetic algorithm used in the GRI was developed in Java using Eclipse tool. To calibrate the genetic algorithm, several tests were done to find the best combination of numbers to fill the parameters. After many executions, it was decided to use 35 populations with 10 individuals each one. The UOBX was adopted as crossover operator. The mutation varies according to the length of discretization sets: T mut = 2*[(|X|+|Y|) / m] is the number of genes (chosen randomly) that must be changed in the mutation, where m is the number of types of pieces.
For implementing the Solver of Reduced Instances, we used the ILOG CPLEX version 9.0. The tests were executed on an Intel Core i3 CPU, 2.27 GHz platform with 3 GB of RAM memory available. The operating system is Windows 7 Home Basic, 32 bits.
The classical problem instances set of [9] , ngcutap01-ngcutap12 and ngcutcon-01-ngcutcon15, were solved by CPLEX, without the use of the presented methodology. In all these instances, the solver found the optimal result.
So, we will concentrate our analysis in problem instances associated with huge search spaces (due to the particular dimensions of some of the items included). These problem instances are FekSch01-FekSch05.
The results achieved by the novel version of the methodology are presented in Table I, whereas Table II provides a contrast with previous works. In these tables, "Optimal" and "Best Sol." mean the objective function values of the known optimal solution (if this is the case) and of the best solution produced by all runs of the respective technique. "Percent" indicates how close the best solution to the known optimal one is. Considering the "FekSch" class, the application of the new version of the framework could find the optimal solution in FekSch-03 and FekSch-04 instances. For the FekSch-01 and FekSch-02 instances, the solutions achieved are very close to the optimal.
In Fig The average solutions achieved by the new version of the methodology are, in most of the cases, better than the best solutions found in [11] and [19] . The results of the extended version presented in [2] reached the optimal solution for all problem instances, except for FekSch-01.
In Fig. 9 it is possible to visualize the convergence to the optimal solution during the search of the Genetic Algorithm for "FekSch" problem instances. Figure 9 . Dynamics of the Genetic Algorithm evolutionary process: a step-by-step improvement.
VII. FINAL REMARKS
In this work, we investigate the application of a novel hybrid framework for coping with the constrained twodimensional non-guillotine cutting problem. The framework is based upon a particular type of hybridization between approximate and exact optimization algorithms. A series of experiments conducted over benchmark instances were also reported and discussed here in a manner as to assess the potentialities of the framework. Overall, the optimization performance achieved with the new methodology have been satisfactory, taking as reference the results achieved by other approaches and taking into account the inherent difficulties associated with the cutting and packing class of problemsindeed, some problem instances could not be directly solved through the application of the exact optimization package alone.
Future works involving different genetic operators can be produced in order to improve the performance of the framework.
