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OPTIMIZATION OF PARAMETERS TO
IMPROVE SVM ACCURACY USING
HARMONY SEACRH ALGORITHM
Fronita H Girsang and Open Darnius
Abstract. This paper discusses the problem of classification of data by using the
Support Vector Machine (SVM) classification method. For classification of data
with SVM required parameters capable of producing optimal performance for a clas-
sification model so as to obtain better accuracy. For selection of parameter values
that can produce good SVM performance. The proposed algorithm for parameter
optimization in this paper is Harmony Search Algorithm (HSA).
1. INTRODUCTION
Data mining is a way of extracting information from a number of data
typically stored in a repository using pattern recognition technology, statis-
tics and mathematical techniques. The use of data mining HSA emerged
to be applied in various fields, both from the academic field, business or
medical activities in particular. In general, data mining is known by the
process of extracting data [1].
Classifying data is one way to organize data, data that share the same
characteristics or characteristics will be grouped into the same category.
This can make it easier for people to search for information. Classification
falls into the category of predictive data mining. In the classification process
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is divided into two phases namely, learning and testing. In the learning
phase, some data that HSA been known to the data class (training set)
is used to form the model [2-4]. Furthermore, in the testing phase, the
established model is tested with some other data (test set) to determine
the accuracy of the model. If the accuracy is sufficient then the model
can be used to predict the unknown data class. The increasing amount of
data HSA encouraged the development of automatic classification methods
that are capable of classifying as manual classification [5, 6, 21]. With this
method, the benefits obtained are labor saving and good effectiveness.
From the difference of characteristics contained by each data gives
its own challenge in doing the classification. A classification model is said
to be good if it achieves the highest accuracy value and this model will
be used to determine the final classification result. In addition, to create
an optimal model also required a parameter value that is able to optimize
the accuracy of a model.One of the most important classification methods
currently considered is the Support Vector Machine (SVM) that can use for
estimating Bank credit risk [8, 16] for examples. This classification method
HSA been applied in several fields, such as in the introduction of the type
of splice sites on the DNA line,Image retrieval system as well as in the case
of DNA sequences using the Nelder-Mead method.
In this paper classification of data using the classification method of
Support Vector Machine With parameter Optimization [9, 12]. For clas-
sification of this data required parameters capable of producing optimal
performance for a classification model. Thus, it takes an algorithm that is
systematically able to determine the value of parameters to produce good
performance.
2. PROBLEM STATEMENT
Support Vector Machine (SVM) is a learning system for classifying
data into two groups of data using hypopaper space in the form of linear
functions in a feature space of high dimension, SVM based weak learners [10],
Clasification [11] to prediction of load ability margin of a power system [13]
and Optik Real estate price forecasting based on SVM optimized by PSO
[14]. Many research improved Support Vector Machine based on Genetic
Algorithm Optimization Parameters [7, 15, 17-20]. SVM HSA properties
that are not owned by the learning machine in general that is in the process
of finding the best dividing line (hyperplane) so as to obtain the maximum
margin size between non-linear input space with the feature space using
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kernel rules. Margin is twice the distance between hyperplane and support
vector. The point closest to the hyperplane is called the support vector.
Suppose the data is notified by xi ∈ Rn, for the class label of the xi
data denoted y ∈ {+1, 1} with i = 1, 2, . . . , l and l is lots of data. Separation
of data linearly on the SVM method can be seen in figure.1.
Figure 1: Data are linearly separated
The example above shows that the two classes can be separated by a
pair of parallel bounding plane. The first delimiter field limits the first class
while the second delimiter field limits the second class, so that it is obtained:
xi.w + b ≥ +1 for yi = +1 (1)
xi.w + b ≤ −1 for yi = −1 (2)
w = Vector weights that are perpendicular to the hyperplane (normal plane)
b = Position of the field relative to the coordinate center.
The margin value between the two classes is m = 2‖w‖ . Margin can be
maximized using Lagrangian optimization function as follows:
min
w,b
L (w, b,∝) = 1
2
‖w‖2
l∑
i=1
∝i (yi ((x.w + b)− 1)) (3)
∂L
∂w
= w −
l∑
i=1
∝i yixi = 0 (4)
∂L
∂w
= w −
l∑
i=1
∝i yi = 0 (5)
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The above equation can be modified as L maximization containing
only αi as the equation below.
max∝ L =
l∑
i=1
∝i −12
l∑
i=1
l∑
j=1
∝i∝j yiyjxixj (6)
s.t.
l∑
i=1
∝i yi = 0,∝i≥ 0 (7)
The resulting α is used to find w. Data that have αi value ≥ 0 is support
vector while the rest have value αi = 0. After the ai value is found, then
the class from the test data x can be determined based on the value of the
decision function:
f(xd) =
N.S∑
i=1
∝i yixi.xd + b (8)
xi = Support vector
ns = Number of support vector
xd = Data to be classified.
If data can not be perfectly separated by linear separation, SVM is
modified by adding variables ξi(ξi ≥ 0,∀I ; ξi = 0 if xi correctly classified)
So the best divider search formula becomes:
min
1
2
‖w‖2 + C
(
n∑
i=1
ξi
)
(9)
s.tyi(w.xi + b) ≥ 1− ξi, ξi ≥ 0 (10)
The search for the best splitter field with the addition of ξi variable is called
soft margin hyperplane. C is the parameter that determines the magnitude
of the penalty due to errors in the classification. Thus, the dual problem
generated on non linear problem equals the dual problem generated by linear
problem only the αi range between 0 = αi = C.
Another way of data that can not be separated linearly, SVM is mod-
ified by entering the function ϕ(x). In SVM for data that can not be sep-
arated linearly, first the data is mapped by the function ϕ(x) to a new
higher-dimensional vector space, as in Figure 3. Furthermore in the new
vector space, SVM looks for a hyperplane that separates the two Class in
a linear fashion. This search depends only on the dot product of already
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Figure 2: Soft margin hyperplane
Figure 3: The function Φ maps data to ahigher-dimensional vector space
mapped data in the new space of a higher dimension, ie ϕ(xi)ϕ(xd). Since
generally this transformation ϕ(x) is unknown and very difficult to know,
then dot product calculation can be replaced with Kernel function which is
formulated as follows:
K(xi, xd) = ϕ(xi).ϕ(xd) (11)
So the above equation becomes as follows:
L =
i∑
i=1
αi − 12
i∑
i=1
i∑
j=1
αiαjyiyiK (xi.αd) + b (12)
Thus the resulting function is:
f (xd) =
N.S∑
i=1
∝iyiK (xi.αd) + b (13)
xi= support vectorand NS is number of support vector.
In this case γ, r, and d are kernel parameters, as well as parameter C as a
penalty due to errors in the classification for each kernel. Some commonly
used Kernel functions are:
1. Linear kernel
K(xi, x) = xTi .x
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2. Polynomial kernel
K(xi, x) = (γ.xTi .x+ r)
d, γ > 0
3. Radial Basic Function K(xi, x) = exp(−γ|xi − x|2), γ > 0
4. Sigmoid kernel K(xi, x) = tanh(γ.xTi .x+ r)
d, γ > 0
3. COMPUTATIONAL ANALYSIS
This paper retrieves data from UCI Machine Learning that can be
downloaded at http://www.ics.uci.edu/∼mlearn/databases/ under the name
Statlog (Australian Credit Approval). Australia’s data credit is selected be-
cause it belongs to the classification work in the field of finance that is widely
used by researchers, with the amount of data and attributes that are not
so great. So not too long in the process of execution.Data consists of 14
attributes with Categorical, Integer, and Real type. The amount of data is
690 lines. The data are classified into 2 classes, namely Positive (+) and
Negative (-) classes. Class data + consists of 307 data or 44.5% of the total
data, while the class data - consists of 383 data or as much as 55.5% of
the overall data. Australian Credit Approval data does not have the value
of a missing value attribute or a missing value label. So the missing value
technique in pre-processing data is not done. The initial data processing
done is to change the output data type from Integer type to Binomial type.
This is done to clarify the work of an algorithm used, that the class output
is binary (positive or negative), not a regression.
3.1 Optimization Parameter SVM
At this stage, the classification of Australian Credit Approval and SVM
accuracy calculations by generating the values of parameters C, γ, r, and
d automatically and randomly using the HAS algorithm.Project selection
using HAS method with matlab program. The HAS parameters to be used
in the test are HMS = 4; HMCR = 0.9; PAR = 0.3. Each data will be
tested by the number of iterations 50, 100, 150 and 200.
Here is the best fit for SVM classification, obtained using HS Algo-
rithm along with the values of kernel parameters. From the execution of
the program using Australian Credit Approval data, Linear yields the high-
est accuracy reaching 85.12% with parameter C worth 0.1503. Program
execution with Polynomial kernel yields an accuracy value of 81.76% with
parameters C, ?, r and d respectively 0.0302, 0.0146, 0.5024, and 2. With
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RBF the kernel yields an accuracy of 77.22% and parameters C and γ ob-
tained for 0.7473 And 0.9883, while the result of execution with Sigmoid is
optimum at 78.70% accuracy with parameter values C, γ, and r respectively
0.8781, 0.8215, and 0.0556. The increase in fitness value shown in Figure 1
and the best fitness for each kernel can be seen in Table 5.
Table 1: Optimized Australian Credit Approval data for Linear Kernel
Number of Iteration Optimal Accuracy Parameter C
50 80.85 % 0.7122
100 82.68 % 0.4937
150 83.53 % 0.2361
200 85.12 % 0.1503
Table 2: Optimized Australian Credit Approval data for Polynomial Kernel
Number of Iteration Accuracy C γ r d
50 73.95 % 0.5610 0.0146 0.4976 2
100 73.8719 0.7337 0.6751 0,2732 2
150 75.73 % 0.2956 0.6556 0.4976 2
200 81.76 % 0.0302 0.0146 0.5024 2
Table 3: Optimized Australian Credit Approval data forRBF Kernel
Number of Iteration Accuracy C γ
50 72.93% 0.2244 0.6868
100 73.23 % 0.3590 0.4800
150 74.66 % 0.3415 0.9415
200 77.22 % 0.7473 0.9883
Based on the results of searching the value of SVM parameter using
HS algorithm, there is an increase of accuracy value on the data used. Table
5 shows the magnitude of the increase in accuracy value.
4. CONCLUSION
Compared with the usual SVM data classification by inputting pa-
rameter values arbitrarily, the result of searching the SVM parameter val-
ues that optimize the fitness score using HS Algorithm shows an increase
F H Girsang and O Darnius – Optimization of Parameters 24
Table 4: Australian Credit Approval data for RBF Sigmoid
Number of Iteration Accuracy C γ r
50 72.42 % 0.7883 0.5688 0.0439
100 74.56 0.8156 0.7259 0.3942
150 75.69 0.7883 0.881 0.0283
200 78.70 0.8781 0.8215 0.0556
Figure 4: Best fitnessfor every generation of Australian CreditApprovaldata
inLinear, Polynomial, RBF andSigmoid
Figure 5: Comparison of the accuracy value of each kernel
Table 5: Bestfitness Australian Credit Approvaldata forLinear, Polynomial,
RBF dan Sigmoid
Kernel Best Fitnes enhancement
Linear 85.12% 5.29%
Polynomial 81.76% 8.68%
RBF 77.22% 5.89%
Sigmoid 78.70% 10.56%
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in accuracy. This means, increased accuracy in data classification. Table
5 shows the comparison of accuracy values that perform parameter opti-
mization with the accuracy of the input of the specified parameter values.
Comparison of this accuracy value, mapped in a graph, Figure 4. From the
comparison results obtained accurate value indicates that the search value
of SVM parameters using HS Algorithm produce greater accuracy value.
This proves that the optimization of SVM parameters using HS Algorithm
succeeds in achieving optimal accuracy.
The results showed that accurate value by searching the SVM param-
eter values systematically using HS Algorithm resulted in a better accuracy
value compared to the SVM execution accuracy value without optimization
with the highest accuracy increase of 10.56%. Thus, HS Algorithm success-
fully searches for SVM parameter values that optimize the accuracy value
in the SVM classification method. This proves that HS Algorithm is effec-
tive in increasing the accuracy value of a classification model in the SVM
classification method.
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