Multifield inflation in random potentials and the rapid-turn limit by Bjorkmo, Hans Ulrik Theodor
Multifield inflation in random
potentials and the rapid-turn limit
Theodor Björkmo
Department of Applied Mathematics and Theoretical Physics
University of Cambridge
This dissertation is submitted for the degree of
Doctor of Philosophy
Corpus Christi College September 2019

Declaration
I hereby declare that except where specific reference is made to the work of others, the
contents of this dissertation are original and have not been submitted in whole or in part
for consideration for any other degree or qualification in this, or any other university.
This dissertation is my own work and contains nothing which is the outcome of work
done in collaboration with others, except as specified in the text and Acknowledgements.
This dissertation contains fewer than 65,000 words including appendices, bibliography,
footnotes, tables and equations and has fewer than 150 figures.
Theodor Björkmo
September 2019

Abstract
Multifield inflation in random potentials and the rapid-turn limit
Theodor Björkmo
Cosmological inflation is a simple, and observationally well-supported, mechanism
for generating a flat, spatially homogeneous universe with the statistical correlations
in the cosmic microwave background we see today. Determining precisely how inflation
happened, and how many fields were involved, are some of the main challenges of
modern cosmology.
The first part of the thesis, consisting of Chapters 2 and 3, addresses this question
by looking at what future measurements of local non-Gaussianity will tell us. Local
non-Gaussianity has been proposed as a key observable for distinguishing between
single- and multifield inflation, as a large value of this parameter would rule out the
former. However, a small value would not necessarily rule out the latter. Using a
new technique for generating random functions with Gaussian random fields, which
we also prove the validity of, we generate random potentials for as many as 100 fields
for inflation. We look at the observables of these models and in particular compute
the local non-Gaussianity. An overwhelming majority of these models give local
non-Gaussianity compatible with single-field inflation, despite significant multifield
effects on superhorizon scales, indicating that this observable may not be sufficient to
distinguish between these types of models.
The second part of the thesis, consisting of Chapters 4 and 5, addresses another
aspect of this question by looking at other types of inflationary solutions than slow-roll,
slow-turn. Slow-roll, slow-turn is an easily realised solution, but requires a very flat
potential over large distances in field-space. The fine-tuning needed for this remains
an Achilles heel of the inflationary paradigm. However, there are inflationary solutions
which can be realised in steep potentials. ‘Hyperinflation’ is a particularly interesting
one of these, and we investigate this solution in detail. Using the techniques developed
to study hyperinflation, we then show that there exists a new, completely general two-
field attractor solution that is characterised by rapidly turning fields. This ‘rapid-turn
attractor’ does not require any particular background geometry, and explains how
several recently studied two-field inflation models are related to each other.
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Chapter 1
Introduction
The last few decades have seen significant advances in the field of cosmology. Mea-
surements of the expansion of the universe indicate that the universe is almost exactly
spatially flat, that it is dominated by dark energy, and that the majority of its matter
content is dark matter, which seemingly does not interact with Standard Model parti-
cles. This is the so called ΛCDM model. Although there is very strong observational
evidence for this model, and the parameters have been measured to a high precision
[12], there are several aspects of it that are not well understood, such as the nature of
dark matter and dark energy, and why the universe is so flat.
More recently, experimental attention has been focused on the cosmic microwave
background (CMB), with the aim of learning as much as possible about the initial
conditions of our universe. The CMB consists of photons released 380 000 years after
the Big Bang [12], when the temperature dropped low enough for electrons to be
bound to protons, letting the photons propagate freely. This is as far back in time
as we see directly with any telescope-based experiments. The CMB has a black body
spectrum, so by measuring the wavelengths of the light coming in, one can deduce the
temperature, and hence energy density, of the universe when and where the photons
were released. A striking feature of the CMB is just how uniform it is. Across all
directions, the fractional variation is just 1 part in 100 000, even though it extends far
beyond scales which would be in causal contact in a naive Big Bang cosmology. What
is even more remarkable is that there are in fact correlations in the fluctuations on
these scales, suggesting that they must have been in causal contact at some point in
the early universe.
To explain the origin of these correlations, and why the universe is so flat, homoge-
neous, and isotropic, one can add a new phase of exponential expansion in the early
universe, which is called inflation. During inflation, scalar fields give the universe a
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slowly varying vacuum energy, causing an exponential expansion which flattens and
homogenises the universe. However, quantum fluctuations of the scalar fields during this
expansion also give rise to small, correlated fluctuations in energy density, explaining
the variations we see in the CMB. The power spectrum of the CMB fluctuations is near
scale-invariant, with a slight red tilt, which is the natural prediction of most inflation
models, and the non-Gaussian three-point correlations functions have been constrained
to be small, which is again what most inflation models predict [15].
Beyond these ‘scalar’ density fluctuations, during inflation quantum fluctuations
also generate gravitational waves, known as ‘tensor’ fluctuations. If these were to be
detected, they would provide direct evidence for inflation, and their amplitude would
tell us the exact energy scale of inflation. As of yet, these have not been discovered, but
the gravitational wave amplitudes that have been ruled out thus far only correspond
to inflation models that would require significant fine-tuning.
The inflationary paradigm is well supported by experimental observations, but with
the information currently available it is not possible to determine exactly how inflation
happened, i.e. the form and scale of the potential or the number of fields involved.
This is one of the main challenges of modern cosmology. Determining precisely how
inflation happened is not likely to be easy, but if it were to be done successfully, it
would reveal information about physics we could never dream of testing in a particle
accelerator. The energy scale of inflation can be as large as 1016 GeV [14], far beyond
the 10 TeV scale currently probed in the LHC. Since scalar fields are ubiquitous in
low energy effective field theories of string theory and in supersymmetric extensions of
the Standard Model, and there is no indication that terrestial experiments will ever
probe these theories, inflation may be our chance to get insight into these high-energy
phenomena.
While CMB has given us very accurate measurements of the primordial power
spectrum, primordial non-Gaussianity remains insufficiently constrained for us to be
able to start ruling out inflation models in earnest [15], and future CMB experiments
are unlikely to change this. To make progress, therefore, experimental attention is
shifting to the large-scale strucutre (LSS) of the universe, where one uses the galaxy
distribution to infer the statistics of the initial, primordial perturbations. This has
the advantage of giving a much larger, three-dimensional data set, compared to the
two-dimensional data set from the CMB, but involves the highly non-trivial task
of taking into account the non-linear gravitational evolution. LSS experiments are
expected to come in with results over the coming decades, and in the next ten or twenty
years we should have sufficiently accurate measurements of ‘local’ non-Gaussianity for
1.1 Inflation 3
us to ask preliminary questions about how inflation happened. Accurate measurements
of other types of non-Gaussianity are however likely to be further away in time, but if
measured, they could distinguish between different types of multifield inflation models.
In the near future, until we start getting very accurate measurements from LSS
surveys, we will not be able to determine the exact inflationary mechanism of the early
universe, but there are more modest goals that may be achievable with measurements of
local non-Gaussianity. An initial question we may want to answer is whether inflation
was driven by one field or more. As single- and multifield theories of inflation behave
very differently, and can produce distinct observational signatures, this is a question we
may be able to make progress with. Similarly, in the multifield case we may also hope
to distinguish between models with straight and curved trajectories. There are also
various theoretical issues with inflation that deserve attention. A common criticism
against inflation is that it requires a very flat potential, but this is not the case for all
inflationary solutions, and there are attractor solutions beyond the standard ‘slow-roll’
solution which can avoid this issue. More generally, there is also the question of
how inflation may be embedded into quantum gravity or other UV theories, which
is far from completely understood. The former is also connected to the cosmological
constant problem, which is the issue of how the vacuum energy of our universe came
to be so small and positive. The smallness is problematic from a generic naturalness
point of view, but the positivity is surprising because string theory, our only currently
workable theory of quantum gravity, significantly favours negative energy vacua, and
the construction of positive energy vacua is challenging.
It was within this experimental and theoretical context that the research presented
in this thesis was conducted, and the rest of this introduction will give the theoretical
background that underpins the later chapters.
1.1 Inflation
In this thesis we are primarily concerned with inflationary theories involving two or
more fields, and this introductory section will review how these theories work on both
the background and perturbation levels. To start, we give a brief review of FRW
cosmology, and present some of the main theoretical motivation for inflation. After
that, we will introduce the basic ingredients needed for inflation, and also give a brief
overview of inflationary perturbation theory, as it is crucial for both the computation
of observables and the study of the stability of various solutions. Part of the thesis
will also be concerned with Gaussian random fields (GRF), but as they are only a
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means to an end here, their discussion will be contained to the first part of the thesis,
in Chapters 2 and 3.
1.1.1 FRW cosmology
As far as we can tell, gravity in our universe is described by Einstein’s theory of General
Relativity, which is governed by the Einstein equation
Gµν = 8πGTµν . (1.1.1)
Observations tell us that the universe is homogeneous and isotropic, so one can make
the ansatz that the metric should be given by
ds2 = −dt2 + a(t)2
(
dr2
1− kr2 + r
2dΩ2
)
, (1.1.2)
where we allow for a non-flat background; k > 0 corresponds to positive curvature
and k < 0 corresponds to negative curvature, i.e. hyperbolic curvature, and k = 0
corresponds to a flat universe. a(t) is the scale factor which relates coordinate distances
to physical distances, and it describes the expansion of the universe in time. With this
ansatz, the Einstein equation reduces to
a˙2
a2
= 8πGρ3 −
k
a2
(1.1.3)
a¨
a
= −4πG3 (ρ+ 3P ), (1.1.4)
where ρ ≡ −T 00 is the energy density and P ≡ T ii /3 is the pressure. From now on we
will also use the definition H ≡ a˙/a, where H is referred to as the Hubble rate. The
ratio of the pressure to density is also defined to be w ≡ P/ρ. The energy density for
each component evolves as
ρ˙ = −3H(ρ+ P ) = −3(1 + w)Hρ, (1.1.5)
which is derived from the continuity equation ∇µT µ0 = 0.
Our universe is well described by the ΛCDM-model, where we have matter (w = 0,
ρ ∝ a−3), radiation (w = 1/3, ρ ∝ a−4), and dark energy (w = −1, ρ = const), but no
spatial curvature (k = 0). In the early universe, when a is small, matter and radiation
dominate since they scale as a−3 and a−4 respectively, so one can deduce from equation
1.1.3 and the fact that a˙ > 0 that at some point in the past there must have been a
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singularity where a = 0. This singularity is the so called ‘Big Bang’, which by current
estimates occured approximately 13.8 billion years ago [12].
The particle horizon, which is the maximum comoving distance between points at
time t that could have been in causal contact, is generally given by
χph =
∫ t
ti
dt′
a(t′) =
2H−10
1 + 3w
(
a(1+3w)/2 − a(1+3w)/2i
)
, (1.1.6)
where we write a(t) = a, a(ti) = ai. The CMB was released at a point up to which
radiation was dominant, so we can take w = 1/3. Letting ai → 0, we find a finite
answer, which is about 30,000 times smaller than the comoving radius of the CMB.
However, despite this, the CMB is not only almost exactly homogeneous and isotropic,
but there are in fact correlations in the temperature fluctuations on scales much larger
than the particle horizon. We therefore need to explain how these fluctuations came to
be in causal contact. This is called the horizon problem.
To solve this we note that if w < −1/3, χph actually diverges as ai → 0. If
we therefore add a phase with w < −1/3 in the early universe, we can make χph
sufficiently large for the CMB to be within the particle horizon, and thus in causal
contact. However, it is not enough that the points should be in causal contact - the
intial conditions need to homogenise before the rest of the evolution begins, which is
a stronger condition than having a particle horizon larger than the comoving CMB
radius.
This can be formulated in terms of the so called ‘Hubble horizon’, (aH)−1, which is
the comoving distance which can be traversed in one Hubble time, H−1. The particle
horizon defines which points in space-time may have been in causal contact, but the
Hubble horizon defines which points can be in causal contact over one Hubble time.
The horizon problem is solved if at some point in the past the Hubble horizon contained
all of the visible universe. This requires a prolonged phase with a decreasing Hubble
horizon, which like w < −1/3 corresponds to a phase of accelerating expansion, a¨/a > 0,
as can be deduced from equation 1.1.4. This condition can equivalently be written as
ϵ ≡ − H˙
H2
< 1. (1.1.7)
The condition that the observable universe today must have been contained inside
the Hubble horizon during inflation requires about 60 e-folds of expansion. For this to
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happen, ϵ must not only be small, but also slowly varying. This demands that
η ≡ ϵ˙
Hϵ
, (1.1.8)
which charactarises the rate of increase of ϵ, satisfies
|η| ≪ 1. (1.1.9)
1.1.2 Scalar fields in FRW space-times
To realise this phase of accelerated, near-exponential, expansion we need to introduce
some form of energy density which approximately mimics dark energy, but then
eventually decays into the matter fields we observe around us today, at which point
standard ΛCDM cosmology resumes. This turns out to be remarkably easy to do.
All we need is some number of scalar fields displaced from the vacuum, rolling down
their potential, but as we shall see there is also a remarkable amount of depth in this
framework.
The dynamics of some number of scalar fields minimally coupled to gravity is
governed by the action
S =
∫
d4x
√−g
[ 1
16πGR−
1
2Gab∂
µφa∂µφ
b − V (φ)
]
, (1.1.10)
where Gab is the field-space metric, which we allow to be non-trivial. By varying the
scalar field part of the action with respect to the metric one can deduce that the stress
tensor is given by
Tµν = Gab∂µφa∂νφb − gµν
(1
2Gab∂αφ
a∂αφb + V (φ)
)
. (1.1.11)
For cosmology we make the ansatz that the field is spatially homogeneous, meaning
that ∂iφa = 0. Consequently, we find that the energy density and pressure are given by
ρ ≡ −T 00 =
1
2Gabφ˙
aφ˙b + V (φ), P ≡ 13T
i
i =
1
2Gabφ˙
aφ˙b − V (φ). (1.1.12)
based on this we see that for w ≡ P/ρ < −1/3 to be satisfied, we need to be in a
regime where the potential energy dominates.
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Rather than working with the two Friedmann equations, for scalar fields we will
substitute the second one with the scalar field equations of motion, and thus work with
Dtφ˙a = −3Hφ˙a − V ;a (1.1.13)
H2 =
1
2 φ˙aφ˙
a + V
3M2P
, (1.1.14)
where DtXa ≡ X˙a + Γabcφ˙bXc and MP ≡ 1/
√
8πG is the reduced Planck mass. The
second Friedmann equation can be recovered from these two.
Using the equations of motion, one finds that ϵ is given by
ϵ =
1
2 φ˙
2
H2M2P
= 3
1
2 φ˙
2
1
2 φ˙
2 + V
. (1.1.15)
To have a small value for ϵ we therefore require 12 φ˙
2 ≪ V , just as deduced earlier.
Differentiating the above expression, we also straightforwardly find that η is given by
η = 2 φ˙aDtφ˙
a
Hφ˙2
+ 2ϵ, (1.1.16)
which in turn requires |φ˙aDtφ˙a| = 12 |Dtφ˙2| ≪ Hφ˙2. Inflation therefore requires the
energy density of the universe to be dominated by the potential energy of the scalar
fields, and for it to last the kinetic energy of the fields must also vary slowly.
The latter condition has a unique interpretation in single-field inflation: it must
necessarily be the case that φ¨≪ Hφ˙. For multifield inflation, there are now however
two options. Either we have |Dtφ˙a| ≪ Hφ˙, leading to the standard slow-roll, slow-turn
scenario, or Dtφ˙a is nearly orthogonal to φ˙a. Slow-roll models have been very thoroughly
studied, but the latter much less so. Models where the acceleration of the fields is
orthogonal to the velocity are so called rapid-turn models, which will be the topic of
Chapters 4 and 5.
1.1.3 Slow-roll inflation
In slow-roll (slow-turn) inflation we assume that Dtφ˙a ≪ Hφ˙a. We then drop this
term from equations of motion, and moreover assume that φ˙2 ≪ V , to find that the
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equations simplify to
φ˙a = −V ;a/3H (1.1.17)
H2 = V3M2P
. (1.1.18)
The evolution of the system thus turns into a gradient flow. This does not always
admit analytic solutions, but it is generally straightforward to solve numerically.
To see when this is a good approximation, we need to see when ϵ and η are small
when the equations of motion take the above form. We find that they can be written
ϵ = ϵV , η = 4ϵV − 2η∥ (1.1.19)
where the parameters ϵV and η∥ are given by
ϵV =
M2PV;aV
;a
2V 2 , η∥ =
M2Pn
aV;abn
b
V
, (1.1.20)
and na = φ˙a/
√
φ˙bφ˙b is the unit vector in the direction of motion. In single-field inflation
one often writes η∥ as ηV , but in multifield inflation the latter is often taken to be
ηV = M2Pmin(eig(V;ab))/V . For slow-roll inflation to happen, the potential must be
flat and the second derivative of it in the direction of motion must also be small with
respect MP.
These conditions are not expected to be satisfied at generic points in a potential.
In an EFT with a cut-off Λ smaller than the Planck-scale, one would expect to have
ϵV ∼M2P/Λ2 and ηV ∼M2P/Λ2, which for Λ < MP are both greater than 1. If, on the
other hand Λ were much greater than MP this problem would be trivial, but how an
EFT with a cut-off beyond MP, the scale of quantum gravity, could exist is unclear.
However, a caveat to the above is that these are ‘naturalness’ arguments, similar to
the kind which incorrectly argued that new physics had to appear at CERN at the 10
TeV scale, and so should perhaps be taken with a grain of salt. Moreover, the fact that
we only expect inflation to happen at particular points in a potential is not necessarily
a problem in itself, as we do not know anything at all about the initial conditions for
the field position and velocity, or more precisely their joint probability density, and
even less about the probability density for subsequent phase space positions.
Notwithstanding the above, the theories we shall look at next are interesting because
they can avoid some of these problems.
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1.1.4 Rapid-turn inflation
As mentioned before, Dtφ˙a does not need to be much smaller than Hφ˙a as long as the
two are more or less orthogonal. In this thesis we shall primarily be intersted in these
models when there are exactly two fields.
To analyse these models, we first define two very useful vectors:
na = φ˙a/
√
φ˙bφ˙b, s
a = Dtna/
√
DtnbDtnb. (1.1.21)
Not only will we use them to understand the background solution, but they will come
up again (and be generalised) in the perturbation theory, where na corresponds to the
adiabatic direction and sa corresponds to the isocurvature direction. Moreover, the
crucial turn rate ω is now defined through
ω ≡ saDNna. (1.1.22)
The (dimensionless) turn rate tells us how strongly the inflationary motion deviates
from being a geodesic – for values ω & O(1) the motion would be considered to be
highly non-geodesic.
To see how inflation with a large turn rate works, we begin by projecting the
equations of motion onto the na, sa basis:
φ¨ = −3Hφ˙− Vn (1.1.23)
ωHφ˙ = −Vs, (1.1.24)
where we defined Vn ≡ naV;a, Vs ≡ saV;a, and φ˙ =
√
φ˙aφ˙a. So far everything remains
rather abstract, and we will only solve the equations properly later in the thesis. To
do so we are going to have to reformulate the equations of motion in another vielbein
basis, but we are already in a position to show one of the reasons why these theories
are interesting. From equation 1.1.23 and the definition of η one can show
Vn = −Hφ˙(3− ϵ+ η/2). (1.1.25)
Together with 1.1.24 and using the fact that V 2n + V 2s = |∇V |2, one can then show that
when ϵ and η are small, ϵV can be written [112]
ϵV =
M2P
2
V 2n + V 2s
V 2
≃ ϵ
(
1 + ω
2
9
)
. (1.1.26)
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When the turn-rate is large, ϵ gets suppressed relative to ϵV , and if ω is sufficently
large it is possible to have inflation even where ϵV is too big for slow-roll, slow-turn
inflation. Since one of the main criticisms against inflation is that it requires a very
flat potential to work, this is a very interesting avenue to explore.
These solutions are however not quite as straightforward to construct as slow-roll,
but this is something we will investigate in this thesis. These solutions, which have
mainly been studied in the context of two-field inflation, are very interesting in and of
themselves, and what if anything links the known solutions together was very much an
open question at the start of this PhD. As we shall see, they can in fact be described
by a general attractor solution, which will be derived in Chapter 5.
1.2 Inflationary perturbation theory
Our universe is of course not completely homogeneous, so we also need to consider
perturbations around the inflationary background solutions. Here we will give a brief
review of the linear inflationary perturbation theory. Some second-order perturation
theory will be used in one of the chapters in the context of the slow-roll approximation,
however the results from the δN formalism will only be stated.
In slow-roll, the perturbation theory is rather straightforward, as one can generally
assume that the field perturbations are canonically normalised and that they are only
weakly coupled. In rapid-turn inflation this is not at all the case. To understand the
perturbation theory of these models, which is crucial, we need a more sophisticated
mathematical machinery, which we will give an introduction to here.
The perturbation theory is not just necessary for understanding what primordial
perturbations these models generate, but also for understanding the stability of various
solutions. In hyperbolic field spaces, for example, slow-roll can in fact be destablised,
with the fields ending up in rapid-turn solutions [37, 41, 45, 165].
To perturb around the flat FRW metric ds2 = −dt2 + a2δijdxidxj one can make
the general ADM ansatz
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt). (1.2.1)
However, this has some redundant degrees of freedom, and we need to choose a gauge
for the perturbations. A very useful gauge, that we shall use almost exclusively, is the
spatially flat gauge, where in the absence of tensor perturbations we have hij = a2δij,
N = 1 + α, and N i = βi. By expanding the action to second order, and solving for α
1.2 Inflationary perturbation theory 11
and β, one finds (after tedious algebra that we will not cover) that the spatially-flat
gauge quadratic action for the inflationary perturbations is given by [107, 110, 172]:
S(2) = 12
∫ d3k
(2π)3dta
3
[
GabDtδφakDtδφb−k −
(
k2
a2
Gab +Mab
)
δφakδφ
b
−k
]
, (1.2.2)
where Mab is the effective mass matrix given by
Mab = V;ab −Racdbφ˙cφ˙d + (3− ϵ) φ˙aφ˙b
M2P
+ φ˙aV,b + V,aφ˙b
HM2P
, (1.2.3)
and where V;ab is the second covariant derivative of the potential on the target space,
given by V;ab = V,ab − V,cΓcab. Varying this action one straightforwardly finds that the
equations of motion for the perturbations are
DtDtδφa + 3HDtδφa + k
2
a2
δφa +Mab δφb = 0. (1.2.4)
To compute non-Gaussianity, one also needs to keep the cubic-order terms in the action.
This expression is however large, messy and largely uninformative, and as such we omit
it here, but it can for example be found in [79]. In this thesis we will only be computing
local non-Gaussianity in the slow-roll approximation. This can be computed in a much
more straightforward way using the δN formalism [132, 135, 172, 185].
The field perturbations here are gauge-dependent quantities. To relate these
perturbations to late-time observables, we need to introduce the gauge-invariant
curvature perturbation ζ, which in the spatially flat gauge is given by
ζ = − δρ
Hρ˙
+O(δρ2). (1.2.5)
This can be expressed in the particularly convenient form [75, 82]
ζ = − naδφ
a
√
2ϵMP
+O(δφ2). (1.2.6)
On superhorizon scales, k ≪ aH, one can show that its superhorizon evolution is
completely generally given by
DNζ = −2ωsaδφ
a
√
2ϵMP
+O(δφ2). (1.2.7)
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This expression vanishes identically for single-field inflation, where ζ is consequently
conserved, or more generally when ω = 0. In these theories the value of ζ freezes out
when it leaves the Hubble-horizon at k = aH, and it suffices to compute its subhorizon
evolution. For multifield theories, however, this expression is in general non-zero, and
so this evolution must be computed explicitly.
What we actually observe are the statistical two- and three-point correlation
functions, the power spectrum Pζ(k),
⟨ζ(k1)ζ(k2)⟩ = (2π)3δ(3)(k1 + k2)2π
2
k3
Pζ(k) (1.2.8)
and bispectrum Bζ(k1, k2, k3),
⟨ζ(k1)ζ(k2)ζ(k3)⟩ = (2π)3δ(3)(k1 + k2 + k3)Bζ(k1, k2, k3), (1.2.9)
which are both evaluated at the end of inflation. However, observational limits are
usually given in terms of the spectral index ns, its running αs, and the non-linearity
parameter fNL, which are given by [139]
ns = 1 +
d lnPζ
d ln k , αs =
dns
d ln k , −
6
5fNL =
∏
i k
3
i∑
i k
3
i
Bζ
4π4P 2ζ
. (1.2.10)
In addition to these, an important observable is the power spectrum of primordial
gravitational waves, but these have not yet been observed.
Inflation generically produces a near scale invariant power spectrum, and nearly all
inflation models so far constructed can produce a power spectrum compatible with
current observations. To distinguish between models of inflation we therefore will need
information from the bispectrum.
In the next section we will explore how these observables, and in particular the
power spectrum, arise from the quantum fluctuations of the inflaton fields during
inflation. A comprehensive introduction is beyond the scope of this thesis, especially
since the two different parts of the thesis take this material in two very different
directions, but the aim will be to provide the base on which later chapters will be built.
1.2.1 Field perturbations and vielbeins
The form of the quadratic action above in equation 1.2.2 is not ideal for quantisation.
The appearance of the field-space metric makes the interpretation, and comparison
of, the various field fluctuations harder. To get around this problem, it is useful
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to introduce a vielbein basis δφI = eIaδφa, where the eIa are constructed such that
eIae
a
J = δIJ and eIaebI = δab . The idea is to work with field fluctuations projected onto
this basis, δφI ≡ eIaδφa.
As a starting point, we define a covariant derivative on the vielbein basis
DtXI ≡ X˙I + Y IJ XJ , (1.2.11)
where Y IJ ≡ eIaDteaJ . With this definition, the covariant derivative satisfies
DtXa = eaIDtXI , DtDtXa = eaIDtDtXI , (1.2.12)
and the action for the δφI becomes
S(2) = 12
∫ d3k
(2π)3dta
3
[
δIJDtδφIkDtδφJ−k −
(
k2
a2
δIJ +MIJ
)
δφIkδφ
J
−k
]
. (1.2.13)
This action is going to be very useful for us in Chapters 4 and 5 when we are interested
in the stability of various background solutions.
1.2.2 Quantisation and primordial perturbations
To quantise these perturbations, we change time variable to dτ = dt/a, and define the
new fields vI = aδφI . This gives the action
S(2) = 12
∫ d3k
(2π)3dτ
[
δIJDτvIkDτvJ−k −
(
(k2 − (H2 +H′))δIJ + a2MIJ
)
vIkv
J
−k
]
.
(1.2.14)
This action gives the form of the equations of motion that are most easily integrated,
but to find the correct initial conditions for quantisation one has to match the deep
sub-horizon behaviour with the canonically normalised variables. These are related to
the original matrices through a rotation, giving [7, 8]
vI = T exp
[
−
∫ τ
τi
Y (τ)IJ
]
uJ ⇒ DτuI = ∂τuI . (1.2.15)
The uI fields have a completely canonical kinetic term, at the cost of a rotating mass
matrix. However, deep inside the horizon it will be negligible compared to the k2 term.
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In the simple case of single-field slow-roll, where we for simplicity also neglect the
effective mass, which is O(ϵ), the mode function satisfies
v′′k +
(
k2 − 2
τ 2
)
vk = 0. (1.2.16)
Deep inside the horizon it must also match with the Bunch-Davies initial condition
lim
kτ→−∞
vk =
e−ikτ√
2k
, (1.2.17)
and so one finds the general solution to be
vk =
e−ikτ√
2k
(
1− i
kτ
)
. (1.2.18)
This tells us that the power spectrum of the field fluctuations on superhorizon scales is
given by
Pδφ(k) =
k3
2π2 |δφk|
2 = k
3
2π2
|vk|2
a2
−kτ≪1= H
2
4π2
∣∣∣∣∣
k=aH
. (1.2.19)
From the definition of the curvature perturbation, ζ = δφ/
√
2ϵMP, it then follows that
the power spectrum for single-field slow-roll is given by
Pζ(k) =
H2
8π2ϵM2P
∣∣∣∣∣
k=aH
. (1.2.20)
From ln k = N + lnH one can straightforwardly show that up to O(ϵ) corrections,
d ln k ≃ dN , and one then finds that the spectral index and its running are given by
ns − 1 = −2ϵ− η, αs = −2ϵη − ηξ, (1.2.21)
where in this context ξ ≡ d ln η/dN . As such, single-field inflation naturally predicts a
small negative value for the spectral index and an even smaller, O((ns − 1)2), value for
its running. This is very much in agreement with measurements of the CMB power
spectrum from Planck, which give ns = 0.9649± 0.0042 and αs = −0.0045± 0.0067
(68 % CL) [14].
Similarly, one can show that the tensor power spectrum turns out to be
Pt(k) =
2H2
π2M2P
∣∣∣∣∣
k=aH
. (1.2.22)
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Its amplitude relative to the scalar power spectrum, and its spectral index are then
found to be
r ≡ Pζ
Pt
= 16ϵ, nt ≡ d lnPt
d ln k = −2ϵ. (1.2.23)
If primordial tensor modes were to be observed, we would get a direct measurement
of the energy scale of inflation, and by checking if r/nt = −8, we could immediately
test single-field inflation. Any deviation from this relation would rule out single-field
inflation. Tensor modes have not yet been discovered, however, and the current bound
on the tensor-scalar ratio from Planck is given by r < 0.064 (95 % CL) [14].
It is perhaps not surprising that the tensor power spectrum has not been observed.
For a monotonically increasing ϵ, one can show that the field excursion satisfies
dφ =
√
2ϵMPdN, ⇒ ∆φ >
√
2ϵ⋆NMP, (1.2.24)
where the subscript ⋆ here, as elsewhere in the thesis, denotes that the quantity is
evaluated as CMB scales exist the horizon, ∼ 60 e-folds before the end of inflation.
This expression immediately implies [133]
r <
16
N2
(
∆φ
MP
)2
. (1.2.25)
With N ≈ 60, required to explain the homogeneity of the CMB, one sees that r ≥
O(0.01) requires a super-Planckian field excursion, which in EFT contexts would be
problematic.
The last observable that needs to be mentioned in this context is local non-
Gaussianity, that is non-Gaussianity in the configuration, k1 ≪ k2, k3. By expanding
the action to cubic order and performing a very tedious calculation, one can show that
in single-field inflation one has [139]
f locNL =
5
12(ns − 1). (1.2.26)
Any deviation from this relation would also rule out single-field inflation.
1.2.3 Observables in multifield inflation
When more than one field is involved, however, the situation is not quite so simple. In
slow-roll with multiple fields this is due to the evolution of the curvature perturbation
on superhorizon scales. In rapid-turn inflation, where the perturbations are strongly
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coupled, there is generally interesting behaviour in the power spectrum as it crosses
the horizon. In this subsection we will briefly review these two phenomena.
In multifield slow-roll inflation, the power spectrum is no longer conserved on
superhorizon scales. Since the background evolution is a first order gradient flow, we
can use the separate-universe picture to evolve the field perturbations as perturbations
of the background flow [155],
DNδφa = −M2PGad
(
(ln V );dbδφb + (ln V );dbcδφbδφc + . . .
)
(1.2.27)
Assuming that all the fields are light, with m < 3H/2, their correlation functions at
horizon crossing are given by
⟨δφa⋆(k1)δφb⋆(k2)⟩ = (2π)3δ(3)(k1 + k2)
2π2
k3
H2(N⋆)
4π2 G
ab
⋆ (1.2.28)
The curvature perturbation can also be written as an expansion in the field per-
turbations δφa (the momentum perturbations can be ignored), which can be evolved
forward from horizon crossing to the end of inflation. Since isocurvature perturbations
source the curvature perturbation, but are not themselves sourced by it, the power
spectrum at the end of inflation can be written [162]
Pζ =
(
1 + ∥TζS∥2
)
P ⋆ζ , (1.2.29)
where TζS is the transfer vector from the light isocurvature modes at horizon crossing to
the curvature perturbation at the end of inflation, and we used the fact that the power
spectrum in each field direction is equal at horizon crossing. This tells us that the scalar
power spectrum can only increase after the end of inflation, so the tensor-scalar ratio
can be suppressed below 16ϵ in multifield inflation. Moreover, to compute the spectral
index and its running one now also needs to take into account the N⋆-dependence of
TζS .
To discuss non-Gaussianity we need to go beyond linear order. In slow-roll, the
curvature perturbation at the end of inflation can be written as an expansion of
horizon-crossing field perturbations
ζ(x) = Naδφa⋆(x) +
1
2Nabδφ
a
⋆(x)δφb⋆(x) + . . . , (1.2.30)
where the Na and Nab coefficients can be calculated with the δN formalism [132, 135,
172, 185]. In terms of these, ∥TζS∥ = ∥(δab − nanb)N b/Ncnc∥. When the second-order
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term is large, which can happen if the power spectrum grows significantly during
inflation, local non-Gaussianity gets an enhancement from the term [136]
−65f
loc
NL ⊃
NaNbN
ab
(N cNc)2
. (1.2.31)
Exactly what conditions are required for this term to be large, and how generic that is,
are two questions which we set out to answer in the first part of the thesis. Future
large-scale structure (LSS) experiments hope to measure whether f locNL is smaller than
1, and an important question to answer is what models could be ruled out if this turns
out to be the case. Single-field inflation has non-Gaussianity given by equation 1.2.26,
which is O(ϵ), so a large value of f locNL would rule out single-field inflation. However,
a small value of f locNL would not necessarily rule out multifield inflation, and to see
what we can hope to learn from future observations we want to know how generically
multifield inflation gives large non-Gaussianity.
In rapid-turn two-field inflation, the kinetic coupling between the two fields in
the term changes the dynamics significantly on subhorizon scales. Working with the
kinematic basis, eaI = (na, sa), one finds that the kinetic term in the action now becomes
1
2DτvIDτv
I = 12(v
′
n −Hωvs)2 +
1
2(v
′
s +Hωvn)2. (1.2.32)
These theories can often be approximated by single-field models with a modified speed
of sound, which have the action [4, 53, 98]
Seff(2) =
∫ d3k
(2π)3dτa
2ϵM2P
[
ζ ′2
c2s
− k2ζ2
]
, (1.2.33)
where
c−2s (k) = 1 +
4ω2
(k/aH)2 +Mss/H2 − ω2 . (1.2.34)
If Mss/H2 > ω2 these theories have a positive, but reduced, speed of sound, and are
among other things characterised by large equilateral non-Gaussianity, f eqNL ∝ c−2s . If
however Mss/H2 < ω2, the speed of sound becomes imaginary. These rather unusual
theories can see an exponential amplification of the power spectrum during horizon
crossing, and we will be investigating these in the second part of the thesis.
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1.3 Inflation and high-energy physics
Inflation provides a simple explanation for the universe we see around us, but it cannot
be viewed as a single model; countless different potentials can give us enough e-folds of
expansion with a more or less correct power spectrum. This is in one way a strength of
the inflationary paradigm, but it also makes it very hard to determine how exactly it
happened. However, we do know that inflation would have happened at energy scales
beyond those currently probed in the LHC, and it could therefore give us a view into
physics at energy scales we could never hope to test in any other way. It therefore
makes sense to look to string theory, supergravity, and other models for quantum
gravity and GUT-scale physics for inspiration in understanding how inflation could
have happened.
One generic feature of compactifications of string theory is the presence of a large
number of light (Kähler) moduli fields. A natural question to ask therefore is if there
are any observational signatures characteristic to inflation models with large numbers
of fields. This is the question that the first part of the thesis is concerned with. There
are however two particularly important obstacles to answering this question. The
first is that we do not have a prior for what the potential should look like; we have
poor theoretical control over the string landscape and no accurate idea of what the
potentials look like near saddle-points. The second is that even if we did know this,
we could not compute the cosmological observables with this information only. This
is because when you have more than one light field, the curvature perturbation is no
longer conserved, so the observables need to be explicitly evolved forward until inflation
ends or the isocurvature modes are sufficiently suppressed.
To answer this question we first need to make some assumption about what
the potentials may look like. A reasonably minimal assumption, which also has
computational advantages, is to let the potentials follow the distribution of a Gaussian
random field (GRF). We will do so with a Gaussian covariance function, and prove
some algebraic results that let us vastly simplify the generation of these potentials.
This will let us study inflation in random potentials, and in particular we will be able
to compute the local non-Gaussianity in models with as many as 100 fields, which had
never been done before.
Previously, the ‘manyfield’ limit of inflation was studied most effectively with Dyson
Brownian motion (DBM) potentials [77, 78, 142]. In this construction, the Hessian of
the potential undergoes a random walk in field space along the trajectory. This allows
for a computationally efficient modelling of random potentials with large numbers of
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fields, and interestingly it was found that in the limit of many fields the observables
become remarkably simple and compatible with observations. An interesting question
to ask is therefore if this is a generic feature of manyfield potentials, and we will
investigate this with the GRF construction. A problem with the DBM models is that
the Hessian is almost surely not differentiable as a function of field space position, and
the third derivatives are therefore not well definied. This prohibits the study of local
non-Gaussianity, which we will be able to study with GRF inflation.
Another common feature of string compactifications is negatively curved field spaces.
Inflation models in hyperbolic field spaces can exhibit really interesting behaviours,
and the second part of the thesis will begin by trying to understand hyperinflation, one
of these models that was proposed recently. Hyperinflation is interesting because it
can take place in potentials that are far too steep for slow-roll, and unlike many other
models in hyperbolic field spaces, the solution is described well algebraically. This made
it an ideal context for developing a better mathematical and physical understanding of
rapid-turn inflation models.
Using the mathematical framework developed for studying hyperinflation we then
find that there is a unique, general two-field rapid-turn attractor solution. Chapter 5
will show how this solution can be found and discuss its properties. Using this solution
hyperinflation can easily be recovered, and we will show how side-tracked inflation and
other models also arise in this context.
There has been a lot of interest recently in this type of models because they can be
compatible with the (controversial) ‘swampland conjectures’. Irrespective of whether
one takes these conjectures seriously, these models are very interesting because they
can arise in potentials with large values of the derivatives. A common criticism against
slow-roll inflation is that the gradient and eigenvalues of Hessian need to take (from and
EFT perspective) unnaturally small values over large regions in field-space, but this is
not necessary for rapid-turn inflation models. However, what they gain in robustness
against the background potential they lose in mathematical simplicity, and in particular
the perturbation theory of these models is rather non-trivial. We also discuss this
aspect of rapid-turn attractors, and in particular investigate the exponential growth
that the perturbations undergo at horizon crossing if the sound speed is imaginary.

Chapter 2
Inflation in Gaussian random field
potentials
2.1 Introduction
Inflation provides a rather simple explanation of the origin of the primordial density
perturbations and successfully resolves the flatness and homogeneity problems of the
standard hot big bang cosmology. However, little is known about the microscopic origin
of inflation and, in particular, what degrees of freedom it involved. Inflation may have
probed energies far above those accessible by terrestrial experiments, and is sensitive to
physics beyond the Standard Model of particle physics. Models of inflation with only a
single additional scalar field can be compatible with all current observations, but so
may models with multiple fields. Additional scalar fields are common in extensions
of the Standard Model that address the gauge hierarchy problem, and ubiquitous in
ultraviolet completions realised in string theory. Determining the field content relevant
in the early universe is a fundamental challenge of modern cosmology.
Primordial non-Gaussianity of the local type has been proposed as a key observable
to observationally distinguish between multifield and single-field models of inflation. In
single-field inflation, the levels of local non-Gaussianity can be related to the deviation
from scale invariance of the primordial power spectrum [64, 139],1 which is very small
[10]. Multiple-field effects can significantly enhance the levels of non-Gaussianity, and
amplitudes of the order of fNL ∼ 1 are realised in some models.2 Current constraints
from Planck observations of the Cosmic Microwave Background give fNL = 0.9± 5.1
1This rule applies under some assumptions, which can be violated in special models [55, 150].
2In this chapter, we focus on non-Gaussianities of the local type, and denote f locNL = fNL without
superscript.
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(68% c.l.) [15], and future surveys of the Large-Scale Structure of the universe are
expected to reach a sensitivity of σ(fNL) ∼ O(1) [17, 26, 66, 74, 92, 146, 176], probing
some subset of models of multiple-field inflation. It is now pressing to assess what we
realistically can hope to learn about fundamental physics from these experiments.
The conditions under which large non-Gaussianity is generated during and after
inflation have been studied before by many authors (for a review, see [47]). However,
direct investigations tend to be hampered by the computational complexity of multi-
field systems, and most studies have been restricted to models with two or a few fields,
or models with greatly restricting symmetry structures [31, 87, 160, 162, 164, 175, 183].
For a more complete understanding of multifield inflation, it is necessary to go beyond
these simplifying assumptions, and allow both for more fields and for non-trivial
interactions. This is crucial for understanding what models of inflation can be ruled
out if fNL is constrained to be less than one, or what types of inflationary models are
favoured if fNL of order one is measured. Addressing this question is one of the main
aims of this chapter.
Multifield inflation models with generic interactions between the fields have large
numbers of free parameters. In a low-energy effective theory for Nf fields valid below
the cut-off scale Λ, these are the Wilson coefficients, ca1...an , of all operators that may
be important during inflation, e.g.
V (φ1, . . . , φNf ) = Λ4
nmax∑
n=0
ca1...an
φa1
Λ . . .
φan
Λ . (2.1.1)
Unfortunately, the relevant values (or distribution of values) of these parameters are
not known from fundamental physics. One approach, pursued here, is then to search
for properties that are rather insensitive to the details of the parameter distribution,
and that depend only on a few effective parameters. The widespread appearance of
emergent universality in complex physical and mathematical systems suggests that such
robustness may be found as the number of fields, Nf , becomes large [72, 90, 124, 189].
Motivated by this, we pursue a statistical approach: we generate ensembles of multifield
scalar potentials V (φ1, . . . , φNf ) randomly, and determine the distribution of observables
as Nf ≫ 1.
To access the interesting regime of multiple light fields with non-trivial interactions,
the potentials need to be mathematically simple enough to be computationally tractable.
One such class of potentials, recently studied in [32, 77, 78, 97, 142, 159, 186], can be
constructed using non-equilibrium random matrix theory techniques. According to
the prescription of [142], the computational difficulties of multifield inflation can be
2.1 Introduction 23
substantially mitigated by realising V (φ1, . . . , φNf ) only locally along the field trajectory
(while being undetermined elsewhere in field space), and by postulating that the Hessian
matrix evolves according to Dyson Brownian motion (DBM) along the inflationary path.
The local Taylor coefficients to quadratic order, defined patch-wise along the path,
evolve non-trivially during inflation and implicitly capture the effects of higher-order
interaction terms. This method remains computationally efficient up to very large Nf ,
making it possible to determine the observational predictions3 in models of inflation
with up to a hundred interacting fields [77, 78]. In reference [77], it was shown that the
predictions of these ‘DBM models’ become simpler and sharper as the number of fields
is increased, and very complicated models with many fields are commonly compatible
with Planck constraints on the primordial power spectrum [78].
However, the random matrix theory method of [142] is not suitable to investigate
the generation of primordial non-Gaussianities during inflation: the Brownian motion
of the eigenvalues of the Hessian matrix is continuous but not differentiable, and the
third derivatives of the potential, required for the computation of the three-point
correlation function, are not well-defined in the continuum limit.4
Manyfield inflation from Gaussian random fields
An alternative approach is to generate random multifield potentials using Gaussian
random fields (GRFs). This was first done in [94, 95] by expanding V (φ1, . . . , φNf ) in a
set of Fourier modes for potentials with Nf ≤ 6 and Λ > MP (see also [179] for Nf = 1).
However, the interesting regime of multiple-field inflation in potentials with structure
on sub-Planckian distances in field space remained intractable.
To access the regime with Λ < MPl, reference [23] proposed to generate the potential
only locally in field space, e.g. by gluing together multiple patches along a path in
field space, or by generating the Taylor coefficients of the potential to a sufficiently
high order at a single point. These models have well-defined higher derivatives and
are arguably simpler than the DBM potentials, but a significant limitation arises from
the need to explicitly specify a very large number of Taylor coefficients, which are not
statistically independent. For example, a model with Nf = 100 fields and the potential
expanded up to fifth order around a single point involves 96,560,546 independent
3This method is limited to observables that can be inferred from information about the potential
up to second order in derivatives as expanded around any point along the field trajectory. As we will
review in section 2.2.6, this includes quantities computed from the two-field correlators such as the
primordial power spectrum, including its spectral index and its running.
4This obstacle may be overcome by regularisation, or by modifying the rules governing the stochastic
evolution (cf. [32] for one suggestion).
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Taylor coefficients. The probability distribution of these coefficients involves the inverse
covariance matrix which has 4.7 × 1015 independent, and in general non-vanishing,
elements. Naively generating such a matrix numerically is computationally prohibitive,
making explicit studies impractical or impossible.
In this chapter, we explain how one can overcome these obstacles and generate
multifield GRFs to explicitly study the manyfield limit of inflation in general potentials.
We construct models with up to 100 fields by generating the potential locally around
an ‘approximate saddle-point’ up to fifth order in the fields, and we use an adaptation
of the ‘transport method’ [79, 81, 153, 174] to compute cosmological observables from
the two-field and three-field correlation functions. To make this possible, we identify
drastic algebraic simplifications for GRFs with a Gaussian covariance function, and we
use these to obviate the need for extremely heavy numerics. This key advance allows
us to study the generation of local non-Gaussianities in random manyfield models of
inflation, and assess what levels of fNL are generated.
There are three particularly important results in this chapter:
1. Planck compatible power spectra are not rare for these models: even for highly
complicated manyfield models with millions of non-vanishing interaction terms,
the spectral index commonly falls within the observationally allowed range.
Interestingly, these models make a sharp statistical prediction for the running of
the spectral index, αs = dns/d ln k, which can be ruled out by future experiments.
2. At large Nf , the observational predictions of our GRF models agree well with,
but are sharper than, recent predictions derived from DBM potentials. As these
two constructions are fundamentally different and independent, this suggests the
existence of a ‘universality class’ of large-Nf models for which the observables
are largely insensitive to the details of the underlying potential.
3. The amplitude of local non-Gaussianities is typically very small, |fNL| ≪ 1. Even
when the power spectrum undergoes significant superhorizon evolution, indicative
of multifield effects being important, fNL is typically highly suppressed, and even
approximately follows the single-field consistency relation: fNL = 512(ns − 1).
Moreover, in the rare cases where fNL ∼ O(1), isocurvature modes remain
unsuppressed at the end of inflation, and a detailed modelling of the reheating
dynamics is required to extract reliable predictions. We conclude that constraining
fNL to be smaller than order unity would not rule out manyfield inflation, but a
measurement of a large value for fNL would point to rather special inflationary
dynamics.
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We expect that the predictions of this class of models may extend also to other
constructions of small-field, slow-roll models of approximate saddle-point inflation.
However, distinct classes of multifield models (such as large-field models, or models
with sharp features in the potential) may well lead to different predictions for some
observables.
This chapter is organised as follows: in section 2.2, we review how GRFs can be used
as models for multifield inflationary potentials, and we illustrate the key simplifications
that allow us to access the manyfield regime. We furthermore discuss the natural energy
scales intrinsic to GRF potentials, their possible interpretation as physical effective field
theory potentials, and we critically discuss the tuning required to use these potentials
to study multifield inflation. We finally present the ensembles of potentials that we
study explicitly, and our method for computing cosmological observables. In sections
2.3–2.5 we discuss the three main results of this chapter. We conclude and discuss
further directions in section 2.6. A number of additional details, including illustrative
case studies, can be found in the Appendix A.
Throughout this chapter we set the reduced Planck mass to one, MPl = 2.4 ×
1018GeV = 1, but we occasionally reinstate factors of MPl for clarity.
2.2 Gaussian random fields for inflation
In this section we explain how we use Gaussian random fields (GRFs) to study random
multifield inflation.5 The basic idea is to construct the potential locally in field-space as
a truncated Taylor series with randomly generated coefficients. By going to sufficiently
high order in the Taylor expansion, one can obtain a well-approximated potential in
a domain containing the inflaton trajectory. This makes GRFs a powerful tool for
studying the observational signatures of generic large-Nf inflation models.
We begin by briefly reviewing the statistical properties of Gaussian random fields
and how the probability distribution function (PDF) for the Taylor coefficients is
obtained. This PDF involves the inverse of the covariance matrix and is unfortunately
of very limited practical use when Nf is large. However, we find that for a Gaussian
covariance function for the random field, there is a drastic simplification which allows
us to generate explicit potentials even when Nf ≫ 1.
5Previous work on inflation in random potentials include [1, 29, 30, 34, 89, 94, 111, 126, 130, 131,
140, 144, 145, 158, 179? –181]. References [19, 20, 108] studied the impact of randomness on particle
production during inflation, and references [11, 76, 147] investigated random compactification effects
in brane inflation in string theory.
26 Inflation in Gaussian random field potentials
We go on to present the class of random inflation models discussed in this chapter.
Specifically, we discuss the relevant mass-scales of the potentials, and how the GRFs
under certain conditions admit an interpretation as proxies for physical effective field
theories (EFTs). However, we also point out a challenge for using GRFs to study
multifield inflation: the typical mass-splitting of the fields tend to exceed the Hubble
parameter, leading to single-field dynamics. We then describe how we choose the
initial conditions to generate large ensembles of potentials with multifield dynamics
during inflation. We close this section by briefly explaining the methods used to calcu-
late the background trajectory and the superhorizon evolution of the field perturbations.
2.2.1 High-dimensional GRFs as random multifield scalar po-
tentials
A Gaussian random field has a mean value V¯ and a covariance function,
⟨(V (φ1)− V¯ )(V (φ2)− V¯ )⟩ = C(φ1, φ2) , (2.2.1)
where the φi are position vectors in field space (with components φai ), which we take to
be flat RN . Furthermore, we take the GRF to be stationary and isotropic with mean
zero6 so that
C(φ1, φ2) = C(φ1 − φ2) = C(|φ1 − φ2|) . (2.2.2)
The covariances for the derivatives are given by the derivatives of the covariance
function:〈
∂n1V (φ1)
∂φa11 . . . ∂φ
an1
1
∂n2V (φ2)
∂φb12 . . . ∂φ
bn2
2
〉
= ∂
n1+n2C(φ1, φ2)
∂φa11 . . . ∂φ
an1
1 ∂φ
b1
2 . . . ∂φ
bn2
2
. (2.2.3)
All non-vanishing elements have either n1 and n2 both odd, or both even. To simplify
notation, we will from now on write derivatives as
∂nV (φ)
∂φa11 . . . ∂φ
an
1
≡ Va1...an(φ) . (2.2.4)
In this chapter, we create random multifield potentials by generating Taylor coeffi-
cients at a single point in field space. The joint probability distribution of the Taylor
6In the bulk of this chapter, we focus exclusively on this simplest class of GRFs. However, in
Appendix A.5 we briefly discuss a modified GRF that includes a large field-independent cosmological
constant, cf. V¯ ≫ 1.
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Fig. 2.1 An example of a GRF potential with Nf = 2 and nmax = 175. Here φ ∈
[−4Λh, 4Λh]2 and inflation is supported near φ = 0. The red circle delineates the
region in which a potential truncated at fifth order approximates the full potential to
per cent level accuracy.
coefficients is a multivariate normal distribution with a covariance matrix given by the
derivatives of the covariance function at φ1 = φ2. Of course, not all the derivatives
are independent, so we only generate the derivatives Vabc... with indices ordered such
that a ≥ b ≥ c et cetera. This ensures that all the unique, independent derivatives are
included exactly once. If we collectively denote the independent Taylor coefficients
of the potential (which includes V , Va, Vab et cetera) by Vα, where α runs over all
the ordered sets of indices for the derivatives we include, the multivariate probability
density function is given by
P (Vα) =
exp
(
−12(Vα − µα)(Σ−1)αβ(Vβ − µβ)
)
√
det(2πΣ)
, (2.2.5)
where µα = ⟨Vα⟩ is the expectation value vector and Σαβ = ⟨VαVβ⟩ is the covariance
matrix.
Throughout this chapter (and just as in [23]), we will be working with a Gaussian
covariance function,
C(φ1, φ2) = Λ8ve−(φ1−φ2)
2/2Λ2h . (2.2.6)
Here Λv sets the ‘vertical energy scale’ of the potential and the ‘horizontal scale’, Λh,
sets the correlation length of the potential. We are interested in studying models in
which the potentials have structure on sub-Planckian scales, so we take Λh < MP.
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In section 2.2.3, we will discuss the physical interpretation of Λv and Λh, and how
potentials with the covariance function (3.1.2) may be regarded as proxies for Wilsonian
effective field theories.
Schematically, our procedure for studying manyfield inflation in GRF potentials is
as follows: we generate the potential locally in a domain of size Λh around φ = 0,
V (φ) =
nmax∑
n=0
Va1...an
1
n!φ
a1 ...φan =
nmax∑
n=0
Λ4vV˜a1...an
1
n!
φa1
Λh
...
φan
Λh
, (2.2.7)
up to some order nmax. Throughout this chapter we take nmax = 5, unless otherwise
specified. This ensures that the third derivatives of the potential, which are required to
compute non-Gaussianities, are well-approximated and non-trivial within the domain.7
If all Taylor coefficients are chosen randomly according to the PDF of equation
(3.2.3), the potential is typically much too steep to support inflation. However, by
choosing a subset of the Taylor coefficients, V, Va1 and Va1a2 , by hand and generating
the remaining coefficients through the corresponding conditional PDF, we can construct
multifield scalar potentials that are suitable for slow-roll inflation around φ = 0, but
have the random structure of a Gaussian random field away from this point. For
example, with Nf = 100 and nmax = 5, we specify the 1 + 100 + 5, 050 = 5, 151
first Taylor coefficients by hand, and generate the remaining 96,555,395 coefficients
randomly by using the constrained PDF obtained from equation (3.2.3). We will refer
to scalar potentials generated by this method as ‘GRF potentials’.8
As we will discuss in detail in section 2.2.4, we choose the parameters V, Va1 and
Va1a2 so that φ = 0 is an approximately saddle-point of the potential with multiple
fields with m2 ≤ H2. The ‘horizontal scale’, Λh, and the number of fields, Nf , both
have important effects on the generated model. Finally, Λv can be fixed from the
normalisation of the primordial perturbations for each model. We will refer collectively
to the set (V, Va1 , Va1a2 , Nf ,Λh) as the ‘hyperparameters’ of the GRF potentials.
For each of the potentials that we construct, we study how the fields evolve from
the approximate saddle-point, assuming that the field initially ‘rolls’ slowly. Due
7With the covariance function given in (3.1.2), the dimensionless coefficients V˜α at order n have
rms-values ranging between 1 (all indices different) and
√
(2n− 1)!! (all indices the same). Since
these increase slower than n!, the Taylor series converges as nmax →∞. By going to high orders in
the series, one can therefore construct a large potential landscape, cf. Figure 3.1. In this chapter,
we focus on the inflationary phase in models with small field excursions (see below), for which an
expansion to nmax = 5 suffices.
8By the use of this phrase, we do not suggest that our class of models is unique: other covariance
functions or field space geometries can lead to distinct ensembles of models. For the ease of presentation
however, we will in this chapter refer to our models as ‘the’ GRF models.
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to the randomness of the potentials, models with the same hyperparameters but
different higher-order Taylor coefficients give rise to different inflationary trajectories,
and consequently different numbers of e-folds of inflation. For models supporting at
least 60 e-folds of inflation, we compute the evolution of the two-field and three-field
correlation functions for the perturbations during inflation using the ‘transport method’
[79, 81, 153, 174], and we evaluate the predictions for observables of the models at the
end of inflation (for the two-point statistics, our approach is exactly that of [77]).
By generating large numbers of inflationary models for each fixed set of hyperpa-
rameters that we are interested in, we can study the statistical predictions for the
generation of cosmological observables in manyfield models of inflation. In particu-
lar, we compute the power spectrum of the primordial curvature perturbation, and,
upon finding that it is typically well-fitted by a power-law over the scales that are
constrained by observations of the Cosmic Microwave Background (CMB), we compute
the values of the spectral index ns and its running αs = dns/d ln k, and in addition,
the tensor-to-scalar ratio, r. Furthermore, from the two-field correlators, we study the
co-evolution of the isocurvature and curvature perturbations during inflation. Finally,
using the standard δN formula [31, 135, 172, 177, 183] and the three-point function of
the fields, we compute the local non-Gaussianity parameter fNL = f locNL.
We emphasise that we only study the generation of observables during the infla-
tionary period, and we defer the study of the post-inflationary approach to the final
vacuum and the reheating process to future studies.
2.2.2 A new, efficient, local construction of GRFs
Given the probability density function of equation (3.2.3), it might seem straightforward
to just start generating the Taylor coefficients. However, the appearance of the inverse
covariance matrix presents a significant complication which has curtailed previous
attempts to the single-field or effectively single-field regimes [23, 144, 145]. Even with a
sparse covariance matrix, as it is in our case, the inverse covariance matrix is in general
hard to diagonalise, and grows rapidly in size as the number of fields is increased.
We here identify an algebraic property of the covariance matrix which allows us
to circumvent this computational hurdle: Gaussian random fields with a Gaussian
covariance function have the elegant property that if we know all the derivatives of the
same type (even or odd) to some order, then the conditional covariance matrix for the
Taylor coefficients at the next order of the same type is diagonal. This result holds
to all orders and for any number of fields. This means that all the Taylor coefficients
can be generated in a step-by-step fashion as a set of independent Gaussian random
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variables, without inverting or diagonalising any matrices at all. In practice, the
only large matrices that need to be constructed explicitly are those that are used to
calculate shifts in the expectation values of higher-order derivatives, caused by fixing
the lower-order derivatives. These matrices are sparse and require little memory to be
used. All together, this makes it rather easy to construct the GRF potentials even for a
very large number of fields, e.g. Nf = 100. In fact, this method shifts the computational
bottle-neck for studying manyfield inflation in GRF potentials from generating the
potential to solving the equations of motions during inflation.
To provide some practical intuition for this method, we here illustrate it by looking
at the covariance matrices in the case of Nf = 2. It is straightforward to check that
the covariances vanish between odd and even derivatives for any stationary, isotropic
covariance function. The covariance matrix then becomes block diagonal, and we can
treat the odd and even derivatives separately. We will therefore look at the potential,
Hessian, and fourth derivatives in this case, which is the simplest non-trivial example.
Suppose we have a collection of non-independently distributed Gaussian random
variables, Z. If we split them into two parts, they follow the distributionZ1
Z2
 ∼ N
µ1
µ2
 ,
Σ11 Σ12
Σ21 Σ22
 , (2.2.8)
where (µ1, µ2) is the mean vector and Σij are block components of the covariance
matrix. In our construction, Z1 will correspond to lower-order Taylor coefficients, and
Z2 to higher-order coefficients in an iterative way which we will make clear below. We
may fix the lower-order coefficients by hand (as we will do for the hyperparameters V˜ ,
V˜a1 and V˜a1a2 in our construction of inflationary potentials), or by randomly generating
them from their marginal probability distribution (as we will do for Taylor coefficients
of order three or more). The latter case is greatly simplified by the Gaussianity of
the distribution: the marginal probability distribution of a subsystem of Gaussian
variables (cf. the lower-order coefficients) is simply obtained by truncating the full
covariance matrix and mean vector to the variables of the subsystem. For example,
the marginal probability distribution of Z1 obtained from equation (2.2.8) is simply
Z1 ∼ N(µ1,Σ11). If we then fix Z1 = z1, the conditional probability distribution for
the remaining variables Z2 is another multivariate Gaussian distribution given by
Z2 ∼ N
(
µ2 + Σ21Σ−111 (z1 − µ1),Σ22 − Σ21Σ−111 Σ12
)
. (2.2.9)
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We now want to write down the covariance matrices for the potential and its
second and fourth derivatives at φ = 0. For convenience, we here work with the
dimensionless fields, φ/Λh, and the dimensionless potential, V/Λ4v. By taking the
appropriate derivatives of the covariance function, we find that the covariance matrix
for the potential, second and fourth derivatives is given by
Σ =

1 −1 0 −1 3 0 1 0 3
−1 3 0 1 −15 0 −3 0 −3
0 0 1 0 0 −3 0 −3 0
−1 1 0 3 −3 0 −3 0 −15
3 −15 0 −3 105 0 15 0 9
0 0 −3 0 0 15 0 9 0
1 −3 0 −3 15 0 9 0 15
0 0 −3 0 0 9 0 15 0
3 −3 0 −15 9 0 15 0 105

, (2.2.10)
where the first row/column is for the potential, the following three are for the (1, 1),
(2, 1) and (2, 2) components of the Hessian, and the final five are for the components
of the fourth derivatives in the order (1, 1, 1, 1), (2, 1, 1, 1), et cetera.
Fixing the zeroth order Taylor coefficient V˜ and using equation (2.2.9), the covari-
ance matrix for the remaining variables becomes
Σ′ =

2 0 0 −12 0 −2 0 0
0 1 0 0 −3 0 −3 0
0 0 2 0 0 −2 0 −12
−12 0 0 96 0 12 0 0
0 −3 0 0 15 0 9 0
−2 0 −2 12 0 8 0 12
0 −3 0 0 9 0 15 0
0 0 −12 0 0 12 0 96

, (2.2.11)
where we note that the 3-by-3 block matrix in the upper-left corner, corresponding
to the three independent components of V˜a1a2 , has become diagonal. This is the
conditional covariance matrix for the second derivatives. Fixing V˜ab (either by hand or
randomly, by generating three independent Gaussian variables) in addition to V˜ , we
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find that the covariance matrix for the fourth derivatives is given by
Σ′′ =

24 0 0 0 0
0 6 0 0 0
0 0 4 0 0
0 0 0 6 0
0 0 0 0 24

, (2.2.12)
which again is diagonal. Generating the fourth derivatives randomly now simply
involves generating five independent Gaussian random numbers. Note in particular
that to construct the Taylor coefficients up to fourth order, we are never required to
invert or diagonalise the full covariance matrix. This is the key realisation that allows
us to commence the study of manyfield inflation in GRF potentials.
The method illustrated here extends to arbitrary Nf and to all orders in the Taylor
expansion. The general formulae for these covariance matrices and the matrices that
shift the expectation values can be found in Chapter 3, where the details and a general
proof of this method will be presented separately.
2.2.3 Physical properties of GRF potentials
It is important to note that physical effective field theories supporting manyfield
inflation may differ substantially in many details from the mathematically simple GRF
models that we study. For example, EFTs with many light fields may reflect the
imprints of broken symmetries, such as supersymmetry or axionic shift symmetries
for some of the fields. It then appears reasonable to expect that some of the GRF
estimates (e.g. of the fine-tuning of manyfield inflationary models) may differ from
that of a physically motivated manyfield theory. However, it is still possible for GRF
models of manyfield inflation to be sufficiently complex to capture non-trivial multifield
dynamics, and can provide access to ‘universal’ or robust aspects of manyfield models,
if they exist. Motivated by this, our approach here is to engineer manyfield models
of slow-roll saddle-point inflation using GRFs, and to search for mechanisms that
determine the distribution of observables.
To understand the properties of the class of potentials that we study, it is important
to characterise the various energy scales that are associated with them. In this
subsection, we discuss the distribution of the slow-roll parameters and the typical scale
of higher-order terms in the potential. We furthermore discuss the conditions under
which GRF potentials may be interpreted as proxies for physical effective field theories.
2.2 Gaussian random fields for inflation 33
Finally, we point out that the mass distribution of GRF potentials is broad compared
to the Hubble scale. This raises an additional challenge for using these potentials to
study multifield inflation.
Distributions of the parameters of the potential
The value of the potential:
The GRF potentials have mean zero and typically take values in the 1σ range between
−Λ4v and Λ4v. For the models of inflation that we consider in the bulk of this chapter,
we take the dimensionless parameter V˜ = 1, so that V = Λ4v (1 +O(φ/Λh)). The
hyperparameter Λv then sets the energy scale of inflation. During slow-roll inflation
close to the approximate saddle-point at φ = 0, the square of the Hubble parameter is
then given by
H2 = 13
Λ4v
M2P
. (2.2.13)
The gradient:
The typical magnitude of the gradient vector is most easily characterised in terms of
the inflationary slow-roll parameter,
ϵV =
M2P
2
∂aV ∂aV
V 2
= 12
M2P
Λ2h
V˜ aV˜a . (2.2.14)
For the theory defined by equation (3.1.2), the covariance of the dimensionless Taylor
coefficients V˜a is given by
⟨V˜aV˜b⟩ = δab , (2.2.15)
so the typical value of the slow-roll parameter ϵV is given by
⟨ϵV ⟩ = 2Nf
(
MP
Λh
)2
≫ 1 . (2.2.16)
At a typical point in field space, the potential is then too steep to support slow-roll,
slow-turn inflation. Since the Taylor coefficients V˜a are Nf independent Gaussian
variables, the probability of ϵV being no larger than some value ϵ⋆ is given by [23],
P (ϵV ≤ ϵ⋆) = 1(√2π)Nf
∫
|x|≤√2ϵ⋆Λh/MP
dNfx e−x
2/2 ≃ 2
Nf Γ(Nf2 )
(√
ϵ⋆
Λh
MP
)Nf
. (2.2.17)
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Obtaining a small ϵV parameter requires tuning of the slope of the potential, and this
tuning becomes more severe as Λh is decreased from MP. Note however that equation
(2.2.17) gives the probability of a randomly chosen point having a small ϵV parameter,
not the probability that a point with a small ϵV parameter exists in the field space.
The latter probability depends on the volume of field space, which we do not model in
this chapter.
The Hessian matrix:
The Hessian matrix, Vab, determines the curvature of the potential and its eigenvalues
are the squared masses of the fields. From the covariance function (3.1.2) it is easy to
see that the dimensionless Hessian has zero mean and a covariance given by
⟨V˜abV˜cd⟩ =
(
δabδcd + δacδbd + δadδbc
)
. (2.2.18)
The probability distribution for the Hessian (with all other Taylor coefficients marginalised
over), can then be obtained by inverting the covariance matrix Σ(ab)(cd) ≡ ⟨V˜abV˜cd⟩ to
find (
Σ−1
)
(ab)(cd)
= − 12(Nf + 2)δabδcd + δacδbd −
1
2δadδbc . (2.2.19)
The marginal probability distribution is then given by [44]
P (V˜ab) = Cn exp
(
−14
(
V˜abV˜ba − 1
Nf + 2
(V˜aa)2
))
. (2.2.20)
Here Cn is a normalisation factor.
To elucidate the consequences of this probability distribution, it is useful to consider
the large-Nf limit in which an eigenvalue density can easily be derived. We will denote
the physical squared masses by m2a and work with the dimensionless eigenvalues λa of
V˜ab:
m2a =
Λ4v
Λ2h
λa . (2.2.21)
To derive the eigenvalue density, we change variables from V˜ab to its eigenvalues and
eigenvectors, and integrate out the latter. Importantly, the probability distribution
of the eigenvalues involves the Vandermonde determinant arising from the change of
measure, ∏
a≤b
dV˜ab ∼
∏
a<b
|λa − λb|
Nf∏
a=1
dλa . (2.2.22)
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The Vandermonde determinant encodes the ‘eigenvalue repulsion’ which is the key
driver behind the large-Nf universality encountered in random matrix theory (see
e.g. [72, 90, 124]). The appearance of the Vandermonde determinant in the probability
distribution for the Hessian matrix of GRF potentials is indicative of the close connection
between random function theory and random matrix theory. We will return to this
connection towards the end of this section, and then again in section 2.4.
By using the eigenvalue density function,
ρ(λ) = 1
Nf
Nf∑
a
δ(λ− λa) , (2.2.23)
the probability distribution for the eigenvalues can be expressed as
P (ρ) = Cn exp
− Nf4
(∫
dλλ2ρ(λ)−
(∫
dλλρ(λ)
)2 )
+ Nf
2
2
∫
dλdλ′ρ(λ)ρ(λ′) ln(|λ− λ′|)
 . (2.2.24)
The typical distribution of the eigenvalues of the dimensionless Hessian matrix can be
found from saddle-point evaluation of equation (2.2.24). This gives [44]
ρsc(λ) =
1
2πNf
√
4Nf − (λ− λ¯)2 . (2.2.25)
For λ¯ = 0, this spectrum is precisely a Wigner semi-circle, i.e. the spectrum of the
Gaussian Orthogonal Ensemble (GOE) of random symmetric matrices with independent,
Gaussianly distributed entries. For λ¯ ̸= 0, the semi-circle is rigidly shifted to be centred
at λ¯ [44].
To properly understand the significance of the shift λ¯, it is instructive to calculate
the conditional probability distribution of the Hessian, given that the potential has
a certain value, say V = V⋆. The Hessian matrix and the value of the potential are
correlated, and upon using equation (2.2.9) for the conditional probability distribution,
we find the moments [23, 44]
⟨V˜ab⟩
∣∣∣
V=V⋆
= −V⋆Λ4v
δab , (2.2.26)
⟨V˜abV˜cd⟩
∣∣∣
V=V⋆
− (⟨V˜ab⟩⟨V˜cd⟩)
∣∣∣
V=V⋆
=
(
δacδbd + δadδbc
)
. (2.2.27)
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According to equation (2.2.27), every unique element of the Hessian is now statistically
independent of the others, and we can write the Hessian as [23]
Vab =
Λ4v
Λ2h
(
−V⋆Λ4v
δab +Rab
)
, (2.2.28)
where Rab is a random matrix in the Gaussian Orthogonal Ensemble (GOE). The
spectrum of the dimensionless Hessian is then given by,
ρsc(λ) =
1
2πNf
√
4Nf − (λ+ V⋆/Λ4v)2 . (2.2.29)
Clearly, for points with vanishing vacuum energy, V⋆ = 0, the spectrum of the Hessian is
precisely that captured by the Wigner semi-circle. For V⋆ > 0, which is the case relevant
for inflation, the typical spectrum is a semi-circle rigidly shifted downwards, making
comparatively more eigenvalues tachyonic. However, for V⋆ = Λ4v and Nf ≫ 1, this
shift is small: the endpoints of the semi-circle spectrum of Rab are located at ±2
√
Nf ,
and the spectrum of Vab is a shifted semi-circle with endpoints at (±2
√
Nf − 1)Λ4v/Λ2h.
We define the slow-roll ηV parameter as
ηV =M2P
m2min
V
, (2.2.30)
with m2min denoting the smallest eigenvalue of the Hessian matrix. An immediate
consequence of equation (2.2.28) is that ηV tends to be very large and negative for the
typical, slightly shifted semi-circle spectrum [23]:
ηV = −(2
√
Nf + 1)
(
MP
Λh
)2
. (2.2.31)
Smaller magnitudes of ηV can be obtained if the spectrum of the Hessian is in a rare
configuration in which no eigenvalue is very tachyonic. Given equation (2.2.28) for
V = V⋆, the probability of |ηV | being no larger than |η⋆| is given by
P
(
|m2min| < |η⋆|
V⋆
M2P
)
= PGOE
(
λmin > 1 + η⋆
Λ2h
M2P
)
, (2.2.32)
where λmin denotes the smallest eigenvalue of the GOE matrix R, and PGOE denotes its
probability distribution. For Nf ≫ 1, the radius of the typical semi-circle configuration
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is 2
√
Nf ≫ 1, so that
PGOE
(
λmin > 1 + η⋆
Λ2h
M2P
)
≈ PGOE (λmin > 1) = exp
(
−cNf 2
)
, (2.2.33)
where c = 1108
(
35 + 16
√
7 + 27 ln(18)− 54 ln
(√
7− 1
))
≈ 1.19. In the last step we
have used the fluctuation probability computed for the subset of ‘fluctuated spectra’ of
the GOE with no negative eigenvalue [71]. Hence, small slow-roll parameters are very
infrequent in GRF potentials with many fields.
We close this section by noting that the tight connection between our GRF models
and random matrix ensembles also has strong implications for the distribution of vacua
[23, 44]. Metastability of Minkowski and de Sitter critical points requires m2min > 0.
According to the RMT analysis, such points are exceedingly rare:
P (m2min > 0|V ≥ 0) ≤ PGOE(λmin ≥ 0) . (2.2.34)
The rarity of metastable de Sitter vacua is a common feature also of other classes of
random potentials, such as random supergravity theories [23, 25, 141].
Equation (2.2.34) implies that the fraction of metastable de Sitter vacua in our
GRF potentials is bounded from above by the probability of large fluctuations of
one of the simplest random matrix ensembles. As a consequence, the frequency of
metastable de Sitter vacua scales with Nf like ln(PGOE) ∼ −Nf 2. Recently however, the
authors of [88] (see also [23]) found that vacua in GRF potentials comprise a fraction
of ∼ exp (−αNf) of all critical points of GRFs (for some constant α), which far exceeds
the metastability estimate of (2.2.34). This apparent discrepancy is resolved by noting
that the vast majority of the metastable vacua found in [88] are located deep down in
the potential, at V . −2√NfΛ4v, in our mean-zero GRF models.9 For such large and
negative values of the potential, the semi-circle spectrum is rigidly shifted upwards so
that metastability is common. Due to the simple relation of equation (2.2.28) (and its
generalisation for other covariance functions), any carefully phrased question about
the vacuum statistics in GRF models map into precise questions about the eigenvalue
statistics of random matrices.
9The analogous result in random supergravities is that most metastable de Sitter vacua realised in
the ‘approximately supersymmetric’ regime [23, 141]. Note however, that known constructions of de
Sitter string compactifications tend to rely on non-random ‘structures’ to enhance the probability of
metastability (see e.g. [6, 42, 63, 84, 91, 100, 113, 143, 171, 188]). Thus it is certainly possible that
the simple GRF models may capture some rather robust aspects of manyfield inflation in fundamental
theory, but fail to accurately describe their vacuum structure.
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Cubic and higher-order terms:
GRF potentials have non-trivial, randomly generated interaction terms at cubic and
higher orders. At order n, these are of the order of
Va1...an ∼
Λ4v
Λnh
. (2.2.35)
In particular, each of the cubic order terms are then of the order of
Vabc ∼ Λ
4
v
Λ3h
∼ H
2M2P
Λ3h
∼
(
Λv
Λh
)2 (
MP
Λh
)
H . (2.2.36)
The vertical scale Λv factors out of the evolution equations for both the background and
the perturbations and only serves as a normalisation factor for the scale of the scalar
perturbations. We find in all cases that (Λv/Λh)2 < Λh/MP, and the cubic terms of
equation (2.2.36) tend to be smaller than H in the models that we consider. However,
since Λv does not affect the field equations, it also does not affect our predictions for the
spectral index, its running, or the local non-Gaussianity parameter, fNL. Consequently,
the predictions of our models also apply to models in which Vabc ≈ H, but for which
the amplitude of the scalar perturbations is larger than the observationally inferred
value.10
GRF potentials and physical effective field theories
Gaussian random fields provide a mathematically convenient construct, but are not
directly derived as effective field theories (EFTs) from particle physics or string theory.11
In this section, we discuss how the GRF potentials exhibit some ‘EFT-like’ properties
with important consequences for the cosmology. Relatedly, we note that these potential
naturally have spread-out mass spectra, and additional tuning is required to construct
models with non-trivial multifield dynamics.
In quantum field theory, unprotected dimensionful operators are naturally large.
For the UV cutoff Λ, the potential is typically of the order of V ∼ H2M2P ∼ Λ4, and
the scalar masses are of order m2 ∼ Λ2 ∼ HMP ≫ H2 (cf. equation (2.1.1)). In the
GRF potentials considered in this chapter, cf equation (2.2.7), the scale Λ is replaced
10Another way to achieve a relative enhancement of the cubic terms with respect to the Hubble
parameter is to set the zeroth order Taylor coefficient much below its rms value: V˜ ≪ 1. This however
makes the fine-tuning required to achieve small slow-roll parameters more severe.
11Simple GRFs can under certain assumptions be related to the potentials of multi-axion theories
[24].
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Fig. 2.2 Schematic illustration of the relevant energy scales of the GRF potentials. The
light blue shaded region indicates the equilibrium spectrum of the Hessian; the darker
region corresponds to our chosen ‘flat spectrum’ initial condition.
by the two parameters Λv and Λh. The horizontal scale Λh sets the coherence length
of the potentials, and can be interpreted as the UV-cutoff of the theory. Since all
operators are suppressed by the same cut-off scale, sharp features over distances ≪ Λh
are very rare. We expect this to be a general feature of models with generic interactions
suppressed by a single, common cut-off scale.
The parameter Λv sets the natural energy scale of the GRF models. During inflation,
a consistent EFT interpretation requires H2 ≪ Λ2h. If reheating proceeds rapidly after
the end of inflation, the stronger condition of V ∼ Λ4v ∼ T 4rh ≪ Λ4h applies. By taking
Λv < Λh, even the latter condition is generically satisfied. A Wilsonian EFT is obtained
by integrating out states more massive than the UV cutoff, leaving only states with
m2 ≤ Λ2. Consequently, in the context of GRF potentials, we expect the eigenvalues of
the Hessian matrix to be no larger than ∼ Λ2h. For Λv < Λh, this condition is satisfied
unless Nf is very large:
m2max
Λ2h
≈
(
2
√
Nf − 1
) Λ4v
Λ4h
. (2.2.37)
Figure 2.2 illustrates the relevant energy scales of GRF potentials discussed in this
chapter.
We now note a serious obstacle for using GRF potentials to study multifield
inflation: the mass spectrum is generically spread out over energy scales ≫ H. This is
immediately evident from the width of the (shifted) Wigner semi-circle distribution,
which predicts a typical eigenvalue spacing for the Hessian of
1
Nf
(m2max −m2min)
H2
= 12 1√
Nf
(
MP
Λh
)2
. (2.2.38)
For Λh < MP, this then implies that only systems with a very large number of fields,
Nf & (MP/Λh)4, can be expected to exhibit non-trivial multiple field effects. This
large spread in the masses explains why recent attempts at using GRFs to study
multiple-field inflation [144] have only captured single-field dynamics. To use these
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models to study non-trivial multifield dynamics, one has to further tune the initial
conditions.
The particular Nf dependence of equation (2.2.38) follows from the form of the co-
variance function, cf. equation (3.1.2). The width of the eigenvalue distribution may be
changed by modifying the covariance function, e.g. to C(φ1−φ2) = NfΛ8ve−(φ1−φ2)2/2NfΛ2h ,
which gives an Nf independent eigenvalue distribution of the Hessian, and an additional
suppression by 1/
√
Nf in equation (2.2.38). However, such a modified covariance
function enhances the effective coherence length of the potential to
√
NfΛh, which
becomes super-Planckian for large Nf .12
The broad spread in the distribution of masses of GRF potentials is not surprising
as these models do not incorporate protective approximate symmetries (e.g. broken
supersymmetry, or approximate shift-symmetries), which can lower the natural scale of
dimensionful operators, and make inflation less fine-tuned. It would be interesting to
extend our method to construct manyfield models of inflation in random supergravity
models with spontaneously broken supersymmetry, following the ideas proposed in
[23, 25, 141].
2.2.4 The statistical ensembles of models
As discussed in section 2.2.1, the hyperparameters of our GRF potentials are:
(V˜ , V˜a, V˜ab, Nf ,Λh,Λv) . (2.2.39)
An understanding of pre-inflationary physics in fundamental theory could potentially
provide us with prior probability distributions on these parameters. Lacking such priors,
we compute the observational predictions for certain ranges of the hyperparameters,
and investigate how these predictions change as hyperparameters are varied.
Specifically, we construct ensembles of manyfield models of inflation as follows:
First, we set V˜ to its rms value, V˜ = 1, so that Λv sets the scale of the potential
at φ = 0. In slow-roll inflation, the parameter Λv has no effect on the equations of
motion for either the background field or the perturbations around it. We exploit
this by evolving each model with a fiducial value of Λv and, for each model yielding
12This lesson applies somewhat more generally: the width of the mass spectrum relative H2 is
controlled by C(4)(0)/C(0). Compressing the spectrum requires decreasing this ratio, but for many
covariance functions C(p)(0)/C(0) ∼ (C(4)(0)/C(0))p/4, and an overall suppression of these ratios
translates directly into an increased coherence length. Compressing the mass scale while keeping the
coherence scale associated with the interaction terms fixed then requires covariance functions with
multiple scales. We will not consider such modifications further in this chapter.
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a sufficiently long period of inflation, rescale Λv at the end of inflation so that the
amplitude of the primordial curvature perturbation at the ‘pivot scale’ is consistent
with the value determined by the Planck experiment [10].13 This fixes Λv separately
for each model.
To obtain sufficiently flat potentials that support inflation, the gradient and Hessian
have to be tuned. We set V˜a so that ϵV is sufficiently small that models with at least
60 e-folds of inflation are not too infrequent. This leads us explore values of ϵV in the
range of 2× 10−8 to 10−11. We henceforth take
ϵi ≡ ϵV
∣∣∣
φ=0
, (2.2.40)
to parameterise the magnitude of the gradient vector. The vector V˜a obviously also
has a direction, and we explore the effect of its alignment relative to the eigenvectors
of V˜ab, as we now discuss.
We have seen in section 2.2.3 that the curvature of the potential needs to be tuned
to give rise to sustained inflation and multifield dynamics. In particular, the smallest
eigenvalue of the Hessian, which we parametrise by
ηi ≡ ηV
∣∣∣
φ=0
, (2.2.41)
must be close to zero. We numerically investigate values of ηi in the range −10−1 to
−10−4. To explore the non-generic spectra relevant for multifield inflation, we consider
two (non-random) initial conditions for the spectrum of Vab:
Flat spectrum : m2a
∣∣∣
φ=0
: Uniformly distributed in
(
3ηiH2, 94H
2
)
,
Compressed spectrum : m2a
∣∣∣
φ=0
: Uniformly distributed in (3ηiH2, − 3ηiH2) .
(2.2.42)
Field perturbations with an effective squared mass greater than 9H2/4 are exponentially
suppressed already at horizon exit.14 This motivates the upper bound of the ‘flat
spectrum’. The (extremely) compressed, nearly degenerate spectrum is specifically
chosen to maximise the chances of non-trivial multifield effects, and is included for
13To identify the precise e-fold at which the pivot scale crossed the horizon during inflation requires
a detailed modelling of the reheating phase (cf. [134] for a review). For the baseline parameters,
we find that the pivot scale exited the horizon 58 − Nrh e-folds before the end of inflation, where
Nrh parametrises the expansion between the end of inflation and the onset of the hot big bang. For
concreteness, we will assume throughout this chapter that the pivot scale crossed the horizon 55
e-folds before the end of inflation.
14More precisely, the effective squared masses of the perturbations are the eigenvalues of the matrix
Mab = Vab − 1a3 ∂t
(
a3 φ˙aφ˙bH
)
[58, 152] .
42 Inflation in Gaussian random field potentials
reasons that will become apparent in section 2.5. We note that these initial spectra
will ‘relax’ to the generic spectrum for a GRF over distances of ∼ O(Λh). During most
of inflation, the field is slowly rolling and this relaxation is very slow in e-fold ‘time’,
but we will see that towards the end of inflation, multiple fields develop tachyonic
masses, m2a < 0.
We now return to the question of the relative alignment of Va with the eigenvectors of
Vab. In a Gaussian random field the gradient and Hessian are uncorrelated, ⟨VaVab⟩ = 0,
and generically, Va has support along all eigenvectors of Vab. However, slow-roll inflation
makes the field follow the gradient descent along the potential, which tends to quickly
align Va with the smallest eigenvalue direction of the Hessian matrix, which we will
denote by ‘1’ (for a more detailed discussion on this, see e.g. [78]). Motivated by this,
we consider two classes of orientations of Va:
Random : Va
∣∣∣
φ=0
∼ √2ϵi Λ4vMP Uniform
(
SNf−1
)
,
Aligned : Va
∣∣∣
φ=0
=
√
2ϵi Λ
4
v
MP
δa 1 .
(2.2.43)
With the initial conditions (V˜ , V˜a, V˜ab) fixed, we generate the higher-order Taylor
coefficients randomly using the conditional PDFs derived as discussed in section 2.2.2.
Finally, we explore the numerically accessible a range of values for the remaining
hyperparameters Nf and Λh: for Nf very large or Λh small, inflation is only supported
if the slow-roll parameters are highly tuned, which can cause numerical accuracy
problems.15 A summary of the hyperparameter choices that we explore in this chapter
can be found in Appendix A.2. Some of our results are best illustrated for a fixed
choice of parameter. We take as our baseline model
Baseline: Nf = 10 , Λh = 0.4MP , ϵi = 2× 10−9 , ηi = −10−4 , (2.2.44)
with the flat spectrum of the Hessian, cf. equation (2.2.42), and a randomly directed
gradient vector. For this choice of hyperparameters, obtaining at least 60 e-folds of
inflation is not uncommon, and Nf is sufficiently large for multifield effects to be clearly
manifest.
15The computations reported in this chapter did not require supercomputer capabilities, but
potentials with Nf ≫ 1 places some restrictions on memory access. Our largest simulations ran on a
computing system with 144 CPUs and 516 GB RAM.
2.2 Gaussian random fields for inflation 43
2.2.5 Method: background
Given a randomly generated multifield potential, we evolve the fields numerically using
the coupled Klein-Gordon and Friedmann-Robertson-Walker equations,
φ¨a + 3Hφ˙a = −∂aV , H2 =
1
2 φ˙
aφ˙a + V
3M2P
. (2.2.45)
In the slow-roll approximation that we use throughout this chapter, these equations
become
3Hφ˙a = −∂aV , H2 = V3M2P
. (2.2.46)
Expressed with respect to the number of e-folds, N , the slow-roll Klein-Gordon equation
is simply given by
dφa
dN
= −∂a ln V . (2.2.47)
Equation (2.2.47) makes it clear that the vertical scale, Λv, has no impact on the
background field evolution in slow-roll.
2.2.6 Method: perturbations
To calculate the observational predictions of the manyfield models of inflation, we
use the ‘transport method’ [79, 81, 153, 174] (see also [21, 83, 154, 170, 173]). This
formalism allows us to evolve the two-field and three-field correlators on superhorizon
scales from horizon crossing to the end of inflation.16 Analytic solutions for this method
exist for certain potentials, just like in the δN formalism, but the main advantage of it
is that it allows for accurate and efficient numerical solutions, regardless of the form of
the potential. In this subsection, we briefly review the key elements of the transport
method. We furthermore recall how multifield dynamics can cause the curvature
perturbation to evolve on superhorizon scales, and we define the isocurvature and
curvature correlators. We close this section by briefly reviewing the δN formula for
the non-Gaussianity amplitude fNL.
16The transport method can be applied to both slow-roll and non-slow-roll systems, and also on
sub-horizon scales [153]. For our purposes, it suffices to consider the superhorizon evolution of the
field perturbations during slow-roll inflation.
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The transport method
In the spatially flat gauge, we can write the perturbations at the end of inflation as an
expansion in the perturbations at horizon exit:
δφa = Γabδφb⋆ +
1
2Γ
a
bcδφ
b
⋆δφ
c
⋆ + ... (2.2.48)
where the horizon exit perturbations have been marked with a ⋆. Using the separate-
universe approach [132, 185], we expand the slow-roll, slow-turn equations of motion,
equation (2.2.47), around the background trajectory to obtain evolution equations for
δφa. It is then easy to see that the ‘propagators’ Γab and Γabc must obey the differential
equations
dΓab
dN
= uacΓcb , (2.2.49)
dΓabc
dN
= uadΓdbc + uadeΓdbΓec , (2.2.50)
where
uab = −∂a∂b ln V , (2.2.51)
uabc = −∂a∂b∂c ln V , (2.2.52)
with the derivatives evaluated on the background trajectory. These differential equations
have the following formal solutions:
Γab(N) = Γab(N,N⋆) = P exp
(∫ N
N⋆
dN ′uab(N ′)
)
, (2.2.53)
Γabc(N) = Γabc(N,N⋆) =
∫ N
N⋆
dN ′Γaµuµνρ(N ′)ΓνbΓρc , (2.2.54)
where P is a path ordering operator. In equation (2.2.54), we have used Greek indices
as a short-hand for propagators evolving to or from N ′, e.g. Γνb = Γνb(N ′, N⋆).
Once the field perturbations at the end of inflation, δφaend, are known, the curvature
perturbation is given by a gauge transformation:
ζ = ζaδφaend +
1
2ζabδφ
a
endδφ
b
end + ..., (2.2.55)
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where the coefficients Na and Nab are given by [153]
ζa =
1√
2ϵ
Va√
V bVb
, (2.2.56)
ζab =
V Vab
V cVc
+ VaVb
V cVc
(
1 + 2 V(V eVe)2
V fVfdV
d
)
− V(V cVc)2 (VaVbcV
c + VbVacV c) .
(2.2.57)
The curvature perturbation
We write the field two-point correlator as
⟨δφa⋆(k1)δφb⋆(k2)⟩ = (2π)3δ(3)(k1 + k2)
2π2
k3
Σab⋆ . (2.2.58)
In slow-roll and with a slowly turning field trajectory at horizon crossing, we can take
the initial condition of the field correlators to be given by
Σab⋆ =
H2(N⋆)
4π2 δ
ab . (2.2.59)
In [78], it was shown that this approximation works well for manyfield models of
approximate saddle-point inflation. The curvature power spectrum at some later time,
N , is then given by
Pζ(N, k) = ζa(N)ζc(N) Γab(N,N⋆) Γcd(N,N⋆) Σbd⋆ . (2.2.60)
Isocurvature perturbations
To linear order in the field perturbations, the curvature perturbation of equation
(2.2.55) is given by field fluctuations along the instantaneous background trajectory,
ζ = 1√2ϵV δφ∥ , (2.2.61)
where δφ∥ = vaδφa for va = Va/|Vb|. Field perturbations along the Nf−1 perpendicular
directions give rise to ‘entropic’ or ‘isocurvature’ perturbations. We can decompose
the field fluctuations as
δφa ≡ δφ∥ va + δφj⊥waj , (2.2.62)
where waj (N) denotes a generic orthonormal frame of basis vectors in directions per-
pendicular to Va. Here a is a vector index a and with j = 1, . . . , Nf − 1. In analogy to
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ζ (and just as in [78]), we define the isocurvature S i as
S i ≡ 1√2ϵV δφ
i
⊥ . (2.2.63)
In slow-roll and on superhorizon scales, the curvature and isocurvature evolve as
[78, 110]
ζ ′ = 2
(
va
Vab
V
wbi
)
S i , (2.2.64)
(S i)′ = (vaVab
V
vb − 2ϵV )S i − wai
Vab
V
wbk Sk . (2.2.65)
Equations (2.2.64) and (2.2.65) reflect the well-known fact that isocurvature can source
superhorizon evolution of the curvature perturbation ζ, but the curvature perturbation
does not source isocurvature [102, 107].
The isocurvature correlations are then given by
⟨S i(k1)Sj(k2)⟩ = (2π)3δ(3)(k1 + k2) k
3
2π2P
ij
iso(N) , (2.2.66)
with
P ijiso(N) =
1
2ϵV
wiaΣabw
j
b . (2.2.67)
We refer to the total isocurvature power spectrum (without indices) as
Piso = δijP ijiso. (2.2.68)
Non-Gaussianity
Equation (2.2.55) is related to the commonly used ‘δN ’ formulas, which involve the
field perturbation at horizon crossing, by
Na = ζbΓba , (2.2.69)
Nab = ζcΓcab + ζcdΓcaΓdb . (2.2.70)
To compute the parameter fNL, we use the δN -formalism expression, which is given by
[183]17
− 65fNL =
r
16(1 + f) +
NaN bNab
(NcN c)2
, (2.2.71)
17We adopt the sign convention of [183] for fNL.
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where 0 ≤ f ≤ 5/6 is momentum dependent, and r is the tensor-scalar ratio. In the
small-field inflation models studied in this chapter, r ≪ 10−3, and the first term is
negligible.
While the calculation of the power spectrum typically is insensitive to small numer-
ical errors, fNL is not. The dominant, second term of equation (2.2.71) can itself be
expressed as the sum of two terms,
−65fNL =
NaN bNab
(NcN c)2
= ζcΓ
caζdΓdb(ζefΓeaΓ
f
b + ζeΓeab)
(ζgΓgiζhΓhi)2
. (2.2.72)
Quite commonly, both these terms can be large (say O(10)), but cancel each other to
a very high degree (say down to O(10−2)). This delicate cancellation calls for high
precision of the numerical evaluation of the background and the Γ coefficients. We
briefly discuss our numerical implementation of the evolution of the perturbations in
Appendix A.1.
2.3 Result I: Planck compatibility is not rare, but
future experiments may rule out this class of
models
We are now ready to discuss the results of our simulations of manyfield models of
inflation in random potentials. In this section we focus on observables related to
the two-point correlation function, such as the primordial power spectra of curvature
and isocurvature perturbations. Our first key result is that despite multifield effects
typically being non-negligible, power spectra tend to be very smooth, and observational
compatibility is not rare in these models.
This section is organised as follows: we first discuss the evolution of the classical
background, and we highlight and explain the particularly strong ‘eigenvalue repulsion’
effect on the smallest eigenvalue of the Hessian in GRF models. We then discuss
the primordial perturbations of these models: we validate that the power spectra are
well-approximated by approximately scale-invariant power laws over the scales relevant
for the CMB. We then note that essentially all models predict small deviations from
the strict power-law form, and we compute the predictions for the spectral tilt, ns
and its running, αs, as functions of the hyperparameters. This leads us to establish a
surprisingly robust prediction of these models, which makes it possible to rule them
48 Inflation in Gaussian random field potentials
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Fig. 2.3 The value of the potential as a function of the field displacement (left), and
the evolution of multiple components of the fields (right) in a random 100-field GRF
model.
out with future experiments. We furthermore find that multifield effects are typically
important, but that, importantly, isocurvature tends to decay during inflation.
Several of the results found in this section are directly analogous to results recently
observed in models of manyfield inflation in DBM potentials [78], while others differ
substantially. In section 2.4 we compare these setups in detail.
2.3.1 Background evolution in GRF inflation
We first briefly discuss some key elements of the evolution of the inflationary background
in the GRF potentials. To get an intuition for these models, it is instructive to first
consider an example. We here take a randomly generated 100-field model as our case-
study. This model was generated from the hyperparameters Λh = 0.4, ϵ = 5× 10−10,
ηi = −10−4, a flat spectrum, cf. equation (2.2.42), and a randomly directed gradient
vector at φ = 0. This particular model gives a total number of e-folds N end = 80.6 over
a total field displacement of ∆φ = 0.187Λh.
The left plot of Figure 2.3 shows the normalised value of the potential energy as
a function of ∆φ. The potential along the descending inflationary trajectory is very
smooth and featureless. Since ϵV is initially very small and |φ˙| =
√
2ϵV , the field rolls
very slowly initially, but accelerates super-exponentially towards the end of inflation.
Figure 2.3 shows how multiple components of the field evolve during inflation, and
indicates that the inflationary trajectory turns as the field descends the potential.
The eigenvalues of the Hessian matrix are not constant in a general inflationary
model, and we expect the eigenvalues of the GRF models to relax from the fine-tuned
initial configuration to the (slightly off-centred) semi-circle spectrum. Figure 2.4 shows
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Fig. 2.4 Eigenvalue evolution of the Hessian in a 100-field example, starting from a flat
spectrum.
the evolution of the squared masses as a function of the field displacement during
inflation (left plot), and as a function of the number of e-folds (right plot) for our
100-field example. Indeed, as the fields evolve from φ = 0, the spectrum spreads out.
Half of the fields, initially heavier than the others, tend to become even more massive
during inflation, and are not very important for either the background evolution or the
spectrum of the perturbations. By contrast, the lighter half of the fields become even
lighter, and many even go tachyonic: with small variations over all the models we have
considered, almost precisely half the fields have m2 < 0 at the end of inflation.18 When
plotted as a function of ∆φ, the bundle of eigenvalues is conical, which is indicative of
the dominance of the cubic terms in the potential.
The ‘straying’ smallest mass-squared
Figure 2.4 also illustrates a curious and important feature of these models: the smallest
eigenvalue decreases more rapidly than the others, and ‘strays’ from the conical bundle
towards more tachyonic values. This ‘straying’ behaviour of the smallest eigenvalue
has to our knowledge not been discussed previously in the literature, but appears for
large Nf in essentially all inflationary models that we have studied. In sections 2.3.4
and 2.5, we will see that it contributes to some of the most interesting predictions of
the inflationary GRF models.
While the rapid evolution of the smallest eigenvalue of the Hessian may appear
surprising, it has a simple explanation in terms of the properties of the GRF potentials,
and the dynamics of multifield slow-roll inflation. In our inflationary models, the initial
18On approach to the final vacuum configuration after inflation, these eigenvalues will again become
positive.
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values of both the gradient and the Hessian matrix are very small. This means that
after a short field excursion, which typically involves some turn, the gradient and
Hessian become dominated by the third-order terms. Without loss of generality, we
may take the ‘1’-axis to be aligned with the field excursion at this point, with φ1 > 0.
We then have
Va(φ) ≃ 12Va11(φ
1)2 , Vab(φ) ≃ 12Vab1φ
1 . (2.3.1)
With the initial gradient set to be small, the third derivatives are drawn from a
distribution with a mean that is very close to zero and variances given by
Var(V˜abc) =

6 if all indices are equal
2 if only two are equal
1 if none are equal.
(2.3.2)
We then see that the magnitude of V1(φ) is expected to be larger than the other
components of the gradient. Furthermore, since φ1 > 0, we expect that φ˙1 ∝ −V1(φ) >
0, in which case V111 must be be negative. We can therefore expect V11(φ) = V111φ1
to be larger than the other elements of the Hessian matrix, and negative. Moreover,
since Var(Va11) > Var(Vab1) for b ̸= 1 (and a ̸= b) the off-diagonal row-vector V1a is
expected to be larger in magnitude than the other row vectors. This will typically lead
to a large negative mass-squared eigenvalue with an eigenvector approximately aligned
with the gradient direction. This is precisely what we observe through the ‘straying’
smallest eigenvalue of the Hessian.
This evolution of the squared masses importantly affect the inflationary evolution
of the field perturbations (as we will discuss in section 2.3.4), and also the background
dynamics. In slow-roll inflation, the acceleration of the field is given by
(φa)′′ =
√
2ϵV
(
V ab v
b
V
− 2ϵV va
)
. (2.3.3)
We see that if va ≈ −δ1a, the acceleration tends to be large and positive in the ‘1’-
direction. This will make the trajectory ‘straighten’ during this phase, and va will
become closer and closer aligned with the direction of the smallest eigenvalue of the
Hessian matrix.
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Fig. 2.5 Histogram of the e-fold distribution of the baseline model (cf. equation (2.2.44)),
and the dependence of the mean and standard deviation on the hyperparameters in
one-parameter variations from the baseline. Each data point is generated from an
ensemble of 2000 inflationary models.
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The e-fold distribution of GRF models
An important factor influencing the observables is the distribution of the number of
e-folds of inflation. Figure 2.5 shows the mean values and standard deviations of this
distribution for various one-parameter variations from the baseline parameter choice of
equation (2.2.44).
Unsurprisingly, flatter spectra lead to more e-folds of inflation. As the number
of fields is increased, the e-fold distribution slowly shift to lower values, but the
dependence is not very strong. For a given choice of hyperparameters, the distribution
of the number of e-folds typically exhibits a broad peak and a ‘heavy’, polynomially
decreasing tail corresponding to models with a large number of e-folds.
2.3.2 Smooth and simple power spectra from complex infla-
tionary models
We now turn to observables generated by these models, focussing in this section on
the power spectrum of the curvature perturbation, Pζ(k). While many of the simplest
models of single-field or few-field inflation naturally generate very simple, almost scale-
invariant power spectra, there is no guarantee that highly complicated and random
manyfield models should also do so. Turns of the field trajectory or bumps in the
potential could generate strong deviations from scale-invariance, and highly featured
power spectra. Quite remarkably however, we here find that even random models
involving several dozens of fields and millions of interaction terms typically produce
extremely smooth and simple power spectra.
A sense of the typical properties of the generated power spectra can be inferred
from Figure 2.6, which shows the power spectra for 15 randomly generated models
with 10 (left) and 50 (right) fields. The top row shows the power spectra evaluated
over the full range of scales exiting the horizon within the last sixty e-folds of inflation,
while the plots of the bottom row zooms in on the 10 e-fold range centred at the ‘pivot
scale’ corresponding to modes exiting the horizon 55 e-folds before the end of inflation.
All plotted power spectra are evaluated at the end of inflation, Pζ(Nend, k) = Pζ(k),
and normalised at the pivot scale k⋆.
Over the full range of scales spanning 60 e-folds, the power spectra show strong
deviations from scale-invariance, with rapidly decreasing power spectra for very small-
scale modes. This drop in power is related to the rapid growth of the slow-roll parameter
ϵV towards the end of inflation, which causes a speed-up of the field and a suppression of
the power of the curvature perturbation. On zooming in on the scales most relevant for
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Fig. 2.6 Examples of power spectra from 15 randomly generated models of GRF
inflation for Nf = 10 (left) and Nf = 50 (right). Hyperparameters other than Nf are as
in the baseline case, cf. equation (2.2.44).
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CMB observations, the generated power-spectra are very simple, and of an approximate
power-law form. This simple form of the power spectra is common to all GRF models
we have studied, independent of the precise choice of hyperparameters. We will now
discuss the dependence of the detailed predictions of the models on the hyperparameter
choices.
2.3.3 Distributions of ns and αs
The simple form of the power spectra around the pivot scales justifies fitting them by
an approximate power-law,
Pζ(k) = As
(
k
k⋆
)ns−1
, (2.3.4)
where we allow for a non-vanishing running of the spectral index, αs = dns/d ln k|k=k⋆ .
Figure 2.7 shows the aggregated values of (ns, αs) for 25,000 models of GRF
inflation with Nf ranging between 5 and 50, and for varying values of the other
hyperparameters.19 The distribution for ns indicates that the power spectra are
approximately scale-invariant, and that the spectra are more commonly red than blue
(around 85% were red). For these values of the hyperparameters, the distribution for
ns is broader than current Planck constraints, but Planck-compatible values are not
rare.
The statistical prediction for the running of the spectral index, αs, is remarkably
sharp. A small and negative running is vastly favoured (especially among the models
with Planck-compatible spectral indices), and these models could be ruled out should
future experiments infer a positive or substantially negative running of the spectral index.
Indeed, over 99% of these models, and all of those in the Planck 68% c.l. for ns, fall in
the range −0.004 < αs < 0. For the baseline hyperparameters, cf. equation (2.2.44),
we find ns = 0.970± 0.018 and αs = −0.00143± 0.00034. Normalising the amplitude of
scalar perturbations fixes Λv, for the baseline models we find Λv = 9.6 (±1.7)× 10−5.
The tensor-to-scalar ratio is very small in all models we have constructed. For the
baseline parameters, we find r = 3.07 (±0.28)× 10−8. Since the total field displacement
during inflation is ∆φ = 0.36 (±0.04)Λh for these parameters, we see that the ‘Lyth
bound’ [133] is far from saturated: in single-field models of inflation,
r = 16ϵV < 8
( 1
Nexit
)2 (∆φ
MPl
)2
, (2.3.5)
19This aggregate consists of all models in the tables ‘varying Nf ’ and ‘Nf = 50’ in Appendix A.2.
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Fig. 2.7 The distribution of ns and αs for 25,000 inflation models spanning values
of Nf between 5 and 50, with the 68% and 95% confidence contours from Planck
(TT+TE+lowP+lensing) [10].
if ϵV is constant or monotonically increasing, Nexit denotes the e-fold when the pivot
scale crossed the horizon (in our case Nexit = 55), and ∆φ denotes the total field
displacement during inflation. Thus, for the mean-value base-line parameters, we find
the bound r < 5.5× 10−5. There are two reasons for the non-saturation of the Lyth
bound. First, the field initially evolves very slowly, but speeds up super-exponentially
towards the end of inflation. Second, we will see in section 2.3.4 that isocurvature
modes tend to enhance the amplitude of the scalar perturbation, but leave the tensor
perturbations untouched. This further suppresses the tensor-to-scale ratio r.
Figure 2.7 shows that manyfield GRF models can be compatible with current
observational constraints on the power spectrum, but provide a sharp prediction for its
running, and can be ruled out by future experiments. We now investigate how these
predictions depend on the hyperparameters.
Figure 2.8 shows the dependence of ns and αs of ϵi and Λh. All data points are
based on at least 1000 models except those with Λh ≤ 0.3 or ϵi ≥ 10−8 where fewer
models gave sufficient number of e-folds, and the data points are determined from
several hundred realisations. We first note that taking Λh large or ϵi small both have
the effect of ‘flattening’ the potential, either globally or locally around φ = 0. Figure
2.8 indicates that such a flattening makes the spectrum more red, and the statistical
predictions for ns and αs become sharper. For large Λh, this reddening of the spectra
make the models significantly discrepant with current observational bounds on ns,
making it possible to rule out this particular region of hyperparameter space with
current observations (however, by increasing ϵi, the spectral indices at large Λh can be
made compatible with Planck again). The distribution of the running of the spectral
index is, by comparison, remarkably robust under changes to the hyperparameters. All
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Fig. 2.8 The spectral index and its running as functions of the smoothness of the
potential in one-parameter variations from the baseline hyperparameters. The blue
regions indicate the 68% c.l. from Planck (TT+lowP+lensing) [10].
sampled models are compatible with current constraints on αs, and the prediction of a
small negative running remains sharp as either ϵi is decreased or Λh is increased.
The observed relation between a flatter potential and a redder spectral index may
appear surprising at first, as flatter potentials commonly give rise to more scale-invariant
spectra. There is however a rather simple explanation of this empirical relation. The
spectral index of the perturbations depends not only on the flatness of the potential,
but also on its curvature. In a general multifield model,20 the spectral index at the
end of inflation is given by [83],
ns − 1 = −2
(
ϵ⋆ + ea u⋆ab eb
)
= 2e
aV ⋆abe
b
V ⋆
− 2
(
ϵ⋆ + e
aV ⋆a V
⋆
b e
b
V ⋆
)
, (2.3.6)
where the ⋆ subscript denotes quantities evaluated at horizon crossing, the symmetric
tensor uab is defined as in equation (2.2.51), and the unit vector ea, which encodes the
20Assuming that at horizon crossing Σab = δabH2⋆/2, as we do throughout this chapter.
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possible superhorizon evolution of the spectral index, is defined as,
ea =
ζbΓba
|ζcΓcd|
. (2.3.7)
Physically, it relates the adiabatic perturbation at the end of inflation to field pertur-
bations at horizon crossing. If there is no superhorizon evolution, ea is aligned with
the tangent vector of the field trajectory at N⋆ (i.e. ea ∝ ∂aV (φ⋆)). However, if the
spectral index evolves on superhorizon scales, ea becomes misaligned, typically towards
the most tachyonic directions.
In the approximate saddle-point models that we consider, the potentials need to
be very flat around φ = 0 in order to support sufficiently long periods of inflation,
cf. Figure (2.5). The spectral index will therefore be dominated by the term involving
the Hessian.
In inflationary realisations giving not much more than 60 e-folds of inflation, the
pivot scale exits the horizon relatively early during inflation. At this point, the masses
will not have had time to spread out much, and the gradient will in general not
be aligned with the most tachyonic direction. The curvature perturbation will then
typically undergo some evolution on superhorizon scales, and the vector ea will develop
components in both the adiabatic direction (at N⋆) and the more tachyonic directions.21
A wide distribution of the spectral index is therefore expected in this case.
By contrast, in models supporting≫ 60 e-folds of inflation, the pivot scale typically
exits the horizon when the gradient is dominated by the third-order coefficient in the
Taylor series. In this case, the masses will have spread out more and both the gradient
vector at N⋆ and ea will, to good approximations, be aligned with the direction of the
smallest eigenvalue of the Hessian. This results in a redder power spectrum, since the
smallest mass eigenvalue has had time to decrease further. Moreover, the variance
of the spectral index is smaller in these models, since the direction of ea is much less
random. These effects are visible in Figure 2.9.
The relation between flatter potentials and redder power spectra is now easy to
understand. With all else the same, a flatter potential generates more e-folds of inflation
so that the horizon crossing of the pivot scale, 55 e-folds before the end of inflation,
happens correspondingly later (in e-fold time) after the field has left φ = 0. As per the
discussion above, we then expect to see redder power spectra with smaller variances,
which is precisely what we see when ϵi is decreased or Λh is increased.
21This also explains why the spectral index becomes redder due to superhorizon evolution, cf. Figure
2.9.
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Fig. 2.9 The distribution of (N end, ns) at the end of inflation (left) and the change of
the spectral index on superhorizon scales, ∆ns = nends − n⋆s, (right), for about 19,000
inflation models with uniform mass spectra, again spread over values of Nf varying
between 5 and 50 (the same models as in Figure 2.7, but without the compressed spectra
models). The black curve in the left graph shows the prediction of the single-field
model discussed in Appendix A.3.
We now turn to the effects of the number of fields, Nf , on the power spectrum.
Figure 2.10 shows the how the mean values and standard deviations of ns and αs are
weakly dependent on Nf . First, we note that as Nf is increased, the spectra become
less red and the variance of the spectral index also increases, albeit slowly. This may
again be explained by the correlation between ns and the total number of e-folds of
inflation: as the number of fields is increased, the models tend to give fewer e-folds of
inflation, cf. Figure 2.5, which leads to ea developing non-vanishing components along
multiple directions in field space.
In sum, we have found that the distribution for the spectral index in our GRF
models tends to favour red, approximately scale-invariant spectra. Some regions of
the parameter space lead to sharp predictions of excessively red spectra, and can be
ruled out already with current observations. However, large regions of hyperparameter
space are compatible with current constraints from the Planck experiment. More
importantly, we have found that these models predict, sharply and robustly, a small
negative running of the spectral index. The Planck experiment has constrained the
running of the spectral index to αs = −0.005 ± 0.013 [14], but future experiments
may reach a sensitivity of σ(αs) = 10−3 [163]. A future observation of αs & 0 or
αs . −0.004 would rule out all Planck-compatible models that we have constructed.
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Fig. 2.10 The spectral index and its running as a function of Nf in one-parameter
variations from the baseline together with the 68% c.l. from Planck [10].
2.3.4 Substantial superhorizon evolution, but also decaying
isocurvature
We have seen in section 2.3.3 that the predictions from the random GRF models are
remarkably simple, despite the underlying potentials being highly non-trivial functions
of many fields. Indeed, the prediction of an approximate scale-invariant power spectrum
with a small running of the spectral index agree with two of the ‘generic’ predictions of
single-field models of slow-roll inflation. In this section, we investigate to what extend
multifield dynamics is important for the predictions of the manyfield GRF models.
We begin by considering the superhorizon evolution of the pivot-scale modes exiting
the horizon 55 e-folds before the end of inflation. We first recall that to linear order
in the field perturbations (and upon suppressing the k dependence), the modes at
the end of inflation are related to the modes at horizon exit by the transfer equation
[18, 50, 184],  ζ
S i

end
=
 1 TζSj
0 TSiSj
 ζ
Sj

⋆
. (2.3.8)
For Σ∗ab ∝ δab (as we assume in this chapter, cf. equation (2.2.59)), the superhorizon
evolution of the curvature perturbation is given by,
Pζ(Nend, k)
Pζ(N⋆, k)
= 1 +
Nf−1∑
i=1
T 2ζSi , (2.3.9)
so that, under these assumptions, superhorizon evolution can only lead to a net increase
in the power of the curvature perturbation. If Pζ(Nend, k)/Pζ(N⋆, k)− 1 . 10−3 for a
range of k modes, the observational predictions of the model can be regarded as safely
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Fig. 2.11 Superhorizon evolution of the mode exiting the horizon 55 e-folds before the
end of inflation for the flat initial spectrum (left) and the compressed spectrum (right),
cf. equation (2.2.42). Boxes indicate first and third quartile, together with the median;
‘whiskers’ indicate 1st and 99th percentile. The left graph shows a one-parameter
variation from the baseline; the right shows models with Λh = 0.4, ϵi = 10−10 and
ηi = −10−4.
independent of multifield effects, and the horizon crossing power spectrum determines
the observational predictions for e.g. ns and αs. This rarely happens in manyfield
models of inflation in GRF potentials.
The box plots in Figure 2.11 show the effects of varying Nf on the distributions of
log10(Pζ(Nend, k⋆)/Pζ(N⋆, k⋆)) for both the flat (left) and compressed (right) spectra.
Each box is generated from over 1000 inflationary models, except for Nf = 20 and 25 for
the compressed spectrum, which were generated from 600 and 200 models, respectively.
Unsurprisingly, models with more fields and more compressed initial spectra exhibit
larger superhorizon evolution. However, even for the flat spectrum, models with more
than 5 fields tend to evolve substantially on superhorizon scales, so that the predictions
at horizon crossing do not automatically give the predictions for observables at the
end of inflation. Evidently, multi-field effects are important in manyfield inflation in
GRF potentials.
In multifield models of inflation, the curvature perturbation may evolve well past
the end of inflation, through the reheating phase. In many models of multifield
inflation in the literature, this problem is dealt with by ensuring that the fields enter
an approximately single-field ‘adiabatic limit’ in which all but a single mode are very
massive (i.e. m2 > H2) and the isocurvature modes decay exponentially. Once the
isocurvature perturbations have decayed, the curvature perturbation ceases to evolve
and the predictions are expected to become insensitive to the details of the reheating
phase. As illustrated by Figure 2.4, the spectrum of the Hessian matrix of the GRF
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models we consider typically contains multiple tachyonic eigenvalues at the end of
inflation so that, clearly, no standard adiabatic limit is reached. However, we will now
see that isocurvature still becomes exponentially suppressed during inflation.
At horizon crossing, Σab ∝ δab and Piso/Pζ = (Nf − 1), cf. equation (2.2.68). Figure
2.12 shows the mean values and standard deviations of the ratio Piso/Pζ evaluated at
the end of inflation in our ensembles of models. Strikingly, the power in the isocurvature
mode evolves during inflation from dominating over the curvature perturbation to
becoming exponentially suppressed. For the flat initial spectrum and Nf = 5, the ratio
Piso/Pζ falls below the numerical accuracy of our simulations. For larger Nf , this ratio
typically remains exponentially suppressed. Models with the highly compressed initial
spectrum feature larger levels of isocurvature at the end of inflation, but even in this
extreme case, the superhorizon evolution suppresses the isocurvature perturbations by
several orders of magnitude.
The suppression of the isocurvature despite multiple tachyonic directions can be
understood as a consequence of the inflationary slow-roll dynamics, as discussed in [78].
To see this, we may re-express the components of the transfer matrix (2.3.8) in terms
of the transport coefficients Γab(N,N⋆), using the decomposition of the fluctuations
into instantaneous adiabatic and entropic fluctuations, cf. equation (2.2.62):
1 =
(
ϵ⋆
ϵN
)1/2
va(N) Γab vb(N⋆) , (2.3.10)
TζSi =
(
ϵ⋆
ϵN
)1/2
va(N) Γabwbi (N⋆) , (2.3.11)
TSiSj =
(
ϵ⋆
ϵN
)1/2
wia(N) Γabwbj(N⋆) . (2.3.12)
Here ϵN = ϵ(N) and equation (2.3.10) follows from the conservation of ζ in the absence
of entropic perturbations. The appearance of multiple negative eigenvalues of the
Hessian matrix leads to multiple growing field perturbations (and multiple eigenvalues
of ΓTΓ that are greater than 1). In slow-roll inflation, the field velocity tends to
align with the smallest eigenvalue of the Hessian matrix, cf. equation (2.3.3). This
makes the adiabatic field perturbation grow faster than the each of the less tachyonic
entropic perturbations. However, from equation (2.3.10) we see that the growth of
the adiabatic field perturbation (in the absence of additional sourcing from entropic
modes) is directly related to the growth of ϵ(N).
For entropic modes that grow slower than the adiabatic perturbation, the decaying
prefactor
√
ϵ⋆/ϵN cause a net suppression of isocurvature during inflation. This explains
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Fig. 2.12 Isocurvature-to-curvature ratio at the end of inflation for flat (left) and
compressed (right) initial spectra. Other hyperparameters as in Figure 2.11.
why the isocurvature S can decay during inflation, despite the presence of multiple
tachyonic fields.
This discussion also makes it clear that the ‘straying’ behaviour of the smallest
eigenvalue of the Hessian, discussed in section 2.3.1, leads to a further suppression of
isocurvature modes during inflation. Furthermore, the associated ‘straightening’ of the
field trajectory leads to fewer opportunities for the isocurvature to source the curvature
perturbation through turns in field space, cf. equation (2.2.64).
In sum, in this subsection we have seen that multifield effects are typically important
in manyfield inflation, but that entropic perturbations tend to decay. While no single-
field ‘adiabatic limit’ is reached during inflation in theses models, the large suppression of
isocurvature may shield observables from subsequent superhorizon evolution during the
post-inflationary reheating phase. It would be interesting to apply our construction of
GRF potentials to investigate the evolution of the adiabatic and entropic perturbations
in reheating models with many interacting fields in more detail.
2.4 Result II: At large Nf, GRF and RMT models
largely agree
A key motivation behind this work is to use mathematically simple constructions of
manyfield systems to search for mechanisms that may drive observables to simple and
robust predictions. Identifying such mechanisms could prove very helpful in analysing
more complicated manyfield models motivated by fundamental theory. However, even
for a given class of mathematically simple models, it can be hard to separate its
particularities from the properties that may be more broadly applicable. It is therefore
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important to test the predictions of any class of models by comparing to the predictions
of independent constructions. To make such comparisons useful, the different classes
of models should share some rough similarities, but be fundamentally different in
their details. For our purposes, we are interested in models of small-field, slow-roll,
saddle-point inflation with many interacting fields. Fortunately, our construction of
GRF models in this chapter and the construction of random DBM potentials of [78, 142]
now provide two such classes of theories, thus allowing the first critical tests of possible
‘universal’ predictions of random manyfield models of inflation.
In this section, we first briefly review the differences and similarities between the
DBM models and our GRF models in section 2.4.1. Our discussion highlights the
differences in the evolution of the Hessian matrix, but also clarifies the context of
recent discussions on the equilibrium spectra of single-field and effectively single-field
GRF models [144, 145]. In section 2.4.2, we then provide a first detailed comparison
between the observational predictions of the DBM and GRF models. A brief review of
the DBM construction can be found in Appendix A.4. We refer the reader to references
[78, 142] for a more detailed discussion on the properties of DBM potentials.
2.4.1 Comparison of DBM and GRF potentials
The DBM construction of [142] led to the first explicit studies of models of inflation
with many interacting fields in random potentials. As we mentioned in section 2.1
however, this prescription differs from GRF models in that the cubic and higher-order
terms of the potential are regulator-dependent. In this section, we will discuss how
some properties the Hessian matrices differ between the GRF and DBM potentials.
For the purpose of clarity, we first compare the ‘equilibrium spectra’ of the models,
i.e. the eigenvalue distribution of the Hessian matrix at some randomly chosen point
in field space, and we then turn to the evolution of the Hessian, e.g. from a fine-tuned
initial configuration to the equilibrium.
The equilibrium spectra of GRF and DBM models
In equation (2.2.28), we saw that the Hessian matrix in the GRF models consists of a
GOE matrix and shift, proportional to the unit matrix times the negative of the value
of the potential. We also noted that for Nf ≫ 1 and typical values of the potential, this
shift had a very small effect on the spectrum of the GRF. This way, the spectrum of the
simplest GRF models is very similar to that of the simplest DBM model, which omits
the shift entirely. In the light of this, it may appear surprising that a recent study
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claimed that the equilibrium spectrum constitutes a fundamental difference between
the GRF and DBM models [144]. We here provide the context for these claims.
First, the variance of the GOE matrix in the simplest GRF model is fixed by the
choice of covariance function. For equation (3.1.2), this leads to a width of the Wigner
semi-circle spectrum of 4
√
Nf , cf. equation (2.2.25). In the DBM model, the variance is
a free parameter which is typically chosen so that the spectrum has an Nf-independent
width. This choice makes it convenient to compare systems with different number
of fields within a fixed mass-range, but other choices are possible, and clearly, the
width of the equilibrium eigenvalue spectrum can hardly be described as a fundamental
difference between the DBM and GRF constructions.
Second, one can try to make the shift of the spectrum more important even during
inflation. To do so, one may attempt to inflate near the bottom of the potential, where
the semi-circle spectrum is significantly ‘up-shifted’ from the centred Wigner semi-circle
law. However, for the mean zero GRF models, any upward shift of spectrum only
occurs for negative values of the potential, making inflation impossible. To construct
models in which the shift is important, one may add to the mean-zero GRF a large,
field-independent cosmological constant of size O(2√NfΛ4v).22 The uplifted potential
will then have a typical, 1σ range of (2
√
Nf±1)Λ4v, as opposed to ±Λ4v for the mean-zero
GRF. By construction, the equilibrium spectrum for small values of the potential is now
a Wigner semi-circle with the left edge shifted to zero, and no tachyonic eigenvalues.
We briefly discuss manyfield inflation in this class of potentials in Appendix A.5.
The substantially shifted spectrum of the Hessian of the modified GRF potential
is (by construction) discrepant with the centred Wigner semi-circle, and thereby the
equilibrium spectrum of the standard DBM model. This was key to the argument of
reference [144], which proposed this discrepancy as a fundamental difference between
DBM and GRF models. However, due to the simplicity of equation (2.2.28), it is
straightforward to modify the DBM model to capture the spectrum of any such modified
GRF model.23 Thus, it appears challenging to use simplistic arguments based on the
equilibrium spectra of the DBM and GRF models to identify fundamental differences
between these constructions.
22The addition of a large field-independent cosmological constant may appear ad-hoc, and to
our knowledge, lacks a clear physical motivation. For example, sources of energy density in string
compactifications tend to be moduli-dependent in the Einstein frame.
23For example, in direct analogy with equation (2.2.28), one may take vtotab = vDBMab + δabfshift(v0),
where only vDBMab undergoes Dyson Brownian Motion, and the new term encodes the desired shift of
the spectrum.
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The evolution of the Hessian matrix
The evolution of the Hessian matrix as the field traverses some path in field space
constitutes a fundamental difference between the DBM and GRF constructions, even
if the equilibrium spectra coincide. This difference is evident in the relaxation of the
eigenvalues of the Hessian from an atypical initial configuration to the equilibrium
configuration, as can bee seen by comparing the 100-field DBM model of Figure 4 of
reference [78] to our 100-field GRF model of Figure 2.4. The spectra of the GRF models
relax in a much more linear, regular fashion. Moreover, in section 2.3.1 we showed
that the statistical properties of the cubic terms in GRF potentials lead to ‘straying’
smallest eigenvalues in slow-roll inflation. This phenomenon has no counterpart in
DBM models.
In sum, while DBM and GRF models for multifield inflation potentials share several
mathematical features, the two constructions are independent and the differences lead
to noticeably different behaviour in the solutions. Thus, by comparing the predictions
of these two classes of models, we may search for robust and model-independent
signatures of many-field dynamics during inflation.
2.4.2 Comparison of DBM and GRF predictions
In this section, we assess the robustness of the predictions from manyfield models of
inflation by comparing our results derived in this chapter to those derived from DBM
models in [78]. The three key common features that both constructutions have are
1. Manyfield inflation is not single-field inflation. One immediate aspect of
multifield models of inflation is that they typically contain several fields with
masses not much larger than the Hubble parameter. Such ‘light’ fields cannot
be integrated out, and commonly contribute to multifield effects that impact
observables. In this sense, manyfield models of inflation are clearly not identical
to single-field models.
In [142] however, it was shown that some aspects of the DBM models at large
Nf (such as the distribution of e-folds), could be modelled by a single-field
model. Reference [97] elaborated on this single-field model to estimate the
spectral index of the large-Nf DBM models, however this single-field estimate
was discrepant with the actual distribution computed from the DBM multifield
models [77, 78]. Thus, single-field models have had a limited success in describing
the properties of manyfield DBM models. Moreover, intrinsically multifield effects
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such as superhorizon evolution of the curvature perturbation are common in
DBM models, which indicates that manyfield inflation differ from single-field
inflation.
We have seen that in manyfield GRF models, multifield effects are also common:
the field explores multiple directions in field space, isocurvature modes can be
important, and the curvature perturbation typically evolves on superhorizon
scales. These effects cannot be captured by a single-field model so that, evidently,
manyfield inflation is different from single-field inflation.24 It can still be interest-
ing to explore how well a simple single-field model can capture the results of the
GRF manyfield models. In Appendix A.3, we construct such a single-field model
and show that its predictions qualitatively (but not quantitatively) agree with
the more complicated GRF models.
2. Despite tachyons, isocurvature modes generally decay. In section 2.3.4,
we found that despite the presence of multiple tachyons, isocurvature tends to
decay during inflation in GRF models. This suppression of isocurvature was
previously observed in DBM models in [78], and was there similarly explained as
a dynamical consequence of multi-field slow-roll inflation. Comparing our Figure
2.12 to Figure 17 of [78], we see that dependence of the end-of-inflation values of
Piso(k⋆)/Pζ(k⋆) on Nf qualitatively agree between DBM and GRF models: for
small Nf , the suppression is most severe, but it remains exponential for large Nf .
Our work provides suggestive evidence for a rather model-independent suppression
of isocurvature perturbations in small-field slow-roll inflation. This is non-trivial,
as no single-field ‘adiabatic limit’ is reached in these models, which typically
contain many tachyons.
3. Eigenvalue repulsion drives the predictions.
A key finding of reference [142] was that ‘eigenvalue repulsion’ sharply reduces
the duration of inflation near a critical point of the DBM potentials: even if the
curvature of the potential is fine-tuned to be small at the critical point, small
cross-couplings in the Hessian cause the curvature to grow in the neighbourhood
of the critical point. As the field evolves from φ = 0 in DBM models, the
24Recently, reference [144] studied a GRF-motivated ‘multifield’ system with one light and many
heavy fields, finding that this model gives rise to single-field dynamics. As we are interested in inflation
with many dynamically important fields, our assumptions for the initial configuration differ from
that of [144], and the question that we explore here – whether manyfield systems can be effectively
described as single-field models – also differ significantly from whether an effectively single-field system
is well-described by a single-field system.
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Fig. 2.13 The total number of e-folds and ns as functions of ηi, with other parameters
as in the baseline and together with the 68% c.l. from Planck [10].
eigenvalues of the Hessian matrix relax towards the equilibrium configuration,
and quickly spoil any initial fine-tuning of the ηV parameter. As a consequence,
it was shown in [142] that the number of e-folds becomes independent of ηi for
|ηi| . 0.01. Reference [78] furthermore showed that also the spectral index and
its running are independent of |ηi|, if similarly small.
As discussed in section 2.4.1, the evolution of the Hessian matrix in the DBM
and GRF models differ significantly, and the ηi-dependence of the predictions of
the GRF models provides a non-trivial test of the robustness of the DBM results.
This is particularly interesting as reference [144] recently used an effectively
single-field system motivated by uplifted GRF potentials to propose that the
‘steepening’ responsible for the ηi independence is absent in GRF models.25
For the GRF models studied in this chapter, Figure 2.13 settles this question.
For −ηi & 0.01, the predictions depend strongly on ηi, as the initial curvature
of the potential curbs the duration of inflation. By contrast, for −ηi . 0.01 the
predictions become independent of the precise value of ηi, as the initial fine-tuning
of the Hessian matrix is quickly spoiled when the field moves away from the
saddle-point. The distribution of the number of e-folds and the predictions for ns
then stabilise, and become independent of ηi. The running, αs, while not plotted,
is independent of ηi whenever ns is. Thus, while the evolution of the Hessian
matrix differ between GRF and DBM models, the prediction of ηi independence
(for sufficiently small ηi) holds for both constructions. This strongly suggests that
in models in which the eigenvalue spectrum relaxes from an initial, fine-tuned
25The authors of references [144, 145] also state that this ‘steepening’ leads to strong deviations
from scale-invariance in DBM models of inflation, but the power spectra of these models are commonly
consistent with small deviations from scale invariance [77, 78].
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spectrum to a more generic spectrum that includes some tachyonic eigenvalues,
the predictions become independent of the initial curvature of the potential for
small |ηi|.
In DBM models, several of the predictions at large Nf can be explained by
eigenvalue repulsion [77, 78, 142]. In particular, the non-generic spectrum in
the initial patch quickly relaxes towards the Wigner semi-circle distribution as a
consequence of eigenvalue repulsion. This relaxation explains the independence
on ηi, the tendency towards red spectral indices, the negative running, and the
observed regularity of the power spectra for large Nf .
In GRF models, the eigenvalues of the Hessian repel in a linear fashion over small
field-space distances, leading to the cone of eigenvalue trajectories observed in
Figure 2.4. In section 2.3.1, we showed that the statistical properties of the cubic
terms of GRF potentials lead to a ‘straying’ behaviour of the smallest eigenvalue
in slow-roll inflation, which is then repelled to tachyonic values at a faster rate
than other eigenvalues. Also for the GRF models, we have been able to relate
the predictions of the model to properties of the relaxation of the spectrum from
a fine-tuned initial configuration to the (slightly shifted) semi-circle. Thus, also
for the GRF models, eigenvalue repulsion drives the predictions.
Overall, we find that the only situation for which the predictions differ involves the
properties of the models for small Nf , in which the details of the constructions evidently
are very important. For Nf ≫ 1, the predictions of these very different constructions
agree, which may be indicative of an emergent limit of inflation in which disparate
classes of potentials make the same ‘universal’ predictions.
2.5 Result III: fNL ∼ O(1) is very rare in manyfield
inflation
We are now ready to discuss the main result of this chapter: the levels of primordial
non-Gaussianities (NGs) generated in models of manyfield inflation with random
potentials. Upcoming cosmological experiments are set to target fNL ≡ f localNL , and
are expected to reach a sensitivity of σ(fNL) ∼ O(1) over the next decade or two
[17, 26, 66, 74, 92, 146, 176]. The results presented in this section provide important
insights into what we can realistically hope to learn from these experiments.
In inflationary models with multiple canonically normalised fields, the level of non-
Gaussianity at horizon exit is commonly very small [31, 183]. Substantial amplitudes
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Fig. 2.14 Values for fNL and ns for 25,000 random inflation models, spanning values
of Nf between 5 and 50 (the same as in Figure 2.7). The black line in the right plot
indicates the single-field consistency condition: fNL = 512(ns − 1). NB: the graph on
the right excludes six points with |fNL| > 1.
of local NG, i.e. fNL ∼ O(1), can be generated through superhorizon evolution of the
curvature perturbation, either during inflation or after the end of inflation (cf. e.g. [28,
31, 35, 36, 167, 168, 183, 187] and [47] for a review). In this section, we use the
transport method and δN formalism to compute fNL in our ensembles of randomly
generated models of manyfield inflation.
The main result of this section is illustrated by Figure 2.14: here ns and fNL are
plotted for an aggregate of 25,000 random inflation models, spanning values of Nf
between 5 and 50, with both flat and compressed initial mass spectra, cf. equation
(2.2.42). The levels of non-Gaussianity is generally very small for these models, with the
vast majority having fNL ∼ O(0.01). Out of the 25,000 models, only six had values of
|fNL| > 1 (these fall outside the boundaries of the right plot of Figure 2.14). Moreover,
most realisations even approximately follow the single-field consistency condition
between fNL and ns. For the baseline ensemble of 1000 models (with parameters as in
equation (2.2.44)), we find fNL = −0.012± 0.008 (at 68% confidence level).
Single-field inflation generates only small levels of NG, and multifield effects are
necessary for large fNL. However, multifield effects do not suffice to ensure |fNL| ∼ O(1).
The left plot of Figure 2.15 shows the relation between fNL and the superhorizon
evolution, as given by log10 (Pζ(Nend)/Pζ(N⋆)), for these 25,000 models of inflation.
Large values of fNL are only observed in models with some level of superhorizon
evolution, but many models with a large ratio of Pζ(Nend)/Pζ(N⋆) produce low levels
of non-Gaussianity.
There is however a stronger relation between large fNL and the amount of surviving
power in the isocurvature modes at the end of inflation, as the right plot of Figure 2.15
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Fig. 2.15 Superhorizon evolution and surviving isocurvature for the same models as in
Figure 2.14.
shows. All the cases with large fNL have a ratio of isocurvature modes to adiabatic
modes (at k = k⋆) of at least O(0.01). In these models, the curvature perturbation
may continue to evolve after the end of inflation, and it is necessary to model the
reheating phase to determine the final value of fNL relevant for CMB and Large Scale
Structure (LSS) experiments. Only in a handful instances with the highly compressed
initial mass spectrum did fNL increase to O(1) during inflation, but decrease again by
the end of it. In Appendix A.5, we provide case studies of a typical 100-field model
(with small fNL) and one of the rare cases of a 25-field model yielding fNL ∼ O(1).
The statistical prediction of small fNL is robust under changes to the hyperpa-
rameters. The number of fields, Nf , has no noticeable effect on fNL: large NGs are
rare for all values we have considered. We find a weak dependence on the flatness of
the potential: when the potential becomes very flat and the superhorizon evolution
decreases (cf. our discussion in section 2.3.3), the values of fNL follow the single-field
consistency relation very closely, and large values of fNL become more rare. We find
that fNL is independent of |ηi|, except the largest values of |ηi| we investigate, for which
large values of fNL become slightly more common.
The initial mass spectrum at φ = 0 does however have a clear impact on the
levels of fNL generated. For the flat spectrum with the eigenvalues of the Hessian
uniformly distributed between 3ηH2 and 9H2/4, large values of fNL are exceedingly
rare: in 19,000 examples with values of Nf varying between 5 and 50 we found only
one model with large fNL (see Appendix A.5). By contrast, with the (rather extremely)
compressed initial spectrum where the masses are spread between 3ηH2 and −3ηH2,
we saw 5 in a sample of around 6,000. Thus, while large values of fNL are still rare,
near-degenerate initial spectra appear to make large NGs more frequent.
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2.5.1 Why so small?
We have found that in randomly generated models of inflation involving many coupled
fields, large values of fNL are very rare. In this section, we discuss the main reasons for
this suppression of non-Gaussianities.
The smallness of fNL in our class of models resonates with previous results on the
generation of non-Gaussianity through non-derivative interactions during multifield
inflation. Reference [31] derived an analytic formula for fNL in multifield models
of inflation with sum-separable potentials (thereby generalising the two-field result
of [183]), and found that large non-Gaussianities are very rare in slow-roll models
with Nf free fields. In particular, fNL was found not to be enhanced as Nf was
increased, consistent with our findings. Moreover, two-field models generating large
non-Gaussianities during inflation tend to require substantial levels of fine-tuning,
cf. [47–49, 160, 178].
To understand the smallness of fNL in these random manyfield models, it is illumi-
nating to consider the re-expression of the δN formula for fNL derived in [160, 162]. In
our notation, generating large fNL in slow-roll, slow-turn models of multifield inflation
requires a large contribution from the term
fNL ⊃ 56
√
2ϵ⋆
T 2ζS(
1 + T 2ζS
)2 hi∂∗i TζS . (2.5.1)
Here TζS ≡
(∑
i T
2
ζSi
)1/2
, and hi = ebwib(N∗)/|ecwjc(N∗)|, cf. equations (2.2.62), (2.3.7)
and (2.3.11). Here also, ∂∗i denotes a derivative with respect to the field-space position
of the trajectory at horizon crossing in an entropic direction. Equation (2.5.1) has two
important consequences: first, to generate large NG, some superhorizon evolution of
the curvature perturbation is necessary (TζS ̸= 0). However, too much superhorizon
evolution suppresses fNL. Second, large fNL is only possible if the level of superhorizon
evolution of Pζ is a very sensitive function of the initial conditions, so that |hj∂∗jTζS | &
O(1/√ϵ⋆).
In our GRF models, TζS is commonly O(1), and the factor T 2ζS/(1 + T 2ζS)2 does
not strongly suppress fNL. However, the amount of superhorizon evolution is rarely a
highly sensitive function of the initial conditions: trajectories separated by some small,
initial perturbations |δφ∗⊥| ≪ Λh tend to follow very similar paths in field space, and
do not generate drastically different TζS . Consequently, |hj∂∗jTζS | is typically not large
enough to generate appreciable levels of NGs.
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The decay of isocurvature in multifield, saddle-point models of inflation (cf. our
discussion in section 2.3.4) contributes to the typical smallness of fNL. When the
entropic perturbations S i have decayed sufficiently, TζS ceases to be sourced, and no
additional initial condition dependence is induced. This way, the decay of S i limits the
period during which large NGs could be generated. We also note that TζS tends to be
sensitive to the initial conditions precisely when entropic, off-trajectory perturbations
are important. This provides a heuristic explanation for why the isocurvature tends to
be large in the few examples we found with fNL ∼ O(1).
We close this section by noting how large fNL may be more frequent in modifications
of our construction. Models with very sharp turns or in which nearby classical
background trajectories rapidly diverge can lead to substantial non-Gaussianities (see
e.g. [8, 54]). In our construction of the potentials, cf. equation (2.2.7), all terms in the
potential are suppressed by the same ‘UV cut-off scale’ Λh, which makes features or
sharp turns on scales ≪ Λh very rare, even if the interaction terms are random. Large
fNL may be more common in multi-scale potentials with features on small scales, at
least if these appear along the trajectory before the isocurvature has decayed.
Finally, our results do not preclude large values of fNL being generated after inflation,
during the reheating phase, as is the case in many ‘spectator’ models, cf. [69, 129, 137,
138, 151]. However, in models with general interactions and exponentially suppressed
isocurvature at the end of inflation, generating large fNL through reheating dynamics
may remain challenging.
2.6 Conclusions
In this chapter, we have studied inflation in models with multiple fields subject to
randomly generated interaction terms. We have used Gaussian random fields (GRFs)
with a Gaussian covariance function to model the scalar potentials locally around an
approximate saddle-point in field space. These potentials admit an interpretation as
proxies for physical effective field theories, and exhibit structure over field space dis-
tances of Λh < MP. By identifying and systematically applying algebraic simplifications
to the covariance matrix of the Taylor coefficients, we have for the first time been able
to use this method to construct explicit scalar potentials with many interacting fields.
Our examples include 100-field models involving 97 million independent, randomly
generated couplings.
We used these potentials to construct models of slow-roll inflation with many
dynamically important fields, i.e. models of manyfield inflation. By using the transport
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method and the δN formalism, we computed the primordial perturbations generated
during inflation, including the curvature and isocurvature modes, and the amplitude of
local non-Gaussianity, fNL. These studies led to several novel results.
Summary of findings
As the fields evolve from the approximate saddle-point where the mass spectrum is fine-
tuned, the eigenvalues of the Hessian ‘relax’ towards a shifted semi-circle distribution.
This relaxation is, over short distances, driven by the cubic terms in the potential. We
have shown that a combination of the statistical properties of Gaussian random fields
and the dynamics of multifield slow-roll inflation lead to a particularly fast relaxation
of the smallest eigenvalue of the Hessian, making it ‘stray’ from the other eigenvalues.
This ‘straying’ has important consequences for the observational predictions of the
models.
The generated power spectra of the GRF models are very simple, close to scale-
invariant and well-described by an approximate power law. We have shown that large
regions of the (hyper-)parameter space are compatible with current observational
constraints on the spectral index. However, some regions, in particular those describing
very flat potentials, are already ruled out by the Planck experiment.
These models make a robust prediction for the running of the spectral index. A
small negative running is vastly preferred, and a future observation of αs outside the
range −0.004 ≤ αs ≤ 0 would, together with existing Planck constraints, rule out
all models that we have constructed. For our baseline 10-field model (cf. equation
(2.2.44)), we find αs = −0.00143± 0.00034 (the latter being the standard deviation).
A striking aspect of these models is that while several fields go tachyonic during
inflation and the curvature perturbation commonly evolves significantly on superhorizon
scales, the power in the isocurvature modes decays during inflation. We have explained
this phenomenon, also observed in [78], as a consequence of multifield slow-roll dynamics,
in which the adiabatic mode tends to align with the most rapidly growing field
perturbation. The suppression is further enhanced by the ‘straying’ of the smallest
eigenvalue of the Hessian matrix. The exponential suppression of isocurvature during
multifield slow-roll inflation makes the predictions less sensitive to the details of the
reheating phase, and could make models involving large numbers of dynamically
important fields comfortably compatible with CMB constraints on isocurvature.
We have furthermore critically assessed the similarities and differences between
our models and those recently constructed using the random matrix theory ‘DBM’
technique [77, 78, 142]. We have argued that these constructions provide fundamentally
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different descriptions for the evolution of the eigenvalues of the Hessian matrix,26 yet
strikingly, despite the differences in the constructions the predictions of these models
agree very well, with the only difference being related to properties of the models at
small Nf . This suggests that, at large Nf , these very different constructions may fall in
the same ‘universality class’ of inflationary models.
Finally, we computed the level of local non-Gaussianity (NG) generated by multifield
effects on superhorizon scales and found that, typically, it is very small, with |fNL| ≪ 1.
For the baseline parameters we found fNL = −0.012 ± 0.008. The smallness of fNL
is largely independent of the choice of hyperparameters, and constitutes a robust
statistical prediction of these models. We found that fNL is typically small even in
models in which multifield effects are important and in which the superhorizon evolution
of the perturbations is substantial. In a handful of models, we found fNL ∼ O(1).
However, all models with large fNL that we found also have comparatively large levels
of isocurvature remaining at the end of inflation, which may affect the predictions of
the models through the reheating phase. We have argued that the suppression of fNL
is a consequence of the robustness of the multifield evolution to small modifications of
the initial conditions, and the decay of isocurvature during inflation.
Our results indicate that multifield models of inflation do not generically predict
fNL ∼ O(1), and that large classes of models including the slow-roll, saddle-point GRF
models we have constructed, typically yield |fNL| ≪ 1. This suggests that a future
detection of fNL of order unity would point to rather special, non-random inflationary
dynamics.
The method developed in this chapter opens a new window towards general models
of inflation with many fields subject to non-trivial interactions. Our findings speak for
the robustness of the inflationary paradigm: adiabatic, approximate scale-invariant
and nearly Gaussian perturbations are commonly regarded as the ‘generic predictions’
of single-field slow-roll inflation. In this chapter, we have shown that even highly
complex models of manyfield inflation produce very similar predictions. We anticipate
that these results can be useful in interpreting the outcomes of future cosmological
observations.
26By contrast, the equilibrium spectra of these models only differ superficially, and are easily
rendered compatible. Our discussion in sections 2.2.3 and 2.4 may be useful for readers interested in
the context of some recent results comparing GRF and RMT models [88, 144, 145].
Chapter 3
Gaussian random fields
3.1 Introduction
In Chapter 2 we saw how Gaussian random fields (GRFs) can be used to generate
random potentials for inflation, but this simple class of random functions also has
many other important applications in mathematics, computer science, and the natural
sciences.
In this chapter we provide the proof of the result used in Chapter 2, that if a GRF
with a Gaussian covariance function is generated order by order as a Taylor series,
the covariance matrices of the conditional distributions will always be diagonal. This
results holds in any number of dimensions and up to any order. We will also discuss
some potential applications of this result beyond random potentials for inflation.
A real-valued and stationary GRF, f(x): Rd → R, is a random function that is
completely described statistically by its mean value f¯ and the covariance function
C(x1,x2) = C(x1 − x2):
⟨(f(x1)− f¯)(f(x2)− f¯)⟩ = C(x1 − x2) . (3.1.1)
If we sample the values of f(x) at a set of points x1, . . . ,xM in Rd, the values follow a
multivariate Gaussian distribution with covariances between the points given by the
covariance functions, Σij = C(xi,xj), and mean f¯ .
One can use this property to generate values of the GRF at a discrete set of points,
but for our purposes, where we need continuous and well defined derivatives, this is not
enough. A common, alternative approach is instead to generate f through its Fourier
coefficients, which are statistically independent. This method can be efficient even for
a wide range of scales, but it is not well-suited for all problems. In particular, it does
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Fig. 3.1 An example of a GRF with d = 2 and nmax = 175. Here x ∈ [−4l, 4l]2.
not easily generalise to the conditional problem of generating f given that f(x⋆) has
some special properties (e.g. is a maximum, minimum or a saddle-point).
In this chapter, we present a novel method for addressing these problems for the
special but frequently considered case in which the GRF is stationary, isotropic and
with a Gaussian (or squared exponential) covariance function:
C(x1 − x2) = h2 exp
(
− (x1−x2)22ℓ2
)
. (3.1.2)
The hyperparameters of this covariance function are h and ℓ; we take f¯ = 0 but our
results generalise straightforwardly to f¯ ̸= 0. Our method is local, and we construct
the explicit realisation of f through its Taylor expansion up to the order nmax around
a single point x⋆ ∈ Rd. By specifying some of the coefficients by hand, this method
can be used to conditionally generate f given that it has e.g. a maximum, minimum or
saddle point at x⋆, but is otherwise random (there is a slight caveat here that will be
covered in Section 3.3.1).
The key simplification of our method is that the covariance matrix becomes exactly
diagonal through a sequential, order-by-order use of the marginal and conditional
probability distributions for the Taylor coefficients. This dispenses with the need to
numerically invert the covariance matrix, which makes our method efficient even for
large d or nmax.
We expect this method to be particularly useful when one is interested in generating
explicit GRFs within a moderately small region in Rd (say, extending at most a few
units of ℓ from x⋆). In Chapter 2 we showed that this method enables explicit studies
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of cosmic inflation in models with a large number of fields interacting through a
potential energy modelled by a GRF (for related work, see [23, 43, 94, 95, 144, 179]).
For nmax = 5 a model with d = 100 fields involves 96,560,546 interaction terms, and
explicitly generating the potential naively involves diagonalising a covariance matrix
with O(1015) independent entries. Our method trivialises the inversion of the covariance
matrix, and it furthermore makes it very straightforward to condition the GRF on
being locally suitable for inflation. Our method is also efficient for moderate d but
nmax ≫ 1, as illustrated by an example in Figure 3.1.
Finally, we also note that this result is also useful in the (niche) inverse problem,
where we have a GRF in terms of the Taylor coefficients and want to infer the
hyperparameters h and ℓ.
This chapter is rather different from the other in this thesis, as we are not directly
concerned with cosmology. Moreover, the proof is rather involved and will require
specialised notation that will only be used here. To make the proof easier to understand,
we first demonstrate the logic in a few simple examples before tackling the proof in
general.
3.2 A new method for generating realisations of a
GRF
In this section, we first review some relevant properties of GRFs and establish our
notation. We then exemplify our method by considering d = 2 and nmax = 4, before
turning to the general, inductive proof of the method.
A standard result, which will be our starting point, is that the covariances for the
derivatives of f are given by the derivatives of the covariance function,〈
∂n1f(x1)
∂xa11 . . . ∂x
an1
1
∂n2f(x2)
∂xb12 . . . ∂x
bn2
2
〉
= ∂
n1+n2C(x1 − x2)
∂xa11 . . . ∂x
an1
1 ∂x
b1
2 . . . ∂x
bn2
2
. (3.2.1)
The indices a and b take values between 1 and d. The expectation values of the
derivatives are given by the derivatives of the expectation value, which we take to be
zero. To simplify notation, we will from now on write the derivatives of f as:
∂nf(x)
∂xa1 . . . ∂xan
≡ fa1...an(x) . (3.2.2)
In this chapter we create the random functions by generating Taylor coefficients,
fa1...an , at a single point, x⋆. Their joint probability distribution is just a multivariate
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normal distribution with a covariance matrix given by the derivatives of the covari-
ance function at x1 = x2 = x⋆. Of course, not all the derivatives are algebraically
independent, so we only consider the coefficients fa1...an with indices ordered such that
a1 ≥ ... ≥ an. This ensures that all the unique coefficients are included exactly once.
We will consider Taylor expansions that are truncated at a finite order, n ≤ nmax.
To simplify our notation, we denote the unique, ordered Taylor coefficients for any
0 ≤ n ≤ nmax indices by fα. The multivariate probability density function for the
algebraically independent Taylor coefficients is then given by:
p(fα) =
exp
(
−12(fα − µα)(Σ−1)αβ(fβ − µβ)
)
√
det(2πΣ)
, (3.2.3)
where µα = ⟨fα⟩ is the expectation value vector and Σαβ = ⟨(fα − µα)(fβ − µβ)⟩ is the
covariance matrix. Here repeated indices are a short-hand for the double-sum over n
and the ordered indices for each n.
The key obstacle for generating realisation of the GRF from the multivariate proba-
bility distribution of equation (3.2.3) is the need to invert the covariance matrix. When
the number of independent coefficients becomes very large, numerical inversion becomes
prohibitively costly. The purpose of this chapter is to show how such an inversion can
be circumvented for GRFs with the covariance function (3.1.2) by sequential application
of the marginal and conditional probability distributions for the Taylor coefficients.
In general, if the vectors Z1 and Z2, are randomly distributed according to the
multivariate normal distribution,Z1
Z2
 ∼ N
µ1
µ2
 ,
Σ11 Σ12
Σ21 Σ22
 , (3.2.4)
where (µ1, µ2) is the mean vector and Σij are block components of the covariance
matrix, then the probability distribution for Z1 obtained when marginalising over Z2 is
Z1 ∼ N(µ1,Σ11) . (3.2.5)
The conditional probability distribution for the vector Z2 obtained after fixing Z1 = z1
is the multivariate normal distribution with expectation values and covariance given
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by:
E[Z2|z1] = µ2 + Σ21Σ−111 (z1 − µ1) , (3.2.6)
Cov[Z2|z1] = Σ22 − Σ21Σ−111 Σ12 . (3.2.7)
By using these expressions, and the fact that we can factorise a general multivariate
probability density function for a collection of random variables Zi as
p(z1, z2, . . . , zn) = p(z1|z2, . . . , zn)p(z2|z3, . . . zn) . . . p(zn), (3.2.8)
we will be able to vastly simplify the joint probability density function by writing it in
terms of much simpler conditional densities (which themselves are also Gaussian).
We now give a simple example showing how these expressions simplify the generation
of the Taylor coefficients.
3.2.1 Motivational example
To illustrate the main point of our method, it is convenient to initially absorb the
hyperparameters h and ℓ of equation (3.1.2) into f and x. The covariance function is
then given by
⟨f(x1)f(x2)⟩ = e−(x1−x2)2/2 , (3.2.9)
and the covariances of the first few derivatives of f at x⋆ are:
⟨ff⟩ = 1 , ⟨ffa⟩ = 0 , ⟨ffab⟩ = −δab , (3.2.10)
⟨fafb⟩ = δab , ⟨fafbc⟩ = 0 , ⟨fabfcd⟩ = δabδcd + δacδbd + δadδbc . (3.2.11)
Note that we may obtain the covariances between derivatives of different orders by
changing which field the derivatives act on; each time this is done, we pick up a minus
sign. All covariances between even and odd derivatives vanish since the covariance
function is even.
The above covariances are symmetric in all the indices, and for any given set of
indices it is easy to write down the value of the covariance according to the following
combinatoric rules: If any index appears an odd number of times, the covariance is zero.
For an index appearing n (even) times we get a factor of (n− 1)!!, which is the number
of unique ways they can be put together in Kroenecker deltas. The total covariance
for a given set of indices is then given by the product of such factors for each index
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appearing in the indices. The overall sign is set by half the difference of number of
indices of the two sets. For example, ⟨f555221f995221⟩ = (−1)(6−6)/2(4!!)2(2!!)2 = 256.
We now specialise to the case of d = 2. Since the covariances between Taylor
coefficients with an even and an odd number of indices vanishes, the full covariance
matrix is block diagonal. We here consider the covariance matrix for the Taylor
coefficients with an even number of indices, which for the variables f , fa1a2 , and fa1...a4
is given by
Σ =

1 −1 0 −1 3 0 1 0 3
−1 3 0 1 −15 0 −3 0 −3
0 0 1 0 0 −3 0 −3 0
−1 1 0 3 −3 0 −3 0 −15
3 −15 0 −3 105 0 15 0 9
0 0 −3 0 0 15 0 9 0
1 −3 0 −3 15 0 9 0 15
0 0 −3 0 0 9 0 15 0
3 −3 0 −15 9 0 15 0 105

, (3.2.12)
where the first row/column is for f , the following three are for the (1, 1), (2, 1) and (2, 2)
components of fa1a2 , and the final five are for the (1, 1, 1, 1), (2, 1, 1, 1), etc. components
of fa1...a4 .
The marginal distribution for f is simply given by f ∼ N(0, 1). Fixing f , the
conditional covariance matrix for fa1a2 and fa1a2a3a4 is obtained from equation (3.2.7):
Σ =

2 0 0 −12 0 −2 0 0
0 1 0 0 −3 0 −3 0
0 0 2 0 0 −2 0 −12
−12 0 0 96 0 12 0 0
0 −3 0 0 15 0 9 0
−2 0 −2 12 0 8 0 12
0 −3 0 0 9 0 15 0
0 0 −12 0 0 12 0 96

. (3.2.13)
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We note that the 3× 3 block matrix in the upper left corner is now diagonal, and the
probability distribution for fa1a2 given f is now given by
(fa1a2|f) ∼ N


−f
0
−f
 ,

2 0 0
0 1 0
0 0 2

 . (3.2.14)
Clearly, the second order derivatives are now independent Gaussian random numbers.
Finally, fixing fa1a2 in addition to f , we find that the conditional probability
distribution for fa1a2a3a4 is given by
(fa1a2a3a4|fa1a2 , f) ∼ N


−3(f + 2f11)
−3f21
−f − f11 − f22
−3f21
−3(f + 2f22)

,

24 0 0 0 0
0 6 0 0 0
0 0 4 0 0
0 0 0 6 0
0 0 0 0 24


. (3.2.15)
Since the covariance matrix again is diagonal, the fourth order Taylor coefficients can
also be generated as independent Gaussian random numbers, without the need to
diagonalise the original covariance matrix (3.2.12).
3.2.2 All orders proof
In this section, we show that the method of section 3.2.1 applies for arbitrary d and
nmax. That is, we will show that the conditional covariance matrix for the k:th order
Taylor coefficients is diagonal, given all lower-order Taylor coefficients of the same type
(even or odd).
Additional notation
It is convenient to introduce some additional notation that will allow us to prove
our main result simultaneously for the cases of even and odd number of indices.
The covariance matrix is again block-diagonal, and each block further consists of
the covariances of Taylor coefficients of increasingly high order, up to order nmax or
nmax − 1. We collectively refer to the orders in the even and odd case as ‘levels’, i,
where i = n/2 + 1 in the even case and i = (n+ 1)/2 in the odd case. For each level,
the index αi runs over the ordered set of indices (we may replace α with any lower case
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Greek index). The ni indices within a set αi will be labelled by the corresponding lower
case Latin letters and a number, e.g. a1, a2, . . .. An unordered set will be denoted αui .
For example, for even derivatives i = 1 corresponds to f (so that n1 = 0), i = 2 to
fa1a2 (n2 = 2), etc. and for odd derivatives i = 1 corresponds to fa1 (n1 = 1), i = 2 to
fa1a2a3 (n2 = 3).
It is also convenient to write the covariances as:
⟨fαifβj⟩ = Cαiβj . (3.2.16)
Each Cαiβj will consist of a sum over Kronecker deltas that ‘connect’ indices in αi
with indices in βj, or with other indices in αi. We will find it convenient to consider
modified covariances, Ckαiβj , which are obtained from Cαiβj by removing all terms with
Kronecker deltas connecting either n1, n2, ..., or nk indices from αi with the same
number of indices from βj (remaining indices are connected internally). We will also
write
Ci−1αiβi = Dαiβi , (3.2.17)
for which all indices in αi are connected with indices in βi, so that Dαiβi is only
non-vanishing if αi = βi, and hence, Dαiβi is a diagonal matrix. For example, in the
even case we have:
C1α2β2 = Dα2β2 = δa1b1δa2b2 + δa1b2δa2b1 . (3.2.18)
The diagonal matrix can further be written as,
Dαiβi = δαiβiComb(αi), (3.2.19)
where Comb(αi) is a combinatorial factor determined by the values of the indices in
αi, and it is the number of ways the numbers in the set can be paired up with the
same numbers in an identical set. If we denote the number of times an index value a
appears in αi by ka, we then have:
Comb(αi) =
d∏
a=1
ka! . (3.2.20)
As an example, the set {3, 3, 1, 1, 1} can be paired up with an identical ordered set
in 2!× 3! = 12 ways. We also note that the total number of permutations of a set of
indices αi is given by:
Perms(αi) =
ni!
Comb(αi)
. (3.2.21)
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Using the same example as before, one can easily see that the set has 10 permutations,
which agrees exactly with 5!/2!3! = 10.
Finally, we will write the conditional covariance matrix for the Taylor coefficients
with levels from k through n, given values for the lower levels 1 through k − 1 as Σk−1k,n .
From the first to the second level
We now want to prove that if we specify levels 1 through k, then the covariance matrix
of conditional probability distributions for level k + 1 will be diagonal. As a starting
point, we write down the covariance matrix for levels 1 through n for some n > k:
Σ1,n =

Cα1β1 Cα1β2 Cα1β3 . . . Cα1βn−1 Cα1βn
Cα2β1 Cα2β2 Cα2β3 . . . Cα2βn−1 Cα2βn
Cα3β1 Cα3β2 Cα3β3 . . . Cα3βn−1 Cα3βn
... ... ... ... ...
Cαn−1β1 Cαn−1β2 Cαn−1β3 . . . Cαn−1βn−1 Cαnβn
Cαnβ1 Cαnβ2 Cαnβ3 . . . Cαnβn Cαnβn

. (3.2.22)
This can be for either the odd or the even case. For the even case Cα1β1 = Dα1β1 =
⟨ff⟩ = 1, which can be thought of as a diagonal matrix in the set α1 (which only
takes the value ∅). For the odd case Cα1β1 = Dα1β1 = ⟨fa1fb1⟩ = δa1b1 , which again is
diagonal. Thus, the lowest order Taylor coefficients can always be fixed as independent
Gaussian random variables.
Now suppose we fix fα1 . From equation (3.2.7), we then obtain the following
distribution for the remaining levels:
Σ12,n =

Cα2β2 Cα2β3 . . . Cα2βn−1 Cα2βn
Cα3β2 Cα3β3 . . . Cα3βn−1 Cα3βn
... ... ... ...
Cαn−1β2 Cαn−1β3 . . . Cαn−1βn−1 Cαnβn
Cαnβ2 Cαnβ3 . . . Cαnβn Cαnβn

−
−

Cα2γ1
Cα3γ1
...
Cαn−1γ1
Cαnγ1

(D−1)γ1ϵ1
(
Cϵ1β2 Cϵ1β3 . . . Cϵ1βn−1 Cϵ1βn
)
. (3.2.23)
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Again, repeated indices are summed over. In more compact notation, this can be
written as:
(Σ12,n)αiβj = Cαiβj − Cαnγ1(D−1)γ1ϵ1Cϵ1βj , (3.2.24)
where (Σ12,n)αiβj is the conditional covariance between fαi and fβj , given fα1 .
In both the odd and even cases, Dγ1ϵ1 is diagonal and in fact just given by δγ1ϵ1 as
described above, so we find:
(Σ12,n)αiβj = Cαiβj − Cαnγ1Cγ1βj . (3.2.25)
This is really just the original covariance, with all the terms mixing n1 indices from
αj with indices from βj dropped. To make this obvious, we write out these terms
explicitly:
(Σ12,n)αiβj =
⟨fa1...a2i−2fb1...b2j−2⟩ − ⟨fa1...a2i−2f⟩⟨ffb1...b2j−2⟩ even case ,⟨fa1...a2i−1fb1...b2j−1⟩ − ⟨fa1...a2i−1fc1⟩⟨fc1fb1...b2j−1⟩ odd case .
(3.2.26)
In the even case, the second term subtracts from the first all terms where the ai and
bi indices do not mix, i.e. those terms with n1 = 0 indices from each set in mixed
Kronecker deltas. In the odd case, the second term subtracts from the first all terms
where only one of the ai indices and one of the bi indices are in a Kronecker delta
together, i.e. those terms with n1 = 1 indices from each set in mixed Kronecker deltas.
It then follows that we have
(Σ12,n)α2β2 = C1α2β2 = Dα2β2 = δα2β2Comb(α2) . (3.2.27)
Equation (3.2.27) implies that the second order coefficients of the conditional probability
distribution are statistically independent, and can be generated without explicitly
inverting a non-trivial covariance matrix (when marginalising over higher levels).
To further illustrate equation (3.2.27), we see that in the even case it explicitly
corresponds to:
(Σ12,n)α2β2 = ⟨fa1a2fb1b2⟩ − ⟨fa1a2f⟩⟨ffb1b2⟩ = δa1b1δa2b2 + δa1b2δa2b1 , (3.2.28)
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which follows from ⟨fa1a2f⟩ = −δa1a2 . In the odd case, we have
(Σ12,n)α2β2 = ⟨fa1a2a3fb1b2b3⟩ − ⟨fa1a2a3fc1⟩⟨fc1fb1b2b3⟩
= δa1b1δa2b2δa3b3 + δa1b1δa2b3δa3b2 + δa1b2δa2b1δa3b3 + δa1b2δa3b2δa3b1
+ δa1b3δa2b2δa3b1 + δa1b3δa3b2δa2b3 . (3.2.29)
Here we have used
⟨fa1a2a3fc1⟩ = −δa1a2δa3c1 − δa1a3δa2c1 − δa2a3δa1c1 , (3.2.30)
and a similar expression for ⟨fc1fb1b2b3⟩. The second term of the top line of equation
(3.2.29) will cancel out the terms where only one delta contains an index each from
both sets, and since every term must have either one or three such deltas (there are
three indices in each set), it follows that the only terms that remain are those in which
all the indices are mixed.
For pedagogical reasons: from the second to the third level
To illustrate the structure of our general inductive proof, we here consider the less
trivial step of the conditional covariance after fixing both fα1 and fα2 . The covariance
matrix for the higher levels is then given by
(Σ23,n)αiβj = C1αiβj − C1αiγ2(D−1)γ2ϵ2C1ϵ2βj , (3.2.31)
with 3 ≤ i, j ≤ n. Now, using the expression for the diagonal matrix given in equation
(3.2.19), we can write this as
(Σ23,n)αiβj = C1αiβj −
∑
γ2
C1αiγ2C
1
γ2βj/Comb(γ2) , (3.2.32)
where the sum is over ordered sets of indices.
To generalise the argument of the previous section, we first rewrite this in terms a
sum over unordered indices. This will overcount the index sets by a factor of how many
permutations there are of them, so in every term we need to divide by the number of
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permutations:
(Σ23,n)αiβj = C1αiβj −
∑
γu2
C1αiγu2C
1
γu2 βj
/(Comb(γ2)Perms(γ2))
= C1αiβj −
∑
γu2
C1αiγu2C
1
γu2 βj
/n2! , (3.2.33)
where in the last step we used equation (3.2.21). We recall that C1αiγu2 includes no terms
with n1 indices connecting αi and γu2 . Since these cannot be connected by fewer than
n1 indices (recall that neven1 = 0 and nodd1 = 1), they must be connected by more than
n1 indices. More generally, Ckαiβj only contains terms in which n ∈ {nk+1, nk+2, ...}
indices from two sets αi and βj are paired up in Kronecker deltas. This is because
there must be even numbers of indices left in the sets αi and βj , and all the nl differ by
multiples of two. E.g. for the odd case α3 has n3 = 5 indices and only n1 = 1, n2 = 3
or n3 = 5 indices from α3 can be paired up with indices from another set in Cα5βj .
This then tells us that in C1αiγu2 , all n2 of the indices from the set γ
u
2 are together in
deltas with some indices from αi.
Note also that the terms in the C1αiβj may be negative, but the relative sign
between the two terms in equation (3.2.33) is always the same: the sign in front of the
Kronecker deltas in C1αiβj is (−1)i−j and in C1αiγ2C1γ2βj it is (−1)i−1(−1)1−j = (−1)i−j.
This obviously also holds if we replace 1 with any other index k.
Now consider a subset of αi containing n2 indices. In C1αi,γu2 the indices in this
subset will be paired together with the indices in γu2 into deltas in n2! different ways.
The same applies for any given subset of βj containing n2 indices in C1γu2 ,βj . When
these two terms are multiplied together, each combination of the αi subset and γu2
indices will multiply the βj subset in all combinations with the γu2 indices, giving all
n2! combinations of the αi and βj subsets paired into deltas. Every combination will
therefore appear n2! times when all the terms are added together, cancelling out the
factor of 1/n2! in equation (3.2.33). The second term of equation (3.2.33) will then
subtract off all the terms with n2 indices from each set αi and βj mixed in deltas.
What remains is then the initial covariance matrix minus the terms connecting n1 or
n2 indices from the different sets. We thus have
(Σ23,n)αiβj = C2αiβj , (3.2.34)
from which it immediately follows that:
(Σ23,n)α3β3 = C2α3β3 = Dα3β3 . (3.2.35)
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The third level coefficients therefore become statistically independent random variables
if all the lower level coefficients are known.
Proof by induction
We may now inductively show that the above procedure and the diagonalisation of the
conditional covariance matrix hold to any level. We first assume that
(Σk−1k,n )αiβj = Ck−1αiβj , (3.2.36)
where, again, the superscript k− 1 on the Ck−1αiβj means that terms connecting n1, n2, ...
or nk indices between αi and βj are not present in the covariances. Equation (3.2.36)
holds for k = 2 (cf. equation (3.2.27)) and k = 3 (cf. equation (3.2.34)). We would
now like to show that equation (3.2.36) holds for k → k + 1.
Upon fixing fαkβk (as well as the lower levels), the conditional covariance matrix
for the higher levels is given by
(Σkk+1,n)αiβj = Ck−1αiβj − Ck−1αiγk(D−1)γkϵkCk−1ϵkβj
= Ck−1αiβj −
∑
γk
Ck−1αiγkC
k−1
γkβj
/Comb(γk)
= Ck−1αiβj −
∑
γu
k
Ck−1αiγukC
k−1
γu
k
βj
/nk!, (3.2.37)
where we have taken precisely the same steps that led us to equation (3.2.33).
The superscript k − 1 on the Ck−1αiγuk indicates that it contains no terms with n1,
n2, ... nk−1 deltas with one index each from αi and one from γuk . No term can have
fewer than n1 indices connecting αi and γuk , and since there are nk indices in γuk it then
follows that they all must be connected with an index in αi.
We now consider a subset of αi containing nk indices. In Ck−1αi,γuk the indices in this
subset will be paired together with the indices in γuk into deltas in nk! different ways.
The same applies for any given subset of βj containing nk indices in Ck−1γu
k
,βj
. When
these two terms are multiplied together, each combination of the αi subset and γuk
indices will multiply the βj subset in all combinations with the γuk indices, giving all
nk! combinations of the αi and βj subsets paired into deltas. Every combination will
therefore appear nk! times when all the terms are added together, cancelling out the
factor of 1/nk! in equation (3.2.37). The second term in equation (3.2.37) will then
subtract off all the terms with nk indices from each set αi and βj mixed in deltas.
What remains is then the initial covariance matrix connecting at least nk+1 indices
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from the sets αi and βj. That is, we have:
(Σkk+1,n)αiβj = Ckαiβj . (3.2.38)
We conclude that this expression holds for any level. In particular, this implies that
(Σkk+1,n)αk+1βk+1 = Ckαk+1βk+1 = Dαk+1βk+1 = δαk+1βk+1 Comb(αk+1) , (3.2.39)
from which it follows that the (k + 1):st level Taylor coefficients can be generated as
statistically independent Gaussian variables if all the the lower level coefficients are
known.
The expectation values
The only thing that remains to do now is calculate how the expectation values shift
as we fix the Taylor coefficients level by level. This just involves evaluating equation
(3.2.6) in the general case. If we fix fαk , then the expectation values for the higher
levels (i > k) are changed by
µαi → µαi + Ck−1αiβk(D−1)βkγk(fγk − µγk) , (3.2.40)
where µγk will have been determined by earlier measurements. The elements of the
‘shift matrix’ matrix,
Eαiβk = Ck−1αiγk(D
−1)γkβk = Ck−1αiβkComb(βk)
−1 , (3.2.41)
can be deduced with combinatorics.
We start by considering Ck−1αiβk . Again, every index in βk must be connected with
an index in αi, and as before, we are dealing with ordered sets of indices. For a given
αi and βk, Ck−1αiβk will be given by the product of two numbers: the number of ways we
can pair up indices in αi with those βk, and the number of ways the remaning indices
can be paired up with each other, with an overall sign given by (−1)i−k. To get Eαiβk
one then just divides by Comb(βk).
3.2.3 Summary
In sum, we have shown that realisations of the Taylor coefficients of the Gaussian
random field with the covariance function (3.2.9) can be generated sequentially, in an
order-by-order fashion, as independent Gaussian random numbers with the diagonal
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covariance matrix:
(Σkk+1,n)αk+1βk+1 = Ckαk+1βk+1 = Dαk+1βk+1 (3.2.42)
This obviates the need to numerically invert large covariance matrices.
The effect of the non-vanishing covariances the different orders is here encoded in
the mean values, which shift at each step by
µαi → µαi + Eαiβk(fβk − µβk) , (3.2.43)
for i > k, where k corresponds to the order of the generated Taylor coefficients, and
with Eαiβk defined in equation (3.2.41). The elements of the matrices Dαiβi and Eαiβk
are simple combinatorial factors that depend on the set of indices.
3.3 Applications
In this section, we briefly present two applications of our construction. An accompanying
Mathematica notebook with examples is available at https://doi.org/10.17863/CAM.22859.
3.3.1 Random, high-dimensional potential energy landscapes
The first application of our method is the efficient generation of random functions
locally around a point x⋆ ∈ Rd. The statistical independence of the Taylor coefficients
when generated order-by-order allows for the study of d≫ 1 or nmax ≫ 1. This way our
method can be competitive with other ways of generating explicit GRFs (e.g. through
the generation of independent Fourier coefficients) when the explicit function is only
needed in a moderately small neighbourhood around x⋆, and the covariance function is
Gaussian. Moreover, a key benefit of our method is that it permits the generation of
the function around special points: for example, one may fix the Taylor coefficients
up to second order, i.e. f , fa, fab, to permit the generation of random potentials
around minima, maxima, and saddle-points with specific properties (the generation
of completely random critical points is different, and will be discussed shortly). Our
method can also be used to study potentials over distances of a few Λh by taking
nmax ≫ 1 (as illustrated in Figure 3.1). This provides novel opportunities to address
a rich class of problems involving multifield dynamics in random potential energy
landscapes.
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Generating random critical points
There is a subtlety that must be taken into account when generating random critical
points with appropriate weights. If we want to generate a potential conditional on
x⋆ being a critical point, rather than conditional on some Taylor coefficients taking
particular values, there is in fact a dependence of the Hessian on the gradient of the
potential which changes the conditional distribution of the former (after the latter has
been fixed) away from its Gaussian form.
As is explained in [27], the condition −δ/2 < fa < δ/2 taking δ → 0 gives
a conditional probability density for the higher-order Taylor coefficients with the
property that critical points with small or zero-valued second derivatives have larger
weight than those with large second derivatives. This is because the condition will be
satisfied in larger regions around these points. To account for this effect, one should
use the condition that there is a critical point in a region of size δ, and then let δ → 0.
In doing so, the probability density of the higher-order coefficients becomes
p(f, fab, . . . |critical point) ∝ |detfab|p(f, fa = 0, fab, . . . ). (3.3.1)
The marginal distributions for all the variables other than fab are unaffected by this,
but to generate fab one must resort to other methods (e.g. MCMC). Once the Hessian
is fixed, one may proceed to generate the other coefficients as described earlier in this
chapter.1
3.3.2 Model selection for Gaussian process regression
The results derived in this chapter can also be useful when training Gaussian random
processes with square exponential covariance functions. More specifically, it can be
applied to simplify the regression problem mentioned in the introduction: given training
data in the form of Taylor coefficients of f at x⋆ to order nmax, we may determine the
hyperparameters h, ℓ and f¯ by maximising the log likelihood. In this section, we show
in detail how the log likelihood can be written as a sum over levels, thereby making it
possible to constrain the hyperparameters without inverting the covariance matrix.
1The generation of third derivatives and higher as described earlier is not affected by this. The
reason for this is that while each critical point must be assigned equal probability when the rest of
the potential is generated on the condition that x⋆ is a critical point, in the earlier example we were
just interested in generating potentials satisfying certain properties. That is, we are conditioning on
the event that each fα is in some range (f⋆α − δ/2, f⋆α + δ/2), and then take δ → 0 when computing
the conditional density. This is done irrespective of whether the fα was generated randomly or fixed
by hand.
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The log marginal likelihood is given by:
ln p(fα|h, ℓ, f¯) = −12fαΣ
−1
αβfβ −
1
2 ln |2πΣ| . (3.3.2)
In general, this is a very complicated function of h, ℓ and f¯ , but we can simplify it
substantially by using the algebraic properties proven in this chapter. First, we can
use the definition of conditional probabilities to write:
p(fα) =
[(
n∏
i=2
p(fαi |fαi−1 , ..)
)
p(fα1)
]
even
×
[(
n∏
i=2
p(fαi |fαi−1 , ..)
)
p(fα1)
]
odd
, (3.3.3)
where we for simplicity of notation have suppressed the dependence on the hyperpa-
rameters. From equation (3.2.39), the conditional probability densities can be further
simplified to
p(fαi |fαi−1 , ..) =
1√
|2πh2ℓ−2niDαiβi |
exp
(
−12h
−2ℓ2ni(fαi − µαi)D−1αiβi(fβi − µβi)
)
,
(3.3.4)
where µαi is a function of fαj for j < i as discussed towards the end of §3.2.2. Denoting
the number of independent derivatives at level i by di, we find
ln p(fαi |fαi−1 , ..) = −
1
2h
−2ℓ2ni(fαi − µαi)D−1αiβi(fβi − µβi)
− di(ln h− ni ln ℓ)− di2 ln(2π)−
1
2 Tr ln(Dαiβi) . (3.3.5)
The log marginal likelihood is then given by the simple sum
ln p(fα|h, ℓ, f¯) =
imax∑
i=1
even, odd
[
− 12h
−2ℓ2ni(fαi − µαi)D−1αiβi(fβi − µβi)
− di(ln h− ni ln ℓ)− di2 ln(2π)−
1
2 Tr ln(Dαiβi)
]
, (3.3.6)
which runs over both even and odd derivatives. The remaining complication of (3.3.6)
is the mean values µαi , which are determined iteratively as:
µαi =
i−1∑
j=1
ℓnj−niEαiαj(fαj − µαj) , (3.3.7)
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with µα1 = f¯ in the even case and µα1 = 0 in the odd case. The shift matrix Eαiαj
was defined in equation (3.2.41). Using this expression, the expectation values µαi can
be determined without inverting any matrix, which makes numerical evaluations fast.
Derivatives of the mean values are given recursively by
∂µαi
∂ℓ
=
i−1∑
j=1
[
(nj − ni)ℓnj−ni−1Eαiαj(fαj − µαj)− ℓnj−niEαiαj
∂µαj
∂ℓ
]
, (3.3.8)
∂µαi
∂f¯
=
i−1∑
j=1
−ℓnj−niEαiαj
∂µαj
∂f¯
. (3.3.9)
The mean values µαi do not depend on h. The only non-zero starting value at first
order is ∂µα1/∂f¯ = 1 in the even case.
To find the Bayesian best-fit parameters, we optimise the log marginal likelihood
with respect to all the hyperparameters:
∂
∂ℓ
ln p(fα|h, ℓ, f¯) =
∑
i
[
− nih−2ℓ2ni−1(fαi − µαi)D−1αiβi(fβi − µβi)
+ h−2ℓ2ni(fαi − µαi)D−1αiβi
∂µβi
∂ℓ
+ diniℓ−1
]
(3.3.10)
∂
∂h
ln p(fα|h, ℓ, f¯) =
∑
i
[
h−3ℓ2ni(fαi − µαi)D−1αiβi(fβi − µβi)− dih−1
]
(3.3.11)
∂
∂f¯
ln p(fα|h, ℓ, f¯) =
∑
i
h−2ℓ2ni(fαi − µαi)D−1αiβi
∂µβi
∂f¯
. (3.3.12)
Evidently, the only matrices that appear in this problem are the diagonal Dαiβi and
the shift matrix Eαiβj , but these are easy to compute from combinatorics, cf. equations
(3.2.19) and (3.2.41). Moreover, once computed for a given d and nmax, they can be
re-used for any training data set. This model selection problem is controlled by the
mean values µαi and their derivatives, and requires no inversion of large matrices.
We illustrate the application of this method for randomly generated data in Figure
3.2. The hyperparameters h and ℓ can be determined rather accurately given Taylor
coefficients to sufficiently high order. Heuristically, the oblongated shape of the
confidence contours can be understood to follow from the appearance of the pre-factors
h−2ℓ2ni in the exponent of equation (3.3.4). While the degeneracy h→ λh, ℓ→ λ1/niℓ
certainly is broken in several ways (by the ℓ dependence of µαi , the differentiation in
equations (3.3.10)–(3.3.12), and by factors with different ni), the hyperparameters are
most strongly constrained when ℓ and h are not both increased or decreased from the
best-fit value.
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Fig. 3.2 Likelihood contours for the hyperparameters at the 68% and 95% confidence
levels obtained from random realisations of the GRF. The true hyperparameter values
are (h, ℓ) = (1.22, 0.33) as indicated by the black dot, and we have fixed f¯ = 0.
3.4 Conclusions
In this chapter, we have presented a new method for simplifying the PDF of the Taylor
coefficients of GRFs with a Gaussian covariance function. By computing the PDF
sequentially, we have shown that the covariance matrices for the Taylor coefficients at
every step become diagonal. This result holds for any dimension and to any order in
the Taylor coefficients. This simplification essentially trivialises the evaluation of the
probability distribution of the Taylor coefficients, which depends on the inverse of the
covariance matrix.
We have shown that this method can have several interesting applications. GRFs
constructed this way can be used as models of complicated potential energy functions,
and we have showed in Chapter 2 how this can be used to explicitly study cosmic
inflation in theories with many interacting fields. Moreover, GRFs with Gaussian
covariance functions appear very frequently in machine learning applications. We
have demonstrated that our method can be used to simplify the regression problem of
determining the hyperparameters, given a training data set that consists of the local
Taylor coefficients of the GRF, although we expect this to be a rather niche application.
Accompanying this chapter, there is a Mathematica notebook containing the explicit
examples of these applications.
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Our method has several limitations. The algebraic simplifications that we have iden-
tified are only applicable to isotropic Gaussian covariance functions, which constitute
a special, albeit commonly considered, class of GRFs. We know of no generalisations
to more general classes of covariance functions, including those constructed as sums
of independent Gaussian functions. Moreover, since our method is based on the local
Taylor coefficients, it becomes cumbersome to use for describing the potential over field
displacements of many ℓ. Finally, training data sets in machine learning applications
are often noisy, which can make it challenging to determine the Taylor coefficients to a
sufficiently high order.
Nevertheless, we expect this method to offer useful simplifications to a wide variety
of practical applications of Gaussian random fields and Gaussian processes.
Chapter 4
Hyperinflation
4.1 Introduction
In the standard slow-roll paradigm involving a single canonically normalised scalar
field φ, accelerated expansion is supported when φ evolves slowly in a scalar potential,
V (φ), that is sufficiently flat, satisfying
|V,φ|
V
<
√
2
MP
. (4.1.1)
However, this is not the only way inflation can be realised. Models of inflation
involving multiple fields and non-trivial kinetic terms can also be consistent with
observations, and recently, much effort has been devoted to elucidating the rich
possibilities offered by inflationary theories with geometrically non-trivial field spaces
(cf. e.g. [2, 3, 5, 33, 45, 46, 51, 52, 56, 57, 59, 65, 80, 82, 99, 104, 105, 114–122, 125–
127, 149, 165, 166, 169]). The most well-studied class of such models, ‘α-attractors’,
builds on the observation that if the coefficients of the kinetic terms become large, even
highly featured potentials can support standard slow-roll inflation [2, 46, 51, 52, 99, 115–
119, 121, 126, 169]. However, non-trivial field space geometries can also support
conceptually new realisations of inflation, that do not rely on equation (4.1.1). In this
chapter we will be investigating one of these models, ‘hyperinflation’ [45], in detail
to understand how it works. The original proposal of this model left many questions
unanswered about its dynamics - in particular, the solution relied on global symmetries
of the field space, even though the equations of motions are local.
Hyperinflation is a particularly interesting mechanism for realising inflation when
the field space is a hyperbolic plane with a constant curvature of L≪MP. Reference
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[45] showed that if the field initially has some (field space) angular momentum and the
scalar potential is rotationally symmetric, the radial motion is slowed by an additional
centrifugal force, which helps sustain inflation even in steep potentials.1 In this scenario,
equation (4.1.1) is replaced by the much more relaxed condition
3L
M2P
<
|V,φ|
V
<
1
L
, (4.1.2)
for the canonically normalised radial field φ.
Reference [149] further developed the perturbation theory of these models, but the
framework of hyperinflation is not yet fully developed. In this chapter we address the
following important questions:
• The proposal of [45], which was further studied in [149], applies strictly to a
restrictive set of two-field models in which the field space is the hyperbolic plane,
the scalar potential is rotationally symmetric, and the field is initially displaced
far from the origin (so that the initial angular momentum is large). Are these
assumptions required to realise hyperinflation? If not, how can they be relaxed,
and hyperinflation generalised?
• Models of inflation in steep potentials are potentially interesting because they
may not require the same level of fine tuning as slow-roll models, and may be
more easily compatible with ultraviolet completions of inflation, e.g. into string
theory. Recently, much activity has been devoted to identifying ‘swampland’
criteria that supposedly delineate the low-energy effective field theories that
can be consistently embedded in quantum gravity. In particular, the ‘de Sitter’
and ‘distance’ conjectures respectively state that |V,φ| > O(V/MP) and the total
field excursion is bounded from above, ∆φ < O(MP). These conditions, if true,
strongly constrain standard slow-roll inflation. Can hyperinflation be realised in
steep potentials with sub-Planckian field excursions? Is the theory compatible with
the proposed ‘swampland conjectures’?
To address these questions, we identify a set of conditions on the scalar potential
and its derivatives that must be satisfied by (generalised) models of hyperinflation. We
express these conditions covariantly and show that they can be satisfied in a variety
of models, including those without rotational symmetry, with random interactions,
and with any number of fields (Nf ≥ 2). Moreover, we demonstrate how (generalised)
hyperinflation can be realised without any special conditions on the initial value
1This mechanism generalises the idea of ‘spinflation’ [86].
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of the angular momentum (which is not a conserved quantity in the general case).
For example, hyperinflation can follow a period of slow-roll inflation with small or
vanishing angular momentum which then becomes ‘geometrically destabilised’ [165] by
the negative curvature (cf. also [45]). This links hyperinflation to so-called ‘side-tracked
inflation’ recently discussed in [105, 165]: we point out that while these setups share
some similarities, the side-tracked model of [105] does not realise hyperinflation in
either its original or here generalised forms.
We furthermore consider perturbations around the homogeneous solution and
provide the first detailed proof of the attractor nature of hyperinflation, and its
generalised versions. For models with Nf > 2 fields, we show that the dynamics of the
perturbations decouples the adiabatic and first ‘entropic’ mode from the remaining
Nf−2 modes. We note that this makes the observational predictions rather independent
of the number of fields.
Finally, we discuss the status of hyperinflation in relation to various conjectures
regarding the general properties of effective field theories arising in low-energy limits
of consistent theories of quantum gravity, a.k.a. the ‘swampland program’ [156, 157].
We show that hyperinflation can be consistent with either the ‘de Sitter conjecture’
or the ‘distance conjecture’, but struggles to satisfy both conditions simultaneously
while also reheating the universe after inflation. Moreover, the simplest models of
hyperinflation considered in [45] are in strong tension with the weak gravity conjecture
[22], but generalisations can be unaffected by this condition.
4.2 Hyperbolic geometry and hyperinflation
In this section, we review the mechanism for hyperinflation proposed in [45]. To set
our notation conventions, we begin with a brief reiew of inflation in curved field spaces.
The action governing inflation in curved field spaces is given by
S = 12
∫
d4x
√−g
[
R−Gabgµν∂µφa∂νφb − 2V
]
, (4.2.1)
where Gab is the field space metric. In a Friedmann-Robertson-Walker background,
the equations of motion for a homogeneous background field become
Dtφ˙a + 3Hφ˙a +GabV,b = 0, (4.2.2)
where the derivative Dt is defined by DtXa = X˙a + Γabcφ˙bXc for any field space vector
Xa.
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The dynamics of the perturbations around a homogeneous solution in spatially flat
gauge is governed by the second-order action [107, 110, 172]:
S2 = 12
∫ d3k
(2π)3dta
3
[
GabDtδφa(k)Dtδφb(−k)−
(
k2
a2
Gab +Mab
)
δφa(k)δφb(−k)
]
,
(4.2.3)
where Mab is the effective mass matrix given by
Mab = V;ab −Racdbφ˙cφ˙d + (3− ϵ) φ˙aφ˙b
M2P
+ φ˙aV,b + V,aφ˙b
HM2P
(4.2.4)
where V;ab = V,ab − V,cΓcab. The equations of motion for the perturbations are
DtDtδφa + 3HDtδφa + k
2
a2
δφa +Mab δφb = 0. (4.2.5)
One of the novel aspects of inflation in negatively curved spaces is that the second
term can induce a negative mass-squared, leading to geometric destabilisation of
inflation attractors [165]2. In two dimensions, the Riemann tensor always takes the
form Rabcd = R(δacGbd − δadGbc)/2, and hyperbolic geometry corresponds to constant
R = −2/L2.3 More generally, for an Nf-dimensional hyperbolic geometry, one can
show that in an orthonormal basis (normal coordinates), the Riemann tensors takes
the form Rabcd = −(δacδbd − δadδbc)/L2.
Commonly used representations of the metric of the hyperbolic plane include the
Poincare disk model,
ds2 = 4L2dr
2 + r2dθ2
(1− r2)2 , (4.2.6)
for r < 1, and the non-compact representation,
ds2 = dφ2 + L2 sinh2(φ/L)dθ2 . (4.2.7)
These are related by the change of radial coordinate φ = L sinh−1(2r/(1− r2)).
4.2.1 Hyperinflation
The action of a homogeneous background field in the hyperbolic plane can be written
as
S =
∫
d4xa3
(1
2 φ˙
2 + 12L
2 sinh2(φ/L)θ˙2 − V (φ, θ)
)
. (4.2.8)
2This destablisation, although very different in origin, is akin to hybrid inflation [101, 128]
3The curvature scale L is related to the eponymous parameter of α-attractors by α = 2L2/3.
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If the scalar potential only depends on the radial coordinate, V = V (φ), the equations
of motion are given by
φ¨+ 3Hφ˙− L sinh(φ/L) cosh(φ/L)θ˙2 = −V,φ (4.2.9)
θ¨ + 3Hθ˙ + 2
L
coth(φ/L)θ˙φ˙ = 0 . (4.2.10)
Following [45], we assume that V (φ) has a minimum at φ = 0. For this rotationally
symmetric system, equation (4.2.10) may also be derived as the conservation equation
for field-space angular momentum, dJ/dt = 0, where
J ≡ a3L2 sinh2(φ/L)θ˙ . (4.2.11)
The conservation of J simplifies the radial equation to
φ¨+ 3Hφ˙ = J
2 cosh(φ/L)
a6L3 sinh3(φ/L)
− V,φ , (4.2.12)
where the first term on the right-hand side may be regarded as a centrifugal force. One
may search for solutions in which φ¨ is negligible, and the two terms on the right-hand
side balance to keep 3Hφ˙ slowly varying. For φ≫ L, sinh(φ/L) ≃ cosh(φ/L) ≃ eφ/L/2,
and such solutions must realise the scaling relation
a6e2φ/LV,φ = const . (4.2.13)
Differentiating this condition with respect to time leads to a simple equation for the
radial velocity:
φ˙ = − 3HL1 + ηL/2 ≃ −3HL , (4.2.14)
where in the last step we have assumed that |ηL| ≪ 1 for
ηL =
LV,φφ
V,φ
. (4.2.15)
The speed in the angular direction may now be found from equation (4.2.9) and is
given by
L sinh(φ/L)θ˙ ≃
√
LV,φ − (3HL)2 . (4.2.16)
A consistent solution requires LV,φ > (3HL)2.
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Accelerated expansion is realised if the inflationary epsilon parameter is small:
ϵ = − H˙
H2
=
1
2 φ˙
2 + 12L
2 sinh2(φ/L)θ˙2
H2
≃ 3
1
2LV,φ
1
2LV,φ + V
< 1 . (4.2.17)
Combining the consistency condition from (4.2.16) with the inequality (4.2.17) leads
to equation (4.1.2). A sustained period of inflation then requires ϵL ≪ 1 for
ϵL =
LV,φ
V
. (4.2.18)
The number of e-folds of expansion is straightforwardly related to the radial field
excursion by
N =
∫
Hdt = − 13L
∫
dφ = ∆φ3L . (4.2.19)
Obtaining at least 60 e-folds of inflation requires ∆φ & 180L. The total field excursion
including both the radial and angular motion is given by
dφtot =
√
LV,φ dt =
√
3ϵL dN . (4.2.20)
For future reference we define the dimensionless parameter [45]
h¯ ≡ L sinh(φ/L)θ˙
HL
= 3
√
ϵL
3L2 − 1 =
√√√√( 1
L
dφtot
dN
)2
− 9 , (4.2.21)
which closely approximates the turn-rate of the fields. We note that the above
results come out easily because of the metric choice. In the Poincare disk model, the
hyperinflation solution appears more complicated. The large radius condition φ≫ L
clearly corresponds to r ≃ 1, but the condition φ¨ ≈ 0 translates into the less clear
condition
2L
1− r2
(
r¨ + 2rr˙
2
1− r2
)
≈ 0. (4.2.22)
To obtain a more general understanding of when and how hyperinflation arises, we will
now reformulate the relevant conditions in a coordinate-independent way.
4.3 Generalising hyperinflation
In this section we generalise the notion of hyperinflation. As we have reviewed,
hyperinflation can be supported in potentials that would be too steep to sustain slow-
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roll inflation, but the construction of [45] required a number of assumptions. It applied
only to two-field models for which the field space was given by the hyperbolic plane
and the potential was rotationally symmetric, and it furthermore relied on the initial
field being far from the origin with non-vanishing angular momentum, J ≠ 0. There
are good reasons to expect that these assumptions can be relaxed: the hyperinflation
solution only probes a small region of the field space, and should not be sensitive to
global properties of the potential. Moreover, with a general potential there is nothing
special about the chosen origin of the hyperbolic plane, and the metric could equally
well be expressed locally around a point on the inflationary trajectory.
We begin in section 4.3.1 by reviewing how the Klein-Gordon equation can be
expressed covariantly using a local orthonormal basis, and we then show in section 4.3.2
how the conditions for hyperinflation can be expressed using only local and covariant
properties of the potential. This setup then allows us to generalise hyperinflation to
more general potentials in section 4.3.3, and to models with more than two fields in
section 4.3.4.
4.3.1 Two-field covariant formulation
The starting assumptions of the hyperinflation solution of [45] – setting φ¨ to zero and
taking Hφ˙ to be slowly varying – are not covariant. To generalise hyperinflation we
here rephrase the mechanism using vielbeins. A convenient local orthonormal basis of
the two-dimensional field space is defined by the unit vector in the potential gradient
direction,
va = V ,a/
√
V ,bV,b ≡ V ,a/V;v , (4.3.1)
and a second unit vector orthogonal to it, wa. The reason for working with this basis,
rather than say the commonly used ‘kinematic basis’ that takes φ˙a and φ¨a to span the
field space [161, 162], is that we know the directions of va and wa without solving the
equations of motions. This simplifies the analysis.
In terms of this basis for the tangent space, we expand the field-space velocity as
φ˙a = vaφ˙v + waφ˙w . (4.3.2)
Here φ˙v = vaφ˙a and φ˙w = waφ˙a are covariant scalars. As the field evolves, the basis
vectors rotate. To take this into account, we note that
Dtva = V;abφ˙
b
V;v
− vav
bV;bcφ˙
c
V;v
= wa
wbV;bcφ˙
c
V;v
, (4.3.3)
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where in the last step we used the identity vavb+wawb = δab. From the orthonormality
condition, vawa = 0, it also follows that
Dtwa = −vaw
bV;bcφ˙
c
V;v
. (4.3.4)
In this vielbein basis, the Klein-Gordon equations are then given by
φ¨v = vaDt(φ˙a) +Dt(va)φ˙a = −3Hφ˙v − V;v + φ˙ww
aV;abφ˙
b
V;v
φ¨w = waDt(φ˙a) +Dt(wa)φ˙a = −3Hφ˙w − φ˙vw
aV;abφ˙
b
V;v
. (4.3.5)
These expressions hold in general for two-dimensional field spaces. To identify the local
manifestation of the hyperinflation solution, we furthermore need information about
the second covariant derivatives of the potential.
4.3.2 Generalised hyperinflation
We now reconsider the hyperinflation solution reviewed in section 4.2.1 and re-express
it using our local orthonormal-basis. In the original polar coordinate system, the basis
vectors are va = (1, 0) and wa = (0, 1/L sinh(φ/L)). Using these, it is straightforward
to check that the potential in the original solution satisfies
V;v = V,φ, V;vv = V,φφ, V;vw = 0, V;ww =
V,φ
L
. (4.3.6)
Here we have introduced the notation vaV;abwb = V;vw, etc. and used the non-vanishing
Christoffel symbols Γvww = −Γwwv = − 1Lcosh(φ/L)/sinh(φ/L). The hyperinflation
parameters ϵL and ηL clearly translate into
ϵL ≡ LV,v
V
, and ηL ≡ LV;vv
V;v
. (4.3.7)
To generalise hyperinflation, we look for solutions of the equation of motion with
|ηL| ≪ 1 , 3L < ϵL < 1 , V;vw ≈ 0 , and V;ww = V;v
L
. (4.3.8)
These conditions are all covariant statements, and can be easily evaluated for any
potential and representation of the metric.
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Using the conditions (4.3.8), the basis vector rotations simplify to
Dtva = wa φ˙w
L
, Dtwa = −va φ˙w
L
. (4.3.9)
The equations of motion (4.3.5) are now simplified to
φ¨v = −3Hφ˙v − V;v + φ˙
2
w
L
(4.3.10)
φ¨w = −3Hφ˙w − φ˙vφ˙w
L
. (4.3.11)
Setting φ¨v = φ¨w = 0 at some time tp gives two possible solutions:
˙¯φv = −Vv/3H
˙¯φw = 0
 slow roll ,
˙¯φv = −3HL
˙¯φw = ±
√
LV;v − 9H2L2
 hyperinflation (4.3.12)
We here focus on the hyperinflation solution, which again requires LV;v > 9H2L2 (or
equivalently, ϵL > 3L when ϵL is small). It remains to be shown is that these solutions
can be consistently extended along the inflationary trajectory. Noting that the RHS
can be expressed entirely as a function of φ (to a good approximation) during inflation,
we look for a solution of the form φ˙ = φ˙(φ(t)), and expand the velocity variables as
φ˙I = ˙¯φI + δφ˙I , where we need to show that δφ˙I(t) ∼ O(ϵ ˙¯φI) along the inflationary
solution.
When the equations (4.3.12) hold, the inflationary slow-roll parameters ϵ and η
straightforwardly generalise to
ϵ =
1
2
˙¯φ2
H2
= 3 ϵL
ϵL + 2
, (4.3.13)
η = d ln ϵ
Hdt
= 1
H ˙¯φ2
d
dt
˙¯φ2 + 2ϵ = −3ηL + 2ϵ . (4.3.14)
The assumptions (4.3.8) imply that both ϵ and |η| are small. Note that in equation
(4.3.14), we take the time derivative of ˙¯φ using the explicit expressions for the ˙¯φI of
equation (4.3.12), rather than the equations of motion (which remain to be solved for
δφ˙I). Explicitly,
d ˙¯φv
dt
= 3H2Lϵ and d
˙¯φw
dt
= 3H(6H
2L2ϵ− LV;vηL)
2 ˙¯φw
, (4.3.15)
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where we emphasise that the right-hand sides can all be written as functions of φa only.
The accelerations are both small, d ˙¯φi/dt ∼ O(ϵH ˙¯φi), which justifies the expansion of
the velocities. We may now use the full Klein-Gordon equation to solve for δφ˙i,
d ˙¯φv
dt
= −3Hδφ˙v + 2
˙¯φwδφ˙w
L
,
d ˙¯φw
dt
= −3Hδφ˙w −
˙¯φwδφ˙v + ˙¯φvδφ˙w
L
. (4.3.16)
Defining, as in equation (4.2.21),
h¯ =
˙¯φw
HL
(4.3.17)
we find
δφ˙v =
HL(2h¯2ϵ− (9 + h¯2)η)
2h¯2
and δφ˙w =
3HL(h¯2(4ϵ− η)− 9η)
4h¯3
. (4.3.18)
We note that δφ˙I/ ˙¯φI = O(ϵ), so that neglecting dδφ˙I/dt ∼ O(ϵ2 ˙¯φI) is consistent. This
explicitly demonstrates that equation (4.3.12) provides a self-consistent solution of the
equations of motion to leading order in the slow-roll parameters.
As an aside, the equations of motion in hyperinflation resemble those of side-tracked
inflation far away from the original axis. In side-tracked inflation [105], the field-space
has negative curvature and much like in hyperinflation, slow-roll is destabilised and
one ends up in a new attractor solution. However, the equations of motion are not
exactly the same: in side-tracked inflation, when the fields have reached the second
attractor solution, the Hessian of the potential is characterised by Vvv/Vww = O(1)
rather than O(ϵ), and Vvw is no longer non-negligible, in contrast with hyperinflation.
Consequently, φ˙v and φ˙w no longer satisfy equation 4.3.12, although there is some
rough qualitative agreement. Moreover, in the second phase of side-tracked inflation,
the fields must follow one of two specific trajectories in field space (which are mirrors of
each other), whereas hyperinflation can happen anywhere in the hyperbolic plane where
LVv > 9H2L2. In Chapter 5 we will see exactly how the differences in the structure
of the Hessian cause these differences in the dynamics. Nevertheless, as pointed out
by [60], these two models behave very similarly in the vicinity of the initial slow-roll
solution, in particular when they destabilise.
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4.3.3 Hyperinflation in random potentials
The conditions on the derivatives of the potential in equation (4.3.8) are unusual, and
may seem highly restrictive. In this section, we show that they are satisfied by broad
classes of potentials, and do not rely on rotational symmetry.
For concreteness, we consider a random potential over R2 with derivatives ∂xV ∼
∂yV . In a polar coordinate system, this corresponds to
|V,φ| ∼ |V,θ|/φ, |V,φφ| ∼ |V,φθ|/φ ∼ |V,θθ|/φ2 . (4.3.19)
When considered as a potential over the hyperbolic plane with a metric of the form of
equation (4.2.7), any angular gradients flatten exponentially when φ≫ L. Despite the
assumed randomness, V;v ≈ Vφ at large radius. The condition on the steepness of the
potential from equation (4.3.8) (and the earlier equation (4.1.2)) forces the potential
to be asymptotically intermediate between the two exponential functions,
exp(3φL/M2Pl) and exp(φ/L) , (4.3.20)
where we for clarity have re-inserted factors of the reduced Planck mass. We note
that over a field displacement of ∆φ = 180L, the potential may change by as little as
exp((23L)2) or as much as exp(180). We will return to this point in section 4.6.
At large radius, the Hessian of the random potentials also takes a simple form, with
coefficients that satisfy equation (4.3.8):
V;vv ≃ V,φφ, V;vw ≃ 0, and V;ww ≃ V;v
L
. (4.3.21)
Thus, hyperinflation draws heavily on the negative curvature of the hyperbolic plane,
but is largely insensitive to the precise form of the potential.
4.3.4 Multifield generalisation
Our formalism also allows us to straightforwardly consider the case of hyperinflation
in negatively curved field spaces with Nf > 2 dimensions. With Nf fields, we solve the
equations of motion in the vielbein orthonormal basis eIa = {va, w1a, w2a, ...}. We
will be more specific on the definition of w1a below. Following our discussion in section
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4.3.2, we consider scalar potentials for which the Hessian in this local basis takes the
diagonal form V;ab = diag(V;vv, V;v/L, V;v/L, . . . ).4
Here we study the evolution of φ˙a by looking at its component in the gradient-
direction, φ˙v, and its complement, φ˙a⊥. To proceed we first note that
Dtva = (gab − vavb)V;bcφ˙
c
V;v
≡⊥ab V;bcφ˙
c
V;v
, (4.3.22)
where ⊥ab is a projection tensor that removes the component in the gradient direction.
The Klein-Gordon equation for the homogenous background field then implies that
φ¨v = Dt(vaφ˙a) = −3Hφ˙v − V;v + φ˙
a
⊥V;abφ˙
b
V;v
(4.3.23)
φ¨a⊥ = Dt(⊥ab φ˙b) = −3Hφ˙a⊥− ⊥ab
V;bcφ˙
c
V;v
φ˙v − va φ˙
b
⊥V;bcφ˙
c
V;v
. (4.3.24)
The rate of change of the magnitude of φ˙a⊥ is then given by
φ¨⊥ =
1
φ˙⊥
φ˙⊥aDtφ˙a⊥ = −3Hφ˙⊥ −
φ˙a⊥V;abφ˙
b
φ˙⊥V;v
. (4.3.25)
Now, in the case of hyperinflation, we have V;ab = vavbV;vv+ ⊥ab V;v/L, and hence
φ¨v = −3Hφ˙v − V;v + φ˙
2
⊥
L
(4.3.26)
φ¨a⊥ = −3Hφ˙a⊥ −
φ˙vφ˙
a
⊥
L
− va φ˙
2
⊥
L
. (4.3.27)
The acceleration φ¨a⊥ is therefore in the plane spanned by va and φ˙a⊥, and the motion is
planar. It therefore suffices to look at the evolution of the norm φ˙⊥, which is governed
by the equation:
φ¨⊥ = −3Hφ˙⊥ − φ˙vφ˙⊥
L
. (4.3.28)
We note that equations (4.3.26) and (4.3.28) are identical to the two-field equations
(4.3.10) and (4.3.11) (with φ˙⊥ → φ˙w). Importantly, this means that the most important
dynamics of the Nf-dimensional system reduces to the standard two-field hyperinflation
equations, with Nf − 2 perpendicular directions decoupled.5 We will now turn to
4This, for example, happens for if one takes a radial potential in H3, or at large φ for metrics of
the form ds2Nf = dφ
2 + L2 sinh2(φ/L)dΩ2Nf−1.5In view of section 4.3.3, we expect that multifield hyperinflation can be realised in sufficiently steep
random potentials. This could be tested explicitly by adapting the methods of e.g. [39, 40, 77, 78, 142].
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the dynamics of long-wavelength perturbations around this system, where we will in
particular show that this decoupling of modes persists.
4.4 Linear stability
In this short section, we provide the first detailed proof of the attractor nature of
(generalised) hyperinflation by showing that small perturbations away from the solution
decay. We begin by considering the two-field case, which then straightforwardly
generalises to the general case with Nf ≥ 2 fields.
4.4.1 The two-field case
To prove the linear stability of this solution, we look at the equations for the k = 0
mode of linearised perturbations around the background solution:
DtDtδφa + 3HDtδφa + [(k2/a2H2)δab +Mab ]δφb = 0. (4.4.1)
During hyperinflation, the parameters ϵ and η are small, and we here work to first
order in these parameters. We will prove that k = 0 perturbations around the
background solution decay unless they are in a phase-space direction that still satisfies
the hyperinflation equation of motion.
To study the perturbations, it is convenient to use a kinematic basis with na = φ˙/|φ˙|
and sa = Dtna/|Dtnb| [7, 8, 110, 161, 162] (cf. Appendix B.1 for more details). The
turn-rate of the field is given by
aa ≡ DNna = φ˙wVv
Hφ˙2
sa =
(
h− 3η
h
)
sa ≡ ωsa , (4.4.2)
where h = φ˙w/HL. In this basis, the equations of motion for the k = 0 mode are given
by
d2δφn
dN2
+ (3− ϵ)dδφ
n
dN
− 2ωdδφ
s
dN
− 3η2 δφ
n −
[
ω(6− 2ϵ+ η) + (9 + ω
2)η
ω
]
δφs = 0
(4.4.3)
d2δφs
dN2
+ (3− ϵ)dδφ
s
dN
+ 2ωdδφ
n
dN
− ωηδφn −
[
1
3ω
2(6− 2ϵ+ η) + 3(9 + ω
2)η
ω2
]
δφs = 0 .
(4.4.4)
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Defining δπI ≡ dδφI/dN , we can rewrite this system as
d
dN

δφn
δφs
δπn
δπs
 =

0 0 1 0
0 0 0 1
3η/2, ω(6− 2ϵ+ η) + (9+ω2)η
ω
, −(3− ϵ) 2ω
ωη, 13ω
2(6− 2ϵ+ η) + 3(9+ω2)η
ω2 , −2ω −(3− ϵ)


δφn
δφs
δπn
δπs
 .
(4.4.5)
We assume that ϵ and η vary slowly during inflation so that they can consistently be
treated as constant to linear order. Local stability of the system can now be determined
by computing the local Lyapunov exponents, i.e. the eigenvalues λ of the evolution
matrix of equation (4.4.5). To leading order, they are given by
λ1 = η/2 +O(ϵ2) , (4.4.6)
λ2 = −3 +O(ϵ) , (4.4.7)
λ3,4 =
1
2
(
−3±
√
9− 8ω2
)
+O(ϵ) . (4.4.8)
The latter three all have negative real parts and thus correspond to decaying modes.
The first one is a near-constant mode corresponding to the direction (1, 0, η/2, 0)T . In
the (na, sa)-basis, this mode is given by,
δφI ∝ (√ϵ, 0) , (4.4.9)
and is the regular superhorizon-scale adiabatic mode corresponding to shifts along
the hyperinflation solution.6 Since all other modes decay, we confirm that the general
two-field hyperinflation solutions are stable.
We note in closing that, due to the high turning rate of the background-solution,
the adiabatic mode is a little bit different from the standard slow-roll case. For a
perturbation δφad = A(1, 0) with dA/dN = ηA/2, the momentum perturbation is
hyperinflation given by DNδφad = A(η/2, h¯), and is therefore of comparable size to the
field perturbation, and in some limits much larger. By contrast, in standard slow-roll
inflation, DNδφad = ηδφad/2, which is suppressed relative the field perturbation.
6It follows from equation (4.4.9) that the curvature perturbation in constant density gauge freezes
out on superhorizon scales.
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4.4.2 Perturbations in the general multifield case
We now show that the decoupling we identified in the background equations of gen-
eralised hyperinflation with Nf fields (cf. section 4.3.4) applies to the perturbations
as well. This enables us to reduce the general problem of the perturbations to the
two-field case discussed above.
We can without loss of generality set w a1 ∝⊥ab φ˙b. It then follows that
Dtva = φ˙w1
L
w a1 , Dtw a1 = −
φ˙w1
L
va. (4.4.10)
These two vectors rotate in their own plane, meaning that the other basis vectors must
rotate in the perpendicular subspace that they span. If we have only one more vector
it follows automatically that its time derivative must vanish, but if we have more, it
will be basis-dependent.
To proceed we now need to define a kinematic basis. We write it as eIa = {na, s1a, ...},
where we take na = (φ˙vva + φ˙w1w a1 )/φ˙ and s a1 = (−φ˙w1va + φ˙vw a1 )/φ˙. The evolution
equations for the perturbations in the na and s a1 directions are again given by equation
(4.3.10) and (4.3.11), and the solution in this plane remains an attractor solution. We
do not have explicit expressions for the remaining basis vectors, but since the mass
matrix for these perturbations is proportional to the identity matrix, one can show (see
Appendix B.1) that it is always possible to pick a basis for the perturbations where
the equations of motion take the form
d2δφsI
dN2
+ (3− ϵ)dδφ
sI
dN
+
[
k2
a2H2
− 3(9 + ω
2)η
2ω2
]
δφsI = 0 . (4.4.11)
These are all uncoupled near-massless modes that do not source the adiabatic pertur-
bations. In section 4.6.2 we will argue that even if these entropic modes are numerous,
the level of isocurvature is naturally suppressed.
4.5 Examples
In this section we provide several explicit examples of models of hyperinflation that
in various ways generalise the simple models discussed in [45, 149]. In particular, our
examples demonstrate that hyperinflation can proceed in highly asymmetric scalar
potentials, and may follow a period of slow-roll inflation that becomes geometrically
destabilised by the negative curvature. We furthermore present the first explicit models
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with a sub-Planckian field excursion, and models with more than two fields. Throughout
this section, we concentrate on the problem of realising inflation; we will turn to the
observational predictions in section 4.6.
4.5.1 Example 1: hyperinflation in the Poincare patch
In section 4.2.1 we noted that the conditions under which hyperinflation is realised
are non-trivial in the Poincare patch, cf. equation (4.2.22). The formalism we have
developed in section 4.3 makes this issue much more clear. Assuming a radial potential,
the vielbein are given by va = ((1 − r2)/2L, 0) and wa = (0, (1 − r2)/2Lr), and the
velocities in the hyperinflation solution are given by
φ˙v =
2L
1− r2 r˙, φ˙w =
2Lr
1− r2 θ˙. (4.5.1)
Differentiating the first equation of (4.5.1) and setting the acceleration to zero gives
the condition (4.2.22).
The class of potentials that support hyperinflation in the Poincare patch need to be
sufficiently steep close the boundary of the Poincare disk. In the original coordinates,
the velocities are given by
r˙ = −32H(1− r
2), θ˙ = 1− r
2
2Lr
√
1− r2
2 V,r − 9H
2L2. (4.5.2)
Near the boundary it is convenient to express r ≡ 1− δ, and the condition 3L < ϵL < 1
translates into:
3L2
δ
<
V,r
V
<
1
δ
. (4.5.3)
Thus, hyperinflation is supported by a class of potentials that grow sufficiently rapidly
towards the edge of the Poincare disk.7
4.5.2 Examples 2 & 3: the non-symmetric hyperinflation at-
tractor and ‘geometric destabilisation’
The original model of hyperinflation considered rotationally symmetric potentials so
that the field space angular momentum (cf. equation (4.2.11)) is conserved. We now
give two examples of hyperinflation realised in non-symmetric potentials, to show
explicitly that this assumptions can be relaxed. These examples also demonstrate how
7For less rapidly growing potentials, α-attractor slow-roll inflation becomes possible.
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Fig. 4.1 The analytical predictions from hyperinflation (green) and slow-roll inflation
(purple) together with a numerical realisation of Example 2 (blue). The momenta
are quickly attracted to the slow-roll solution, but then destabilise and approach the
hyperinflation attractor.
hyperinflation can follow ‘geometric destabilisation’ [165] of slow-roll inflation.
Example 2: As a first example of a non-symmetric hyperinflation, we consider the
model
Gab =

2 cosh2( φL) cosh2( χL)
cosh( 2φL )+cosh( 2χL )
− sinh(
2φ
L ) sinh( 2χL )
2(cosh( 2φL )+cosh( 2χL ))
− sinh(
2φ
L ) sinh( 2χL )
2(cosh( 2φL )+cosh( 2χL ))
2 cosh2( φL) cosh2( χL)
cosh( 2φL )+cosh( 2χL )
 , V = 12m2φ2. (4.5.4)
This metric is constructed such that on the φ and χ axes, the metric becomes the
identity matrix. The curvature is again negative and constant: R = −2/L2. The
quadratic Lagrangian for homogeneous perturbations around an assumed background
solution on the φ-axis takes the form
L
∣∣∣∣
χ¯=0
= 12a
3
[
δφ˙2 + δχ˙2 −
(
V,φφ +
2V,φφ˙
H
+ (3− ϵ)φ˙2
)
δφ2 −
(
LV,φ − φ˙2
L2
)
δχ2
]
.
(4.5.5)
The negative term in the effective χ-mass, −φ˙2/L2, is identical to the term appearing
in [165], where it was identified as the trigger of geometric destabilisation. The slow-roll
solution, φ˙ = −V,φ/3H is stable as long as V,φ < 9H2L = 3V L. Once the gradient
exceeds this value, slow-roll undergoes geometric destabilisation, and the solution
transitions into the hyperinflation attractor.
In our example, with V = 12m
2φ2, the instability kicks in at φ = 2/(3L). Further
out than this, slow-roll remains the attractor. In the case shown in Figure 4.1, which
has L = 0.05, we start at φ = 31 with initial momenta (πv ≡ φ˙v and πw ≡ φ˙w)
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perturbed away from the slow-roll solution. The figure shows how the momenta quickly
converge back to the slow-roll solution, but eventually as the fields pass the instability
point, they transition into the hyperinflation attractor.
A Planck-compatible model with this metric can easily be constructed with an
exponential potential, V0 = V0eφ/λ, and fields starting on the φ axis. Models with
exponetial potentials can be shown to have η ≈ 0, giving ns− 1 = −2ϵ [149]. A Planck
compatible spectral index is therefore obtained by setting λ = 3L/(1− ns).
Example 3: We now consider the model defined by the metric and the non-rotationally
symmetric potential,
Gab = diag
(
1, L2 sinh2(φ/L)
)
, V = 12m
2φ2 cos2 θ . (4.5.6)
At φ≫ L, V;v = m2φ cos2 θ = 2V/φ, so slow-roll undergoes geometric destabilisation
at φ = 2/(3L) for all angles (except θ = π, 3π/2). Hyperinflation is only possible inside
of this radius, and until φ = O(L). This metric is easy to work with everywhere in the
hyperbolic plane, and here we explore more general initial conditions.
Figure 4.2 (which again have L = 0.05 and m = 0.01) displays several aspects of
the hyperinflation attractor. The phase space plot (top), shows that for all sampled
initial conditions (for φi, θi, φ˙i, and θ˙i), the momenta πv and πw consistently converge
to the values predicted by the hyperinflation solution. The left plot shows how πv
(blue) and πw (green) converge to the predicted values for one set of initial conditions.
The final, right plot shows how trajectories that start in near slow roll (straight blue
line) converge to hyperinflation (straight green line). The example shown are inflation
models where the initial value for πv is −Vv/3H and πw = kπv where k runs from 10−2
through 10−10. As the figure illustrates, the slow-roll solution is exponentially unstable.
4.5.3 Example 4: small-field hyperinflation
So far we have only given examples of large-field models with ∆φtot > 1. Small-field
models of hyperinflation are more intricate to realise, in particular for steep potentials.
This example foreshadows some of the issues discussed in the next section.
We consider the metric (4.2.7) and the scalar potential
V = V⋆
[
1 + 2ϵ˜
η˜
(
eη˜(φ−φ⋆)/3L − 1
)]
, (4.5.7)
with positive parameters ϵ˜ and η˜. This is a simple way of realising a small-field inflation
model with a small ϵ and negative η. These are fixed by choosing the values for ϵ and
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Fig. 4.2 Three graphs for the antisymmetric hyperinflation model of Example 3. The
top figure shows five trajectories in field space converging to the hyperinflation attractor.
The left figure shows how the momenta πv and πw converge to the correct values in one
example. The right figure shows how slow-roll with a small velocity in the w-direction
quickly becomes unstable for πw,i/πv,i = 10−2, . . . , 10−10.
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Fig. 4.3 The convergence of π2w1 (orange), π2w2 (purple) and their sum (blue) to the
analytic hyperinflation solution (green) of Example 5 with Nf = 3.
η at φ⋆, giving, ϵ˜ = ϵ⋆ and η˜ = 2ϵ⋆− η⋆, and we will take φ⋆ to correspond to the value
of φ when the CMB modes exited the horizon.
We would now like to construct a model with ∆φ < 1 and V;v/V as large as possible,
that is, a small-field model with a steep gradient. To do this, we set ϵ⋆ = 5.80×10−6 and
η⋆ = −4.28×10−4, corresponding to the parameters ϵ˜ = 5.80×10−6 and η˜ = 4.40×10−4,
and fix L = 3.87× 10−5. The model generates 60 e-folds of inflation over a distance
∆φ = 0.2. It also generates a correctly normalised power spectrum and spectral index
(ns = 0.965) [12, 14]. We note however that the maximal reheating temperature of
this model is at the lower edge of what can possibly be compatible with Big Bang
Nucleosynthesis: Trh . 4MeV. We will return to this serious issue in section 4.6.
4.5.4 Example 5: multifield hyperinflation
Finally, we give an example of a hyperinflation model with more than two fields. This
particular model has Nf = 3, with a metric and a potential given by,
Gab = diag
(
1, L2 sinh2(φ/L), L2 sinh2(φ/L) sin2 θ
)
, V = 12m
2φ2. (4.5.8)
with the parameter values L = 0.05, m = 0.01. This is a straightforward generalisation
of the original hyperinflation solution with a quadratic potential, and the numerical
solution again agrees very well with the analytic predictions. Figure 4.3 shows how the
square of the orthogonal momenta converge to the predicted values.
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4.6 Hyperinflation and the swampland
Various conjectures have recently been proposed to delineate the effective theories that
can arise from consistent theories of quantum gravity (the landscape), from those that
cannot (the swampland) (see e.g. [13, 22, 67, 156] and references therein). Some of these
conjectured conditions have strong implications for early universe cosmology, including
models of inflation. For example, a simple form of the ‘weak gravity conjecture’ (WGC)
applied to ‘0-form’ gauge potentials [22] limits axion decay constants to fa . 1 in
natural units. If true, this would rule out ‘natural inflation’ in which the inflaton is
an axion with a super-Planckian axion decay constant [96]. The ‘swampland distance
conjecture’ (cf. e.g. [156, 157]) states that the maximal field space displacement over
which an effective field theory is valid is bounded from above. In some version of this
conjecture, the bound is taken to be close to the Planck scale, ∆φ . 1 [13]. If true,
this conjecture would rule out all EFT descriptions of large-field inflation. Moreover,
the ‘swampland de Sitter conjecture’ (in its second incarnation [106, 157]) states that
the norm of the gradient of the potential is bounded from below: |∇V | > O(V ), unless
the Hessian matrix has a sufficiently tachyonic eigenvalue. If true, this conjecture
would rule out standard single-field slow-roll inflation. The status of these conjectures
remain highly uncertain and controversial (cf. e.g. [16, 62, 68, 73]), and in this section
we simply explore their consequences for hyperinflation without suggesting their broad
validity.
Multifield models with rapidly turning trajectories have been proposed to provide
a possible way to circumvent the swampland criteria [3]. Hyperinflation provides a
concrete and specific class of models of this type, and in this section we critically
discuss hyperinflation in the light of the swampland conjectures. We show that while
hyperinflation is less constrained by the swampland conditions than standard slow-roll
inflation, it cannot simultaneously (1) satisfy the de Sitter conjecture, (2) satisfy the
distance conjecture, and (3) manage to reheat the universe to T & 5GeV at the end
of inflation. We furthermore note that the simplest version of hyperinflation is in
strong tension with the WGC, but generalised versions of hyperinflation may avoid
this conjecture.
4.6.1 Hyperinflation and the weak gravity conjecture
The two-field system with a rotationally symmetric potential that we reviewed in
section 4.2.1 admits an interpretation as a dilaton/modulus field (φ) coupled to an
axion. An immediate consequence of this interpretation is that the axion decay constant
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is exponentially large during inflation:
fa ∼ L sinh(φ/L) ∼ L2 e
180 . (4.6.1)
On can show (e.g. by a slight adaptation of the arguments that we will give in section
4.6.3) that it is not possible to construct a simple hyperinflation model with only
an axion and a modulus that is both observationally consistent and has fa . 1.
Consequently, the arguably most promising realisations of hyperinflation are of the
generalised kind that we have presented in this chapter, which do not feature axions
and for which the WGC does not apply.
4.6.2 Observational predictions for generalised hyperinflation
In this section, we briefly discuss the observational consistency of certain sub-classes of
realisations of hyperinflation. The characteristic properties of the predictions follow
directly from the exponential amplification of the adiabatic perturbations around
horizon crossing [45]. According to [149], the power-spectrum of the (constant-density
gauge) curvature perturbation, ζ = −φ˙aδφa/2ϵH [82], is well approximated by
Pζ =
H2
8π2ϵγ(h¯)
2 (4.6.2)
where the function γ(h¯)2 parametrises the enhancement and is (for h¯ & 5) given by
γ(h¯)2 = 9 + h¯
2
h¯2
e2p+2qh¯ , (4.6.3)
with p = 0.395 and q = 0.924.
We begin by showing that models of hyperinflation with a small inflationary field
excursion, ∆φ < 1, a monotonically increasing ϵ parameter, and with h¯ & 5 are ruled
out by observations. From equation (4.6.2), it follows that the spectral index is to
leading order in the slow-roll parameters given by
ns − 1 ≃ −2ϵ+ qh¯η . (4.6.4)
We first consider the case when ϵ grows monotonically during inflation (η > 0), and
∆φ < 1. In this case the field excursion is bounded by
1 > ∆φ >
√
3ϵ⋆LNtot , (4.6.5)
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where ϵ⋆L is evaluated at the horizon crossing of the pivot scale. Clearly ϵ⋆L < 1/(3N2tot)
and the negative 2ϵ contribution to the spectral index is too small to explain the
observed deviation from scale invariance. To be compatible with the observed red
spectral tilt, the second term (qh¯η) needs to be negative. However, this requires η < 0,
so that ϵ is not monotonously increasing, contrary to our assumption. Thus, rapidly
turning small-field models of hyperinflation cannot explain the spectral tilt if the first
slow-roll parameter is monotonically increasing during inflation, and any viable models
with large h¯ must therefore have η < 0.
Finally, we briefly comment on the perturbations in the general hyperinflation case
with Nf > 2 fields. From equation (4.4.11), we see that on superhorizon scales for
h¯ ≈ ω ≫ 1, the (spatially flat-gauge) amplitudes of these fields grow as √ϵ, just as the
adiabatic mode. The superhorizon evolution therefore does not suppress the entropic
modes relative the adiabatic perturbations, and one might expect these models to
produce large amounts of power in the isocurvature modes. This is not the case. The
exponential amplification of the adiabatic perturbations reflected in equation (4.6.2)
has no counterpart for the entropic perturbations, which emerge relatively suppressed
on superhorizon scales. The isocurvature to curvature ratio is given by
PS
Pζ
= (Nf − 2) h
2
9 + h2 e
−2p−2qh , (4.6.6)
where we made use of results in [149].
4.6.3 Small-field hyperinflation in steep potentials and reheat-
ing
Small-field models of hyperinflation satisfy ∆φ < 1 and are compatible with the
‘swampland distance conjecture’. In this section, we consider the implications of
small-field models of hyperinflation in steep potentials satisfying V;v/V > c where c is
assumed to be an O(1) number.
Given ϵL > cL, the limit on the total field excursion during inflation implies that,
1 > ∆φtot =
∫ √
3ϵLdN >
√
3cLNtot . (4.6.7)
We may cast this as an upper limit on the curvature scale: L < 1/(3cN2tot). The
turning rate parameter h¯ is related to ϵL and L by
h¯2 = 3
(
ϵL
L2
− 3
)
= 3
(
c
L
− 3
)
> 9
(
c2N2tot − 1
)
≈ 9c2N2tot ≫ 1 . (4.6.8)
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From equation (4.6.8) we see that the exponent of the enhancement factor is bounded
from below by a rather large number, and the amplification of the perturbations is
enormous. Still, the amplitude of the primordial curvature perturbation at the ‘pivot
scale’ of k⋆ = 0.05 Mpc−1 is fixed by observations of the cosmic microwave background
to Pζ(k⋆) = P⋆ = 2.2 × 10−9. As we will now argue, it is challenging to match the
amplitude of the primordial power spectrum in models of hyperinflation with ∆φ < 1
and V;v/V > 1.
Obtaining the right amplitude of the power spectrum requires,
e2qh¯ = ϵ⋆e−2p
24π2P⋆
V⋆
< e−2p
24π2P⋆
V⋆
, (4.6.9)
which may be combined with equation (4.6.8) to give,
Ntot <
1
6qc ln
(
24π2P⋆
V⋆
e−2p
)
= 24.6× 1
c
(
1 + 0.0074 ln
(
(100GeV)4
V⋆
))
. (4.6.10)
Thus, these models cannot generate an arbitrarily large number of e-folds of expansion
and a consistently normalised power spectrum. Indeed, as we will now show, for c = 1
and inflationary energy scales V 1/4⋆ & 4.6GeV, these models cannot solve the horizon
and flatness problems.
The inequality (4.6.10) rules out most of the possible parameter space for small-field
hyperinflation in steep potentials. We here note that a small remaining window in
principle exists, albeit at the expense of fine-tuning.
The inflationary epoch must be followed by a hot big bang cosmology that, in
particular, can explain big bang nucleosynthesis and the thermalisation of the neutrinos.
This puts a lower limit on the reheating temperature of the universe to T ≥ Tmin ≈ 4
MeV [70]. Additional requirements, such as the generation of the baryon asymmetry,
may require a much higher reheating temperature, but are model dependent. Assuming
(conservatively) instant reheating at the end of inflation, and that all the energy of the
inflaton is transferred into the thermal plasma, we express the limit on T as a limit on
the inflationary potential: V⋆ > Vend ≥ Vmin = π230g⋆(Tmin)T 4min, where g⋆(Tmin) = 10.75.
This gives 3H2 ≈ V⋆ > Vmin = (6MeV)4. We note that achieving rapid reheating
requires a strong coupling of the inflaton to the Standard Model, which makes such
models highly sensitive to loop corrections. We will not discuss this issue further here,
but simply note that models with inflationary energies close to V 1/4min are subject to
multiple additional challenges.
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Solving the flatness and horizon problems requires Ntot & 62− ln(1016GeV/V 1/4end )
e-folds of expansion if the reheating is instantaneous. Small-field hyperinflation in
steep potentials (c = 1) provides a solution to these classical problems of big bang
cosmology only if
(6MeV)4 < V⋆ ≈ Vend < (4.6 GeV)4 . (4.6.11)
In other words, the enormous enhancement of the adiabatic perturbations during
inflation forces the energy scale of inflation to be very low, pushing it into tension
with reheating. The inequality (4.6.11) is a severe, general constraint on these models,
and we expect that constructing explicit, realistic realisations will be very challenging,
though not necessarily impossible.8
To avoid these constraints altogether in hyperinflation, one must relax either of
the conditions ∆φ < 1 or V;v/V > c. Our example in section 4.3.4 demonstrates that
observationally consistent small-field models are possible, for example with V;v/V = 0.1.
4.7 Conclusions
We have generalised the mechanism of hyperinflation to incorporate broad classes
of theories in Nf ≥ 2 dimensional field spaces with constant negative curvature. In
particular, we have shown that hyperinflation does not rely on rotationally symmetric
scalar potentials, and can even be realised in theories with randomly interacting fields
and without special initial conditions. In some models, hyperinflation can follow a
period of slow-roll inflation that becomes ‘geometrically destabilised’ by the negative
curvature; however, hyperinflation differs from the realisations of ‘side-tracked inflation’
studied in [105].
We have provided the first explicit proof of the attractor nature of hyperinflation and
its generalisation, and provided a set of non-trivial explicit examples of the mechanism.
These include the first explicit examples without rotational symmetry, with more than
two fields, and a small-field model with an observationally consistent power spectrum.
We have furthermore shown that hyperinflation is in some tension with various
‘swampland conjectures’. The simplest models are in stark conflict with the weak gravity
conjecture, but more general realisations need not be. Moreover, hyperinflation can be
realised in steep potentials but is hard pressed to satisfy both ∆φ < 1 and |∇V |/V > 1:
these models give an enormous exponential enhancement of the primordial density
perturbations, and can only be realised in models with an extremely low energy-scale of
8For example, baryogenesis may be achieved through the Affleck-Dine mechanism and dark matter
may be non-thermally produced, e.g. as axions.
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inflation (6MeV . V 1/4 . 5GeV). However, we have also shown that slightly relaxing
these conditions, e.g. by allowing |∇V |/V = 0.1, may permit for the construction of
observationally viable models.
The mathematical techniques developed here will be of great use to us when we study
rapid-turn two-field models in the next chapter. There we will find that hyperinflation
is in fact just one particular example of a much more general solution, which also
includes side-tracked inflation, among others.
Chapter 5
The rapid-turn attractor
5.1 Introduction
There has been much interest recently in multifield models of inflation with strongly
non-geodesic motion [4, 7–9, 41, 45, 53, 56, 57, 59, 61, 65, 86, 98, 104, 105, 109, 112,
149, 165, 166]. Such models can be realised in potentials that are far too steep for
slow-roll, and have furthermore been shown to arise as natural attractor solutions in
hyperbolic field-spaces [41, 45, 59, 98, 104, 105, 109, 149, 165, 166], although they are
by no means restricted to such geometries. In this chapter we show that two-field
models of inflation with a high turn rate can collectively be described by a single
attractor solution, and that several notable examples of strongly turning inflation
models are in fact examples of this attractor.
To find this attractor solution, we look for a general solution to the background
equations of motion with ϵ, |η| ≪ 1 and a large, slowly varying turn rate ω, meaning
ω2 ≫ O(ϵ) and ν ≡ DN lnω ≪ 1, since we want a stable, sustained phase of inflation.
We can do this without specifying any metric or potential by projecting the equations
of motion onto a suitable vielbein basis, and the results are consequently completely
general. Examples of rapid-turn attractors include hyperinflation, side-tracked inflation,
angular inflation, and the flat field-space turning inflation model of [4], a diverse
collection of models which demonstrates the universality of the solution. These
solutions can straightforwardly be recovered from the general solution, illustrating the
power of this approach.
With the background solution determined, one immediately finds that two of the
three independent components of the effective mass matrix of the perturbations are
completely fixed (up toO(ϵ) corrections). The equations of motion for the perturbations
then only depend on two parameters, vastly simplifying the analysis. We will use this
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result to discuss the stability of the solution and the observables of these theories, in
particular the non-Gaussianities and growth of the power spectrum in theories with
an imaginary speed of sound. We find that even though the power spectrum grows
exponentially, non-Gaussianities in higher-order correlation functions remain moderate
and compatible with current observational bounds.
We will also be interested in the behaviour of the solution in the limit ω & 180, when
it is compatible with the recently proposed (and controversial) swampland conjectures
[3, 13, 22, 67, 106, 123, 156, 157]. The solution simplifies in this limit, and the result
may facilitate future studies of swampland-compatible inflation models.
5.2 Rapid-turn inflation
To solve the background evolution we want to find the (geometric scalar) field velocities
φ˙v ≡ vaφ˙a and φ˙w ≡ waφ˙a where like in Chapter 4 va = V;a/∥V;b∥ and wa is a (co)vector
field orthonormal to va. The equations of motion for these velocities, given earlier in
equation 4.3.5, are
φ¨v = −3Hφ˙v − Vv + Ωvφ˙w (5.2.1)
φ¨w = −3Hφ˙w − Ωvφ˙v , (5.2.2)
where we now define Vv = vaV;a, Vvw = vawbV;ab etc and Ωv ≡ waDtva = (Vvwφ˙v +
Vwwφ˙w)/Vv. Ωv is the (dimensionful) turn rate of the gradient basis vectors, which will
play an important role shortly.
The reason for using the gradient basis eaI = (va, wa) above is that unlike in the
kinematic basis eaI = (na, sa), where na = φ˙a/φ˙ and sa = (−φ˙wva+ φ˙vwa)/φ˙, we already
know the directions of va and wa before we have the full solution, making them much
easier to work with. In this chapter we are looking at inflation models with a significant
turn rate, meaning ω2 ≫ O(ϵ). The turn rate ω ≡ saDNna will be a crucial quantity
to our analysis, and using the gradient basis it may be expressed as
ω = φ˙wVv/Hφ˙2, (5.2.3)
which is obtained using the Klein-Gordon equation [41].
However, while the gradient basis is very useful for solving the background equa-
tions of motion, when dealing with perturbations the kinematic basis has significant
advantages. This is because we can automatically see which perturbations are adiabatic
and which correspond to isocurvature modes. For compactness denoting d/dN by ′s,
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the equations of motion for the perturbations can be written [7, 110, 172]
δφ′′I + [(3− ϵ)δIJ − 2ωϵIJ ]δφ′J + C(k)IJδφJ = 0 (5.2.4)
where ϵ12 = −ϵ21 = 1 and C(k)IJ is given by
C(k)IJ =
 µn − ω2 + k2a2H2 µ× − ω(3− ϵ+ ν)
µ× + ω(3− ϵ+ ν) µs − ω2 + k2a2H2
 , (5.2.5)
where we further defined µn = nanbMab/H2, µ× = nasbMab/H2, and µs = sasbMab/H2
as projections of the dimensionless mass matrix. These are given by
µn =
Vvvφ˙
2
v + 2Vvwφ˙vφ˙w + Vwwφ˙2w
H2φ˙2
− 2ϵ(3− ϵ+ η)
µ× =
(Vww − Vvv)φ˙vφ˙w + Vvw(φ˙2v − φ˙2w)
H2φ˙2
− 2ωϵ (5.2.6)
µs =
Vwwφ˙
2
v − 2Vvwφ˙vφ˙w + Vvvφ˙2w +Rφ˙4/2
H2φ˙2
,
where in the middle line we used the definition of the turning rate to tidy up the
expression.
5.2.1 Finding the attractor solution
During inflation we need our field velocities φ˙v and φ˙w to satisfy φ¨I ∼ O(ϵ)Hφ˙I ,
which is necessary for ϵ and η to be small. The same goes for the total field velocity,
Dtφ˙2 = O(ϵ)Hφ˙2, and so the equations of motion for φ˙v and φ˙w together give (c.f.
equation 1.1.23)
φ˙vVv/Hφ˙
2 = −3 +O(ϵ). (5.2.7)
With our expression for ω in equation 5.2.3 this immediately implies
φ˙v
φ˙
= −3√
9 + ω2
,
φ˙w
φ˙
= ω√
9 + ω2
, (5.2.8)
which is accurate when ω2 ≫ O(ϵ). Furthermore, using the above expression for φ˙v/φ˙,
equation 5.2.7 immediately tells us
φ˙ = Vv
H
√
ω2 + 9
. (5.2.9)
124 The rapid-turn attractor
The individual field velocities are therefore
φ˙v =
−3Vv
H(ω2 + 9) , φ˙v =
ωVv
H(ω2 + 9) (5.2.10)
As we can see, in this vielbein basis, the field velocities are automatically fixed by the
turn rate ω. The turn rate is still unknown, but ensuring that the field equations of
motion are statisfied individually and that ω varies slowly will allow us to fix it, and
thus find a complete solution. As a brief aside, we also note that the above equation
implies ϵV = ϵ(1 + ω2/9) [3, 112], which is why rapid turn inflation can be realised in
potentials that are too steep for slow-roll.
Looking at the equation of motion for φ˙v in 5.2.1 alone, demanding φ¨v = Hφ˙vO(ϵ),
and using the results in equations 5.2.8 and 5.2.9, we find that the solution requires
Ωv/H = ω +O(ϵ/ω), (5.2.11)
i.e. the gradient basis vectors must turn at the same rate as the fields along the solution
trajectory. From this one can show
Vww
H2
− 3
ω
Vvw
H2
= ω2 + 9 +O(ϵ). (5.2.12)
The equation of motion for φ˙w requires Ωv/H = ω +O(ϵ), which is compatible with
the former (but less stringent). Intuitively, requiring Ωv/H ≃ ω makes sense: equation
5.2.8 fixes what fractions of the field velocity are parallel and orthogonal to the gradient
direction, and if this is to be maintained as the fields turn, the basis vectors need to
turn at the same rate.
Finally, we want this solution to have a slowly varying turn rate. The next step
is therefore to compute ν = DN lnω, and to do so we will use the expression for ω
in equation 5.2.3. From this we see that ν = O(ϵ) requires DN ln Vv = O(ϵ), which
implies
Vvw
H2
− 3
ω
Vvv
H2
= O(ωϵ), (5.2.13)
where we used equations 5.2.8 and 5.2.9. These two equations can also be combined
into the convenient form
Vww
H2
− 9
ω2
Vvv
H2
= ω2 + 9 +O(ϵ). (5.2.14)
When Vvv/H2 . O(ω2ϵ) and Vvw/H2 . O(ωϵ), one straightforwardly finds that the
turn rate is given by ω2 ≃ Vww/H2− 9. However, when Vvv and Vvw are non-negligible,
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the situation is a little bit more complicated. The direction of motion must now be
chosen so that V˙v = Vvvφ˙v + Vvwφ˙w ≈ 0, imposing a second constraint on the turn rate
beyond ensuring that the equations of motion are satisfied. In this scenario one can
find two particularly convenient expressions for ω,
ω = 3Vvv
Vvw
, ω2 = Vww
H2
− V
2
vw
V 2vv
Vvv
H2
− 9, (5.2.15)
which must be matched if rapid-turn inflation is to take place. This is generally not
possible everywhere in the target space, and will restrict where rapid-turn inflation
may happen. Examples of this will be given later.
A technical detail that should be mentioned is that what we have really done, much
like in Chapter 4, is to find the leading order parts of the solutions φ˙v = ˙¯φv + δφ˙v and
φ˙w = ˙¯φw + δφ˙w that we take to be functions of field-space position only. This gives us
an approximate solution, which is valid as long as the necessary corrections are small,
i.e. δφ˙I ∼ O(H ˙¯φIϵ). For this to be the case, the explicit time derivatives of the field
velocities must satisfy d ˙¯φI/dt ∼ O(H ˙¯φIϵ), which requires the terms Vv, Vvw, etc to
vary slowly along the trajectory. This is a very much consistent with our assumption
of ν = O(ϵ).
5.2.2 Perturbations and stability
Now we would like to look at the behaviour of perturbations in these models. We first
need to verify that the background solution is stable, a necessary condition for it to be
an attractor. To begin, we note that (after some tedious algebra) the Klein-Gordon
equation gives
DNω = saDNDNna = −µ× + ω(−3 + ϵ− η) (5.2.16)
Demanding ν = DN lnω ∼ O(ϵ) therefore requires
µ× = −3ω +O(ωϵ), (5.2.17)
and we have fixed one element of the effective mass matrix. One can also show that
equations 5.2.13 and 5.2.14 imply
µn = ω2 +O(ϵ). (5.2.18)
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We now define δπI ≡ δφ′I , and find that the equations of motion for the perturbations
can be written 
δφ′n
δφ′s
δπ′n
δπ′s
=

0 0 1 0
0 0 0 1
−κ2 6ω −3 2ω
0 ω2 − µs − κ2 −2ω −3


δφn
δφs
δπn
δπs
 (5.2.19)
where κ ≡ k/aH and we have ignored O(ϵ) corrections.
To see whether the background solution is stable, we look at the eigenvalues of the
evolution matrix (the local Lyapunov exponents) when k = 0. They are given by
λ = −3, 0, 12
(
−3±
√
9− 4µs − 12ω2
)
. (5.2.20)
As long as the dimensionless entropic mass satisfies µs > −3ω2, the system has one
(near) constant mode (the adiabatic one) and three decaying ones, and is thus stable.
Using equations 5.2.6 and 5.2.12 one can show that the entropic mass can be written
in the convenient form
µs =
9Vww
H2(ω2 + 9) +
Vvv
H2
+ Rφ˙
2
2H2 +O(ϵ) (5.2.21)
which must satisfy the above condition.
5.2.3 Rapid-turn inflation and the swampland
For inflation to be compatible with the swampland conjectures [13, 22, 67, 106, 156, 157],
the field excursion must be bounded, ∆φ ≤MP ≡ (8πG)−1/2, which implies ϵ ≤ 1/2N2
(where N is the number of e-folds of inflation), and either the gradient satisfies
MPVv/V ≥ c or the minimum eigenvalue of the Hessian satisfiesM2Pmin(V;ab)/V ≤ −c′,
where c and c′ are O(1) coefficients.
If we want to satisfy the swampland conjectures by having a large gradient, the turn
rate will satisfy ω & 180 [3]. In this limit, the rapid-turn attractor solution drastically
simplifies, assuming that Vvv is not parametrically larger than Vww, and we find
ω2 ≃ Vww
H2
, φ˙v ≃ −3HVv
Vww
, φ˙2 ≃ V
2
v
Vww
. (5.2.22)
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The two conditions can then be reformulated as
MPVv/V ≥ c, MPVww/Vv ≥ 3cN2, (5.2.23)
which are straightforward to check.
If instead we want to satisfy the condition on the Hessian, there are fewer simplifi-
cations that can be made, since the turn rate is no longer necessarily very large.
For a given model, we do not have full freedom in choosing which of these conditions
we want to satisfy, and there are pitfalls that need to be avoided. The spectral index
of the power spectrum needs to be matched with obserervations, which constrains the
background solution, potentially ruling out one or both of these options (c.f. [41]).
Moreover, in very rapidly turning models (ω ≥ O(100)), entropic masses µs < ω2 can
cause such large growth of the power spectrum that it becomes hard to reheat the
universe after inflation (c.f. Chapter 4). This is especially problematic for models
realised in hyperbolic field-spaces, where R < 0. From equations 5.2.21 and 5.2.22 one
can deduce that these models need at least Vvv & Vww to avoid this problem, which
in turn implies that these models will be of the type where both the constraints in
equations 5.2.13 and 5.2.14 are important.
5.3 Examples of rapid-turn attractors
In this section we show that several non-standard two-field inflation models are examples
of rapid-turn attractors, and use the relations derived above to straightforwardly find
the form of the solutions. Hyperinflation and the turning inflation model of [4] present
two algebraically simple models where we can easily derive the form of the full solution,
and for the latter we also give some numerical examples of the agreement between
the attractor model predictions and numerical simulation. Side-tracked inflation and
angular inflation, however, are algebraically messy. In the former case we present more
numerical examples of the agreement between the attractor predictions and simulations,
and in the latter case we show how we can straightforwardly recover the parametric
equation for the field trajectory.
The point of this section is not to delve into the details of these models; it is instead
to show what a broad class of models can be described by this attractor solution, and to
demonstrate how powerful these techniques can be for finding explicit solutions given a
metric and potential. In models where Vvv and Vvw are negligible (e.g. hyperinflation),
rapid-turn inflation can occur anywhere in the target space, and equations 5.2.9 and
128 The rapid-turn attractor
5.2.14 immediately give the full solution (i.e. φ˙v and φ˙w) which is valid everywhere.
In models where Vvv and Vvw are non-negligible, however, the expressions for ω in
equations 5.2.13 and 5.2.14 must be matched, and solving these two equations will tell
us where in field-space this phase may occur.
5.3.1 Hyperinflation
This model, which was first introduced by [45], and then further studied in [41, 149],
provides a very clean example of a rapid-turn attractor. The usual metric and potential
used for this model are
ds2 = dφ2 + L2 sinh(φ/L)2dθ2, V = V (φ), (5.3.1)
although more generally it just requires Vww = Vv/L, Vvw ≃ 0 and Vvv ≪ Vww.
Hyperinflation refers to a new phase of inflation that occurs when the potential
becomes sufficiently steep for slow-roll to be geometrically destabilised [45, 165]. Using
the results derived earlier in this chapter and the above covariant derivatives of the
potential, one immediately finds
φ˙v = −3HL, φ˙2 = LVv, (5.3.2)
which is only a consistent solution if LVv > 9H2L2, which is precisely the condition for
slow-roll to become unstable [45, 165]. Its entropic mass, given by µs = −ω2 +O(ϵ), is
very tachyonic in the ω ≫ 1 limit, but the background evolution is nevertheless stable.
5.3.2 A flat field-space model
This example, first introduced in [4], is very different from hyperinflation, especially
since the field space is not hyperbolic. Here we have the metric and potential
ds2 = dρ2 + ρ2dθ2, V = V0 − αθ + 12m
2(ρ− ρ0)2. (5.3.3)
In this model, the rapid-turn regime appears at ρ ≫ ρ0, where the gradient of the
potential is dominated by the ρ-direction, but where the θ-term nevertheless plays an
important role. Here we have Vv ≃ m2ρ, Vvv ≃ Vww ≃ m2, and Vvw ≃ α/ρ2. Equations
5.2.13 and 5.2.14 thus give us two expressions for ω:
ω ≃ 3ρ2m2/α, ω ≃ √3MPm/
√
V0. (5.3.4)
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Fig. 5.1 RMS fractional differences over a few oscillation cycles between the predicted πˆv
(left), πˆw (right) and numerically calculated field momenta πv, πw in the flat field-space
model as the solutions converge.
These must match (up to a sign), telling us that this type of inflation can only happen
at
ρ2 =MPα/
√
3V0m, ⇒ θ˙ = φ˙w/ρ ≃ m, (5.3.5)
in agreement with [4]. Moreover, to illustrate the accuracy of the rapid-turn attractor
predictions, Figure 5.1 shows the agreement between predictions and simulations for a
swampland compatible model with α = 5.0×10−16, m = 2.5×10−3 and V0 = 3.4×10−10,
giving ω ≈ 230.
5.3.3 Side-tracked inflation
Side-tracked inflation is another example of a rapid-turn attractor in hyperbolic
geometry, which like hyperinflation can arise after geometric destabilisation of slow-roll
[105, 165]. Looking at the side-tracked inflation model with the so called ‘minimal
geometry’, we have
ds2 =
(
1 + 2χ
2
M2
)
dφ2 + dχ2, V = U(φ) + m
2
h
2 χ
2. (5.3.6)
In this model, mh is the mass of a heavy field with mh ≫ H, but despite the size
of this mass, slow-roll is destabilised by the negative curvature, and we end up in a
‘side-tracked’ phase of inflation, which is another example of a rapid-turn attractor.
Vvv and Vvw are non-negligible in this model, so we can use equations 5.2.13 and 5.2.14
to find where in field-space side-tracked inflation may happen. Assuming MU,φφ ≪ U,φ
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Fig. 5.2 The turn rate ω in the side-tracked example (green), and the fractional
difference between the numerical and predicted values (blue).
[105] and that U dominates the potential energy, we find that this happens at
2χ2
M2
=
√
2
3
MP|U,φ|
mhM
√
U
− 1, (5.3.7)
recovering the expression found in [105]. Figure 5.2 also illustrates the agreement
between the rapid-turn attractor predictions and numerical simulations for a model
with a natural inflation potential U(φ) with M = 0.001MP and mh/H = 10.
5.3.4 Angular inflation
An additional attractor model was found recently by [59], in the context of α-attractor
models [2, 51, 52, 116, 118, 118–120, 125], where the geometry again is hyperbolic.
Here we work with a metric and potential of the form
ds2 = 6α(dφ
2 + dχ2)
(1− φ2 − χ2)2 , V =
α
6
(
m2φφ
2 +m2χχ2
)
. (5.3.8)
Reparametrising this as φ = r cos θ, χ = r sin θ, and defining R = m2χ/m2φ, they found
a new angular attractor solution at 1− r ≪ 1 when the parameters α and R satisfied
α≪ 1 and R & 10. Defining δ ≡ 1− r2, one can then solve equations 5.2.13 and 5.2.14
(eliminating ω) to leading order in δ, to find its parametrisation by θ as written in
[59]1:
δ(θ) = 1− r(θ)2 = 9α(cot θ +R tan θ)
2
2(R− 1)2 . (5.3.9)
1The current arXiv version (v1) has a typo in equation (2.14), where cot and tan appear with
squares. If (2.13) is expanded in α, however, these squares do not appear.
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5.4 Primordial perturbations
The first-order equations of motion satisfied by the perturbations, given in equation
5.2.19, notably only depend on two free paramters, ω and µs, which have a significant
impact on the primordial perturbations generated by these models. If ξ ≡ µs/ω2 > 1,
the perturbations can be analysed using a single-field EFT with a reduced speed of
sound, which has been studied extensively in the literature (see e.g. [4, 7–9, 53]).
Observationally, these models are generally characterised by large equilateral non-
Gaussianity (∝ c−2s ), and a suppressed tensor-scalar ratio (∝ cs). If ξ < 1, the situation
is rather different. The speed of sound of the single-field EFT is now imaginary, and
one can see very large growth of the power spectrum at horizon crossing. These are
the theories we shall focus on in the remainder of this chapter.
It will be convenient for us to work with the curvature perturbation ζ = δφn/
√
2ϵ
and with the entropic perturbation σ = δφs, with which the action takes the following
form:
S = 12
∫
dt
d3k
(2π)3a
3
2ϵ(ζ˙2 − k2
a2
ζ2
)
+ σ˙2 − k
2
a2
σ
−H2ω2(ξ − 1)σ2 − 4√2ϵωHσζ˙
. (5.4.1)
The aim here is to compute the mode function of ζ analytically (neglecting Hubble
friction, similarly to references [4, 53]) using a WKB approach, and thus compute the
growth of the power spectrum in general. The equations of motion resulting from
equation (5.4.1) are
ζ¨ + 3Hζ˙ + k
2
a2
ζ = 2ωH√
2ϵ
(σ˙ + 3Hσ) (5.4.2)
σ¨ + 3Hσ˙ + k
2
a2
σ +H2ω2(ξ − 1)σ2 = −2ωH√2ϵζ˙, (5.4.3)
and the goal of this section is to find and understand their solutions. To make progress
we assume that we are in a phase where Hubble friction can be neglected (which given
the exponential growth and ω ≫ 1 is a fair assumption), and make the ansatz
ζ = ζ+eiλ+t + ζ−eiλ−t, σ = σ+eiλ+t + σ−eiλ−t. (5.4.4)
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Both of these frequencies should of course appear twice, with different signs, but for
notational convenience we ignore this at the moment. We then find that the frequencies
λ± are given by
λ2±/H
2 ≡ λ˜2± = κ2 +
3 + ξ
2 ω
2 ± 12
√
16κ2ω2 + (3 + ξ)2ω4, (5.4.5)
where we have introduced the notation κ ≡ k/aH. It will shortly be useful for us to
work with e-folds as a time coordinate, and when ignoring O(ϵ) corrections we are free
to shift it (for each k-mode) such that κ = e−N , meaning that horizon exit happens at
N = 0.
The first thing we note is that for ξ < 1, λ− becomes imaginary for sufficiently
small κ. This happens at
κ2 + 3 + ξ2 ω
2 = 12
√
16κ2ω2 + (3 + ξ)2ω4 ⇒ κ =
√
1− ξω, (5.4.6)
and therefore from N = − ln(√1− ξω) e-folds before horizon crossing and onwards,
λ− is imaginary. This means that during this phase the mode functions will grow
exponentially, which is exactly what one finds numerically. In hyperinflation, ξ = −1,
and we recover Brown’s result that the growth starts at ln(
√
2ω) e-folds before horizon
crossing [45].
We are now in a position to compute an analytic approximation for the mode
functions for ζ without an EFT. This can be done by integrating |λ˜−| from N =
− ln(√1− ξω) to up to some arbitrary N (in effect, we are using the WKB method),
and it is more accurate than one might initially expect, since the contributions from
Hubble friction are negligible on superhorizon scales. Here we let ζ± refer to the
positive and negative frequency solutions of the low frequency modes, and they can be
written as
ζ± ∝ exp [±I(N)] , (5.4.7)
where the integral I(N) is given by
I(N) =
∫ N
− ln(
√
1−ξω)
√
−κ2 − 3 + ξ2 ω
2 + 12
√
16κ2ω2 + (3 + ξ)2ω4dN. (5.4.8)
One can show after tedious algebra (see Appendix B.4) that this integral can be
evaluated to
I(N) = F (b− 1)− F (
√
1 + 16κ2/(3 + ξ)2ω2), (5.4.9)
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where the function F is given by,
F (y) = 2ω
b
√
(y − 1)(b− 1− y)− ω arctan
 b− 2y
2
√
(y − 1)(b− 1− y)

− ω
√
2
b
arctan
 √2(2− 3b+ 2y + by)
4
√
b(y − 1)(b− 1− y)
 , (5.4.10)
and we have defined b = 8/(3 + ξ). While this is not an easy expression to work with,
it is accurate. Of particular interest to us is the behaviour of the mode functions in the
regime of validity of the EFT, when κ2/ω2 is small. Here we find that they simplify to
(see appendix B.4)
ζ± ∝ exp
[
±(2−
√
3 + ξ)πω2 ∓ |cs|κ
]
, (5.4.11)
where |cs| =
√
(1− ξ)/(3 + ξ).
With the above expressions, we can also give an analytic expression for the growth of
the power spectrum before horizon crossing, denoted by γ2 = γ2(ω, ξ) = Pζ(ω, ξ)/Pζ(0).
We assume that once we are on superhorizon scales, ζ+ is dominant, and that ζ+ and ζ−
had roughly equal power at N = − ln(√1− ξω). Then, for consistency also neglecting
the Hubble friction for the single-field ζ, we find that the relative growth of the power
spectrum is given by
ln(γ2) ≈ (2−
√
3 + ξ)πω, (5.4.12)
which is obtained by letting κ → 0 in equation (5.4.11). In hyperinflation, we then
find that ln(γ) ∝ 0.920ω, similar to the numerical result of Mizuno et al. that
ln(γ) ∝ 0.924ω [149].
The expression for the ζ mode function we derived here is an approximation, but
it is remarkably accurate. As shown in Figure 5.3, the formula for the growth of the
power spectrum given in equation (5.4.12) agrees very well with numerics.
Equation (5.4.12) also allows us to determine the maximal turn rate that can be
realised in an observationally compatible inflationary model. Sometime after inflation
has ended, the universe is reheated to create the conditions for the hot Big Bang
cosmology. To ensure the success of Big Bang Nucleosynthesis (and the thermalisation
of the neutrinos), reheating must happen at Treheat > Tmin ≈ 4 MeV. Enforcing (very
conservatively) that the Hubble parameter at horizon crossing, H∗, is larger than the
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Fig. 5.3 Comparison between predicted growth and numerically calculated values,
computed using the methods of appendix B.3. The graph on the left has ξ = 0 fixed
and the one on the right has ω = 90.
.
minimal value Hmin, that ϵ∗ < 1, and that Pζ has the correct amplitude then gives
ln γ2 . ln
(
8π2Pobs
(
MPl
Tmin
)4)
≈ 176 . (5.4.13)
This bound then constrains ω and ξ through equation (5.4.12). For example, in
hyperinflation with ξ = −1 the turn rate is bounded by ω . 96.
5.5 Non-Gaussianity and perturbativity
In the single-field EFT with an imaginary speed of sound, the mode function of the
curvature perturbation can be written as [98, 104]
ζk(τ) =
(
2π2
k3
)1/2
α
(
ek|cs|τ+x(k|cs|τ − 1)− ρeiψe−(k|cs|τ+x)(k|cs|τ + 1)
)
. (5.5.1)
The coefficients α, ρ and ψ are all assumed to have a mild k-dependence, although
quantisation fixes α2 ∼ H2/ϵM2P. This EFT is expected to be valid for −x/|cs| < kτ .
Most important here is x, which parametrises the magnitude of the power spectrum at
horizon crossing (i.e at the end of the transient growth), and which is expected to be
large when the turning rate is large: x ∼ ω [98]. The resulting power spectrum can be
written
Pζ ≈ α2e2x, (5.5.2)
assuming that ρ . O(1).
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Encouragingly, the form of the above mode function agrees well with with the
two-field result in equation 5.4.11 (the additional factors k|cs|τ ± 1 arise from Hubble
friction, which we ignored in the two-field calculation). We can therefore match the
EFT-result with its ‘UV completion’ to find
x(ω, ξ) =
(
2−
√
3 + ξ
)
πω
2 . (5.5.3)
What makes the EFT treatment of [98] particularly interesting is that it allowed for
the first discussion and calculations of non-Gaussianities in these models. Specifically,
the bispectrum was found to peak for flattened configurations (for which k2 = k3 = k1/2)
with an amplitude of fflatNL = O(50) for one example of hyperinflation. Most importantly
however, some contributions to the (non-Gaussian) connected n-point correlation
functions for n ≥ 4 were analytically found to be exponentially large, leading to an
apparent loss of perturbative control.
Key to this discussion is the expansion of the curvature perturbation ζ in terms of
a Gaussian field ζg:
ζ = ζg
(
1 + f (1)NLζg + f
(2)
NLζ
2
g + . . .
)
, (5.5.4)
where the coefficients f (n−2)NL are given by
f
(n−2)
NL =
⟨ζn⟩c
⟨ζ2n−2⟩ , (5.5.5)
and the subscript c denotes a connected correlation function. For the expansion to be
well-defined, we require (heuristically)
f
(n−2)
NL |ζg|n−2 ∼ f (n−2)NL ⟨ζ2⟩(n−2)/2 . 1. (5.5.6)
Thus, as argued in Reference [98], we retain perturbative control as long as
⟨ζn⟩c
⟨ζ2⟩n−1 . ⟨ζ
2⟩−(n−2)/2 . (5.5.7)
Some contributions to ⟨ζn⟩c were shown to be harmless in [98]: contact interactions
lead to no exponential enhancement in the non-Gaussian parameters. This explains
why, in particular, the connected three-point function is not very large. However, other
contributions that involve the tree-level exchange of (a scalar) ζ, were found to be
dangerous. The starting point for this argument is the expansion of the correlators in
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Fig. 5.4 The four-point correlation function gets a contribution from a scalar exchange
diagram, corresponding to two insertions of the cubic interaction Hamiltonian.
.
the in-in formalism
⟨ζˆn(τ)⟩ =
∞∑
k=0
ik
∫ τ
−∞
dτ1 . . .
∫ τk−1
−∞
dτk⟨[Hˆint(τk), . . . [Hˆint(τ1), ζˆn(τ)] . . .]⟩, (5.5.8)
where the operators on the right-hand side are in the interaction picture. To evaluate
these correlators, one uses the mode functions of the (free) quadratic theory, and
incorporates cubic and higher-order interaction terms through Hˆint.
The simplest example of an arguably dangerous contribution to the four-point
function is shown in Figure 5.4. The corresponding contribution to the connected
4-point function is in the in-in formalism given by
⟨ζˆ4(τ)⟩c ⊃ −
∫ τ
−∞
dτ1
∫ τ1
−∞
dτ2⟨[Hˆint(τ2), [Hˆint(τ1), ζˆ4(τ)]]⟩, (5.5.9)
with cubic interactions Hˆint ∼ 1α2 ζˆ3. The actual interactions involve derivatives of ζ,
but these do not affect the exponential scaling or the general argument. Moreover, the
important factor of α−2 comes from the factor of ϵM2P/H2 in the cubic vertex. We will
explain both these points in more detail later on in this section.
The integrand of this contribution to (5.5.9) then involves 10 powers of ζˆ (three
respectively at τ1 and τ2, and four at τ), which should all be appropriately contracted
using Wick’s theorem. The naive scaling of this diagram is therefore:
⟨ζˆ4(τ)⟩c ∼ α6e10x (naive) (5.5.10)
It then follows from equation 5.5.2 that gNL scales like
gNL =
⟨ζ4⟩c
⟨ζ2⟩3 ∼ e
4x , (naive) (5.5.11)
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which is exponentially large and will even be larger than P−1ζ for x & 5.
Thus, it would seem that hyperinflation and other rapidly turning models are severely
constrained by limits on non-Gaussianity, currently at the level gNL . O(104 − 106)
[15, 148], and even the requirement of perturbativity. However, as we will now show,
such a conclusion would be too quick and, in fact, inaccurate. The estimates (5.5.10)
and (5.5.11) do not account for subtle yet exact cancellations within the relevant
correlation functions, and the actual non-Gaussian parameters of these models are
merely ∼ O(1) – far from observational constraints or tensions with perturbativity.
The terms which one naively would expect to be dominant instead cancel out, and
the dominant terms will be products of exponentially growing and decaying modes,
limiting the overall growth. These results are analagous to those for gauge fields axially
coupled to the inflaton during inflation [93]. Reference [98] noted that this was the
case for the the bispectra of rapid-turn models, and here we will show that this is in
fact also the case for the trispectra and higher-order correlation functions.
5.5.1 The 4-point correlator
Before we consider the general n-point correlator, we will for simplicitly consider the
specific case of the 4-point correlation function, and show that gNL is not outside of
observational bounds. We will in particular show why the term in the correlator arising
from two insertions of cubic Hamiltonians must be proportional to e6x (instead of
e10x as in equation (5.5.10)), and gives gNL ∼ 1 (instead of gNL ∼ e4x as in equation
(5.5.11)).
The correlator inside the integral in equation (5.5.9) can be expanded as
⟨[Hˆint(τ1), [Hˆint(τ2), ζˆ4(τ)]]⟩ = ⟨Hˆint(τ1)Hˆint(τ2)ζˆ4(τ)⟩ − ⟨Hˆint(τ1)ζˆ4(τ)Hˆint(τ2)⟩
+ ⟨ζˆ4(τ)Hˆint(τ2)Hˆint(τ1)⟩ − ⟨Hˆint(τ2)ζˆ4(τ)Hˆint(τ1)⟩
= 2Re
(
⟨Hˆint(τ1)Hˆint(τ2)ζˆ4(τ)⟩
)
− 2Re
(
⟨Hˆint(τ1)ζˆ4(τ)Hˆint(τ2)⟩
)
(5.5.12)
where in the second line we used the fact that the Hamiltonians and observable n-
point correlators are Hermitian. Within each of these correlators, we now have Wick
contractions turning them into all products of five pairs of ζ1ζ∗2 . Writing the generic
mode functions from the single-field EFT as(cf. equation (5.5.1))
ζi(τ) = fi(τ)ex + igi(τ)e−x, (5.5.13)
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we see that the terms proportional to e10x in both terms will be
e10x
∏
i
fi, (5.5.14)
and they will hence cancel out after we contract all combinations. Any term proportional
to e8x must be imaginary, and hence does not contribute either. Only at e6x do we
expect the terms not to cancel out. Another way to see this is to note that a Wick
contraction between real mode functions is a symmetric operator. Since the e10x term
comes from only the real part of the mode functions, the order of the operators inside
the correlator does not matter and the two terms will cancel out.
To make the discussion a bit more precise, the interaction Hamiltonian contains
terms of the form [98, 103, 104]
Hˆint ∼
∫
d3x
aϵM2P
H
(
1
c2s
− 1
)
(∂ζˆ)3 ∼
∫
d3x
−1
τ
ϵM2P
H2
(
1
c2s
− 1
)
(∂ζˆ)3
∼
∫
d3x
−1
τ
α−2
(
1
c2s
− 1
)
(∂ζˆ)3.
The conservation of ζ on superhorizon scales then implies that the time integrals in
equation (5.5.9) peak around the horizon crossing time of the modes. The presence of
derivatives does affect the argument so we can neglect them. Therefore, the contribution
to ⟨ζ4⟩ from two insertions of this operator then scales as
(
1
c2s
− 1
)2
α6e6x (5.5.15)
and it follows that gNL will satisfy
gNL ∼ ⟨ζ
4⟩
⟨ζ2⟩3 ∼
(
1
c2s
− 1
)2
α6e6x
α6e6x
∼ 1. (5.5.16)
At n = 4, we retain perturbative control as long as
gNL . P−1ζ , (5.5.17)
which is satisfied with a very good margin for theories with Pζ ∼ 10−9.
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5.5.2 The general n-point correlator
To show that the same holds for all higher n-point correlation functions, we need to
take a different approach, as the previous one does not generalise easily to higher
orders.
As a starting point, we consider the commutator of some (at least cubic) interaction
Hamiltonian Hˆint with some product of operators Aˆ:
⟨[Hˆint, Aˆ]⟩ = ⟨HˆintAˆ⟩ − ⟨AˆHˆint⟩. (5.5.18)
If Hˆint contains an odd number of operators, at least one of them must be contracted
with some operator(s) in Aˆ. If Hˆint contains an even number of operators, the terms
with all operators contracted internally will cancel out (see RHS), and hence at least
two must be contracted with operators in Aˆ. Therefore, any surviving terms will have
contractions between some of the operators in Hˆint and some of those in Aˆ.
This has important consequences. As we shall see below, this always gives the
imaginary part of the products of the mode functions, and we will show that the
only non-zero terms from the expectation of nested commutators involve contractions
between terms on the LHS and RHS of each commutator. Every time we do this, we
will pick up a factor of the imaginary part of the product of some number of mode
functions. Since the imaginary parts of the mode functions scale as αe−x, this limits
the size of the connected n-point correlators arising from the cubic scalar exchange
vertex.
To see why we get the imaginary part of the product of the mode functions, consider
the terms containing contractions of some operators ζˆ1a, ζˆ1b... on the left hand side of
the commutator with ζˆ2a, ζˆ2b... on the right hand side. These operators are either the
curvature perturbation or various derivatives of it, but have the same annihilation and
creation operators. We thus have
⟨. . . [. . . ζ1a . . . ζ1b . . . , . . . ζ2b . . . ζ2a . . . ] . . . ⟩
∝ ζ1aζ∗2aζ1bζ∗2b . . .− ζ2aζ∗1aζ2bζ∗1b . . . = 2i Im (ζ1aζ∗2aζ1bζ∗2b . . . ) ,
which will give us terms where we pick up an odd number of imaginary parts of the
mode functions. It is important to note that these contractions do not depend on
the relative positions of the operators ζˆ2a, ζˆ2b... on the RHS. It does not matter if
commutators inside the RHS shuffle these around or if some other operators inside
the commutator are contracted with operators outside of it – it always gives the same
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factor. Therefore, terms with Wick contractions across n commutators, whether they
are nested or not, are proportional to the product of n factors of imaginary parts of
products of mode functions.
The mode functions in the EFT we consider can be written as in equation (5.5.13).
Hence, the dominant term in Im(ζ1 . . . ζ∗n) does not scale as enx, as one might naively
expect, but instead as
Im(ζ1 . . . ζ∗n) ∝ e(n−1)xe−x = e(n−2)x. (5.5.19)
In fact, every time we have a commutator we will see this relative suppression of the
expectation value by e−2x compared to the naively expected one, drastically limiting the
size of certain diagrams. The reason for this is that when we have nested commutators
all non-zero terms will have contractions across each commutator, giving us factors
of imaginary parts of products of mode functions. We will argue why this is the case
below.
To proceed, we want to consider a nested commutator with operators Hˆ1 ≡
Hˆint(τ1), Hˆ2 ≡ Hˆint(τ2) and so forth. We begin by looking at the case with two nested
commutators:
⟨[Hˆ1, [Hˆ2, Aˆ]]⟩. (5.5.20)
As we saw above, non-zero terms must have contractions of operators in Hˆ1 with
operators in [Hˆ2, Aˆ]. Expanding the above, we have
⟨[Hˆ1, [Hˆ2, Aˆ]]⟩ = ⟨Hˆ1[Hˆ2, Aˆ]⟩ − ⟨[Hˆ2, Aˆ]Hˆ1⟩. (5.5.21)
The crucial point is that terms in ⟨Hˆ1[Hˆ2, Aˆ]⟩ or ⟨[Hˆ2, Aˆ]Hˆ1⟩ with no operators in Hˆ2
contracted with any in Aˆ must necessarily vanish. To see this, we note that for these
terms, operators in Aˆ are contracted either internally or with those in Hˆ1, and the
same goes for Hˆ2. Terms with all operators contracted internally within Aˆ vanish due
to the commutator, hence at least some operators must be contracted with those in
Hˆ1. But these terms vanish too, because (schematically)
⟨H1[H2, A]⟩ = ⟨H1H2A⟩ − ⟨H1AH2⟩ = 0, (5.5.22)
as a consequence of no operators in Aˆ being contracted with any in Hˆ2. None of the
terms above depend on the relative position of Hˆ2 and Aˆ, and so they cancel out
exactly. It is therefore only if some operators in Hˆ2 are contracted with operators in Aˆ
that these expressions can be non-zero.
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We are now free to replace Aˆ with [Hˆ3, Bˆ], giving
⟨[Hˆ1, [Hˆ2, [Hˆ3, Bˆ]]]⟩ = ⟨Hˆ1Hˆ2[Hˆ3, Bˆ]⟩ − ⟨Hˆ1[Hˆ3, Bˆ]Hˆ2⟩
− ⟨Hˆ2[Hˆ3, Bˆ]Hˆ1⟩+ ⟨[Hˆ3, Bˆ]Hˆ2Hˆ1⟩, (5.5.23)
and again, each term will vanish unless some operators in Hˆ3 are contracted with some
in Bˆ. We can repeat this argument indefinitely, and the result can be summarised as:
In evaluating the expectation of n nested commutators, all non-zero terms will include
at least one operator on the LHS of each commutator contracted with operators on the
RHS.
Putting it all together, we therefore see that with n − 2 insertions of a cubic
interaction Hamiltonian Hˆint, the dominant contribution to the n-point correlator
therefore scales as
⟨[Hˆint(τ1), . . . , [Hˆint(τn−2), ζˆn] . . . ]⟩ ∝ α−2(n−2)α4n−6e(4n−6)xe−2(n−2)x
∝ α2n−2e(2n−2)x
instead of the naive α2n−2e(4n−6)x. We then find
⟨ζn⟩
⟨ζ2⟩n−1 ∼
α2n−2e(2n−2)x
α2n−2e(2n−2)x
= 1, (5.5.24)
causing no issues with perturbative control.
Do we expect these result hold even when we include loop corrections? Yes, because
for every insertion of the cubic interaction Hamiltonian we pick an overall factor of
αex = P 1/2ζ ≪ 1. The more of these we insert (and we need two for every loop
correction), the greater the suppression is (prior to integration). There is therefore a
priori no reason to expect that loop corrections will change these results.
5.6 Conclusions
In this chapter, we have shown that there exists a completely general rapidly turning
attractor solution in two-field inflation. The attractor is not restricted to any particular
background geometry or form of the potential, and we have shown how several recently
studied non-standard inflationary attractors are in fact examples of this rapid-turn
attractor.
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Having a large, slowly varying turn rate was sufficient to allow the equations of
motion to be solved in generality. Moreover, we showed that these solutions have two
out of three elements in the effective mass matrix constrained up to O(ϵ) corrections.
Only the turn rate and entropic mass remain unconstrained degrees of freedom, which
will control the primordial perturbations generated by these theories. The primordial
perturbations of these models fall into two classes, one with a reduced speed of sound
and one with an imagniary speed of sound. The former has already been studied
extensively in the literature, but here we contribute to the understanding of the latter
by computing the growth of the power spectrum and showing that the higher-order
non-Gaussian correlation functions are well-behaved.
The analysis has been restricted to two fields, but we expect it to generalise to
models with more than two fields. Such solutions have been explicitly shown to exist
in the context of hyperinflation [41], but a general analysis is rather non-trivial and
has yet to be completed.
Chapter 6
Conclusions
In this thesis we have looked at multifield inflation, trying to understand both the
observables that these theories generate and the background behaviour of non-slow-roll,
slow-turn solutions. In Chapter 2 we looked at multifield inflation with as many as 100
fields in random potentials generated using Gaussian random field techniques, which
emulate generic effective field theory potentials. Since the potentials generated this way
have well-defined third derivatives, unlike those generated using DBM techniques, we
were able to look at non-Gaussianity in random many-field theories, which had never
been done before. We found that even though we introduced millions of interaction
terms, the behaviour of the resulting inflation models was remarkably simple. The field
momenta almost immediately aligned themselves with the (locally) most tachyonic
direction of the field space, giving very smooth trajectories that did not change in
character as the number of fields was increased. As a result, the power spectra produced
were as smooth and simple as in single-inflation, and the local non-Gaussianity was
small, even though the superhorizon growth of the power spectrum often was substantial.
The rare exceptions to this were however also characterised by surviving isocurvature
modes, meaning that the observables may change through reheating.
These results have a clear implication: very complicated many-field slow-roll
solutions can produce observables that are almost completely indistinguishable from
single-field inflation. While the GRF potentials do not capture all possible types of
inflation models (e.g. potentials with sharp features), it is a rather minimalistic prior.
The potentials were constructed so as to allow interesting multifield effects to happen
on superhorizon scales, as they did, but even though the power spectra evolved on
superhorizon scales, they remained very simple, and in all but a very small number of
cases, no large local non-Gaussianity was produced. Future LSS experiments hope to
be able to determine whether f localNL is smaller or greater than 1. As we have shown
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here, if f localNL were constrained to be smaller than 1, an enormous class of multifield
models would still be observationally viable, but if it were found to be larger than 1,
not only would single-field inflation can be ruled out, but it would also point towards
some unusual properties of either the potential or field-space metric. If we find that
f localNL < 1, attempts at distinguishing between single- and multifield inflation will on the
other hand require a study of the complete bispectrum. Computationally, this is more
challenging but very much doable. Several codes capable of computing the bispectra of
any given inflation model already exist (c.f. [154, 170, 173]), but a more specialised
approach may be necessary for potentials as complicated as the GRF potentials.
In Chapter 3 we developed the mathematical machinery necessary for generating the
random potentials used in Chapter 2. We proved that for a Gaussian random field with
a Gaussian covariance function, if the Taylor coefficients are generated order by order
(separately for even and odd derivatives), the covariance matrices in the conditional
(marginal) distributions are always diagonal. This almost completely removes the
barrier to generating many-dimensional GRFs with this covariance function, which
was previously limited by inverting the covariance matrices, the size of which grows
super-exponentially with dimension and order in the Taylor series. With this new
approach, the covariance matrices can be treated with much more numerically effective
methods than before, since they are diagonal. The computational bottleneck now lies
in the matrices that are needed to shift the expectation values, but these are generally
sparse, and never need to be inverted or decomposed, so this bottleneck is much less
restrictive than the previous one.
Beyond generating potentials for large numbers of fields, this method can be used
to generate analytic potentials for large landscapes with small numbers of fields, and it
can even be applied to Gaussian process regression. These random potentials could
also have applications beyond inflation; an obvious use for them would be to study
reheating in random vacua, and it is also possible that they would have applications in
condensed matter physics. However, as powerful as the technique is, it is also rather
niche, and it is unlikely that it will ever see any use in statistical or machine learning
applications, although one can never know what the future holds.
The second part of the thesis was concerned with rapid-turn inflation models. In
Chapter 4 we studied hyperinflation, trying to obtain a better understanding of this
non-slow roll, slow-turn solution. By introducing a new vielbein basis on the target
space, based on the gradient of the potential, we were able to understand the solution
in a field-space local way, and found that the solution was more general than originially
thought. The original solution was derived in a rotationally symmetric potential on the
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hyperbolic plane, but this global symmetry is not necessary, and using insights from
the vielbein approach we were able to realise hyperinflation in new set-ups. We also
studied the primordial perturbations of this theory, and found that even though it can
give inflation in very steep potentials, there are complications with the perturbations if
the potential is too steep and the field trajectory too short. The steeper the potential
is, and the shorter the field trajectory is, the greater the turn rate becomes, and since
the power spectrum grows exponentially in the turn rate, this gives an enormous
amplification of the power spectrum when the turn rate is large. To give the correct
amplitude for the power spectrum when the turn rate is very large (ω & O(100)),
the value of the potential energy becomes too small for the universe to be reheated
afterwards.
Following on from the work on hyperinflation, in Chapter 5 we showed that
there exists a general rapidly turning two-field inflation attractor solution, of which
hyperinflation is only a specific example. In the gradient vielbein basis, we were able
to show that by looking for a rapidly turning solution with a slowly varying turn rate,
the equations of motion can be solved completely without even specifying a target
space geometry. The resulting solution gives the field velocity as a function of position
in field space, much like slow-roll, slow-turn, and from the general solution we were
able to recover several previously known turning solutions in various target space
geometries, such as sidetracked inflation, angular inflation, and a flat field space model,
highlighting how general the solution is. Up to O(ϵ) corrections, the evolution equations
for perturbations in rapid-turn inflation only depend on two parameters, and using
this we proved the (linear) stability of the general solution. Moreover, we were able to
compute an analytic expression for the growth of the power spectrum in imaginary
speed of sound theories, which had previously only been computed numerically.
Rapidly turning inflation models are one of the more exciting developments in
modern inflationary cosmology. Over the last ten years or so, we have come to realise
that slow-roll, slow-turn is not the only type of inflationary cosmology with scalar fields
minimally coupled to gravity, and that other solutions can be realised in potentials
that one naively thought were too steep for inflation. These rapid-turn solutions
have also been shown to arise as global attractors in hyperbolic field spaces, and
given that the latter occur frequently in string compactifications and other models for
high energy physics, they are very interesting from a phenomenological point of view.
The primordial power spectra and non-Gaussianities of these models are becoming
increasingly better understood, and they exhibit some very interesting behaviours
compared to slow-roll, slow-turn. The transient instability of the mode functions before
146 Conclusions
horizon crossing gives an exponential amplification of the power spectrum yet still only
leads to moderate amounts of non-Gaussianity. Finally, it would also be interesting to
see how this solution generalises to the case of more than two fields, when the solution
might no longer be planar. This is of particular interest as string compactifications
and extensions of the Standard Model frequently feature large numbers of scalar fields.
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Appendix A
Extra material for Chapter 2
A.1 Numerical method
Background evolution
Equation (2.2.47) comprises a set of Nf coupled, non-linear first-order ordinary dif-
ferential equations, and its general solution is not known. For large Nf , solving it
numerically can also be challenging: the right hand side may involve many of millions
of terms encoding the various interactions between the fields. We now discuss our
method for evolving the fields.
To solve equation (2.2.47), we approximate the full potential in very small regions
around the trajectory to quadratic order, and solve the evolution of the background in
a step-by-step manner with a multiderivative method. More precisely, for some small
e-fold step ∆N , we write the solution as
∆φa(∆N) = ∆φ(1)a ∆N +
1
2∆φ
(2)
a ∆N2 +O(∆N3) . (A.1.1)
Substituting this Ansatz into the slow-roll equations and matching order-by-order in
∆N , we find
∆φ(1)a = −
Va
V
, (A.1.2)
∆φ(2)a =
VabVb
V 2
− VaVbVb
V 3
. (A.1.3)
When implementing this solution, it is important to make sure that the second order
term in the solution is much smaller than the first-order term; otherwise the series
is not a good approximation to the solution. The number of small patches needed
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depends on the individual realisation, and on hyperparameters such as the initial
spectrum, and the number of fields. For 50 fields, we typically find that breaking up
the inflationary trajectory to around 2000 small patches suffices to keep the step-size
small enough for this method to be numerically accurate.
When working with potentials with many millions of interaction terms, finding
the local values of the Taylor coefficients in each patch can be come computationally
intensive. To ameliorate this problem, we approximate the fifth order Taylor expanded
potential in moderately small regions by lower order Taylor series involving fewer terms.
For 50 fields, we may approximate the potential to fourth order in around 60 such
moderately small regions for each inflationary realisation. We then use this lower order
potential to compute the second order Taylor coefficients in the very small local patches
used in the solution of equation (2.2.47). We note however that the calculations of
non-Gaussianity are very sensitive to numerical errors, so care is needed to ensure that
the computation is sufficiently accurate.
Perturbations
As first pointed out in [77, 78], the transport method is easily implemented in a patch-
by-patch manner. The propagator Γab transports the perturbation between spatially
flat hypersurfaces and satisfies the chain rule
Γab(N3, N1) = Γac(N3, N2)Γcb(N2, N1) . (A.1.4)
In a sufficiently small patch, say N2−N1 = ∆N ≪ 1 the propagator (2.2.53) simplifies
to
Γab(N2, N1) = exp (∆N uab) , (A.1.5)
where uab = uab(N1 +∆N/2) ≈ uab(N1) ≈ uab(N2). The full propagator from horizon
crossing to the end of inflation is then obtained by left-multiplication of all subsequent
propagators [77, 78], i.e.
Γab(Nend, N⋆) = Γacp(Nend, Np) Γ
cp
cp−1(Np, Np−1) . . .Γ
c2
c1(N2, N1) Γ
c1
b(N1, N⋆) .
(A.1.6)
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Similarly, Γabc can be simplified by splitting up the integral (2.2.54) into many
parts,
Γdef (Ni+1, Ni) =
∫ N i+1
N i
dN ′Γdµ(Ni+1, N ′)uµνρ(N ′)Γνe(N ′, Ni)Γ
ρ
f (N ′, Ni) , (A.1.7)
Γabc(N,N⋆) =
p∑
i=0
Γad(N,Ni+1)Γdef (Ni+1, Ni)Γeb(Ni, N⋆)Γfc(Ni, N⋆) , (A.1.8)
where N0 = N⋆ and Np+1 = N . Assuming the step size is sufficiently small, we can
with good accuracy evaluate Γdef (Ni+1, Ni) as
Γdef (Ni+1, Ni) ≃
∫ N i+1
N i
dN ′ e[(N i+1−N ′)udµ] uµνρ(N ′) e[(N
′−N i)uνe] e[(N ′−N i)u
ρ
f ] , (A.1.9)
which is easily evaluated numerically. Once the Γab(Ni+1, Ni) and Γdef (Ni+1, Ni) have
been calculated for all steps, they can be used to calculate power spectrum and fNL
modes crossing the horizon at any point during inflation. Moreover, by doing the gauge
transformation to a constant energy density surface (cf. equations (2.2.56), and (2.2.57))
at any point during inflation, we can follow the evolution of the power spectrum and
fNL on superhorizon scales.
A.2 Ensembles of models
For each of the initial conditions below we ran 2,000 simulations, giving us more than
1,000 successful inflation models (N ≥ 60) for all ICs except near certain fringes of the
parameter space (e.g. very small Λh or large ϵi). The analysis of the perturbations was
only done for the models which gave at least 60 e-folds of inflation.
Varying Nf
Λh Mass spectrum Gradient direction ϵi ηi Nf
0.4 Uniform Random 2 · 10−9 −10−4 5, 10, 15, 20, 25, 30,
35, 40, 45, 50
0.4 Compressed Random 1 · 10−10 −10−4 5, 10, 15, 20, 25
0.4 Uniform Aligned 5 · 10−10 −10−4 5, 10, 15, 20, 25, 30
0.4 Uniform, uplifted Random 2 · 10−9 −10−4 5, 10, 15, 20, 25
0.4 Compressed, uplifted Random 1 · 10−10 −10−4 5, 10, 15, 20
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Varying Λh
Nf Mass spectrum Gradient direction ϵi ηi Λh
10 Uniform Random 2 · 10−9 −10−4 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 1.0
10 Compressed Random 1 · 10−10 −10−4 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 1.0
10 Uniform Aligned 5 · 10−10 −10−4 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 1.0
50-field runs
Nf Λh Mass spectrum Gradient direction ϵi ηi
50 0.4 Uniform Random 2 · 10−9 −10−4
50 0.4 Compressed Random 2 · 10−11 −10−4
50 0.4 Uniform Aligned 1 · 10−10 −10−4
Varying ϵi
Nf Λh Mass spectrum Gradient direction ηi ϵi
10 0.4 Uniform Random −10−4 2 · 10−10, 5 · 10−10, 1 · 10−9,
2 · 10−9, 5 · 10−9, 1 · 10−8,
2 · 10−8
10 0.4 Compressed Random −10−4 1 · 10−11, 2 · 10−11, 5 · 10−11,
1 · 10−10, 2 · 10−10, 5 · 10−10,
1 · 10−9
Varying ηi
Nf Λh Mass spectrum Gradient direction ϵi ηi
10 0.4 Uniform Random 2 · 10−9 −10−4, −10−3, −10−2,−5 ·
10−2, −10−1
10 0.4 Compressed Random 2 · 10−11 −10−4, −10−3, −10−2,−5 ·
10−2, −10−1
A.3 A single-field toy model
We have seen in section 2.3.3 that the observational predictions of manyfield models of
inflation coincide with some of the ‘generic predictions’ of single-field slow-roll inflation:
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an approximately scale-invariant power spectrum over observable scales, with a small
running of the spectral index. While we have also seen in section 2.3.4 that multifield
are typically important in the full manyfield models, it is interesting to investigate the
extent to which our results can be understood through simpler single-field models. Such
models may capture the most important aspects of the more complicated manyfield
models, but are simple enough to admit an analytic treatment. In this section, we
construct such simple class of single-field models, and discuss how its predictions
compare against our numerical simulations of the full manyfield models.
We expand the single-field potential to cubic order around the approximate critical
point at φ = 0,
V (φ) = V0
(
1− c1φ− c33!φ
3
)
. (A.3.1)
where the ci all are positive. We have here set the second order term at φ = 0 to
zero, since, as we will justify below, this term is overwhelmed by the third order
term already for small field displacements. We furthermore assume that the potential
remain approximately constant during inflation, V ≈ V0, which simplifies the analytic
expressions for the slow-roll parameters in this model:
ϵV ≃M2P
(c1 + c3φ2/2)2
2 , ηV ≃ −M
2
Pc3φ . (A.3.2)
We will now use this model to compute the expected total number of e-folds
generated during inflation and the predictions for the spectral index and its running.
We first note that inflation ends when ϵV ≈ −H˙/H2 = 1, which happens when the
value of the field is
φend ≡ 2
3/4√
(c3MP)
. (A.3.3)
The number of e-folds generated as the field travel from φ = 0 to some value φ is given
by,
N(φ) =
∫ φ
0
dφ′
MP
√
2ϵV
=
tan−1(
√
c3/2c1φ)
M2P
√
c1c3/2
. (A.3.4)
Upon evaluating equation (A.3.4) for φ = φend, we see that the argument of the inverse
tangent function becomes very large so that tan−1(
√
c3/2c1φend) ≈ π/2, and the total
number of e-folds is approximately given by
N end ≈ Nmax ≡ π
M2P
√
2c1c3
. (A.3.5)
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Inflation ends before N becomes exactly Nmax, but for the initial conditions we are
interested in, it is a good approximation.
We can of course also invert equation (A.3.4) to give φ as a function of N :
φ(N) =
√
2c1
c3
tan
(
πN
2Nmax
)
, (A.3.6)
which is valid for N ≤ N end < Nmax. Using equation (A.3.6), it is straightforward to
compute the spectral index and its running analytically for this toy model. For the
models we are interested in, |ηV | ≫ ϵV , and the spectral index is given by
ns − 1 = 2ηV − 6ϵV ≃ −2M2Pc3φ⋆ = −
2π
Nmax
cot
(
π∆N
2Nmax
)
, (A.3.7)
where we defined ∆N = Nmax −N⋆ (in our multifield simulations, we take ∆N = 55).
For Nmax ≥ ∆N , the spectrum is red and ns has the limit 1− 4/∆N as Nmax →∞,
and it is easy to see that this is a lower bound. Using d ln k ≃ dN⋆, we find that the
running is given by
αs =
dns
dN⋆
= −
(
π
Nmax
)2
csc2
(
π∆N
2Nmax
)
, (A.3.8)
which is manifestly negative and has the limit −4/∆N2 as Nmax → ∞, which is an
upper limit.
We are now interested in comparing this class of single-field models to the full
multifield models with potential (2.2.7). To do so, we identify V0 = Λ4v and c1 =√
2ϵiM−1P . A non-vanshing second-order term could be identified with c2 = |ηi|M−2P .
The coefficient c3 then corresponds to a randomly generated third-order derivative,
which, as we will detail below, we take to be of O(Λ−3h ). Already for small field
displacements, ∆φ/Λh & |ηi|(Λh/MP)2, the third derivative comes to dominate over the
second order term. This justifies dropping the second order term from the potential.
To see roughly how N end scales with the various parameters, we fix c3 to
c3 =
√∑
a⟨V 2a11⟩
Λ4v
≈
√
2Nf
1
Λ3h
, (A.3.9)
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where we have denoted the initial gradient direction by ‘1’.1 Since we are using the
RMS value of the third order coefficients in the multifield model to fix c3, we expect
that predictions made from the single-field model may capture the mean values of N end
(up to some O(1) coefficient), which in turn tells us how the mean values of ns and αs
will scale.2
Plugging our expressions for c1 and c3 into equation (A.3.4), we see that the total
number of e-folds of the single field model is is given by
N end ≈ π2
1
(Nfϵi)1/4
(
Λh
MP
)3/2
. (A.3.10)
By comparing equation (A.3.10) to the results of the numerical simulations plotted
in Figure 2.5, we see that the scaling of N end with Λh, Nf and ϵi are not followed very
closely. However, in the more special cases when we start with the gradient aligned
with the smallest eigenvalue or when we use the compressed spectrum, these scalings
are reasonably accurate (but the O(1) coefficient is incorrect).
Figure 2.9 shows the single-field prediction of equation (A.3.7) together with the
numerical simulations from the full GRF models. Qualitatively, the single-field model
is in good agreement, and captures both the decrease of ns for N end not too large,
and its asymptotical constancy for N end ≫ 60. However, the precise predictions for ns
are inaccurate. The single-field limit for αs is quite close to value we observe for the
multi-field models. For ∆N = 55, the value is αs = −0.00132, which agrees with the
baseline model prediction, αs = −0.00143± 0.00034.
Altogether, we see that the single-field toy model captures several of the qualitative
features of the multifield models, but does not produce quantitatively accurate predic-
tions. This is not surprising, since the single-field model neither takes into account
turns of the trajectory nor the superhorizon evolution of the power spectra. To make
accurate predictions, the full multifield treatment is needed.
1The approximation comes from taking the contribution from a = 1, ⟨(V i111)2⟩ = 6Λ8vΛ−6v , to be
the same as for a ̸= 1, ⟨(V ia11)2⟩ = 2Λ8vΛ−6v . Note that since Va is already fixed to be very small, the
(conditional) mean of Vabc is zero to a very good approximation.
2Of course, to find the mean values of all these quantities, one should write them as funtions of the
Va11 and integrate over the PDF. Since our single-field model makes several approximations, however,
there is no need to work with such precision (but we did check that for N end the answer is very close).
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A.4 The DBM construction of random manyfield
potentials
In this subsection, we briefly review the construction of random scalar field poten-
tials using non-equilibrium random matrix theory, and we discuss the most relevant
properties and predictions of these models.
A key motivation for the construction of [142] is that inflation is only sensitive to
the scalar potential in the vicinity of the field trajectory, while being independent of its
properties elsewhere in field space. One may take advantage of this fact by generating
the scalar potential only along the dynamically determined field trajectory by gluing
together nearby patches in which the potential is locally defined up to some fixed, low
order. This method avoids the steep computational cost that limited early studies of
multifield inflation in GRF potentials to only involving a few fields, with structure only
over super-Planckian field-space distances [95].
The starting point of the ‘DBM construction’ is the scalar potential defined up to
quadratic order around the point p0,
V = (ΛDBMv )4
√
Nf
(
v0 + va
φa
ΛDBMh
+ 12vab
φa
ΛDBMh
φb
ΛDBMh
)
. (A.4.1)
Here, ΛDBMv sets the vertical scale of the potential, the convention for the prefactor√
Nf is explained in [78, 142], and ΛDBMh sets the horizontal scale of the potential (we
will shortly return to the interpretation of this parameter). At a nearby point in field
space, say p1 separated from p0 by δφa, the potential admits a local Taylor expansion
in which the coefficients v0, va, and vab only differ from those at p0 by a small amount:
v0
∣∣∣
p1
= v0
∣∣∣
p0
+ va
∣∣∣
p0
δφa
ΛDBMh
, va
∣∣∣
p1
= va
∣∣∣
p0
+ vab
∣∣∣
p0
δφb
ΛDBMh
,
vab
∣∣∣
p1
= vab
∣∣∣
p0
+ δvab
∣∣∣
p0→p1
. (A.4.2)
Here δvab captures the effects of cubic (and higher-order) terms on the second derivatives
of the potential. Clearly, by stipulating the rules for how δvab is generated, any potential
may be locally generated in this fashion. In a given small patch, the slow-roll equations
for the background and the evolution equations for the perturbations are easily solved,
making it possible to follow the evolution of the system along a string of points,
p0, p1, p2, etcetera, on the dynamically determined inflationary trajectory. By repeating
the procedure of (A.4.2), the potential is ‘charted’ as the field evolves.
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The prescription for constructing δvab determines the generated potential. To
study multifield inflation with randomly interacting fields, reference [142] considered a
stochastic evolution law for δvab, leading to an ensemble of random scalar potentials
for each initial choice of parameters. In [142], the law governing the generation of δvab
was then chosen so that, over large distances, vab samples the Gaussian Orthogonal
Ensemble of random symmetric matrices. A simple example of such a law is to take the
independent matrix elements of vab evolve with the Brownian motion of independent
harmonic oscillators. More precisely, the independent elements of δvab are generated
as Gaussian random numbers with the first two moments given by
E[δvab
∣∣∣
pi→pi+1
] = −vab
∣∣∣
pi
|δφa|
ΛDBMh
,
Var[δv2ab
∣∣∣
pi→pi+1
] = σ2 (1 + δab)
|δφa|
ΛDBMh
. (A.4.3)
This is ‘Dyson Brownian motion’ (DBM), originally proposed as an out-of-equilibrium
extension of the ‘Coulomb gas’ statistical picture of random matrix theory. Given
any initial configuration of vab(0) at p0, the DBM evolution continuously relaxes the
Hessian matrix to a random sample of the GOE. The probability distribution of vab
then becomes a function of the path length, s, in units of ΛDBMh [85, 182],
P (vab(s)) ∼ exp
[
−tr ((vab(s)− qvab(0))
2)
2σ2(1− q2)
]
−−−→
s≫1 exp
[
−tr(vab(s)
2)
2σ2
]
, (A.4.4)
where q = exp(−s). Thus, ΛDBMh has the interpretation of the coherence length over
which the Hessian randomises, the corresponding eigenvectors ‘delocalise’, and the
potential exhibit significant random structure.
In [142], the DBM construction was used to gain access to inflation in scalar
potentials with multiple interacting fields, and in [77, 78], these were used to, for the
first time, study the observational predictions of manyfield models of inflation. Some
modifications and extensions of this prescription were discussed in [32, 159, 186], and
in [97] the predictions of a single-field approximation to the large-Nf DBM models was
elaborated on. (Note however that the observational predictions of this single-field
model were already falsified in [77], as subsequently discussed in [78].)
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Fig. A.1 Multifield aspects of the 100-field example.
A.5 Case studies and a modified GRF potential
In the main body of this chapter, we focussed on the statistical predictions of ensembles
of manyfield models. In this appendix, we discuss two particular examples of randomly
generated inflation models that highlight the general results discussed in this chapter.
We furthermore discuss the case of ‘uplifted’ potentials mentioned in section 2.4.1.
The first inflation model we look at is a 100-field model which, despite significant
superhorizon evolution of the power spectrum, gives little non-Gaussianity. The
second case is a 25-field model which is one of the rare examples with significant
non-Gaussianity at the end of inflation. It is in fact the only model with the uniform
mass spectrum that we found to produce large non-Gaussianity, and we will highlight
what distinguishes this model from the others.
A.5.1 A 100-field model
The spectrum of the random 100-field models that we discuss in this section is shown
in Figure 2.4, and its background evolution if further illustrated by Figure 2.3. Recall
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that the initial conditions for this model are Λh = 0.4, ϵi = 5× 10−10, mass-squareds
evenly distributed between ηiV0M−2P and (3H/2)2 with ηi = −10−4.
The spectral index of this model is ns = 0.978, and its running is given by
αs = −0.0018. The amplitude of local non-Gaussianity at the end of inflation is given
by fNL = −0.004.
While the observables produced by this model are simple, the superhorizon dynamics
of the perturbations is not. Figure A.1 shows that the scalar power at the pivot scale
doubles after horizon crossing, and that for several e-folds, the isocurvature-to-curvature
ratio is greater than one (recall that almost all the field-space movement happens
towards the end of inflation). Nevertheless, by the end of inflation the isocurvature
becomes heavily suppressed, the power spectrum freezes out, and fNL remains small.
To further understand the multifield aspects of this model, we define the vector
η⊥ i =
naVabw
b
i
V
, (A.5.1)
so that, according to equation (2.2.64), ζ ′ = 2η⊥ iS i. Thus, the norm η⊥ ≡ |η⊥i|
determines the strength of the isocurvature-to-curvature sourcing. Figure A.1 shows
that η⊥ increases during inflation in the 100 field model, and becomes O(1) towards
the end of inflation. However, at this point the isocurvature has decayed exponentially,
so that ζ remains essentially constant.
A.5.2 A 25-field model giving large non-Gaussianity
In rare cases, we found randomly generated manyfield models with substantially non-
Gaussian perturbations. A particular example of this is a 25-field model with the
uniform initial mass spectrum, Λh = 0.4, ϵi = 2 × 10−9 and ηi = −10−4. The final
spectral index is ns = 0.978 with running αs = −0.0014. The fractional increase of the
power spectrum is 2.15, and the final ratio of the isocurvature and curvature power
spectra is 0.015. The amplitude of local non-Gaussianities is given by fNL = 1.42, far
above the typical values encountered.
What sets this model apart from other models is that the two smallest eigenvalues
of the Hessian remain close to each other throughout most of the trajectory, and
even ‘bounce off’ each other relatively early on during inflation. The evolution of
the spectrum of the Hessian is given by the top panel of Figure A.2. When the two
eigenvalues are near each other there is significant power in the isocurvature modes and
we see a drastic increase in fNL. The generation of fNL in this model is consistent with
equation (2.5.1): as the two eigenvalues of the Hessian come very close to each other,
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Fig. A.2 Multifield effects in the 25-field model with large non-Gaussianity.
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Fig. A.3 Eigenvalue evolution for a 20-field model with uplifted potential (left) and
comparison of predictions for spectral index computed from ensembles of 1000 models
(right).
slightly perturbed classical trajectories can become widely separated and experience
drastically different levels of superhorizon evolution. We note that η⊥ grows during
inflation and the isocurvature decays rather slowly. The predictions of this model are
likely to be sensitive to the physics of the post-inflationary era.
A.5.3 Manyfield inflation in uplifted potentials
For Gaussian random fields with zero mean, the minima of the potential typically
appear at lower and lower values as the number of fields is increased, and the radius of
the Wigner semi-circle grows. As we live in a vacuum with a small, positive cosmological
constant, it may therefore be interesting to consider GRF potentials which have been
uplifted so that minima typically occur around V = 0, cf. our discussion in section
2.4.1. From equation (2.2.29), we see that the lower edge of the semi-circle will be at
zero at V = 0 if we lift the potential by
√
2NfΛ4v.
The typical spectrum of these models is still too broad to make them useful tools
to study multifield inflation, and we again consider the uniform initial spectrum of
equation (2.2.42). The evolution of the eigenvalues of the Hessian of these models
behave somewhat differently from those of the simplest, mean-zero GRFs. An example
of this is shown in Figure A.3: while the dominant effect for small field values is still
the eigenvalue repulsion and roughly conical spread of the eigenvalues, for larger values
of the field, the smallest eigenvalue tends upwards, towards the lower edge of the
equilibrium spectrum.
The upturning behaviour is most clearly visible for small Nf , which is as expected, as
for large Nf , eigenvalue repulsion dominates. The predictions of these models for ns do
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not differ appreciably from the mean-zero GRF models with similar initial spectra, as
shown in Figure A.3. The uplifted models were generated with the same random seeds
as the zero-mean ones, and have identical odd-order Taylor coefficients (the even-order
Taylor coefficients differ however). The striking similarities in the predictions of these
models can be understood as a consequence of the dominance of the cubic terms in the
potential during a large fraction of the inflationary evolution.
Clearly, there are many ways to use GRFs to construct inflationary models. We
expect that the findings of this chapter will extend also to other constructions of
small-field, saddle-point inflation in which the spectrum relaxes during inflation (with
some eigenvalues taking tachyonic values). However, other, substantially different
constructions (e.g. large-field models or other variants of uplifted models) can certainly
lead to different predictions.
Appendix B
Perturbations in rapid-turn
inflation models
B.1 Linear perturbations
In this Appendix we look at linear perturbations around two-field rapid-turn inflaton
models, first generally and then more specifically at the case of hyperinflation. We do
this using the mathematical framework of vielbeins, in the manner of Achucarro et al.
[7], and begin by looking at the two-field case. For our purposes it is convenient to
write the equations of motion using e-folds as the time-variable, giving
DNDNδφa + (3− ϵ)DNδφa + [κ2δab + M˜ab ]δφb = 0, (B.1.1)
where M˜ab ≡Mab/H2 and κ ≡ k/aH.
It is convenient to work with perturbations in a vielbein basis, definied by
δφI ≡ eIaδφa ⇔ δφa = eaIδφI . (B.1.2)
Our basis vectors satisfy eIaeJbGab = δIJ and eIaeJb δIJ = Gab. The I, J indices are raised
with deltas. From these identities it also follows that
eIaDNeaJ = −eaJDNeIa, eIaDNebI = −ebIDNeIa. (B.1.3)
One can introduce a covariant derivative for these perturbations, given by
DNXI ≡ dX
I
dN
+ Y IJ XJ , (B.1.4)
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where the antisymmetric matrix Y IJ is defined by
Y IJ ≡ eIaDNeaJ . (B.1.5)
With this definition this covariant derivative satisfies eIaDNXa = DNXI , from which it
follows that we can write the equations of motions as
DNDNδφI + (3− ϵ)DNδφI + [κ2δIJ + M˜ IJ ]δφI = 0, (B.1.6)
where we further defined M˜ IJ ≡ eJaM˜ab ebJ .
The perturbations are best analysed in the kinematic basis, consisting of the
adiabatic and entropic unit vectors,
eIa = (na, sa)
T , eaI = (na, sa) , (B.1.7)
where
na = (φ˙vva + φ˙wwa)/φ˙, sa = (−φ˙wva + φ˙vwa)/φ˙. (B.1.8)
One could also work in the gradient basis defined earlier in this thesis, which was very
useful in solving the background equations of motion, but for the perturbations the
kinematic basis makes the results much more clear. The matrix Y IJ is by definition
given by
Y IJ = ω
0 −1
1 0
 , (B.1.9)
and as explained in Chapter 5, in this basis the mass matrix can be written
M˜ IJ =
 ω2 −3ω
−3ω µs
 , (B.1.10)
up to O(ϵ) corrections (recall from Chapter 5 that M˜nn = µn, M˜ns = µ×, and M˜ss = µs).
To go further than this, we can use the fact that
DNω ≡ ων = −µ× + ω(−3 + ϵ− η), (B.1.11)
and demand that there should exist a conserved adiabatic mode on superhorizon scales,
which implies
µs = ω2 − 3η/2 +O(ϵ2), (B.1.12)
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to find that generally, the equations of motion may be written

δφ′n
δφ′s
δπ′n
δπ′s
 =

0 0 1 0
0 0 0 1
κ2 + 3η/2, ω(6− 2ϵ+ 2ν − η), −(3− ϵ) 2ω
ωη, κ2 − µs + ω2, −2ω −(3− ϵ)


δφn
δφs
δπn
δπs
 (B.1.13)
with δπI ≡ dδφI/dN and ′ = d/dN .
B.2 Hyperinflation
In hyperinflation we have R = −2/L2, so we can straightforwardly find that the
effective mass matrix is given by
M˜ IJ =
 ω2 − 32η −ω(3− ϵ+ 32η)− 92η/ω
−ω(3− ϵ+ 32η)− 92η/ω −ω2(1− 23ϵ+ 13η)− 3η − 272 η/ω2
 . (B.2.1)
The rate of change of the turn rate can be found to be given by dω/dN = (9+ω2)η/2ω+
O(ϵ2), and using this we find the complete equations of motion

δφ′n
δφ′s
δπ′n
δπ′s
=

0 0 1 0
0 0 0 1
κ2 + 32η, ω(6− 2ϵ+ η) + (9+ω
2)η
ω
, ϵ− 3 2ω
ωη, κ2 + 13ω
2(6− 2ϵ+ η) + 3(9+ω2)η
ω2 , −2ω ϵ− 3


δφn
δφs
δπn
δπs
 . (B.2.2)
In this formulation, we can infer whether the system is locally stable by computing the
local Lyapunov exponents, i.e. the eigenvalues λ of the evolution matrix, for k = 0. To
first order, they are given by
λ = η/2 +O(ϵ2), − 3 +O(ϵ), 12
(
−3±
√
9− 8ω2
)
+O(ϵ). (B.2.3)
The latter three all have negative real parts, and thus correspond to decaying modes.
The first one is a slowly growing mode corresponding to the direction (1, 0, η/2, 0)T . This
of course is just our regular superhorizon scale adiabatic perturbation, δφI ∝ (√ϵ, 0),
and corresponds to a shift along the trajectory. All other solutions decaying, we see
that the system indeed is stable.
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B.2.1 Multifield extension to hyperinflation
The extension to more than two fields is reasonably straightforward. From equation
4.4.10, we see that the matrix Y IJ is block diagonal,
Y IJ =
Y(2) 0
0 Y(Nf−2)
 , (B.2.4)
where Y(2) is our previous Y matrix. We cannot know the form of Y(Nf−2) without
specifying the other basis vectors, however as we shall see, we will not need to
make an explicit choice for this. Recalling that in an orthonormal basis RIJKL =
−(δIKδJL − δILδJK)/L2, we see that the mass matrix is also block diagonal,
M IJ =
M(2) 0
0 M(Nf−2)
 , (B.2.5)
where M(2) is our old mass matrix. M(Nf−2) is a diagonal matrix given by
M(Nf−2) =
(
V;v
L
− φ˙
2
L2
)
I(Nf−2). (B.2.6)
Since both the Y andM matrices are block-diagonal, the additionalNf−2 perturbations
decouple from the first two at quadratic order. We can therefore solve for their evolution
independently of the first two.
We now define a new set of fields δφ′I (for I > 2) through δφI = RIJδφ′J , where
the rotation matrix RIJ satisfies dRIJ/dt = −HY I(Nf−2) K RKJ . These fields satisfy [7]
DtδφI = RIJ
dδφ′J
dt
, DtDtδφI = RIJ
d2δφ′J
dt2
, (B.2.7)
giving the equations of motion
d2δφ′I
dN2
+ (3− ϵ)dδφ
′I
dt
+
[
κ2δIJ + (RTM(Nf−2)R)IJ
]
δφ′J = 0, (B.2.8)
but since the mass matrix is diagonal this just reduces to
d2δφ′I
dN2
+ (3− ϵ)dδφ
′I
dt
+
[
κ2δIJ +M I(Nf−2) J
]
δφ′J = 0. (B.2.9)
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These are just Nf − 2 uncoupled modes (with indices si), each satisfying
d2δφsi
dN2
+ (3− ϵ)dδφ
si
dN
+
[
κ2 − 3(9 + ω
2)η
2ω2
]
δφsi = 0. (B.2.10)
These modes do not decay, but also do not see the growth that the adiabatic one does
before horizon crossing, and hence are relatively suppressed. Moreover, since their
mass is O(ϵ), they do not affect the stability of the solution.
B.3 Primordial perturbations
To study the observables of rapid-turn inflation models, we need to calculate the
mode functions. Excluding ϵ corrections, but keeping the k-dependence and defining
vI = aδφI , the action for the perturbations can be written
S = 12
∫ d3k
(2π)3dτ
[
(v′n)2 + (v′s)2 +
2ω
τ
(vsv′n − vnv′s) +
6ω
τ 2
vnvs
+
( 2
τ 2
− k2
)
v2n +
(
2 + (1− ξ)ω2
τ 2
− k2
)
v2s
]
. (B.3.1)
The equations of motion can then be written
v′′n +
(
k2 − 2
τ 2
)
vn +
2ω
τ
v′s −
4ω
τ 2
vs = 0 (B.3.2)
v′′s +
(
k2 − 2 + (1− ξ)ω
2
τ 2
)
vs − 2ω
τ
v′n −
2ω
τ 2
vn = 0. (B.3.3)
We will not be able to integrate these equations exactly analytically, but they are
straightforward to solve numerically and we will still be able to say a lot about them
with analytic methods.
To start, we need to understand their initial conditions. Deep inside the horizon,
x ≡ kτ ≪ −1, and here the equations become
d2vn
dx2
+ vn +
2ω
x
dvs
dx
= 0 (B.3.4)
d2vs
dx2
+ vs − 2ω
x
dvn
dx
= 0, (B.3.5)
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which for large x have the solutions
vn = C1(−x)iωeix + C2(−x)−iωeix + C3(−x)iωe−ix + C4(−x)−iωe−ix (B.3.6)
vs = −iC1(−x)iωeix + iC2(−x)−iωeix − iC3(−x)iωe−ix + iC4(−x)−iωe−ix. (B.3.7)
We would now like fix these with Bunch-Davies initial conditions, but to do so we
need to proceed carefully. The perturbations in the action B.3.1 do not have canonical
kinetic terms, since our frame is rotating. We now define a new set of fields uI through
vI = RIJuJ , where the matrix RIJ satisfies dRIJ/dτ = −HY IK RKJ , then the fields
satisfy [7]
DτvI = RIJ
duJ
dτ
, DτDτvI = RIJ
d2uJ
dτ 2
. (B.3.8)
The uI fields have canonical kinetic terms, and on subhorizon scales their equations
simplify to simple harmonic oscillators. These are the fields which must satisfy our
normal Bunch-Davies initial conditions:
lim
τ→−∞u
I = 1√
2k
e−ikτ . (B.3.9)
The good news here is that we now only need to find the matrix RIJ :
RIJ = exp
−
0 −1
1 0
∫ τ
τi
dτωH
 =
cos(ω ln −τ−τi ) − sin(ω ln −τ−τi )
sin(ω ln −τ−τi ) cos(ω ln
−τ
−τi )
 . (B.3.10)
We are free to set our initial time here to whatever we want. This is just the time
when we have RIJ = δIJ . We therefore set it to τi = −1/k for our own convenience.
This gives us
lim
τ→−∞
vn
vs
 =
cos(ω ln−kτ) − sin(ω ln−kτ)
sin(ω ln−kτ) cos(ω ln−kτ)
 1
eiα
 1√
2k
e−ikτ
= e
−ikτ
2
√
2k
 (1− ieiα)(−kτ)−iω + (1 + ieiα)(−kτ)iω
i(1− ieiα)(−kτ)−iω − i(1 + ieiα)(−kτ)iω
 . (B.3.11)
This precisely matches the solution we derived earlier, and we have now fixed the
constants C3 and C4. Note that these depend on the phase difference between the two
independent oscillators. This is because the vn and vs modes are in fact correlated,
due to the rotation.
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Following [149], we make the equations dimensionless by introducing a scale k0 and
defining u˜ =
√
k0u, k˜ = k/k0, τ˜ = k0τ , and π˜ = du˜/dτ˜ . The equations then take the
form
d
dτ˜

v˜n
v˜s
π˜n
π˜s
 =

0 0 1 0
0 0 0 1
2
τ˜2 − k˜2 4ωτ˜2 0 −2ωτ˜
2ω
τ˜2
2+(1+ξ)ω2
τ˜2 − k˜2 2ωτ˜ 0


v˜n
v˜s
π˜n
π˜s
 ≡ U IJXJ. (B.3.12)
This has the solution
X I(τ˜) = ΓIJ(τ˜ , τ˜i)XJ(τ˜i), (B.3.13)
where
ΓIJ(τ, τi) = T exp
[∫ τ˜
τ˜i
U IJ (τ˜)dτ˜
]
, (B.3.14)
where T is the time-ordering operator. The late time mode-function is then given by
v˜n(τ˜) = Γv˜nI(τ˜ , τ˜i)XI(τ˜i), (B.3.15)
and its modulus squared by
|v˜n(τ˜)|2 = Γv˜nI(τ˜ , τ˜i)Γv˜nJ(τ˜ , τ˜i)XI(τ˜i)(X∗)J(τ˜i) ≡ Γv˜nI(τ˜ , τ˜i)Γv˜nJ(τ˜ , τ˜i)ΣIJ(τ˜i).
(B.3.16)
The Γ matrices are real, since it is just a product of matrix exponents of real matrices,
but since the initial values of the mode functions are complex, the mode functions will
stay complex.
The curvature perturbation is given by
ζ = − 1√
2ϵ
δφn
MP
= − 1√
2ϵ
vn
a
, (B.3.17)
and the power spectrum is thus
Pζ =
1
2ϵ
Pvn
a2
= 12ϵ
Pvn
a2
= k
3|vn|2
4π2ϵa2
∣∣∣∣∣
k=aH
. (B.3.18)
If ω = 0, we are dealing with two uncoupled harmonic oscillators, and we know that
[149]
|vn|2 ≃ 12k3τ 2 ⇒ Pζ(ω = 0) =
1
8π2ϵ(aτ)2
∣∣∣∣∣
k=aH
= H
2
8π2ϵ
∣∣∣∣∣
k=aH
. (B.3.19)
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To compute the power spectrum for ω ̸= 0 we then use [149]
Pζ(ω, ξ)
Pζ(0)
≡ γ2(ω, ξ) = |vn(ω, ξ)|
2
|vn(0)|2 =
τ˜ 2|v˜n(ω, ξ)|2
τ˜ 2|v˜n(0)|2 , (B.3.20)
evaluated at some point after horizon crossing when the adiabatic mode has frozen
out. We followed [149] and reintroduced a factor of τ˜ 2 both in the numerator and
denominator to get rid of the time-dependence of the latter.
We now need to find the Σ matrix. To begin, we define θ(τ) = ω ln−kτ , cleaning
up the algebra, and note
|vn|2 = 1− 2 cosα sin θ cos θ2k |vs|
2 = 1 + 2 cosα sin θ cos θ2k
vnv
∗
s =
e−iα − 2 cosα sin2 θ
2k . (B.3.21)
It is moreover easy to show that initially,πn
πs
 = −ik
vn
vs
+ ω
τ
−vs
vn
 , (B.3.22)
from which it follows that
|πn|2 = k
2τ 2 + ω2 + 2ωkτ sinα− 2(k2τ 2 − ω2) cosα sin θ cos θ
2kτ 2
|πs|2 = k
2τ 2 + ω2 + 2ωkτ sinα + 2(k2τ 2 − ω2) cosα sin θ cos θ
2kτ 2
πnπ
∗
s =
e−iαk2τ 2 − 2ikτω − eiαω2 − 2(k2τ 2 − ω2) cosα sin2 θ
2kτ 2 (B.3.23)
and
vnπ
∗
n =
ikτ(1− 2 cosα cos θ sin θ)− ω(e−iα − 2 cosα sin2 θ)
2kτ
vnπ
∗
s =
ω(1− 2 cosα cos θ sin θ) + ikτ(e−iα − 2 cosα sin2 θ)
2kτ
vsπ
∗
n =
−ω(1 + 2 cosα cos θ sin θ) + ikτ(eiα − 2 cosα sin2 θ)
2kτ
vsπ
∗
s =
ikτ(1 + 2 cosα cos θ sin θ) + ω(eiα − 2 cosα sin2 θ)
2kτ . (B.3.24)
Now, deep inside the horizon, where these equations are valid, |x| ≫ |ω|. If this limit
is applied, most expressions above simplify considerably. If we moreover average over
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the phase, the expressions become
|vn|2 = |vs|2 = 12k vnv
∗
s = 0 |πn|2 = |πs|2 =
k2τ 2 + ω2
2kτ 2
πnπ
∗
s = −i
ω
τ
vnπ
∗
n = vsπ∗s =
i
2 vnπ
∗
s = πsv∗n = 0. (B.3.25)
With these initial conditions, it is then straightforward to numerically compute the
power spectra.
B.4 Power spectra and mode functions in c2s < 0
theories
The integral that computes the ζ mode function, and consequently the approximate
growth of the power spectrum, in rapid-turn inflation with ξ < 1, is given by
I(N) =
∫ N
− ln(
√
1−ξω)
√
−κ2 − 3 + ξ2 ω
2 + 12
√
16κ2ω2 + (3 + ξ)2ω4dN. (B.4.1)
where κ = e−N . We now define
(3 + ξ)2ω4 + 16ω2κ2 ≡ ω4(3 + ξ)2y2 ⇔ y2 = 1 + 16κ
2
(3 + ξ)2ω2 , (B.4.2)
giving (after changing integration limits)
I(N) = 2ω
b
∫ b−1√
1+ 16κ2
ω2(3+ξ)2
(
b(y − 1)− (y2 − 1)
)1/2 ydy
y2 − 1 , (B.4.3)
with b ≡ 8/(3 + ξ). One can show that the primitive function of the above is given by
F (y) = 2ω
b
√
(y − 1)(b− 1− y)− ω arctan
 b− 2y
2
√
(y − 1)(b− 1− y)

− ω
√
2
b
arctan
 √2(2− 3b+ 2y + by)
4
√
b(y − 1)(b− 1− y)
 , (B.4.4)
and hence the integral is given by
I(N) = F (b− 1)− F (
√
1 + 16κ2/(3 + ξ)2ω2). (B.4.5)
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To compute the overall growth, we need to evaluate F (1) and F (b − 1). The
first term contributes nothing in this limit, but the other two terms are somewhat
non-trivial. Both the arguments of the arctan functions diverge in these limits, but
noting that since ξ < 1 implies b > 2, one finds (with y = 1 + δ and y = b − 1 − δ
respectively)
F (1) = lim
δ→0+
−ω arctan [√b− 2
2
√
δ
]
− ω
√
2
b
arctan
[−√b− 2√
2bδ
]
= −πω2 +
√
2
b
πω
2 = −(2−
√
3 + ξ)πω4 (B.4.6)
F (b− 1) = lim
δ→0+
−ω arctan [−√b− 2
2
√
δ
]
− ω
√
2
b
arctan

√
2b(b− 2)
4
√
δ

= πω2 −
√
2
b
πω
2 = (2−
√
3 + ξ)πω4 . (B.4.7)
We therefore find that the total growth is given by
ln(γ2) = lim
N→∞
2 I(N) ≈ (2−
√
3 + ξ)πω. (B.4.8)
To get mode functions in the regime of validity of the EFT, we want to evaluate
ζ ∝ exp
[
±(2−
√
3 + ξ)πω4 ∓ F
(√
1 + 16
ω2(3 + ξ)2κ
2
)]
, (B.4.9)
in the limit κ2/ω2 ≪ 1. To do so, we need to compute F (1+δ) with δ = 8κ2/(3+ξ)2ω2
to the first non-trivial order in κ. Upon doing this, one finds
F (1 + δ) ≃ F (1) + 2ω
√
b− 2
b
√
δ + ω 2
√
δ√
b− 2 − ω
2
√
δ√
b− 2
= F (1) + |cs|κ
where in the first line we used arctan(1/x) = π/2 − arctan(x) for x > 0 and
arctan(1/x) = −π/2 − arctan(x) for x < 0, and in the second line we used |cs| =√
(1− ξ)/(3 + ξ) and the definition of b. We therefore find the mode functions
ζ ∝ exp
[
±(2−
√
3 + ξ)πω2 ∓ |cs|κ
]
. (B.4.10)
