Abstract-We propose a novel receiver for Ultra-Wideband Impulse-Radio communication in bursty applications like Wireless Sensor Networks. It is based on the principle of Compressed Sensing, and exploits the sparsity of the transmitted signal to achieve reliable demodulation. Instead of a full-fledged high-rate A/D, a modest number of projections of the received signal are acquired using analog correlators, and a joint decoding of the time of arrival and the data bits is performed from these undersampled measurements via an efficient quadratic program. The receiver does not use wideband analog delay lines, and is robust to large timing uncertainty, hence the transmitter need not waste power on explicit training headers for timing synchronization. Moreover, the receiver can operate in a regime of heavy intersymbol interference (ISI), and allows a very high baud rate (close to the Nyquist rate). Its performance is shown to remain close to the maximum likelihood receiver under every scenario of undersampling, timing uncertainty, ISI, and delay spread.
I. INTRODUCTION Ultra-Wideband (UWB) radio [1] [2] [3] , on account of its ability to trade bandwidth for a reduced transmit power, is widely regarded to be a promising candidate for the physical layer of power constrained multi-hop applications like wireless sensor networks. However, in such applications the traffic is often bursty with a low duty cycle, which implies that there is a large timing uncertainty at the start of each burst. The usual approach of using long training headers for accurate timing acquisition is not satisfactory due to its excessive overhead.
Another vexing problem is that typical indoor UWB channels have numerous multi-path components and a large temporal dispersion of 10 − 100 nanoseconds [4] . The use of a high baud rate (close to the Nyquist rate) on such channels leads to heavy Inter-Symbol Interference (ISI). Maximum likelihood sequential estimation (MLSE) of such signals is prohibitively complex, and, on account of the large bandwidth, requires an expensive and power-hungry high-speed analog-to-digital (A/D) converter [3] . One pragmatic alternative is to avoid ISI all-together by using a sufficiently low baud-rate so that the MLSE simplifies to a matched filter (MF) that can be implemented as a maximum ratio combining (MRC) rake [3] . Unfortunately, the price paid is a low instantaneous data rate and long channel occupancy. Even non-coherent approaches like energy detecting (ED) receivers [5] , transmit-reference (TR) receivers [6] , and differential transmit-reference (DTR) receivers [7] , while being robust to timing uncertainty, become significantly complicated in the regime of strong ISI [8] , and hence usually remain restricted to low baud rates. Moreover, ED suffers a very large SNR penalty, as do TR and DTR to a lesser extent. TR/DTR also involve the use of very long analog delay lines, which are difficult to implement with the requisite accuracy.
In this paper we propose a novel receiver that combines the advantages of MLSE coherent receivers and non-coherent receivers, while avoiding their respective drawbacks. We propose a flexible and robust receiver architecture that performs a 'joint' decoding of the timing and amplitude information. This joint decoding is inspired by the principle of compressed sensing (CS) proposed by [9] [10] . The uncertainty in the arrival time of each burst is treated as 'sparsity' in the classical sense of [9] [10] and therefore tackled automatically in the reconstruction process. Furthermore, the fact that the amplitudes are antipodal {+1, −1}, and hence the overall transmit signal belongs to a relatively small discrete set rather than being a generic real-valued ultrawide-band signal, is also exploited by the reconstruction process. Hence, the architecture completely bypasses the requirement of high-rate A/D conversion. Instead we use an analog front-end consisting of a bank of correlators with tractable test functions, a low-rate A/D converter, and a DSP back-end based on a computationally efficient quadratic program (QP). The number of correlators can be significantly smaller than the requirement suggested by the Shannon-Nyquist sampling theorem, and the performance nevertheless degrades gracefully.
The proposed receiver works robustly even in significant ISI, and hence we are not restricted to a low baud-rate. At the same time, its complexity is far smaller than full-fledged MLSE. Moreover, we do not rely on long analog delay lines or any specific modulation format as in TR/DTR. The same architecture can operate with various levels of timing accuracy, ranging from a fraction of the pulse width T pulse to many multiples of T pulse , and in each case a performance close to the MLSE receiver is attained. Furthermore, as the burst size becomes moderately large, the receiver implicitly acquires perfect timing 'on the fly' and hence the penalty associated with timing uncertainty becomes negligibly small. Therefore we can send bursts without training headers, and yet attain a power efficiency comparable to genie-aided timing.
CS has been used previously by [11] for mitigation of narrow band interference and by [12] for channel estimation. In an approach analogous to ours, [13] [14] and [15] have used CS for direct detection of IR pulses without using a rake or a digital correlator. However [13] [14] consider the restricted regime of no ISI and perfect timing. Similarly, [15] also assumes an ISI-free regime and requires the solution of a set of linear equations that are often ill-conditioned.
Outline of the paper: In Section II we describe the system model and receiver architecture. In Section III we first formulate and analyze the maximum likelihood (ML) receiver, and then propose signal demodulation via a significantly simpler suboptimal QP optimization. Section IV presents simulation results and Section V makes concluding remarks. Convention: With an abuse of notation, P (x) will denote the density or mass function of a random variable X. U ([a, b]) will denote a uniform distribution over the interval [a, b] of the real line or of integers, depending on the context. When x is a vector, x T is the transpose, x 2 the L 2 -norm (Euclidean length), x 1 the L 1 -norm (largest absolute value), and x 0 the number of non-zero elements.
II. SYSTEM MODEL AND RECEIVER ARCHITECTURE

A. Transmitter and Channel
The UWB-IR transmitter consists of three main blocks, namely, a timing block that generates a clock signal at a nominal frequency f baud , a payload block that supplies the information bits, and an IR pulse generator. The baud clock provides the timing for the IR pulses within each burst, as well as the timing for the start of each burst after requisite down-sampling. A total of K pulses are transmitted in each burst after which the transmitter hibernates till the start of the next burst. 1 At the k-th strobe of the clock within a burst, the IR pulse generator sends on the air a pulse φ(t), amplitude modulated by the bit B k provided by the payload, drawn equiprobably from {+1, −1}. The pulse φ(t) is nominally centered at the frequency f c with a bandwidth Ω. There is no other RF processing at the transmitter, like heterodyning or filtering, which makes this transmitter very simple, small and inexpensive to build.
The UWB channel is known to be linear dispersive with tens or hundred of resolved multi-path components, depending on the radio environment. In indoor environments the temporal dispersion can often be as large as τ chan = 100 nanoseconds. In our simulations we will use realizations from the channel models CM1 through CM4 postulated in [4] for various indoor scenarios.
For example, consider the Hanning modulated RF pulse of [2] which we used in our simulations, with f c = 4.0 GHz and a 6-dB bandwidth Ω = 2.0 GHz. The pulse duration is small, T pulse = 1.0 nanosecond. With τ chan = 100 nanoseconds, a conventional UWB-IR system needs to choose a small baud-rate, f baud ≤ 1/τ chan = 10 Mbaud, in order to avoid ISI. Our receiver, on the other hand, can tolerate significant ISI and therefore we may choose a baud-rate close to the Nyquist frequency, say f baud = f nyquist /8 = 500 Mbaud. Hence the interval between consecutive pulses is T baud . = 1/f baud = 2.0 nanoseconds, and a burst of K = 64 bits (say) will therefore last for 127 nanoseconds. In contrast, the interval between consecutive bursts may be as large as T burst = 100 microseconds.
1 N f rate reduction. Since our receiver architecture remains applicable to the repetition coded scenario without any modification [16] , for clarity we will assume N f = 1 in the rest of this paper.
Since a practical inexpensive clock has a timing drift of ρ ∼ 40 parts per million (p.p.m.) caused by random frequency modulation [17] , the total drift from the beginning to the end of a burst is limited to Kρf baud = 5.1 picoseconds, which is negligible. On the other hand, the drift from one burst to the the next is very large, ∼ 4.0 nanoseconds. Even with a coarse timing algorithm for predicting the start of the bursts, like a second-order tracking loop, a residual tracking error of the order of 1.0 nanosecond is unavoidable.
Without loss of generality we can concentrate on the reception of a single burst, and treat the estimated time of arrival (TOA) of that burst as the temporal origin, t = 0. The residual error of the coarse timing block is then perceived as a late arrival of the actual burst by an amount υ seconds.
(By prefixing a sufficient guard interval in the coarse timing estimate, we can ensure that the true arrival can only be late but never early.) For simplicity suppose that the true TOA υ is distributed over the interval [0, γ] according to a uniform density. From the point of view of the receiver, the output of the transmitter during the burst is then written as
. Notice that in writing this equation we ignore the timing drift within a burst, since, as remarked earlier, it is negligible when f baud is high. It is noteworthy, however, that our setup also subsumes the case of a low baud rate f baud ≤ 1 τ chan , if we choose K = 1 (one pulse in each burst), treat the pulse-topulse drift as the burst-to-burst drift υ, and demodulate each pulse independently.
B. Receiver
The receiver consists of an analog front-end and a DSP back-end. The defining characteristic of our receiver is that we relieve the analog front-end of difficult tasks like fast A/D conversion and accurate delay lines, and instead compensate by using an elaborate but tractable DSP back-end.
1) Analog Front-end: Let the received signal at the antenna be denoted by U (t). The first block in the analog front-end is a noise-limiting bandpass-pass filter g(·) centered at f c , having noise equivalent bandwidth ≈ Ω. Its output is
where h(t) denotes the total impulse response, which is the convolution of the transmit pulse φ(t), the channel h c (t), and the filter response g(t), and
dτ is band-limited zero-mean additive Gaussian noise, modeled as the response of the filter to a white Gaussian thermal noise process V (t) of power spectral density N 0 . The SNR per bit at the output of a hypothetical MF is given by SNR = h(t) 2 2 N0/2 . Let λ h denote the length of the total impulse response h(t).
The signal R(t) is fed to a bank of M parallel analog correlators, followed by M integrators. This module replaces other conventional structures like a rake receiver or a fast A/D converter. The test function used in correlator number m is denoted as ψ m (t), and the whole ensemble of test functions is denoted by {ψ m (t)}. In Section III-C, we will discuss the criteria for selecting the ensemble. At this point, it suffices to note that we do not need to tune the timing of these test functions (i.e. no analog delay lines), and hence they are relatively easy to implement. All we require is that the ensemble be known to the DSP back-end.
The integrators m = 0, 1, . . . , M − 1 are reset to zero at the epoch t = 0 and their output is sampled synchronously at the epoch λ h + γ + (K − 1)T baud when all of the energy of the burst is known to have arrived with high probability. Thus, for m = 0, 1, . . . , M − 1, we have the M measurements
The vector of measurements
T is then fed to the DSP back-end, which recovers the payload bits
The demodulation of the payload by the DSP back-end relies on a consistent discrete time representation of the signal. Let f s be a sufficiently large virtual sampling frequency [13] for the received UWB-IR signal. We would like to emphasize that this is only a 'thought-experiment' construction, and no A/D conversion is done at rate f s in actuality. Let
the length of the discrete-time finite impulse response h[n].
A similar convention will apply to other signals like g(t), ψ m (t), W (t) etc. Let γ and T baud be multiples of T s , which can be achieved by construction. Now, expressed in rate f s samples, the TOA uncertainty is Γ . = γf s and the baud period (the interval between consecutive pulses) is
Then the length of the total burst response including the timing uncertainty is N . = Λ h + Λ X − 1. Let Υ = round(υf s ) be the burst TOA υ quantized to a step size of T s . (The quantization error is negligible provided f s is chosen large enough.) Now, the sampled version of R(t) can be written as a vector R ∈ R N given by
Here the vector X ∈ R ΛX is a virtual discrete time information signal which has all samples equal to zero except for K non-zero samples. The k-th non-zero sample, for k = 0, 1, . . . , K − 1, has a random amplitude B k drawn independently and equiprobably from {−1, +1}, and has a random location Λ k = Υ + kN baud . On account of the modeling assumption made in Section II-A, it follows that
N is the sampled version of the additive Gaussian noise W (t), and the matrix H ∈ R N ×ΛX is the convolutional matrix (Toeplitz form) of h[n] [18] . In a similar vein we can further relate the actually sampled measurements Y at the output of the integrators to the virtual information signal X. Define the M × N measurement matrix
where
Then we can write the measurement equation
Let B .
Then the aim of the DSP back-end is to optimally estimate B, Υ from the measurement Y , based on the relation in equation (5) and the a-priori statistical knowledge about B, Υ. Note that B contains the payload which is of primary interest, while the quantity Υ is a 'nuisance' parameter.
III. BIT DEMODULATION BASED ON INCOMPLETE MEASUREMENTS
The maximum likelihood (ML) demodulation of B, based on the measurement Y given by equation (5), will be described in Section III-A. In Section III-B we propose an alternative computationally efficient reconstruction via a QP. Both these algorithms assume that the total system response h is known, up to a random TOA υ. This can be achieved by a suitable identification algorithm as discussed in Section III-D.
A. ML Demodulation and BER Analysis
Let us define the set X as the set of all signals x ∈ R ΛX that satisfy the following properties:
2) The first nonzero sample is located at 0 ∈ [0, Γ]. The subsequent non-zero samples are located at positions
3) The magnitudes of all the nonzero samples are from {−1, +1} (signaling alphabet).
, X is the finite equiprobable alphabet of the random information signal X (cf. Section II-B2), and there is a one-to-one mapping
Hence we can write P (Y |B, Υ) = P (Y |X), which implies that, without losing optimality, we may first make the ML estimateX of the information signal X, and then map it to the optimal estimates of the payloadB(X) and TOAΥ(X). Let σ 2 = N0 2fs . It is easily shown that the likelihood of a candidate signal x ∈ X conditioned on the observation Y is given, up to a normalization factor, by
Hence, the ML demodulator declares the estimated signal aŝ
Consequently we have the union bound on the BER [16] 
dx. Notice that if (i) there is no under-sampling (i.e. M = N ), (ii) Ψ and G are invertible, (iii) the timing is ideal (i.e. Γ = 0), and (iv) there is only one bit per burst and hence no ISI (i.e. K = 1), expression (10) yields P e = Q √ SNR , the familiar expression for a perfectly timed MF.
B. Suboptimal Computationally Efficient Demodulation
The complexity of the ML demodulation problem (9) scales as 2 min(K,λ h f baud ) ), and is clearly intractable when K and λ h f baud are even moderately large. Hence we will now propose an alternative suboptimal demodulation technique whose complexity is O(K 3 ). Let the vector ξ(a, 1 , 2 ) be a positive penalty vector for the candidate information signals x ∈ X. It incorporates the available timing information by giving more penalty to those locations of x where the occurrence of the non-zero samples is unlikely. That is, for all n = 0, 1, . . . , Λ X − 1,
where is some suitable large number like 10 3 . Also define a corresponding diagonal penalty matrix as Ξ(a, 1 , 2 ) = diag(ξ(a, 1 , 2 )). Now consider the following relaxation of the ML demodulation problem of equation (9):
Notice that the new constraint set is not a discrete set, but rather a continuous set of signals of adequately small L 1 norm. Therefore notice that X ⊂ {x ∈ R N : Ξ(0, 0, Γ) x 1 = K}. With some manipulation we can re-write (12) as [9] X n =Z n −Z n+N , n = 0, 1, 2, . . . , N, (13) is now a standard QP, which has several efficient largescale techniques of solution, of which O(K 3 ) interior point methods are generally the fastest [19] . We perform the demodulation in two stages. In the first stage we solve the QP in (13) using ξ(a = 0, 1 = 0, 2 = Γ). The result of this stage,X (1) , is used to extract an estimateΥ of the arrival time via correlation with the template ξ(0, 0, 0)[n] as follows:
We then solve the QP in (13) again, using ξ(a =Υ, 1 = 0, 2 = 0). From the resultX (2) , we demodulate the payload
In summary, in lieu of the ML demodulation problem, which involves minimization over a large discrete set X , we have formulated a relaxed continuous QP which jointly solves for the best payload and timing without explicitly checking each timing epoch and bit pattern individually. We would like to point out that our reconstruction differs from he constrained L 1 -minimization used in classical noiseless CS [9] , [10] , as well as the regularized optimizations proposed for the noisy setting like the LASSO [20] . These methods exploit only generic sparsity X 0 ≤ K, while in our application we know that X 0 = K exactly. In fact once the location of the first non-zero sample in X is known, the locations of the others are also fixed, and in this sense the sparsity of X is not K but only 1. Moreover, the non-zero samples are from a known fixed (antipodal) alphabet and the measurement noise is not white and its covariance matrix is known. This allows us to recast the LASSO as a QP, whose performance is invariant w.r.t. the burst length K provided the number of front-end correlators M , scales linearly with K.
C. Choice of Measurement Ensemble
First it is worth noting that if we set set M = N , idealize the front-end filter be a low-pass Nyquist filter of bandwidth f s /2 so that g(t) = sin πtfs πtfs , and let the test functions be the canonical functions ψ m (t) = δ(t − mT s ), m = 0, 1, . . . , M, the correlator bank simply provides uniform samples of the incoming signal, i.e. an A/D conversion, which constitute sufficient statistics. Of course, if M < N, the choice of ensemble does become critical. This is because if the energy of the signal happens to fall in the null space of the ensemble with high probability, there is no hope of reconstructing the signal. Is it possible to devise universal ensembles that allow reliable reconstruction of any under-sampled signal provided the under-sampling is not too severe? Moreover, can they allow a graceful SNR penalty in the presence of receiver noise? The surprising answer to the first question is known to be in the affirmative [9] , [10] . Our simulations in Section IV indicate that the answer to the second also seems to be affirmative.
The 'universal' measurement ensembles were shown to be sets of randomly generated noise-like signals [9] , [10] . One example is that of binary pseudo-noise (PN) signals that transit independently and equiprobably between levels {
} at intervals of T s seconds. However, we actually do not need such strict universality since we known that our signal sparsity is always in the temporal domain [21] . The ensemble of square waves of amplitude 1/ √ N and frequencies selected deterministically and uniformly from the signal band
is also seen to perform as well as the PN ensemble.
If we idealize g(t) to be an ideal band-pass Nyquist filter of bandwidth Ω, so that GG T = I, and pretend that the limiting property ΨΨ T = I holds, we have ΨGG T Ψ T = I. Hence no matter which M measurement signals we choose from the underlying ensemble, we are very likely to capture roughly a fraction Mfs 2ΩN of the received signal's energy. This implies that reliable demodulation of the UWB-IR signal is possible after paying an under-sampling penalty of roughly 10 log 10 2ΩN Mfs dB, and this penalty will (on an average) decrease monotonically and vanish as M ↑ N 2Ω fs . Finally, note that CS also has an important robustness property that the generated test functions do not need to have an ideal waveform. For example the PN or square wave ensemble need not have rectangular level transitions. Imperfections like ringing and non-ideal rise time are well-tolerated, provided we know these effects in advance so that we can compensate for them by choosing an appropriately modified Ψ in the reconstruction algorithm.
D. Channel Identification
The demodulation algorithms presented in Sections III-A and III-B assume that the total system response h is known, up to a random TOA υ. This can be easily achieved by an incremental channel identification algorithm based on maximum likelihood principles, as described in [16] . In particular note that the algorithm uses as inputs the same CS measurements Y that are available for bit-demodulation, and hence no additional analog hardware is needed. Similarly, its computational overhead is also negligible.
IV. SIMULATIONS
Let 'CS-ML' denote a receiver having the CS analog front-end and ML demodulation in the DSP back-end (cf. Section III-A) and let 'CS-QP' denote a receiver having the CS analog front-end and a QP demodulation in the backend (cf. Section III-B). The performance of CS-ML is always an achievable lower bound with which we will compare the practical CS-QP receiver. Let 'Genie-MF' denote a receiver implementing a perfectly timed matched filter in an ISI-free environment. It gives an ultimate lower bound, but it is not necessarily achievable in ISI, timing uncertainty or undersampling. Our discussion is divided into two parts. First, in Section IV-A, we will investigate the effect of incomplete measurements, timing error and burst length on the BER of CS-ML and CS-QP receivers. Then in Section IV-B we will demonstrate robustness to channels models and their random realizations. All simulations were performed with f s = 10 GHz, f baud = 500 Mbaud, and the IR pulse described in Section II-A. The measurement ensemble used was the square wave ensemble described in Section III-C. In the following, the quantity 
A. Effect of Under-Sampling, Timing Uncertainty and Multiple Interfering Symbols
Consider Figure 1 which shows, for a fixed CM1 channel, the effect of under-sampling (via M ), timing uncertainty (via Γ) and the burst length K. Figures 1(a) ,(b) correspond to We do not give CS-ML curve for K = 16 because it is intractable. The figure allows the following interesting observations: (i) We see that with ideal timing Γ = 0 and various amounts of under-sampling in sub-plots (a),(b), the CS-QP receiver performance is very close to CS-ML, for all K. This demonstrates that we can indeed recover the performance of an ideal coherent receiver. Furthermore with adequate sampling, all the CS-ML and CS-QP curves for various K coincide with the Genie-MF curve, implying that there is negligible loss due to the ISI. With under-sampling Mfs 2αΩN = 0.25, the curves of CS-QP and CS-ML for all K stay bunched together and have a consistent penalty of about 6.0 dB, as predicted in Section III-C.
(ii) Even with non-ideal timing Γ = 10, the CS-QP receiver performance is reasonably close to CS-ML, for each K. Note that now even in the adequate sampling case, the K = 1 curve of CS-ML suffers a penalty of ∼ 7.0 dB w.r.t. the the corresponding curve of ideal timing from sub-plot (a). While this penalty is big, it is not catastrophic like the rake receiver which suffers a loss of 20 dB. More interestingly, as the number of bits in a burst K increases, the CS-ML curves start paring the loss and approach the ideal timing curve. (iii) Finally notice that in sub-plot (d), where we have both under-sampling as well as non-ideal timing, the penalty suffered by the CS-ML receiver is approximately the additive composition of the two individual penalties, and this is seen to consistently hold for all K. The CS-QP performance is also seen to mimic this behavior.
In summary, with CS-ML as well as CS-QP, the effects of under-sampling and timing uncertainty are approximately de-coupled. The loss due to under-sampling is consistently 10 log 10 Mfs 2αΩN dB. For lossless sampling we need M = 2αΩ fs N projections. Timing uncertainty can be combated by using sufficiently many bits per burst, and the associated penalty can be practically eliminated.
B. Robustness to Stochasticity of Channel Realizations
In the preceding discussion, we used one fixed realization from the CM1 channel model. Now we will study the effect of the stochasticity of the channel realizations and variations in the channel models. In Figure 2 (a)-(d) we draw six random realizations from each model CM1 through CM4, and respectively plot the BER-vs-SNR characteristic of the various receivers CS-QP, CS-ML and Genie-MF. In all cases we use a constant number of projections M = 128 which corresponds to a significant amount of under sampling ranging from Mfs 2αΩN = 0.15 to 0.25, depending of the channel model and realization. We set Γ = 10 and K = 8.
First notice that, for every channel model, the CS-ML and CS-QP receiver performance does not vary by more than 2−3 dB no matter what the realization of the channel is. This demonstrates the universality of the ensemble used in the analog front-end even in the under-sampled case. Obviously if we used adequate sampling (large enough M ), all the curves would bunch together with no appreciable variation. The loss of CS-QP relative to CS-ML is the result of the sub-optimality of CS-QP and is in line with the loss observed in Figure 1(d) . We can thus conclude that the proposed receiver is indeed very robust to various channel models and their realizations.
V. CONCLUDING REMARKS
We have proposed a novel receiver for UWB Impulse Radio transmission based on the principle of Compressed Sensing. It is very robust to timing uncertainty, ISI and undersampling, and performs consistently close to an ML receiver. It allows the use of baud-rates comparable to the Nyquist rate, and hence large network loading factors. The demodulation procedure is insensitive to the nature of the multi-path channel (CM1, CM2 etc). It is thus ideally suited to low-power indoor applications with bursty traffic, like wireless sensor networks. 
