Abstract-We develop a general framework for analyzing the performance of an opportunistic spectrum sharing (OSS) wireless system at the session level with Markovian arrivals and phasetype service times. The OSS system consists of primary or licensed users of the spectrum and secondary users that sense the channel status and opportunistically share the spectrum resources with the primary users in a coverage area. When a secondary user with an active session detects an arrival of a primary session in its current channel, the secondary user leaves the channel quickly and switches to an idle channel, if one is available, to continue the session. Otherwise, the secondary session is preempted and moved to a preemption queue. The OSS system is modeled by a multi-dimensional Markov process. We derive explicit expressions for the related transition rate matrices using matrix-analytic methods. We also obtain expressions for several performance measures of interest, and present both analytic and simulation results in terms of these performance measures. The proposed OSS model encompasses a large class of specific models as special cases, and should be useful for modeling and performance evaluation of future opportunistic spectrum sharing systems.
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I. INTRODUCTION

S
TUDIES of wireless spectrum usage [2] , [3] have shown that large portions of the allocated spectrum are highly underutilized. Frequency agile radios (FARs) are cognitive radios that are capable of detecting idle frequency channels and opportunistically making use of them without causing harmful interference to the primary users [4] , [5] . In a scenario of opportunistic spectrum sharing (OSS), the FARs are called secondary users and the owners of the allocated spectrum are the primary users. By allowing secondary users to reclaim idle channels, much higher spectrum efficiency can be achieved [6] . Opportunistic spectrum sharing techniques offer the potential for higher spectrum reuse in commercial, government, and military applications.
In the OSS system, the spectrum usage of the secondary users is contingent on the requirement that the interference to the primary users must be limited to a certain threshold.
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Several opportunistic spectrum access (OSA) schemes have been developed recently in the literature [7] - [11] . In [7] , a sensing-based approach is studied for channel selection in spectrum agile communication systems. In [8] , a multi-channel OFDMA technique is proposed for OSA networks. In [9] , an admission control algorithm in conjunction with a power control scheme is proposed for cognitive wireless networks such that quality-of-service requirements of all admitted secondary users are satisfied. In [10] , an adaptive spectrum detection mechanism based on Bayes' criterion is proposed for cognitive radio networks in dynamic traffic environments. In [11] , collaborative sensing is investigated as a means to improve the performance of sensing-based opportunistic spectrum access in fading channels.
To obtain analytical results for performance evaluation in wireless cellular networks, and even in general communications networks, interarrival and holding time variables are often assumed to be independent and exponentially distributed. However, recent field and simulation studies have suggested that the exponential assumption may not be appropriate for many wireless and cellular systems [12] , [13] , especially for those based on IP traffic. Internet traffic typically exhibits burstiness and self-similar characteristics at multiple time scales, which cannot be captured by Poisson models. In [14] , Poisson models are observed to severely underestimate the burstiness of TCP traffic taken from trace data over a wide range of time scales from the packet level to the session level. In [15] , an MMPP (Markov Modulated Poisson Process) traffic model is proposed that mimics the hierarchical behavior of the packet generation process by Internet users. Such Markovian models (cf. [16] , [17] ) are able to approximately capture the LRD (Long Range Dependence) characteristics of Internet traffic, since the effect of LRD on queueing performance becomes negligible beyond a finite number of time-scales.
In the present paper, we analyze the performance of an OSS wireless system at the call or session level 1 based on a relatively general class of arrival processes and service time distributions. Call arrivals are modeled by a Markovian arrival process (MAP), which captures the correlation of interarrival times among primary users, among secondary users, as well as between the two types of users. The MAP has been found to provide a good representation for bursty and correlated traffic arising in modern networks [1] , [18] - [22] . The MAP encompasses a rich class of point processes as special cases, including the Poisson process, the MMPP, the PH-renewal process, etc. Channel holding times are modeled using the phase-type (PH) distribution, which can be characterized as the absorption time of a Markov process with one absorbing state. Each state of the Markov process represents one of the phases. The PH distribution generalizes a large class of useful distributions, including the exponential, Erlang, hyper-exponential, hypoexponential, and Coxian distributions. Applications of the PH distribution to modeling service times can be found in [22] , [23] .
The general OSS system model proposed here is represented by a multi-dimensional Markov process. We derive explicit analytical results for the relevant call level system performance metrics using matrix-analytic methods (cf. [20] , [21] , [24] ). Matrix-analytic methods have also been used for performance analysis of telecommunication systems at the packet level (cf. [25] , [26] ). The remainder of the paper is organized as follows. Section II describes the OSS system model. Section III develops a multi-dimensional Markovian model and constructs a set of matrix expressions to evaluate the system performance. Section IV develops a recursive solution for the multi-dimensional Markovian model. Section V derives several performance measures of interest and discusses their application to network design. Section VI presents numerical results in terms of the obtained performance measures. Finally, Section VII concludes the paper.
II. SYSTEM MODEL
Consider a wireless network operating over a given service area. The network owns the license for spectrum usage and hence is referred to as the primary system. The users of this network are the primary users. Calls generated by primary users constitute the primary traffic (PT) stream. Next, consider a secondary wireless network in the same service area, which opportunistically shares spectrum resource with the primary system. Calls generated by secondary users constitute the secondary traffic (ST) stream. The system consisting of the primary and secondary systems is called an opportunistic spectrum sharing (OSS) system [6] . The proposed OSS system model can be applied to both infrastructured and infrastructureless wireless networks.
In the OSS system, the spectrum availability for the secondary users depends on the spectrum occupancy of the primary users. A distinct feature of a well-designed OSS system is that the secondary users have the capability to sense channel usage and switch between different channels using appropriate mechanisms, without causing harmful interference to the primary users. This switching between different channels is sometimes called "spectrum mobility" or "spectrum handoff." Such functionality could be realized with the help of cognitive radios [4] . Secondary users detect the presence or absence of signals from primary users and maintain records of the channel occupancy status. The detection mechanism may involve collaboration with other secondary users (cf. [10] ) and/or information exchange with a base station (BS) associated with the secondary system.
In the proposed model, we assume a perfect signal detection mechanism 2 . Secondary users opportunistically access the channels that are free. If a secondary call arrives when all channels are occupied, the call is considered to be blocked from the system. On the other hand, when a secondary user in service detects an arrival of a PT call in its current channel, it immediately leaves the channel and switches to an idle channel, if one is available, to continue the call. If at that time all the channels are occupied, the ST call is preempted and placed in a queue, which we refer to as the preemption queue. The ST call remains in the preemption queue until either the waiting time of the call expires (and the call leaves the system) or a PT/ST call releases a channel. In the latter case, the ST call at the head of the queue immediately occupies the vacated channel. In the primary system, the PT calls operate as if there are no ST calls in the OSS system. When a PT call arrives, it occupies a free channel if one is available; otherwise, it is blocked.
The aggregate arrival process, consisting of PT and ST call arrivals, to the OSS system is modeled by a general MAP, which can capture correlation between interarrival times. The MAP is a generalization of the Poisson process in which the arrivals are governed by an underlying m-state Markov chain. • to state j with probability q
• to state j with probability q P ij , 1 ≤ i, j ≤ m, with a PT call arrival;
• to state j with probability q
For each fixed i, the following relation holds:
(
Further, we have g
Note that Ge = 0 holds, where e is a column vector of ones.
Let π be the stationary probability vector of the generator G. Then we have πG = 0 and πe = 1. The arrival rate of the MAP is λ P = πG P e for PT calls, and λ S = πG S e for ST calls. For the special case when m = 1, the MAP reduces to a Poisson process with rate λ 1 , consisting of two independent Poisson arrival processes with rates λ 1 q P 11 and λ 1 q S 11 , respectively. When both G P and G S are diagonal matrices, the MAP reduces to an MMPP, which has been extensively used to describe superposition of data or packetized voice streams [18] , [19] .
The channel holding times of PT and ST calls, denoted by Z P and Z S , respectively, are assumed to follow phase-type (PH) distributions with n phases, denoted by PH(α P , T P ) and PH(α S , T S ), respectively, where α P and α S are row vectors of dimension n, and T P and T S are square matrices of dimension n [20] , [21] . The distribution function of Z P is given by
The exit vector is T 0 P = −T P e, where, similarly, e is a column vector of all ones of appropriate size. If we denote state n+1 as the absorbing state with initial probability α P n+1 , then we have α P e+α
] is the initial probability vector. Similarly, the distribution function of Z S is given by
with T 0 S = −T S e and α S e + α S n+1 = 1. As mentioned above, when an ongoing ST call vacates its channel and no other channels are available, it joins the preemption queue. The maximum waiting time of an ST call in the preemption queue, denoted by Ψ max , is assumed to follow a PH distribution with r phases, denoted by PH(θ, Θ), where θ is a row vector of dimension r, and Θ is a square matrix of dimension r. The distribution function of Ψ max is given by
with Θ 0 = −Θe and θe + θ r+1 = 1.
III. ANALYSIS AND MATRIX CONSTRUCTION
We define a set of tuples
The state (0, u) represents the state with no call in the system and the arrival process is in phase u. The element i represents the total number of calls in service and preempted ST calls in the preemption queue. Since the state (0, u) represents an empty system, the state (i, i p , u, S iP , S iS , S iQ ) implies that there is at least one call in the system. When an ST node detects an arrival of PT call in its current channel and at that time all the channels are occupied, the ST call becomes a preempted ST call and moves to the preemption queue. Clearly, the maximum number of preempted ST calls is M , which corresponds to the limiting case that all the M ongoing calls are ST calls and are eventually preempted to the preemption queue due to the arrivals of PT calls. Thus, we have
In state (i, i P , u, S iP , S iS , S iQ ), there are totally i calls in the system including the ST calls in the preemption queue, i M calls in service with i P calls being PT calls, and i − i M ST calls in the queue. The arrival process is in phase u, the jth (0 ≤ j ≤ i P ) PT call among the i P PT calls is being served in phase S P j ; the kth 
where
) is a matrix representing the absence of transitions from the state in which there are i calls in the system;
is a matrix representing the transition rates due to the arrival of a PT or ST call when there are i calls in the system; and
) represents a departure of a call when there are i calls in the system. Next, we introduce the following notations (cf. [22] ):
• I k is an identity matrix of dimension k and I(k, s)
is the Kronecker product of s identity matrices I k ; I(k, 0) 1.
is the Kronecker sum of s square matrices T P , which represents the service phases of the s PT calls that are in service; W P (0) 0.
is the Kronecker sum of s square matrices T S , which represents the service phases of the s ST calls that are in service; W S (0) 0.
is the Kronecker sum of s square matrices T S , which represents the service phases of the s preempted ST calls immediately before they are preempted; W Q (0) 0. Note that W Q (s) has the same form as W S (s).
• V P (s) = 
A. Construction of Block Matrices
represents transition rates corresponding to the arrival of an ST call when there are i calls in the system, among which j are PT calls. Clearly, when i = 0, we have
, represents state transition rates corresponding to the arrival of a PT call when there are i calls in the system (including the preempted ST calls in the preemption queue), among which j are PT calls.
B. Construction of Block Matrices
is an (i + 1) × i block matrix given as follows:
where in each row of D i , the element D 
where in each row of D i , the element D which j are PT calls; and the element D
represents transition rates corresponding to the departure of an ST call when there are i calls in the system with M calls receiving service, among which j are PT calls.
C. Construction of Block Matrices
where E i,j , 0 ≤ j ≤ i, represents the absence of state transitions when there are i calls receiving service, among which j are PT calls, and is given as follows:
Clearly, when i = 0, we have
where 
IV. COMPUTATION OF STATE PROBABILITY VECTOR
In this section, we derive the stationary state probability vector of the Markov process {X(t)} and provide a recursive computational algorithm. Let p(0, u) and p(i, i P , u, S iP , S iS , S iQ ) denote the stationary probability of the system in states (0, u) and (i, i P , u, S iP , S iS , S iQ ), respectively. Let p i , 0 ≤ i ≤ 2M , be the stationary state probability vector of the system in equilibrium when there are i calls in the system. The sequence of elements in the vectors p i , 0 ≤ i ≤ 2M , is ordered lexicographically based on the probabilities p(0, u) and p(i, i P , u, S iP , S iS , S iQ ). For example, when i = 0, p 0 = (p(0, 1), p(0, 2), · · · , p(0, m)). Thus, the stationary probability vector of the system is P = (p 0 , p 1 
is a probability vector of level i with dimension (i + 1)mn
i , and
, is a probability vector of level i with dimension (2M − i + 1)mn i . From the equilibrium conditions P Q = 0 (where 0 is a row vector of all zeros of appropriate dimension) and P e = 1, we have
Solving the above equations, we obtain the following recurrence formula:
We point out that the recursive solution approaches used in [22] , [28] , [29] are not applicable here since the blockmatrix structures are different. Following the above recursive equations, the stationary probability vector P can be computed numerically. We summarize the algorithm for computing the stationary state probability vector as follows:
• Step 1: Compute the matrices C i recursively from i = 0 to i = 2M , by using (8).
• Step 2: Compute probability vectors p i recursively from i = 2M to i = 0, by using (7).
• Step 3: Normalize the probability vector p i , 0 ≤ i ≤ 2M , by using P ← P * = P P e . The obtained vector P * is the final stationary probability vector. Remark 1: The proposed performance model can encompass a large class of specific models as special cases, such as a model with MAP arrivals and exponentially distributed service, a model with MMPP arrivals and Erlang-distributed service, a model with Poisson arrivals and hypoexponential service, etc. In the first case, the service time parameters become (cf. [1] , [30] 
The computational complexity of the model is mainly due to computing the matrix inverse in (7) and (8) . Since the complexity of matrix inversion is, in general, O(i 3 ) for an i × i matrix [31] , the complexity of the recursive algorithm given above is given by
In particular, when n = 1, the complexity of the model is O(M 3 m 3 ). In this case, the model can be solved feasibly when M is on the order of a few hundred channels and m is on the order of ten. When n > 1, the computational complexity grows exponentially with the number of channels M and only models with moderate values for n and M (e.g., n = 2 and M on the order of ten) can be solved in practice using today's computers. The complexity could be reduced by exploiting the block structure of the system generator matrix in the matrix inversion step would have complexity less than O(i 3 ), but the overall complexity would still be exponential in M when n > 1. The only way to reduce this factor would be to simplify the model in some way, thereby trading off model accuracy for reduced computational complexity. Investigation of such approximations is an interesting issue, but beyond the scope of the present paper.
V. PERFORMANCE MEASURES After obtaining the stationary state probability vector, various performance measures of interest can be determined.
A. Blocking Probabilities
The ST blocking probability, denoted by B S , is defined as the probability that all M channels are occupied by either PT or ST sessions and is given by
The PT blocking probability, denoted by B P , is defined as the probability that all M channels are occupied by PT sessions and is given by
where the steady-state probability vector p i | iP =M represents the value of p i given that i P = M .
B. Total Channel Utilization and Carried Traffic
The total channel utilization, denoted by η, is defined as the ratio of the mean number of occupied channels to the total number of channels. We find that
The carried PT load, N P , is obtained as
using the fact that number of PT calls i P can only be a number between 0 and i when 1 ≤ i ≤ M , and between i − M and M when M + 1 ≤ i ≤ 2M , which are implicitly included in the structure of the steady-state probability vector p i . For example, when i = 2M , i P can only be M ; when i = 2M −1, i P can only be M − 1 or M . Similarly, the carried ST load, N S , is obtained as
The total carried traffic is given by
C. Preempted ST Calls and Preemption Ratio
The mean number of preempted ST calls in equilibrium, which can be used to evaluate the performance of the secondary system and design an appropriate range of system parameters is given by
As mentioned earlier, when an ST call that vacates its channel cannot find an idle channel, it is moved to the preemption queue. The mean preemption ratio of the ongoing ST calls in equilibrium is defined as the ratio of the mean number of preempted ST calls to the mean total number of ST calls in the system, i.e., γ = NQ NSQ , where
D. Perceived and Actual Waiting Times
As mentioned in Section II, preempted ST calls remaining in the preemption queue either reconnect back in first-come first-served (FCFS) order as channels become available or leave the system when their maximum waiting times expire. Consider a given preempted ST call, referred to as the test call. The probability that l preempted ST calls are waiting in the preemption queue, upon the arrival of the test call, is given by
The test call reconnects to the system only if l + 1 calls leave the system, either releasing a channel or a position in the queue, before its maximum waiting time expires.
Let ϕ l , 0 ≤ l ≤ M − 1, denote the time interval, in steady-state, between a transition to a state (i, i p , u, S iP , S iS , S iQ (l + 1)) until a transition to a new state (i − 1, i p , u , S iP , S iS , S iQ (l) ), due to either the service completion of an ongoing PT or ST call, or the departure of a queued ST call due to expiry of its maximum waiting time, where
If a PT call leaves, then i p = i p −1, while the elements in S iS remain the same; if an ongoing ST call leaves, then the elements in S iS are reduced by 1 while i p = i p ; if a queued ST call leaves, then both i P and the elements in S iS remain the same. When a PT or ST call leaves the system, the head-of-line ST call in the preemption queue reconnects to the system and the remaining queued ST calls advance by one position in the queue. Similarly, the dropping of a queued ST call leads to the advancement, by one position, of each of the remaining queued ST calls that were behind it.
We define a new performance metric, perceived waiting time of the test call with queue size l, defined by
to represent the queueing behavior of the preempted ST calls. Recall that the maximum waiting time of a ST call in the preemption queue Ψ max is assumed to follow a PH distribution with dimension r and is represented by PH(θ, Θ). To compute the perceived waiting time of preempted ST calls Ψ per (l), the residual channel holding times of the ongoing PT and ST calls must be determined. By [21, theorem 2.2.3] , the residual channel holding times of the ongoing PT and ST calls, denoted by Y P and Y S , follow PH-distributions with dimension n, represented by PH(β P , T P ) and PH(β S , T S ), respectively, where β P = β P (T P + T 0 P α P ) and β P e = 1 and also β S = β S (T S +T 0 S α S ) and β S e = 1. The following theorem characterizes the perceived waiting time distribution 4 . Theorem 1: The perceived waiting time of the test call given that the preemption queue is of size l, Ψ per (l), follows a PH distribution of order
, represented as PH(ω per (l), Ω per (l)), where M is the number of channels shared by the PT and ST calls, and
(1 − a u e)a l , (17) 4 Due to space limitations, the proof is omitted, but can be found in [30] .
and i P is the number of PT calls in service, and u is the number of preempted ST calls in the preemption queue. Note that the matrices A uv can be obtained recursively from
The actual waiting time of the test call is the minimum of its maximum waiting time and its perceived waiting time, i.e.,
Using [21, theorem 2.2.9], we can obtain the following result.
Corollary 1:
The actual waiting time of the test call, Ψ act (l), follows a PH distribution with dimension
, represented by PH(ω act (l),Ω act (l)), where ω act (l) and Ω act (l) are given by
The complementary distribution function of Ψ act (l) can be obtained as
Since the number of queued ST calls seen by the test call lies between 0 and M − 1, the complementary distribution function of the mean actual waiting time of the preempted ST calls, can be calculated as
From (20), the non-central moments, Ψ k act , can be obtained as
When k = 1, we obtain the mean actual waiting time of the preempted ST calls, Ψ act . Remark 3: Given a constraint on the channel utilization η, the results derived above can be used to design an optimal ST arrival rate that minimizes the ST blocking probability B S . Alternatively, one could fix the value of B S below a predefined threshold and maximize carried ST load N S due to a tradeoff between B S and N S (see Figs. 1 and 3 in Section VI).
VI. NUMERICAL RESULTS
In this section, we present both numerical and simulation results in terms of the obtained performance measures under the following parameter settings 5 : M = 5, m = 2, n = 2, r = 2. The MAP parameters are set as:
where we set λ 1 = λ 2 = λ for simplicity. The parameters of the various PH distributions are set as follows: α P = [0. 
5 Here we choose small values of M , m, n, and r to keep the computational complexity small, while retaining the salient characteristics of MAP and PH distributions. The proposed system model was simulated in MATLAB. Each simulated data point was averaged over 1,000 trials and the associated 95% confidence intervals were computed. Fig. 1 shows the impact of the call arrival rates λ P and λ S (through the MAP parameter λ) on the PT and ST call blocking probabilities B P and B S . As expected, when the MAP parameter λ is increased, λ P and λ S increase linearly, leading to an increase in both B P and B S . For high call arrival rates, the performance of the secondary system deteriorates due to the lack of available channels. Note that the analytical results are validated by the simulation results. In Fig. 2 , we compare the channel utilization of the OSS system with the single primary system 6 . We observe that the OSS system has a much higher channel utilization than the single primary system. We also observe that the channel utilization of the OSS system η increases as the call arrival rate is increased through the MAP parameter λ. This is intuitive, since the larger the call arrival rate, the higher the channel utilization.
In Fig. 3 , we observe the relationship between different types of carried traffic and the traffic arrival rate. The carried PT and ST loads both increase as the arrival rate parameter λ increases. Note the total carried traffic corresponds to the sum of the carried PT and ST carried loads. In Fig. 4 , we observe that the number of preempted ST calls in the preemption queue increases when the MAP parameter λ increases. This is because when λ increases, the PT call arrival rate λ P increases linearly, leading to more ongoing ST calls being preempted. Fig. 4 validates the result derived in Section V-C, i.e., the total number of ST calls is equal to the sum of the ST calls in service and the preempted ST calls. Fig. 5 shows the mean preemption ratio of the ongoing ST calls γ as a function of the call arrival rate through λ. As λ increases, the mean preemption ratio γ increases. As more PT calls enter the system, fewer channels are available for ST calls. Thus, a vacated ST call from its current channel has a smaller chance of obtaining an idle channel to continue its call, leading to a greater chance of generating a preempted ST call. Fig. 6 shows the complementary distributions of different waiting times (under i P = 3, l = 2). The relationship of the actual waiting time of the test call Ψ act (l) with respect to the maximum waiting time Ψ max and the perceived waiting time Ψ per (l) agrees with intuition; i.e., the complementary distribution function of Ψ act (l) lies below those of Ψ max and Ψ per (l).
VII. CONCLUSIONS
We formulated a general performance model for an opportunistic spectrum sharing (OSS) wireless system consisting of two types of users: primary and secondary. Primary calls have preemptive priority over secondary calls; a preempted secondary call attempts to resume service on an available channel, or waits in a preemption queue in the event that all channels are occupied. Arrivals of calls or sessions from both types of users are modeled by a Markovian arrival process (MAP), while channel holding times are modeled by phase-type distributions. Using matrix-analytic methods, computational algorithms were developed and performance metrics of interest were derived. The OSS system model encompasses a large class models as special cases and is useful for performance evaluation and design of future OSS systems. Although the model assumes that secondary users can perfectly detect the presence of primary users in a channel, the impact of unreliable spectrum sensing [27] could, in principle, be incorporated into the model. When the service distribution is nonexponential, the computational complexity of the model grows exponentially in the number of channels. To evaluate such scenarios, it would be worthwhile to investigate computationally efficient approximations to the general model proposed here.
