We describe a methodology for determining the volume scattering function βψ of aqueous particle suspensions from measurements with a laboratory multi-angle light scattering instrument called DAWN (Wyatt Technology Corporation). In addition to absolute and angular calibration, the key component of the method is the algorithm correcting for reflection errors that reduce the percent error in βψ from as much as ∼300% to <13% at backward scattering angles. The method is optimized and tested with simulations of three-dimensional radiative transfer of exact measurement geometry including the key components of the instrument and also validated experimentally using aqueous suspensions of polystyrene beads. Example applications of the method to samples of oceanic waters and comparisons of these measurements with results obtained with other light scattering instruments are presented.
Introduction
The spectral volume scattering function (VSF), denoted by the symbol βψ; λ, is one of the fundamental inherent optical properties which is used in oceanographic and limnologic research to quantify the interactions of light with an aquatic medium. For any given light wavelength λ, βψ describes the angular distribution of scattered light (units are m −1 sr −1 ) and is defined as the spectral radiant intensity, Iψ; λ W sr −1 nm −1 , scattered at a scattering angle ψ per unit spectral irradiance, Eλ W m −2 nm −1 , of the incident unpolarized beam of light per unit volume of water, Δv (m 3 ) (see [1] for review of terminology, notation, and definitions in hydrologic optics):
The scattering angle ψ is defined as the angle between the propagation directions of the incident beam and scattered beam and spans a range from 0°to 180°. Typically, βψ for aquatic particle suspensions does not depend, or is weakly dependent, on the azimuthal angle, that is on the choice of the scattering plane containing the incident and scattered beams. This is because the scattering of light by a collection of randomly oriented molecules and particles suspended in water roughly satisfies the assumption of azimuthal symmetry about the direction of incident light [1] . The theoretical definition of βψ requires that the scattering volume Δv is sufficiently small and is illuminated by a parallel (collimated) beam. In practice, the measurements of βψ are made on volumes that range usually from a fraction of a cm 3 to several cm 3 . βψ is typically used to characterize elastic scattering where the wavelength of the incident and scattered light is the same (note that our symbol λ refers to light wavelength in vacuum). However, a similar function can be also defined for inelastic processes such as Raman scattering or fluorescence, where the inelastically scattered or fluorescent light is characterized by different wavelengths than the incident light [1] . In this study, we discuss βψ for elastic scattering unless specifically noted otherwise.
In aquatic sciences, βψ is usually partitioned into the sum of two components, the pure water (or pure seawater) component, β w ψ, and the particulate component, β p ψ [1] . The total magnitude of βψ in aquatic environments is strongly affected and usually dominated by the particulate component. This component is associated with scattering contributions by many types of particles suspended in water. The main particle characteristics which affect scattering, namely size, shape, and refractive index, vary greatly among different types of aquatic particles [2] . For example, particles covering a broad size range from submicrometer colloids to particles as large as hundreds of micrometers, can exert important influences on light scattering in oceanic environments [3] [4] [5] .
Because of unavoidable limitations of theoretical modeling of light scattering by complex assemblages of aquatic particles, measurements are critical for advancing our understanding of variability of βψ; λ in natural waters and for various specific types of particles. However, in contrast to other inherent optical properties, such as the absorption and beam attenuation coefficients, the volume scattering function has not been routinely measured and the existing measurements are typically limited in terms of spectral and angular coverage. A significant portion of available data of βψ; λ for natural waters [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , and for various particle types such as phytoplankton species and sediment particulate assemblages [18] [19] [20] [21] [22] [23] [24] was obtained with custom-built prototype instrumentation. For example, among the most commonly used sets of βψ measurements that represent oceanic and coastal waters are those documented in [6] . These measurements were made with an in situ instrument over a broad range of ψ from about 0.1°to 170°within a spectral band centered at 514 nm. More recent measurements were made in situ and on discrete seawater samples with a volume scattering meter (VSM) over a broad angular range from about 0.6°to 177°and several spectral bands were included in some experiments [12] [13] [14] [15] 25] . Other recent in situ measurements with a multi-angle scattering optical tool (MASCOT) were made over the angular range between 10°and 170°a t 10°intervals at a wavelength of 658 nm [16, 17] . A comprehensive laboratory study of fifteen phytoplankton species and some assemblages of sediment particles involved scattering measurements at 633 nm over a range of angles from 20°to 160° [20] . Whereas the custom-built prototype instruments have unique capabilities, they are few and are not accessible to a broad community of researchers for routine use or evaluation of performance. Recent development of commercial instrumentation, such as the Hydroscat-6 (HobiLabs, Inc., [26] ), the ECO-VSF (WetLabs, Inc., [27] ), and the LISST-100 (Sequoia Scientific, [28, 29] ), has greatly enhanced the capabilities for routine acquisition of angular scattering data. These instruments were developed primarily for in situ measurements in aquatic environments but can also be used in laboratory experiments. The Hydroscat-6 and ECO-VSF provide a measurement of βψ; λ at one or a few backscattering angles (ψ between 100°and 150°) for one or several wavelengths mostly within the visible spectral range, but possibly extending to nearultraviolet and near-infrared spectral regions. The main objective in the use of these instruments has been the estimation of the backscattering coefficient, which represents the integral of βψ within the backscattering angular range from 90°to 180°. In contrast, the LISST-100 provides a measurement at forward scattering angles (ψ smaller than about 15°). One important application associated with these measurements is the inversion of forward-scattering data to determine the particle size distribution [28] [29] [30] . These instruments have been commonly used for aquatic environmental research and applications, but they do not provide information about scattering within a broad range of intermediate scattering angles.
In this study we examine the methodology of measurements of the volume scattering function of aqueous particle suspensions within a range of intermediate scattering angles from about 20°to 150°w ith a commercially available multi-angle singlewavelength light scattering instrument, DAWN [31] . The DAWN has been designed with a primary purpose of measuring the angular distribution of light scattered by molecules and colloids in liquid samples. The typical application of light scattering data obtained with DAWN is to make determinations of mass and sizes of macromolecules and small colloids [32] [33] [34] . This instrument has been also used in oceanographic studies which involved measurements on natural seawater samples and suspensions of various types of small-sized marine particles.
While the DAWN does not permit in situ measurements in natural aquatic environments, it provides a capability for measurements of light scattering on the same discrete water samples as those used for other laboratory-based measurements and analyses aiming at a comprehensive characterization of physical and chemical properties of particulate assemblages. This is important for advancing an understanding of how the VSF is related to the various characteristics of particles such as size, shape, and composition. Therefore, within the context of studying the light scattering in natural aquatic environments, the measurements with a laboratory instrument such as DAWN can provide useful complementary information to scattering data collected with in situ instruments. We emphasize that whereas in situ measurements are free from potential drawbacks associated with the withdrawal of water samples from the environment, certain analytical techniques for comprehensive characterization of particulate assemblages, which is relevant to the interpretation of VSF measurements, cannot be performed in situ with the existing technology.
Examples of DAWN applications within an oceanographic context include studies of viral infection of bacteria and cyanobacteria [35] [36] [37] , optical scattering and backscattering by viruses, phytoplankton, and natural seawater samples including the estimation of the contributions associated with particulate inorganic carbon [38] [39] [40] [41] [42] , and scattering by natural populations of picoplankton species obtained by flow cytometry sorting [43] . Most of those previous studies are, however, subject to significant limitations because the available standard protocols [31, 44] that were used to acquire and process the DAWN data were not optimized for determining the volume scattering function of aqueous suspensions of particles. For example, these standard protocols are based on the use of a single linear (vertical) polarization state of the light beam illuminating the sample, and do not include a correction for reflection errors associated with a typical measurement geometry in which the illuminated sample is contained in a cylindrical vial. These reflection errors can be large, especially for backward scattering angles, and the data obtained with the sample illuminated only with vertically polarized incident light are insufficient to determine the volume scattering function for unpolarized incident light.
In general, accurate measurements of βψ are difficult and impose stringent requirements on the design and calibration of the instruments as well as protocols for acquisition and processing of raw data (e.g., [11, 17, 26, [45] [46] [47] [48] ). The primary goal of this study is to analyze the methodology and present a rigorous protocol for determinations of βψ from measurements taken on aqueous suspensions of particles with the DAWN instrument. Some of the issues that hold the key to accurate procedures in these determinations involve radiometric calibration, scattering volume calibrations, sensor-response function, and angular resolution, as well as correction for unwanted contributions to the detector signals due to reflection effects within the sample container. To establish these procedures we use a comprehensive approach which includes three-dimensional (3D) radiative transfer simulations of exact measurement geometry comprising the key components of the instrument. This approach provides an in-depth understanding of the measured signal and a solid basis for developing corrections for reflections of light within the measurement system. Our analysis has been performed for an upgraded version of the DAWN instrument that permits the measurements with both vertically and horizontally polarized incident beam within the green spectral band, from which βψ can be estimated. However, in this particular version of the instrument, the size of the incident light beam and the sample volume interrogated by the beam are very small. Therefore, we also devote special attention to potential limitations of this instrument to measurements on natural assemblages of aquatic particles, which in addition to abundant small-sized particles include relatively rare large particles that are tens to hundreds of microns in size or even more. We also note that although our methodological approach is presented for a specific version of the DAWN instrument, most aspects of this approach are critical for optimizing accuracy of VSF determinations regardless of the instrument being used for measurements. Therefore, our study has broader significance by providing useful guidance for developing accurate instrument-specific protocols for other instruments.
Description of DAWN-EOS Instrument
A typical commercial version of the DAWN instrument includes a solid-state laser producing a vertically polarized beam in the red portion of the spectrum (658 or 685 nm). The specific version of our DAWN-EOS instrument (where EOS stands for Enhanced Optical System) used in this study is equipped with a diode-pumped frequency-doubled Nd-YAG laser (maximum power 20 mW), which produces a beam at a wavelength of 532 nm. The laser has the e −2 Gaussian beam profile with a diameter of 62 μm and it can be polarized both vertically and horizontally. The small size of the beam imposes a limit on the maximum particle size that can be accurately resolved with the measurement. In addition, such small size of the beam implies a small scattering volume of the sample interrogated by the beam (∼10 nL), as described below. Whereas these parameters are adequate for certain applications, such as molecular and colloidal scattering or specific populations of sufficiently small particles, they can cause limitations for measurements on natural polydisperse assemblages of aquatic particles. This issue is addressed in Subsections 4.B, 4.C, and 4.D. Typical versions of the DAWN instrument utilize, however, larger beams and scattering volumes so these potential limitations are insignificant or less important. For example, the instruments employed in previous oceanographic studies utilized a beam with a diameter of 390 μm and a sample volume of about 0.5 microliters [36, 41] . We also note that with appropriate engineering modifications, the beam size and sampling volume could be increased in our instrument.
Our DAWN instrument is equipped with eighteen manufacturer's custom-designed hybrid photodiode detectors, which are spaced in a multi-angle geometry enabling simultaneous measurement of scattered intensities within a range of scattering angles ψ in water from 22.5°to 147°(see Fig. 1 and Table 1 ). This angular range is covered when measurements are made in the so-called batch mode, which involves placing a sample in a cylindrical container such as a scintillation vial (e.g., Wheaton Scientific, #986562). All measurements described in this study were made in the batch mode. The outer diameter of the scintillation vial is 27.2 mm. For measurements, the vial was typically filled with 15-20 mL of the sample. We also note that whereas Fig. 1 and Table 1 pertain to the use of cylindrical sample vial, DAWN can also be used with a different geometry where measurement is made in a flow-through mode on a sample contained in a special flow cell [31, 44] . This type of measurement covers a somewhat broader range of scattering angles than the batch-mode measurement, and its methodology is not discussed in this study.
In addition to the scattering angles ψ, Table 1 provides the angular field-of-view, Δψ, and the length of the laser beam, Δl, subtended by each detector. These parameters were estimated from 3D Monte Carlo simulations of radiative transfer for our DAWN instrument, as described in Subsection 4.A. Based on Δl and the assumption of a Gaussian laser beam profile, we also estimated the sample volume interrogated by each detector Δv (Table 1) . For similar values of the field-of-view at different ψ, Δl and Δv vary because of changes in the intersection between the field-of-view and the laser beam. The sample volumes range from 8.2 to 12.7 nL for different scattering angles.
Our DAWN instrument includes a liquid crystal variable retarder (LRC-100-VIS, Meadowlark Optics) which is controlled with a B1020 controller (Meadowlark Optics). The retarder provides a capability for measurements with both vertically and horizontally polarized incident laser beams. The polarization state can either be fixed or changed rapidly during the period of measurement. In our study the polarization state, either vertical or horizontal, was fixed over duration of single measurement. The states of linear polarization are defined relative to the plane of reference, which is here equivalent to the scattering plane containing the incident beam and the detectors. No analyzers of polarization are used at the detectors. Averaging of measurements taken with the vertical and the horizontal polarizations of the incident beam enable the calculation of volume scattering function βψ for unpolarized incident light [2, 49] . We also note that in [31] , and many publications on molecular scattering, the term Rayleigh ratio is used instead of the volume scattering function. For consistency with oceanographic literature [1] , in this paper we use the term volume scattering function.
Interference filters with a maximum transmission at 532 nm (1 nm) and the FWHM bandpass of 20 nm (1 nm) are placed in front of the detectors to avoid or minimize the detection of light from inelastic processes such as Raman scattering and fluorescence produced by aqueous particle suspensions (Fig. 1) . Each of the eighteen detectors in DAWN has also a selectable gain which enables amplification of the signal by a factor of 1 (i.e., no amplification), 21, or 101. This feature is utilized to optimize the use of the dynamic range of the instrument. The selected gain setting is taken into account in the procedures for calculating βψ (see Subsection 3.A). For each detector (also referred to as channel), the signal is digitized at a resolution of 16 bits and transmitted to the computer at a preselected sampling frequency within the range from 2 to 16 Hz (in our measurements we use 8 Hz). The ASTRA software (Wyatt Technology Corporation) is used for collecting raw data from the instrument. For subsequent data processing and calculations we use a custom-written Matlab code.
Procedure for Determining βψ
In the initial steps of our procedure for determining βψ, we assume that the detector at angle ψ Fig. 1 . Schematic view of the DAWN-EOS from top of the instrument. The cylindrical vial containing the sample is located at the center of the inner donut-shape anodized aluminium block, which is bored with holes of different sizes radially distributed and acting as field stops. The outer donut-shape anodized aluminum block is bored with larger holes that contain interference filters and, peripherally, detectors. The inner part of the holes have a small diameter. The combination of the holes in the inner donut-shape aluminum block and the diameter of the sensitive area of the detector determine the field-of-view of each detector (depicted by the two lines for detector 3 as an example). Detectors 1 and 2 are positioned at a larger distance from the center of the sample vial compared with other detectors. The laser beam travels through the aluminum blocks and the sample through dedicated holes. The details of the instrument design were kindly provided by Wyatt Technology Corporation. measures only the light scattered from the incident beam at angle ψ. This is the desired detector signal that is proportional to the scattered intensity Iψ from Eq. (1). These initial steps follow essentially the standard procedure in [31] and [44] . The main difference is that here we consider both vertically and horizontally polarized incident beams whereas the standard procedure considers only the vertically polarized beam. Also, we determine the angular correction (normalization) coefficients Nψ using a different approach (see Subsection 3.D below).
In reality, the scattering events at angle ψ are not the only source of light reaching the ψ-degree detector. The signal of the ψ-degree detector also includes unwanted contributions from light reflected from the walls of the sample vial. Under single-scattering conditions, one of the contributions is associated with the incident beam that travels unscattered across the vial, partially reflects back from the vial wall, and is then scattered at angle (180°-ψ) towards the ψ-degree detector (Fig. 2) . The other contribution is associated with light scattered at angle (180°-ψ), which is then reflected from the vial wall and propagates towards the ψ-degree detector. Subsection 3.D presents a procedure that corrects for these reflection effects.
A. Equations Relating βψ to the Measured Raw Signal
When the DAWN measurements are made on an aqueous sample with both a vertically and horizontally polarized incident beam, an operational formula for calculating the volume scattering function βψ can be written as a The nominal angle of each channel was provided by the instrument manufacturer Wyatt Technology Corporation. The length of the beam sensed by each channel, the sampled volume, and the field-of-view were estimated from Monte Carlo simulations for sample vial filled with water (see text). In this specific case, our Monte Carlo code was run in inverse mode, separately for each channel. The detectors were set as an isotropic source of light, and counters of light energy packets were placed (every 25 μm) along the path occupied by the laser beam. Each counter measured the number of intercepted light energy packets and their individual propagation angle relative to the path of the laser beam. The length of the beam sensed by a detector is assumed as the half-height width of the light energy packet frequency distribution as a function of the counter position along the path of the laser beam. From the known diameter of the laser beam and the determined length of the beam sensed by the detector, the sampled volume was calculated. The field-of-view of each detector is assumed as the half-height width of the light energy packet frequency distribution as a function of the propagation angle of light. that is opposite to that of nominal detection angle (ψ) combined with reflection onto the cuvette wall. Those two sources sum up with the light scattered at the detection angle (ψ) and, therefore, must be accounted for when processing the DAWN data. The laser beam is depicted by a solid thick arrow, the wall of sample vial by a circle, the path of light scattered at ψ and 180°− ψ by a solid thin arrow, and the path of light reflected from the vial wall before (a) and after (b) scattering within the sample vial at 180°− ψ by a dotted arrow.
where β m ψ is the measured volume scattering function for unpolarized incident beam, Nψ is the angular normalization coefficient (dimensionless) for a detector at scattering angle ψ, A c 90 is the configuration-specific calibration constant determined for the 90°detector (units are m −1 sr −1 ), and s V ψ and s H ψ are the detector signals (dimensionless) due to light scattering at angle ψ for the vertical (subscript V) and horizontal (H) polarization of the incident beam respectively, with no analyzers of polarization between the scattering volume and the detectors. The s V ψ and s H ψ signals are produced by the aqueous sample of interest. Nψ and A c 90 are predetermined through independent experiments and pertain specifically to aqueous samples (see Subsections 3.C and 3.D). These two quantities are considered to be independent of the polarization of the incident beam. Note that Eq. (2) can be also written as [2, 49] 
where the polarization components of the scattering function, β V ψ and β H ψ, are
The linkage between the definition of βψ [Eq.
(1)] and the operational formula [Eq. 2)] is provided by the proportionality between the ratio of the scattered intensity Iψ to the incident irradiance E in Eq. (2), we first discuss the detector signals, s V ψ and s H ψ, and then we will address A c 90 and Nψ.
For any instant of time when the measurement is taken, we define the detector signals due to light scattering at angle ψ as
where Vψ refers to the voltage measured on the ψ-degree detector due to scattering at angle ψ, f ψ is the amplification factor (i.e., gain setting) for the detector at angle ψ, subscript LM refers to a special detector (the so-called laser monitor) that measures the intensity of laser beam before it enters the sample, subscript dark represents the dark voltage of the detectors, and the subscripts V and H refer to the polarization of the incident beam as explained above. As an example, with this notation V V ψ represents the voltage measured on the ψ-degree detector due to scattering at angle ψ when the beam incident on the sample is vertically polarized, and V LMV represents the voltage at the laser monitor for vertically polarized incident beam. The LM measurement is used to monitor variations in laser intensity with time during the period of acquiring time series of scattering data. For brevity, the time argument has been omitted from Eqs. (5a) and (5b), which essentially describe an instantaneous measurement. Vψ dark and V LMdark are the time-averaged dark voltages for the ψ-degree detector and the laser monitor, respectively. Both are insensitive to polarization.
B. Light Source Variations and Dark Signal
Equations (5a) and (5b) show that the final detector signal is defined by normalizing the detector signal Vψ − Vψ dark by the LM signal V LM − V LMdark , where the subscripts V and H are omitted for simplicity. This normalization is done for each instant of time when the data are acquired, which compensates for possible temporal changes in laser intensity. These changes can be caused by such factors as power supply fluctuations and temperature drift during the acquisition of time series data, and by laser aging on longer time scales. Note that the dark offsets are "independent" of time in a sense that we use the predetermined values of the time-averaged dark offsets. For the experiments presented in this study, the laser monitor V LMdark was −0.0006 Volts. This value was determined with the laser turned off. The offsets Vψ dark were determined with the laser turned on, no sample in the instrument, and the detectors shielded from light. The averaging time was several minutes. Given the design of data acquisition with DAWN, this approach was optimal for obtaining representative values of time-averaged dark offsets. The dark offsets and noise are very small compared to the maximum permissible voltage of the measured signal, which is 10 V (dark offset <0.08 V and the root-mean-square noise <0.001 V at the 101 × gain).
The maximum voltage is the same for all gain settings.
C. Absolute Calibration at 90°W
e now turn our discussion to the next parameter required as input to Eq. (2), which is the configuration-specific calibration constant. We recall that for our applications to aqueous samples, we must determine the calibration constant A c 90 for water being used as a solvent or more specifically, a medium in which particles are suspended. We also note that the general symbol for the configurationspecific calibration constant in [31] is A cscc . The calibration constant is dependent on the refractive index and thus the type of solvent in the sample, the type of sample cell, and the associated geometry of measurement. Because A cscc depends on the type of solvent, we will use the symbol A cscc only in the general context when no specific solvent is involved in considerations. For water, our notation is A cscc ≡ A c 90.
The underlying approach for calibrating DAWN is to use the proportionality between the volume scattering function and the detector signal to derive a calibration factor from measurements of a scattering standard with known scattering function. Pure filtered toluene has the highest molecular scattering among many common solvents. The scattering by toluene has been thoroughly studied and its scattering at 90°is well established [50, 51] , and therefore this solvent was chosen as the scattering standard for calibrating our DAWN. The calibration was accomplished by making a measurement on HPLC-grade pure toluene at a scattering angle of 90°using a vertically polarized incident beam. The calibration constant for toluene, A cscc ≡ A ct 90, is calculated from the relationship
where the value of β Vt 90 is known and the measured detector signal at 90°is
The subscript t indicates that the variable represents toluene. We assumed that the scattering function of toluene at 90°at a light wavelength of 532 nm is β Vt 90 0.00295 m −1 sr −1 [51] . With this assumption, and using our measurements of s Vt 90, the resulting value of A ct 90 is 0.429 m −1 sr −1 based on measurements in the scintillation vial. We note that the measurements of s Vt90 were made using the amplification factor f 90 101.
As indicated above, A cscc depends on the solvent so A c 90 for water will differ from A ct 90 for toluene. Also, A cscc depends on the type of sample cell and associated measurement geometry, so A cscc will be different for batch mode measurements with a cylindrical vial and for flow-through measurements with a flow cell. One important reason for the differences in A cscc is that for various configurations (i.e., solvents, sample cells), the 90°detector sees a different scattering volume and subtends a different solid angle with respect to the scattering angle. These differences depend on the sample cell geometry and the refractive index of both the solvent and the glass of which the sample cell is made. In addition, the reflective losses at each interface in the sample cell also depend on the refractive indices, and hence on the type of solvent and sample cell. For example, the incident laser beam entering the sample cell is reflected at the air-glass and glass-solvent interfaces, and the scattered light inside the sample cell is reflected at the solvent-glass and glass-air interfaces as it leaves the sample cell. Note that these losses by reflection are to be distinguished from gain of light through reflection which is discussed in Subsection 3.E. Finally, we note that A cscc accounts not only for the effects due to reflection and all the geometrical volume and solid angle factors, but also for some instrumental characteristics such the detector sensitivity.
In order for the calibration obtained with toluene to be applicable to measurements with another solvent such as water, a configuration specific calibration constant is written as [31] A cscc A ins R cor G cor ;
where A ins is the instrument constant depending only on the instrument characteristics such as detector sensitivity and on the sample cell geometry (i.e., cylindrical vial or flow cell), R cor is the reflection correction, and G cor is the refraction-related correction. R cor and G cor depend on both the type of solvent and sample cell. For a given sample cell, the product R cor G cor can be expressed in terms of refractive indices of solvent and glass. For the cylindrical scintillation vial that is of interest to this study, the resulting complete formula is [31] A cscc A ins n 1.797
where n s is the refractive index of solvent relative to air and T ga is the transmittance of glass-air interface. The term n
s
represents the combined effect of refraction correction and reflection correction due to solvent-glass interfaces of the scintillation vial. This effect was calculated by Wyatt Technology Corporation [52] using ray-tracing simulations based upon the exact geometry of the sample cell, laser beam, and detection optics for the 90°detector in the DAWN instrument [31] . The term 1∕T 2 ga represents the reflection correction due to the two glass-air interfaces of the scintillation vial. Based on the Fresnel equations [31] T ga 4n g n a n g n a
where n g is the refractive index of glass and n a is the refractive index of air, which is assumed to equal to 1. At this point, the reflection correction applies only to losses while the scattered light cross the vial wall before being detected. Below in Subsection 3.E, we examine another artifact related to reflection; the gain of light resulting from reflections within the vial. Upon writing Eq. (9) for toluene and for water
A c 90 A ins n 1.797
we can finally determine the calibration constant in water from A c 90 n w n t
where n w and n t are the refractive indices of water and toluene, respectively, and A ct 90 has been obtained from Eqs. (6) and (7). Our own Monte Carlo simulations of radiative transfer confirmed the validity of this equation (see Subsection 4.A). With these A ct 90 determinations, and assuming n w 1.34 and n t 1.50 [53] , the calibration constant in water is A c 90 0.35 m −1 sr −1 for the scintillation vial. We recall that the calibration constant A c 90 is strictly applicable only to the 90°detector because the calibration in toluene is based on the measurement at 90°and the known scattering β Vt 90. Note also that the fact that A ct was determined from toluene scattering of vertically polarized light is of no importance to subsequent application of the calibration constant in Eq. (2) . This is because we verified that the detectors are not sensitive to the polarization of light. Therefore, the same value of A c 90 is used in Eqs. (4a) and (4b).
D. Angular Calibration Relative to 90°T
he final term in Eq. (2) which remains to be addressed is the angular normalization coefficient, Nψ. We begin by indicating that the normalization coefficient for the 90°detector, N90, equals 1 because the calibration of the DAWN instrument in an absolute sense is performed at ψ 90°, as described above. Because the detectors differ from one another in terms of sensitivity and geometrical factors (sample volumes, viewing solid angles), a set of normalization coefficients Nψ is used to relate each detector to the 90°detector, for which the absolute calibration has been made. The normalization coefficients also depend on the solvent because the refractive index of the solvent affects the reflection and geometrical factors for each detector, and therefore we determined Nψ using water as a solvent.
We utilized a procedure for determining Nψ which relies upon measurements taken on an isotropic scattering medium that produces the same scattering intensity in all directions. Any scatterer with known scattering phase function could be utilized for determining Nψ, but isotropic ones are more readily used and reliable as they do not require a priori knowledge of some properties of the scatterers such as the refractive index and/or the size distribution. Molecular scatterers, i.e., samples consisting solely of small molecules, scatter isotropically when illuminated with vertically polarized beam. The ideal isotropic scatterer for our determinations of Nψ would be perfectly pure water, but producing particle-free water for the purpose of βψ measurements is very difficult. Even the most rigorous filtration procedure is inadequate because the unavoidable presence of a very small amount of particles affects the measurements, especially at forward angles. The use of a molecular scatterer such as the polysaccharide dextran dissolved in water was suggested in [31] . However, eliminating the presence of contaminating particles is as critical and difficult for dextran as for pure water.
The approach we recommend for determining Nψ is based on measurements of a solution of fluorescing dye dissolved in water. Fluorescein has been used in the past for similar purposes [8, 54] . Here we use Rhodamine 6G which is a fluorescent dye with a main absorption peak within the green spectral region near 530 nm, associated with the first excited electronic state of the molecule [55] . Rhodamine 6G is characterized by a very high fluorescence quantum yield (>0.9) and a broad fluorescence emission that peaks in the green (∼550-570 nm) and extends to the red and near-infrared parts of the spectrum [56] [57] [58] . The isotropic distribution of fluorescent light along with the spectral absorption and emission characteristics of Rhodamine 6G make it a good standard for the determinations of normalization factors Nψ. The Rhodamine 6G molecules are excited by absorption of the laser beam at 532 nm. The fluorescence emission can be easily measured with the DAWN detectors as the interference filters centered at 532 nm have a wide enough FWHM bandpass of 20 nm to collect a large fraction of the fluorescence signal. This signal is strong compared with elastic scattering by water and some particles remaining in the sample after careful filtration. Pure (99%) Rhodamine 6G obtained from Acros Organics (CAS number 989-38-8) was used to prepare a stock solution in pure deionized water obtained with the Barnstead B-pure system. The stock solution was filtered several times through 0.02 μm syringe filters with a peristaltic pump. The cylindrical vial (scintillation vial) was filled with 10 mL of pure water, which was then filtered several times through 0.02 μm syringe filters through recycling with a peristaltic pump. A small volume of the Rhodamine stock solution (∼10 or 100 μL) was added to the cylindrical vial. The concentration of this final solution was adjusted to ensure adequate detector signals due to fluorescent light while avoiding significant absorption of the incident laser beam and of the fluorescent light within the vial. In general, because Δv and the position of the sampled volume vary among detectors, significant absorption within the vial may affect the measurements [54] . Two final concentrations of Rhodamine, quantified in terms of the absorption coefficient, were prepared to verify that absorption within the vial had no significant effect: ∼4.6 m −1 and 46 m −1 at 532 nm. These absorption coefficients were determined from optical density (absorbance) measurements of Rhodamine solution in a 1 cm cuvette with a dual-beam spectrophotometer (Perkin Elmer Lambda 18). Filtered pure water was used to obtain a baseline in both the spectrophotometric and DAWN measurements. Note that the baseline signal in DAWN was negligible compared with the sample signal (<1% at all channels except for 22.5°where it was <3%), which suggests that possible contamination by remaining particles was negligible or very small.
With the baseline and sample measurements taken using both the vertical and horizontal polarizations, the uncorrected (i.e., unnormalized) measured volume scattering function due to Rhodamine fluorescence, β ru ψ, can be written as
where the subscript r refers to the aqueous solution of Rhodamine, the subscript b to the baseline measurement (i.e., filtered pure water), and the subscript u to the uncorrected (unnormalized) function. The detector signals, s Vr ψ, s Hr ψ, s Vb ψ, and s Hb ψ were obtained with the protocol of time-series data acquisition and averaging as described below in Subsection 3.G. Because the true β r ψ due to Rhodamine fluorescence can be assumed to be isotropic, i.e., β r ψ is constant, the normalization coefficients, Nψ, can be calculated from
Nψ
The normalization coefficients obtained from several Rhodamine experiments were reproducible with a coefficient of variation in the range from 1.3 to 7.0% and an average of 2% for all detectors. We also note that separate calculations of coefficients Nψ from Rhodamine fluorescence produced by vertically polarized illumination or by horizontally polarized illumination yield essentially the same results. The results for Nψ are shown in Fig. 3 . We also attempted to determine Nψ from measurements on seawater that was filtered with particular care. These special experiments were made during a French expedition BIOSOPE in the eastern South Pacific that took place in 2004 on R∕V L'Atalante [59] . Seawater was collected at the 500 m depth on station located in the South Pacific gyre east off Easter Island, and kept for 24 hours at room temperature before measurement. A small volume was gently filtered several times through a 0.2 μm filter cartridge. The concentration of particles remaining in the filtrate, which was determined on a subsample using a Multisizer 3 Coulter Counter (Beckman Coulter, Inc.) equipped with a 30 μm aperture [60] , was as small as <30 per mL for particles greater than 0.6 μm in diameter. The uncorrected (i.e., unnormalized) volume scattering function of pure seawater, β wu ψ, was determined in the similar way as described for Rhodamine [(Eq. 13)] but with no baseline measurement, and Nψ was calculated from
where β w ψ is the theoretical volume scattering function of pure seawater calculated as described in [61] following the equations in [62] . Note that in our procedure, the measured β wu 90 should in principle equal β w 90 at 532 nm. From our experiment with filtered seawater, we obtained β wu 90 0.00012833 m −1 sr −1 . The theoretical β w 90 is 0.00012711 m −1 sr −1 for a water salinity of 34.3‰ and a temperature of 20°C, which approximate our experimental conditions. The values of Nψ obtained from measurements on filtered seawater and using Eq. (15) are displayed in Fig. 3 . For ψ > 40°, the Nψ values obtained with Rhodamine 6G and with filtered seawater differ by less than 10% despite the fact that they were determined two years apart in time. For ψ < 40°, the Nψ values determined with filtered seawater are smaller than those obtained with Rhodamine 6G by up to 40% at ψ 22.5°. The smaller Nψ values for filtered seawater result from the small amount of contaminating particles still present in the sample even after very careful filtration. Although the effect of the largest particles can be removed from the recorded signal by filtering spikes in the time series, the smaller particles contained in the sampled volume at small but still high enough concentrations produce an elevated scattering "background," which results in an increase in the measured β wu 90 relative to β w 90, especially at the small scattering angles ψ. This in turn, results in smaller Nψ at those angles. It can be expected that the underestimate of Nψ using filtered seawater would further increase with ψ approaching 0°. We conclude that filtered seawater is not appropriate for determining Nψ at small angles. 
E. Correction for Signal Amplification Caused by Reflection Effects
The calculations of β m ψ presented above can still be subject to a major source of error associated with reflections of the laser beam and scattered light from the glass walls of the cylindrical vial, which increase the measured signal. The correction for the reflection effects has been neglected in the standard processing procedure of DAWN data [31] , primarily because this instrument was originally devised for measuring molecular scattering, and not scattering by suspended particles. In contrast to measurements of molecular scattering, the reflection effects are expected to be significant in the measurements of particle scattering because this scattering is characterized by large forward versus backward asymmetry. We show here that the reflection correction is indeed very important for avoiding substantial errors in the derived volume scattering function of aqueous samples containing suspended particles. Figure 2 illustrates the two most significant reflection processes that cause error in βψ measurements with the setup used in this study. We note that the reflection error is analyzed for a similar geometry of measurement in [20] . As a first approximation, we assume ray geometry and flat surfaces. First, a fraction of the laser beam is reflected back by the medium-glass-air interface while exiting the vial (Fig. 2a) . When the medium is water, this fraction is denoted R w . On its way back, the reflected fraction of the laser beam hits the sampled volume at 180°r elative to the incident beam and produces a scattered radiant intensity, I180 − ψ, that adds to Iψ. When the sample contains a significant amount of particles, the product R w I180 − ψ becomes significant relative to Iψ for ψ approaching 180°even for small R w values because forward scattering is much higher than backscattering by particles (examples shown below). In our setup, there exists a second source of error in βψ due to reflection. When the laser beam first hits the sampled volume, a fraction R w of the scattered radiant intensity at 180°-ψ, I180 − ψ, is reflected back from the vial wall and adds to Iψ (Fig. 2b) . This second source of error is assumed to be equivalent in magnitude to the first one described above. In the setup described in [20] , it is eliminated by placing a semicylindrical black screen on one side of the cuvette relative to the laser beam.
We now present an algorithm to correct the measured scattered intensity, I m ψ, and ultimately β m ψ, for the two reflection processes described above. We use the calculation approach described in [20] assuming ray geometry and locally flat surfaces (i.e., normal incidence of light at the vial wall). In the equations that follow, we omit ψ for the sake of simplicity. The measured scattered intensity can be expressed as
where I m and I are the measured and actual scattered intensities at ψ, and I 0 is the actual scattered intensity at 180°-ψ. When using the following geometrical series
Eq. (16) can be rewritten as
The following expression can also be obtained:
Upon subtracting Eq. (19) from Eq. (18), we obtain
Because for given E and Δv, β ∼ I and β m ∼ I m , we can also write
The composite reflection factor for the water-glassair interface, R w , can be calculated using the following equation, which accounts for multiple reflections and was derived using a geometrical series:
R w r wg r ga − 2r wg r ga 1 − r wg r ga ;
where r wg and r ga , the reflection factors for the water-glass and glass-air interfaces respectively, are calculated using the Fresnel expressions:
r ga n g − n a n g n a
We assumed the values of 1.34, 1.51, and 1 for the refractive indices of seawater (n w ), borosilicate glass (n g ), and air (n a ), respectively. As a result, R w 0.045. Note that the 1 − R 2 w ∕1 − 4R 2 w term in Eqs. (20) and (21) then equals 1.006. We will show below in Subsection 4.A that R w can also be determined by an optimization procedure using Monte Carlo radiative transfer simulations, which relaxes the assumptions of ray geometry and flat surfaces. The optimal value of R w determined from these simulations is 0.04.
To ensure consistency when applying the reflection correction using Eq. (21), the measurement of S Vt 90 [Eq. (6)] must be also corrected for the gain of light resulting from reflection. Because β Vt ψ is isotropic and constant, we derived a definitive reflection correction factor for S Vt 90 based on Monte Carlo simulations which resulted in a modification of Eq. (12) such that A c 90 1.08 n w n t
1.797
A ct 90. Table 2 provides a minimum set of equations of our refined protocol for determining βθ (which includes a correction for reflection gains) from the DAWN measurements in the batch mode with a cylindrical borosilicate vial containing seawater sample. This protocol includes the optimal value of 0.04 for R w .
F. Optical Thickness of the Sample
One of the basic assumptions in the derivation of the procedure for determining the volume scattering function from the DAWN measurements is that the aqueous sample of interest is dilute enough so that multiple scattering effects within the sample vial are negligible. This assumption can be easily satisfied for specific samples prepared in laboratory experiments as well as for samples from marine and freshwater environments. At λ 532 nm, samples from most environments will have very low optical thickness, τ, over the path length of vial d ≈ 0.027 m, so these samples can be measured directly without dilution. For turbid samples, dilution may be required to achieve sufficiently low τ. To ensure negligible multiple scattering, τ should be generally less than 0.1 [63] , where τ cd and c is the beam attenuation coefficient [1] . In practice, good results can be obtained with τ as high as about 0.3 [64] . Typical values of c in the green spectral region are less than 1 m −1 in marine environments [65, 66] , so only samples from turbid water bodies will require dilution before measurements with DAWN.
G. Data Acquisition Protocol
The small sample volumes, Δv, require that the data collection with DAWN is performed during a time period long enough to allow the determination of adequate time-averaged scattering signals, s V ψ and s H ψ, to represent statistically reliable contributions from all scatterers present in the sample. This requirement is particularly critical for highly polydisperse samples from aquatic environments. In such samples, the concentration of particles decreases rapidly with increasing particle size [2] . Consequently, for a large portion of particle size distribution encompassing relatively large sizes, few particles will be present at any given time instant within the small sample volume. For example, let us assume that a typical oceanic sample contains 5 × 10 −5 − 10 −6 cells of heterotrophic bacteria in 1 mL of water [67] . With this assumption, the sample volume Δv will contain 4-13 bacterial cells (see Δv in Table 1 ). Marine bacteria are typically about 0.5 μm in size and are the most abundant microorganisms in oceanic waters. As bacteria normally represent only a fraction (∼10% or less) of the total concentration of similarly sized submicrometer marine particles [68] , we conclude that such small particles will usually occur in sufficient numbers (∼40-130) within the DAWN sample volumes at any time instant. However, the number of larger particles in the sample volumes will be much lower. For example, if we assume that the particle concentration decreases with size according to a power law with a slope of −4, then the concentration of 2 μm particles is 16 times lower than that for 1 μm particles. For 3 μm particles this factor is 81 and for 5 μm particles 625. Therefore, the acquisition and averaging of data over a certain period of time is required to capture the contributions of these larger particles to light scattering. The additional issue is related to the largest particle size that can be adequately resolved with a finite size of the illuminating beam of light, which is addressed in Subsection 4.B.
The length of data acquisition is dictated by a compromise between a desire to obtain satisfactory statistical representation of scattering events due to rare (i.e., typically larger) particles present in the sample and the necessity to complete the measurement quickly enough so that potential changes with time in the particle (and hence scattering) properties of the sample are minimized. A typical procedure in our study is to calculate the final values of detector signals s V ψ and s H ψ by averaging 4320 measurements acquired for each polarization over a 9 min period with a sampling frequency of 8 Hz. For each polarization, the data acquisition is actually accomplished over three intervals, each of 3 min length. Our procedure is first to acquire data for the V polarization over 3 min and then immediately for H polarization over 3 min. The sample is then gently stirred and the vial is rotated by an arbitrary angle inside the sample compartment of the instrument, and the 3 min time series is measured again for V and H polarizations. Finally, this process is repeated for the third time. The measurements for the three random positions of the vial are made to account for the fact that the glass wall of the vial may not be perfectly identical in each and every point, which could have a small effect on the measured signal [44] . The agreement between the time-averaged signals for the three replicate measurements taken at different vial positions was usually very good. On rare occasions when one of the replicates showed significant deviation from the other measurements, it was excluded from the calculation of the final time-averaged signal.
Validation of the Proposed Procedure for Determining βψ

A. Monte Carlo Radiative Transfer Simulations
We used the SimulO Monte Carlo radiative transfer code developed at Laboratoire d'Océanographie de Villefranche [69] to simulate measurements with our DAWN instrument. The primary objective of these simulations is the validation of our procedure for determining the volume scattering function βψ from the DAWN measurements. Accurate dimensions and position of all DAWN optical components relevant to our calculations and the instrument geometry were provided by Wyatt Technology Corporation and are accounted for in our simulations. Figure 1 shows details of the simulated instrument configuration. Figure 3 shows the Nψ values derived from Monte Carlo simulation for an isotropic scattering medium such as Rhodamine 6G. The simulated results are compared with the experimental data of Nψ discussed above in Subsection 3.D. The overall trend in the simulated Nψ is very similar to the experimental results obtained with carefully filtered seawater and Rhodamine 6G. This similarity lends confidence to both our Monte Carlo simulations and experimental procedure for determining Nψ. The trend in Nψ obtained with the Monte Carlo simulation does differ, however, in two respects from the experimental data. First, the simulated data are smoother in the range of scattering angles from 44°t o 134°compared with the experimental data. This is because the Monte Carlo counters of light energy packets at different scattering angles all have the same yield, whereas the actual detectors have a sensitivity that varies from one to another. It is also worth noting that the departures of the experimental values of Nψ from the simulated Nψ are similar for measurements with filtered seawater and Rhodamine 6G. Second, the simulated values of Nψ are larger at 22.5°and 28°than the experimental values, which suggests that the residual presence of particles probably affected the measurements, even those made with Rhodamine 6G. However, because of variations in the sensitivity between the detectors, it is not possible to provide a firm interpretation of that result.
We now turn to the analysis of the reflection processes within the DAWN instrument by means of Monte Carlo simulations and assessment of the underlying assumptions and formalism of our reflection correction algorithm. Figures 4a and 4b show the frequency distribution of light energy packets recorded by individual detectors as a function of angle at which light was scattered by a simulated sample of suspended particles. Only single scattering events were considered in these calculations. For the first nine detectors (from 22.5°to 72°), the detected light energy packets were all scattered around the nominal angle of each detector within a narrow angular range (see the corresponding values for the half-height field-of-view of detectors in Table 1 ). For the remaining detectors (>72°) the detected light was scattered around the nominal angle of each detector within a narrow angular range (see the corresponding values for the half-height field-of-view of detectors in Table 1 ), as well as around the opposite angle of 180°-ψ to an increasing extent with an increase in ψ due to reflection effects. The contribution of reflected light is largest at 147°because of the shape of the scattering phase function assumed for the simulated particles, in which scattering at large ψ values is much smaller compared with the corresponding opposite angles. For instance, for the 147°d etector, most of the detected light was scattered around 180°-ψ, i.e., around 33°, rather than around the nominal angle of 147°.
It is interesting to note that the angular distribution of the detected light that experienced a firstorder reflection has two distinct components. The first component is distributed over an angular range centered around 180°-ψ and is nearly as narrow as that of nonreflected light. It corresponds to light beam that was reflected from the vial wall prior to scattering (Fig. 2a) . The second component follows a log-normal distribution that spreads over a much wider angular range, and peaks at an angle smaller than 180°-ψ. This component corresponds to light that was reflected from the vial wall after being first scattered by the sample (Fig. 2b) . Its angular distribution is asymmetrical because of the asymmetrical scattering phase function of the simulated particles. Figure 4c shows example results from simulations for high-resolution angular distribution of reflected light detected by the 22.5°detector, but for an isotropic scattering medium rather than for a particle suspension. In this figure, angle is that of light scattering and is expressed relative to 157.5°(i.e., 180°-ψ). The two reflection components counted separately show perfectly symmetrical angular distributions, but their
-height field-of-view in Table 1 ). This is because the laser beam has a negligible divergence and a very small diameter compared with that of the sample vial. In contrast, the half-height width for the component associated with scattered-light reflection is significantly wider, about 13°. This results from the cylindrical shape of the vial wall, which leads to the collection of scattered light over a wider angular range but with a smaller efficiency. It also leads to a smaller number of detected light energy packets compared with the beam-reflection component. The reflection factors calculated from the Monte Carlo simulations were 0.045 and 0.031 for the beamreflection and the scattered-light reflection components, respectively. Our assumption of equivalent magnitude for the two reflection processes with R w 0.045 in Eq. (21) is thus invalid.
To overcome this difficulty, we empirically determined the optimal R w value for a scintillation (borosilicate) vial based on a set of Monte Carlo simulations, while preserving the formalism described for our correction algorithm in Subsection 3.E. Figure 5 shows the results from three Monte Carlo simulations that use different volume scattering functions for particles representative of those found in the ocean. The three simulations differ with regard to the assumption of backscattering ratio (see figure caption for more details). The input βψ functions in Fig. 5 are compared against the βψ obtained from the Monte Carlo simulations of measurement with the DAWN. The simulated βψ corrected for reflection using the algorithm described in Subsection 3.E is also shown. The single R w value that yields the best correction for the three simulations was 0.04, instead of the value of 0.045 derived in Subsection 3.E. This optimal value of 0.04 is consistent with the lower effective reflection discussed above with regard to Fig. 4c , and it is used in our final protocol for processing the DAWN data summarized in Table 2 . The relative difference between the input and corrected simulated βψ is less than 5% for ψ < 120°, and up to 13% at larger ψ (Fig. 5) . This error in the correction for reflection is higher at the largest ψ values because the corrected signal is small relative to the total uncorrected signal at largest ψ. Nevertheless, the correction algorithm performs satisfactorily, which is particularly remarkable in view of the fact that the contributions of reflection can be higher than the actual scattering signal at large ψ by more than 300%.
B. Experiments with Polystyrene Beads
In addition to the approach based on radiative transfer modeling, we validated our procedure for determining the volume scattering function, especially the algorithm for reflection correction, by performing βψ measurements with DAWN on particle size standards suspended in filtered seawater and Fig. 4. (a) , (b) Number of light energy packets (photons) reaching the DAWN detectors as a function of the angle at which light was initially scattered (single scattering only), as determined from a Monte Carlo radiative transfer simulation assuming that a sample is a particle suspension in seawater. This simulation was run in a similar fashion as described in the caption of Fig. 3 , but with different optical properties of the sample. The absorption and scattering coefficients of pure seawater were given the values of 0.04412 m −1 and 0.002204 m −1 , and those of particles and associated matter 0.113 m −1 and 1.43 m −1 , respectively. The values for particles and associated matter were derived from the optical model of [70] for a chlorophyll-a concentration of 5 mg m −3 . The scattering phase function for particles was assumed to be a Fournier-Forand function [71] with a particulate backscattering ratio of 0.0183 (parameterization as in [72] ). Light energy packets that experienced reflection on the vial's wall were also counted in this simulation. (c) Signal resulting from light that was both scattered and reflected as a function of the angle at which light was scattered relative to 180 − ψ, where ψ is the nominal angle of the detector. These results for an isotropic scatterer were obtained from Monte Carlo simulations for the 22.5°detector, which were run in inverse mode (see legend of Table 1 for more details). Results for light energy packets that were scattered within the sample after reflection of the laser beam on the vial's wall (see Fig. 2a ) and for those that were reflected on the vial's wall after they were scattered within the sample (see Fig. 2b ) are shown separately with the blue and red lines, respectively. applying the final procedure presented in Table 2 . Separate experiments were conducted with 2, 5, and 20 μm NIST traceable polystyrene beads from Polysciences Inc. (Warrington, PA). These beads were suspended in seawater collected from the pier of the Scripps Institution of Oceanography in La Jolla (California), and filtered with great care as described above for a blank sample from the BIOSOPE expedition. Master samples of particle suspensions were prepared with particle concentrations that corresponded approximately to optical thickness of 0.24 over the path length of the scintillation vial, i.e., ∼0.027 m. Two additional samples diluted 10× and 100× were prepared to examine the performance of our procedure at lower particle concentrations. For each sample we determined the volume scattering function βψ from measurements with DAWN using the procedure described in Section 3 with R w 0.04. In addition, the particle size distribution (PSD) was determined on each sample using a Coulter Multisizer III (Beckman Coulter, Inc.) equipped with a 30 μm aperture (for 2 and 5 μm beads) and a 100 μm aperture for 20 μm beads [30, 60] . The particle suspensions were sonicated for 5 min before βψ and PSD measurements.
Figures 6, 7, and 8 show the results from three experiments with polystyrene beads. The PSD of all samples are consistent with the expectation that particles with diameters close to the modal diameter provided by the manufacturer dominate the particulate assemblage. However, we also observe that particles with other diameters, especially smaller ones, were present in significant numbers (Figs. 6a, 7a , and 8a). Figures 6b, 7b and 8b show the measured uncorrected βψ, the measured βψ corrected for reflection using our algorithm with R w 0.04, and the βψ calculated using Mie theory [49] with inputs of the measured PSD and the complex index of refraction relative to water for polystyrene beads of 1.18494 and 0.00035 for the real and imaginary parts, respectively [75] .
The measured βψ corrected for reflection always agreed much better with the Mie-calculated βψ than the measured uncorrected βψ. This is especially well pronounced for the largest values of scattering angle, specifically the last three detectors with a nominal ψ of 134°, 141°, and 147°. The overall magnitude of the Mie-calculated βψ is well reproduced by measurements for most samples of polystyrene beads over the majority of the angular range examined. The smaller-scale oscillations in the βψ predicted by Mie theory are not, however, resolved in a consistent manner by measurements. These differences may be, at least partly, attributed to the coarser angular resolution of measurements compared with Mie calculations.
The effect of diluting the master sample by a factor of 10 and 100 had generally a small effect on the measured βψ. The most significant exception is observed for the 100× dilution in the experiments with the 5 and 20 μm beads, where the measured βψ is Fig. 5 . Assessment of the algorithm for correcting the scattering measurements made with the DAWN for reflection when using a borosilicate scintillation vial. These results were obtained from Monte Carlo simulations of radiative transfer (see captions for Figs. 3 and 4) . The different lines show the input volume scattering function βψ (solid black), the simulated βψ as it would be measured by the DAWN (red line), the βψ corrected for reflection using our algorithm (blue line), and the percent error in the reflection-corrected βψ relative to the input βψ (dashed line).
(a-c) show results for the Fournier-Forand particle scattering function [71] where the particulate backscattering-toscattering ratio (b bp ∕b p ) is 0.002, 0.01, and 0.0183 (parameterization as in [72] ), respectively. For the three Monte Carlo simulations, the sample is composed of particles suspended in seawater with the representative inherent optical properties (IOPs) at 532 nm. The pure seawater scattering function was taken from [73] and its absorption coefficient from [74] . The particle IOPs were assumed to be typical of open ocean water with a chlorophyll-a concentration of 5 mg m −3 as in Fig. 4 . The particle volume scattering function was calculated as the product of the particle scattering coefficient and the Fournier-Forand particle phase function for given b bp ∕b p values as indicated. The total number of light energy packets included in the Monte Carlo simulations was 230 × 10 9 , 120 × 10 9 , and 64 × 10 9 for b bp ∕b p of 0.002, 0.01, and 0.0183, respectively. considerably higher than the calculated βψ for a significant portion of the angular range. This result supports the notion that measuring βψ with our version of DAWN for relatively low concentrations of particles, especially large-sized particles, is problematic because of very small volume of the sample interrogated with the incident laser beam, and hence insufficient number of particles interacting with the beam over the period of measurement.
The results obtained with polystyrene beads also provide some insight into the question of what is the largest particle size that can be adequately resolved by the relatively small diameter of the beam (62 μm) in our instrument. Figure 8 suggests that the 20 μm beads, whose diameter is about one-third of the beam diameter, are quite well resolved by our scattering measurements over most of the angular range examined for two scenarios of particle concentration (i.e., master sample and 10× dilution). The potential problems are seen just for a few extreme angles from that range. These potential problems practically disappear for the 5 μm beads (Fig. 7 , master sample and 10× dilution). Thus, under the proviso that the particle concentrations allow the acquisition of statistically representative data over the period of measurement, the above results suggest that the largest particle size adequately resolved over the entire or nearly entire angular range of our measurement system will be somewhere between 5 μm and 20 μm.
This suggestion is generally consistent with theoretical calculations for a cylindrical beam of homogenous intensity, which indicates that the angular dependence of light scattered by a sphere is equivalent for finite and infinite beams if the diameter of the finite beam is at least about 10× larger than the sphere diameter [49] . As applied to our instrument with a beam diameter of 62 μm, this implies a maximum particle diameter of approximately 6.2 μm. This estimate appears to be on the conservative side in view of our mostly good measurements obtained with the 20 μm beads. In addition, it is important to emphasize that the angular range of the DAWN measurements does not include the forward scattering associated with diffraction by particles that are significantly larger than the light wavelength. For such particles, the contribution of diffraction to volume scattering function decreases rapidly with increasing angle. Consequently, in our experimental conditions (i.e., light wavelength of 532 nm and typical aquatic particles), the contribution of diffraction by particles larger than 6 μm is expected Fig. 6 . (a) Measured particle size distributions of bead suspensions that were used in the determinations of volume scattering functions shown in (b),Volume scattering functions of 2 μm polystyrene beads suspended in filtered seawater as determined from (i) Mie scattering calculations (solid lines) with inputs including the measured particle size distribution and appropriate refractive index (see text), (ii) measurements on bead suspensions with the DAWN uncorrected for reflection (squares), and (iii) measurements on bead suspensions with the DAWN after correction for reflection with our algorithm (crosses). Results for a master sample (the highest bead concentration) and for the 10× and 100× dilutions of the master sample are shown. Fig. 7 . As in Fig. 6 but for 5 μm polystyrene beads.
to be very small or insignificant at scattering angles larger than ∼22°, which corresponds to the most forward detector in our DAWN system. Therefore, scattering by such particles within the angular range of DAWN detectors can be considered to result primarily from reflection and refraction of light at particle-water interface as described by the geometric optics approximation (e.g., [49] ). Because we do not measure the diffraction produced by relatively large particles, the requirements for positioning these particles inside the beam relative to the beam edge is less restrictive. In the geometric optics approximation, the particle can be positioned anywhere including peripheries of the beam as long as the entire particle is illuminated. One can thus expect that the key factor for determining the accuracy of resolving relatively large particles will be the ratio of the probability that the particles are entirely illuminated to the probability that the particles are partially illuminated by the beam during the period of the measurement. Quantifying these probabilities is difficult, but we suggest that a less conservative estimate than the theoretical value of 6.2 μm, such as 10 μm, can be tentatively assumed as a realistic estimate of the largest particle size that is reasonably well resolved with our DAWN system. The issue related to the measurements of relatively large particles is further addressed within the context of polydisperse assemblages of aquatic particle in Subsection 4.C below.
C. Estimating the Differential Contribution of Particle Size Classes to the Measured βψ
For many applications with specific populations of small-sized aquatic particles, the limitations on the size of particles in suspensions impose no constraints to the measurements with our DAWN system. However, natural water samples are invariably highly polydisperse suspensions containing a mixture of particles of varying size, shape, composition, and concentration. To examine the consequences of these limitations to the measurement of natural water samples, we performed Mie scattering calculations to estimate the potential contribution of differently sized particles to the overall particle VSF, β p ψ. Although the assumptions required by these calculations (e.g., homogenous spheres) preclude exact estimates of scattering by natural particle assemblages, they can provide useful insights into the contributions to β p ψ) made by particles within a given size range. In marine waters, PSD is often modeled as a power function, although deviations from such an ideal distribution are frequently observed [2, 30] . Using Mie theory [49] , we calculated the cumulative contribution of spherical particles to β p ψ at a light wavelength of 532 nm assuming a power law description for the PSD of the form F N D ∼ D j , where F N D is the differential density function of the particle number concentration, D the particle diameter, and j the slope. The calculations were made for values of the slope j of −3, −3.5, −4, and −4.5 within the diameter range from 0.01 to 500 μm, which generally encompasses the relevant range of these variables within the context of seawater. The refractive index of particles relative to water, n p , was assumed as either 1.05 or 1.15 with no absorption component. Figure 9 illustrates results from such Mie calculations with n p 1.05 for the two extreme scattering angles measured with our DAWN, ψ 22.5°and ψ 147°. Results using the higher refractive index are quantitatively very similar. For the two steepest slopes (j −4.5 or −4), which are generally considered representative of oligotrophic ocean areas, particles with diameter less than or equal to 10 μm contribute more than 95% of the overall β p ψ at both angles. As the slope of the PSD flattens, an increasing contribution to scattering by larger particles is observed. For j −3.5, a slope typical of marine coastal waters [30, 76] , particles ≤10 μm account for 82% (ψ 22.5°) and 65% (ψ 147°) of β p ψ. In the case of the flattest slope, j −3, particles larger than 10 μm may contribute a significant (>50%) portion of the scattered signal.
Despite the limitations imposed by a small beam cross-section and sampling volume in the configuration of our DAWN instrument, the results of these calculations suggest that the measurement captures most of the scattered signal (>95%) when the particle size distribution is sufficiently steep (j ≤ −4), and in such circumstances should provide reasonably good estimates of the total volume scattering function. Such slopes are not uncommon in natural aquatic environments, particularly in offshore oceanic regions which comprise the bulk of the world's oceans. For waters in which the slope of the PSD is less steep, and there is an increasing contribution to scattering from large particles, the results of measurements can be invalid and should be viewed with appropriate caution.
D. Experiments with Seawater Samples and Comparison with Other Instruments
Examples of data obtained from measurements on natural seawater samples and processed with the final protocol summarized in Table 2 are shown in Fig. 10 . Three samples collected in near-shore waters within the San Diego, California region are depicted; specifically water sampled from Mission Bay, from the pier of the Scripps Institution of Oceanography, and from San Diego Harbor. The PSD of these samples measured with a Coulter counter using two aperture tubes (30 μm and 100 μm) follows a characteristic sharp decline of particle concentration with particle size (Fig. 10a) . We note, however, that the size distributions clearly show some features and changes in slope along the particle diameter axis.
The three natural samples covered more than one order of magnitude of variation in βψ at any scattering angle. The measured data points of βψ for each sample show a smooth decrease of scattered intensity with increasing ψ until about 100°and then little change at larger angles. This is consistent with previous measurements on natural marine particles. In particular, our San Diego Harbor data are consistent in terms of magnitude and angular shape with historical determinations of β p ψ for water from San Diego Harbor reported in [6] . Our DAWN results for the 134°are likely overestimated as suggested by a consistent maximum at this angle for all three samples. We have not identified the source of this potentially erroneous feature observed at 134°although we recognize that the data at large angles may still be subject to reflection errors despite application of our correction algorithm.
We also conducted additional experiments with natural seawater samples to specifically compare contemporaneous measurements of β p ψ between the DAWN and other available instrumentation. These instruments included a LISST-100X (Sequoia Scientific) equipped with a 532 nm laser, and a Hydroscat-6 (HS-6, HOBI Labs, Inc.) spectral backscattering sensor. The LISST instrument provides estimates of the near-forward β p ψ using 32 detectors logarithmically spaced within the angular range 0.08-13.5°. The HS-6 measures β p ψ at a single angle (140°) for six different spectral bands (442, 470, 550, 589, 620, and 671 nm). The data from the HS-6 were interpolated to 532 nm for comparison with the other instruments. The scattering volumes measured with the LISST and HS-6 are much larger than the scattering volume of DAWN. Specifically, this volume is about 1.4 cm 3 for LISST and 6 to 8 cm ig. 9. Mie calculations of the cumulative percent contribution to particle scattering at two scattering angles ψ as a function of particle diameter. The particle size distribution is modeled as Volume scattering function for the same three samples, determined according to the protocol presented in this paper, using the equations summarized in Table 2 . The volume scattering function measured by [6] in the San Diego Harbor is also shown. of 1.25 m. The water within the tank was mixed thoroughly, and a subsample withdrawn for benchtop measurements with the LISST and DAWN. Measurements with the HS-6 were made by suspending the instrument within the tank and averaging data over a 5-10 min period. All measurements are thus made on the same master water sample and are directly comparable. Figure 11 depicts comparisons of β p ψ for three experiments with seawater samples collected at the Scripps Pier on different dates (referred to as SIOP2, SIOP3, and SIOP5). The data are plotted in both loglog scale (upper panels) and semi-log scale (middle panels) to facilitate the comparison between different instruments. The lower panels in this figure illustrate the particle size distribution measured for each experiment with Beckman Coulter Multisizer III (100 μm aperture) within the particle diameter range from 2 μm to 60 μm. Although the PSD data indicate that a power function with a single slope j does not provide an adequate approximation for the entire range of measured particle sizes, we calculated the overall slope j to obtain a general idea about the proportions of small and large particles. The values of j between −3.4 and −3.53 suggest the potential for a significant contribution of relatively large particles. We note, however, that locally within restricted ranges of D, the slope of PSDs can be steeper than the overall slope.
The results presented in Fig. 11 suggest an overall conformity in the β p ψ measured by the DAWN and the other two instruments, with no evidence of significant discrepancies or inconsistencies. If the DAWN data are extrapolated toward smaller scattering angles, the results of such extrapolation are consistent with the forward-angle measurements taken with LISST. For the backward scattering, the differences between the β p ψ values obtained with the DAWN Fig . 11 . Comparison of measurements of the particle volume scattering function using diverse instrumentation on natural seawater samples collected at Scripps Pier on three different dates. For each experiment, contemporaneous measurements of β p ψ were made with DAWN, LISST-100X, and Hydroscat-6 instruments, and are shown with both logarithmic (top panels) or semilogarithmic (middle panels) scaling. The lower panels depict the measured particle size distribution associated with each sample, and an estimate of the overall slope j.
detector at ψ 141°and those obtained with HS-6 at a nominal scattering angle of 140°range from about 7% to −30%. We consider such a range of differences as reasonably good agreement in view of the differences between the different instrument geometries. Similar to Fig. 10 , closer inspection of the behavior of DAWN data suggests that the correction for detectors operating in the backward scattering angles may require further treatment, particularly at ψ 134°a nd ψ 147°. Nevertheless, we believe that the general consistency between the DAWN and the two instruments that sample much larger volumes of water than DAWN is encouraging. Because each instrument and the associated technique involve experimental errors in the estimated VSFs, the degree of agreement seen in Fig. 11 provides no evidence for the presence of significant errors in the DAWN determinations on small sample volumes investigated in these three experiments. As both LISST and HS-6 are widely accepted for the use of VSF measurements, the conclusions from Figure 11 suggest that in many cases the DAWN may be applicable to measurements of natural water samples.
Conclusions
This study is focused on the methodology for calibrating, correcting, and validating the measurements of the VSF of aqueous particle suspensions. We have used a comprehensive approach to develop a protocol for measuring VSF with a commercially available multi-angle light scattering instrument, DAWN-EOS from Wyatt Technology Corporation. This protocol includes the procedures for absolute and angular calibration of the instrument and correction of measurements for errors due to reflection effects within the sample container. Simulations of 3D radiative transfer of exact measurement geometry including the key components of the instrument are used for optimizing and testing the protocol. The method is validated with VSF measurements on suspensions of standard polystyrene beads. Although we examined a specific instrument, the presented approach has broader relevance and can provide guidance for developing accurate instrument-specific protocols for other instruments.
We have also discussed potential limitations of DAWN to natural polydisperse assemblages of aquatic particles in the context of a small size of illuminating light beam and small sampling volume interrogated by the beam. These considerations include results from Mie scattering calculations showing cumulative contribution of different particle-size fractions to light scattering at different angles, as well as scattering measurements taken on natural seawater samples simultaneously with DAWN and other instruments that interrogate much larger sample volumes. These measurements show consistency of results between the instruments for the examined samples, which suggests that DAWN (with the configuration used in our present instrument and even more so other versions of DAWN instrument with a larger diameter of laser beam) can provide reasonably accurate estimates of total VSF for natural assemblages of aquatic particles under certain environmental conditions, especially when the particle size distributions are sufficiently steep.
It is also important to recognize that the DAWN is applicable, essentially with no limitations associated with small sampling volume, to a variety of aqueous suspensions of various types of small-sized particles, including various types of marine or more generally aquatic particles. These particle types include viruses, bacteria, picoplankton, small nanoplankton, and all kinds of colloidal suspensions. Such particles are most abundant in natural waters and play various important roles for status and functioning of aquatic environments. The access to commercially available instruments, such as DAWN, along with a rigorous methodology for measuring VSF with this instrument as presented in this study, can therefore be important to advancing various science questions and applications involving these types of particles. We also note that the science questions and applications extend beyond environmental sciences and oceanography and include such fields as microbiology, biochemistry, medical, and industrial applications.
