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Shape-Based Active Contours
for Fast Video Segmentation
Sasan Mahmoodi
Abstract—In this letter, we propose a shape-based active con-
tours method for segmentation, based on a piecewise-constant
approximation of the Mumford–Shah (M–S) functional. The
Chan–Vese (C–V) formalism in a level set framework is used to
formulate our method; however no sign distance function (SDF)
is employed in the method proposed here. This method has the
topology-free segmentation associated with the C–V algorithm
and adds faster convergence, less memory requirement and fast
re-initialization. These properties make the algorithm very attrac-
tive for video segmentation.
Index Terms—Active contours, Chan–Vese model, image, Mum-
ford–Shahfunctional,segmentation,shapecharacteristicfunction,
video.
I. INTRODUCTION
T
HERE has been a great deal of interest in recent years
in the level set method for image segmentation. In this
framework, contours are represented implicitly as a zero level
of a SDF [1]. A contour evolution is then achieved by using
gradient descent methods to implement Euler–Lagrange equa-
tions minimizing an appropriate functional with respect to
SDFs. Shapes, on the other hand, have become popular in a
prior shape segmentation framework because of the favourable
properties of their dissimilarity measure (see e.g., [2]). In this
paper, we are motivated by the work of Cremers et al. [2] to
propose a framework in which shapes represented by their
characteristic functions instead of SDFs, are considered as vari-
ables whose evolution leads to segmentation. We demonstrate
here that the pioneering work of the Chan et al. proposed in
[3] leads to a framework in which SDFs are not required. We
note that the existence of a shape-based segmentation method
is indicated in [3]; however to the best of our knowledge it
has not been explored in the literature. Our contribution in this
paper is therefore to employ C–V formalism of S–M model [5]
using shape characteristic functions as variables to develop a
segmentation method enjoying the same properties associated
with the level set method without using SDFs. The advantages
of such a framework are
1) thereisonlyonetypeofvariable(shapecharacteristicfunc-
tion) and there is therefore no need to switch between vari-
ables (SDFs, and their Heaviside functions) in an algo-
rithm;
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2) less memory is used to implement the method proposed
here;
3) the proposed algorithm converges to the ﬁnal solution
faster than a level set-based algorithm;
4) the re-initialization of the shape characteristic function is
fast and computationally much less expensive than SDF
re-initialization;
5) The method proposed here has a better performance at the
presence of noise.
Ourpaperconsistsofﬁvesections:abriefdescriptionofC–V
model and the modiﬁcation we propose are discussed in Sec-
tion II; Section III deals with the implementation issues; exper-
imental results are presented in Section IV; and ﬁnally, conclu-
sions are in Section V.
II. FORMULATION
The level set based functional proposed in [3] is a piecewise
constantapproximationofM–Sfunctional,andconsistsofthree
terms:
(1)
In functional (1), the ﬁrst term minimizes the contour length,
the second and third terms are responsible for data ﬁdelity.
and are the image data, SDF, gradient op-
erator, Heaviside function, image domain, the mean grey scale
inside and outside of the contour respectively. Coefﬁcients
and are constant associating a weight to each term. The
associated Euler-Lagrange equation for is then
derived [3]:
(2)
where denotes the exterior normal to the boundary .I n
this paper, we rewrite functional (1) using shape characteristic
function instead of :
(3)
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Accordingly one can deﬁne inside and outside of a contour
surrounding the shape with characteristic function as
We therefore arrive at Euler–Lagrange equation:
(4)
where denotes the exterior normal to the boundary .I ti s
noted that a Dirac delta function is not present in (4), since the
minimization is performed with respect to rather than SDF.
This is the main reason for higher speed of convergence of the
present method.
The presence of in the right hand side of (2) causes
to be updated over the domain where is not close to zero.
Therefore changes in anywhere else in the image domain are
not signiﬁcant. Since the contour evolves iteratively, updates in
propagate in the regions where the contour evolution has oc-
curred until convergence. However this is not the case for (4).
Function is updated everywhere in each iteration causing the
present method to converge faster to the solution. Minimization
of (3) with respect to and results in
(5)
(6)
III. IMPLEMENTATION ISSUES
To implement the shape based active contour described in
Section II, we need to ﬁnd how to use shape characteristic func-
tions in a segmentation algorithm. The ﬁrst problem is how to
generate or reconstruct a shape characteristic function without
using any SDF. The second is that how such a characteristic
function is regularized. The third is that how the evolving con-
tour is represented in a segmentation framework based on shape
characteristic functions. To answer these questions, we note the
following key observation:
(7)
where is the Heaviside function, i.e.,
Equation (7) can be employed to generate or reconstruct the
shape characteristic function to solve the ﬁrst problem. In our
implementation, we start with an arbitrary initial non smooth
shape characteristic function where in su-
perscript and subscript represent the iteration number and reg-
ularizing parameter (a zero subscript indicates that the initial
shape is not regularized) respectively. We then use (8) to regu-
larize solving the second problem, i.e.,
(8)
where and are a Dirac
ﬁlter (regularized Dirac delta) used to construct regular-
ized shape characteristic function and regularizing parameter.
Our rationale to use (8) to regularize the shape characteristic
function is that as converges to Dirac
delta function. Also at iteration , (7) is used to reconstruct ,
i.e.,
(9)
where and are the iteration number and the shape charac-
teristic function calculated by solving PDE(4).
Equation (8) is then exploited to regularize the characteristic
function for the current iteration, i.e.:
(10)
Function calculated in (10) should have a range in interval
[0, 1]. It is therefore normalized to calculate to ensure that
its minimum and maximum correspond to zero and one respec-
tively. The subscript in indicates that the reconstructed
is normalized. The following analytical argument also suggests
a solution for the third problem. In a segmentation algorithm
basedonSDFs,theshapecharacteristicfunctionassociatedwith
is calculated by using a regularization method proposed
in [3] as
where istheregularizingparameterand istheHeaviside
function.
It is clear from the above equation that the evolving contour
represented as the zero level of SDF, i.e., , corre-
sponds to . In a segmentation scheme based on
shape characteristic functions, the evolving contour at iteration
is therefore detected as the zero-crossing of .
Equation (4) is ﬁnally discretized by using semi-implicit ﬁnite
difference method [4] to calculate for iteration by
regarding as the shape characteristic function at iteration .
It is also noted that we use only one variable to calculate
the evolvingcontour. This is in contrast with the C–V algorithm
where two variables (SDF and its shape characteristic function)
are required in each iteration. If the input image is ,
the algorithm proposed here requires less memory (reduced by
doubleprecisionnumbers)forimplementation.Theseg-
mentation algorithm for a single frame image therefore consists
of the following steps.
1. Initialize for .
2. construct using (9) and (10) and then normalize it to
calculate .
3. Detectthezero-crossingof astheevolvingcontour
at iteration .
4. Compute and using (5) and (6).
5. Solve PDE (4) with respect to to calculate .
6. Check whether a convergence is reached, if not, go to step
2.
It is noted that re-initialization for the shape characteristic func-
tion using (9) and (10) is fast and numerically less expensive
than re-initialization for a signed distance function. This is an
important feature for a fast video segmentation. Using the algo-
rithm proposed here, one can use the ﬁnal shape characteristic
function obtained from the segmentation of a frame as an initial
shape characteristic function for the next frame.
It should be noted that this is not feasible in the C–V algo-
rithm based on SDFs, because the ﬁnal SDF obtained from the
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Fig. 1. Contour evolution for our algorithm and C–V algorithm: Our algorithm
(left column from top to bottom): Initial contour, Second iteration, Third itera-
tion, Fourth iteration; C–V algorithm (right column from top to bottom): Initial
contour, 1000th iteration, 4000th iteration, 8500th iteration.
segmentationofaframeisusuallytooﬂattobeusedasaninitial
SDF for the next frame. Therefore a re-initialization for SDF is
required before the segmentation process is started for the next
frame. The re-initialization of a SDF can be accomplished by
Fast Marching algorithm [1] or bysolvingthefollowing eikonal
equation [6]:
(11)
where and sign are the ﬁnal SDF obtained by seg-
menting the object of interest in frame , the artiﬁcial
time and sign function respectively. The steady state solution
of (11) results in a re-initialized SDF being the initial
SDF for the next frame. Both of the above methods for SDF
re-initialization are numerically more expensive than (9) and
(10) for the initialization of shape characteristic function.
IV. EXPERIMENTAL RESULTS
In the ﬁrst example, a 288 388 real world image of a hand
shown in Fig. 1 is used for segmentation.
The initial contours are shown in the right column of Fig. 1
for both the method proposed here and the C–V algorithm. The
algorithm proposed here converges to the solution in four it-
erations (the left column in Fig. 1 from top to bottom). How-
ever, it takes 8500 iterations for the algorithm proposed in [3]
to converge to the ﬁnal solution. It is noted that the same pa-
rameters with the same initial contour are used in both algo-
rithms, ( and the radius of the initial
circle is 30). In this paper, same regularization parameter for
Dirac delta, is used for both algorithms i.e., for
and for the regularization method proposed in [3]. The size of
Dirac ﬁlter (regularized Dirac delta) employed in this paper, is
set to5 5. Some intermediateiterationsfor contourevolutions
in C–V algorithm are shown in the second row of Fig. 1. The
main reason for the fast convergence of the algorithm proposed
here in comparison with the C–V algorithm is the absence of
the Dirac delta function in (4) causing to be updated over
the whole image domain in every iteration. Fig. 2 depicts the
energy term (1) (or equivalently energy term (3)) calculated in
each iteration for both algorithms. As shown in the ﬁgure, the
convergence of the algorithm proposed here is very fast in com-
parison with the C–V method. Due to the high speed of conver-
gence, the algorithm proposed here can comfortably be used to
segment a sequence of images forming a video. Fig. 3 shows
some of the 38 frames of a video taken from a walking person.
These 300 400 image frames are contaminated with additive
zero mean Gaussian noise. Fig. 4 shows the results obtained by
applying the algorithm proposed here on this video sequence
with . The level set based al-
gorithm [3] demonstrates similar results to those of the algo-
rithm proposed here but with lower speed. In our algorithm, the
ﬁnal segmentation result (shape characteristic function) of the
current frame is always used as the initial shape for segmenta-
tion in the next frame. However this is not feasible in the level
set-based algorithm in [3], [4], because the SDF becomes ﬂat at
the end of the segmentation of the current frame. Therefore the
initialSDFforthenextframemustbeinitialized.Therearethree
methods to initialize SDF for the next frame: i) Fast Marching
algorithm can generate the SDF associated with the shape seg-
mented in the current frame to be used as an initial SDF for
the next frame, ii) The steady state solution of eikonal equa-
tion (11) at the end of segmentation of the current frame can
be used as an initial SDF for the next frame, iii) an SDF repre-
senting a simple ellipse whose centre and main axes are set to
be the centre and main axes of the segmented contour of the ob-
ject of interest in the current frame, is used as an initial SDF for
the next frame. The least numerically expensive option (iii) is
chosen to implement the fastest method for the level set-based
algorithm of [3], [4] for a fair comparison. Fig. 5 showsthe time
elapsedbyCPU tosegmentthe videoframesina PC witha dual
core CPU 2.40 GHz in a Matlab version 7.30 environment in
two cases: i) when video frames are noise free (Fig. 5(top)) ii)
whenvideoframesarecontaminatedwithazeromeanGaussian
noise (Fig. 5(bottom)). For a fair comparison, an error term rep-
resenting the segmentation accuracy is calculated by computing
the absolute difference between manually segmented images as
ground truth and the images segmented by the segmentation al-
gorithms investigated here. Such an error term is then divided
by the total number of pixels in each frame to obtain the error
per pixel.
The CPU time required for the segmentation of video frames
withrespecttothedifferentvaluesintheerrortermisdepictedin
Fig. 5(top). Fig. 5(bottom) shows the CPU time needed for the
videosegmentationwithdifferentlevelsofnoise,whentheerror
term is kept constant at 0.015 per pixel. As shown in Fig. 5, the
speed of convergence for the shape-based segmentation method
proposed here is higher than the C–V framework with different
errortermsand variouslevelsofnoise.Itis alsonotedthatinthe
favourofthelevelset-basedmethod,weplacetheinitialcontour
for the ﬁrst frame close to the object of interest in that frame. If
the initial contour for the ﬁrst frame was placed somewhere far
from the object of interest, the level set based algorithm would
require a lot of iterations to converge to the solution (similar to
the case depicted in Figs. 1 and 2).
The effect of an arbitrary choice for the initial condition in
the level set based method would therefore slow down the seg-
mentation process even further for the whole video sequence.
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Fig. 2. Energy term calculated from (1) with respect to the iteration number
for C–V algorithm (solid line) and the algorithm proposed here (dashed line).
Fig. 3. A few frames of a video sequence of a walking person.
Fig. 4. Segmented results using the shape-based segmentation algorithm pro-
posed here.
For the shape-based method on the other hand, the initial con-
tour for the ﬁrst frame is already placed in an arbitrary location
far from the object of interest. As demonstrated in Fig. 2, the
location of the initial contour has no effect in the speed of con-
vergencein thealgorithm proposed here.We also noticethat the
shape-basedalgorithmpresentedhereshowsbetterperformance
in the presence of additive zero mean Gaussian noise. While the
shape-based algorithm successfully performs the segmentation
in noisy frames of Fig. 3 with SNR as low as 1.8, the C–V algo-
rithm starts to segment noise at . This slight improve-
ment in the segmentation performance at the presence of noise
in the shape-based method in comparison with C–V algorithm
is due to the application of Dirac ﬁlter used for regularization.
V. CONCLUSION
It is demonstrated here that the pioneering work of Chan et
al. to implement Mumford-Shah model for segmentation leads
to a framework where no signed distance function is required
for implementation. Such a framework has not been explored in
the literature.
The contribution of this short paper is to explore this frame-
work and show that the model introduced in [3] can indeed be
implemented without any notion associated with the level set
theory. Althoughthe present work does not employ any concept
related to the level set technique, it enjoys the useful properties
Fig.5. TimeelapsedbyCPUtoperformthesegmentationofavideoconsisting
of 38 frames in the shape-based algorithm proposed here (solid line) and C–V
algorithm (dashed line) with respect to (top) error term when the video frames
are noise free and (bottom) SNR when the video frames are contaminated with
Gaussian noise and the error term is kept constant at 0.015 per pixel.
associated with the original work of Chan et al. in [3] such as
topology free segmentation. One of the advantages of the work
presented here is that it converges to the solution faster than
its predecessor. Another advantage is that it uses less memory
since it deals with only one variable (shape characteristic func-
tion). Last, but not least, the shape-based method shows more
robustness at the presence of noise. It is therefore concluded
that the shape-based algorithm proposed here is a highly suit-
able method for video segmentation.
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