The infrared thermography measurements of porous building materials have become more frequent in recent years. Many accompanying techniques for the thermal field generation have been developed, including one based on laser radiation. This work presents a simple optimization technique for estimation of the laser beam absorption for selected porous building materials, namely clinker brick and cement mortar. The transient temperature measurements were performed with the use of infrared camera during laser-induced heating-up of the samples' surfaces. As the results, the absorbed fractions of the incident laser beam together with its shape parameter are reported.
INTRODUCTION
Infrared thermography is a tool increasingly used within the investigations of physical properties of building materials. It has unique properties, resulting from the ability of performing contactless measurements of the whole of the investigated surface in a very short time. The intensive investigations of the internal structure of porous building materials are carried out with the use of infrared thermography, including crack formation [1] , salinity of material [2] , moisture migration problems [3] , [4] , [5] , [6] , [7] , [8] or murals damage evaluation [9] . The separate group of investigations concern thermal properties estimation of the materials. In the work of Bison et al. [10] an interesting approach, utilizing the laser impulse method, has been described. In the proposed method, the authors recorded the resulting thermal response of the sample surface by an infrared camera. In further analysis, based on the Fourier transform of the recorded image, the studied thermal diffusivity has been evaluated.
The most numerous group of currently investigated materials are the ones with uniform internal structure, with small spatial variation of material properties, for example metals, pure ceramics and plastics [11] , [12] , [13] , [14] . Another separate group is represented by building porous materials with mostly non-homogenous structure, such as ceramic brick, aerated concrete (AAC) [15] , cement and lime mortar, and concrete [2] , [3] , [10] . These materials generate additional problems during infrared testing. Among them, one can find unidentified impurities (for example in ceramic bricks) and inclusions of different origin, such as aggregates in mortars and certain clinker bricks. In the proposed approach, the influence of the aforementioned inclusions has been reduced by the approximation of the measured temperature field with the pseudo-Voight function.
The main objective of the presented work was to evaluate the applicability of the infrared camera in order to estimate a laser beam absorption by the surfaces of selected porous building materials. The shape of the laser beam spot was also studied, due to better description of the boundary condition in the analyzed case.
With a thermovision camera operating principles in mind, it was necessary to produce a required temperature field in the modeled nonstationary thermal process. In this area more or less complicated methods have been developed, for example with the use of surface heaters [16] , a thermal impulse with constant intensity [17] , hot air [18] , or heating lamps [19] .
To simplify the experiment, the infrared camera, together with the low-cost, low-power, red CW laser module, have been used. This assembly was used for estimation of the energy absorption fraction and the shape parameter of an incident laser beam, during the short time of continuous sample heating. The knowledge of these two quantities can be used in further research for the estimation of the thermal properties of porous building materials with a similar structure. 
Description of the problem
To achieve the goals featured in the introduction, the classical two-dimensional heat transfer model with the cylindrical symmetry was assumed ( Fig.1.a) , described by the differential equation 2 2
with the initial condition 0 T T = in the whole area occupied by the body (for 0 t = ) and the boundary conditions (see Fig.1 [11] , [12] , [13] , expressed as 
The quantities abs Q and eff R are treated in a similar way, like the ones in the formula describing a laser beam in the technological processes based on laser treatment of materials, but this time abs Q denotes the power of the absorbed laser beam, and eff R is the effective Gaussian (for which 2 0 I I e − = [13] ). The assumption of boundary condition in the form of (2a) and (3) is justified by the very small depth of the transitional zone, in which the laser beam transfers into the heat energy, with estimated order of several dozens of micrometers [20] , [21] .
For the simplification of the computational model, it is assumed that heat flux is "shifted" by the width of that transitional zone. The above approach, implying that abs Q and eff R depend on material properties, is motivated by the high superficial property variations (especially roughness) and a different internal structure of porous building materials. This may change the range of the laser beam interaction with the material. The above assumption will be discussed in section 3. The parameters appearing in equation (3), i.e. eff R and abs Q , are necessary for correct modeling of the initial-boundary problem, described by (1) and (2). As mentioned above, the problem lies in the fact that these quantities depend on surface properties of material. Let us assume that a thin transitional zone behaves like a surface heat source. Then, we should firstly determine the properties of that source in the experiment. The unknown parameters, i.e.
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abs eff Q R = u , were estimated using the method of minimization of objective function ( ) F u given in the form T r t u was calculated at the same points, with the specified set of parameters u . The values of i T elements were calculated from (1), with boundary conditions (2) , by the means of the two-dimensional Finite Difference Method (later called FDM), according to the Peaceman -Rachford implicit ADI scheme [12] , [22] , [23] . The ADI technique is based on the unconditionally stable, implicit solution of the problem in separate directions. The analyzed domain has been divided into equally sized elements in both directions. The elements have the dimensions of 0.305x0.305mm, what corresponds to the size of the area seen by the one pixel of IR camera. For further analysis, only the part of sample surface, denoted sc A (Fig.1.a.) , was taken into account, due to a relatively small laser spot range.
The simplification of the sample geometry model, described above, was justified by the fact that the time consuming 3D analysis of the same domain led to very similar results. For the comparison of the two models, the 3D finite difference scheme was developed. The differences in the resulting surface temperature between 2D and 3D models were negligible. Therefore, it has been assumed that the proposed simplification is suitable for further analysis.
Materials used and test assembly
The measurements of temperature values ( , ) i Y r t at the sample surface were performed for two different materials: clinker brick with sand admixture (CK) and cement mortar (ZC), made according to the code EN 196-1 from water, cement CEM I 32.5 and sand with 0 2mm ÷ aggregates, in weight proportions 0.5:1:3. In Table 1 , the mean values of major physical properties of analyzed materials, determined in 25 C°, are summarized. The measurements of thermal properties, i.e. thermal diffusivity a and thermal conductivity λ , were carried out with the use of Netzsch LFA427 analyzer (laser-flash based apparatus). In order to perform temperature measurements, during the sample surface heating-up process by the laser beam, the experimental assembly was built, as shown in Fig.2 . The sample was placed on the wooden stand 1, equipped with graphite-coated shield 2 to reduce beam reflection effects. As the heat source, we used the low-power laser diode module 3 (Mitsubishi ML101J27, 660 nm, max. 150 mW CW), together with anamorphic prism pair 4 (Thorlabs), for the beam shape correction. As the temperature recording device 5, the VigoCAM v50 infrared camera (VIGO System, NETD=0.08K, spectral range 8 14 m µ ÷ ) was used. The sensitivity of the camera is suitable to perform the measurements in the narrow range of temperature changes. The assembly was completed with a stable laser power supply unit 7 and a PC computer 6.
The measurements were taken in room conditions. Before the measurements the samples were stored in room temperature, with the air humidity about RH=65 %. The heat transfer coefficients were initially assumed to have an equal value, i.e. 
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7. Fig.2 . Test assembly scheme: 1-sample on a stand, 2-shield, 3-laser module, 4-correction prisms, 5-infrared camera, 6-PC computer, 7-power supply unit.
5.
6.
3.
The accuracy of the infrared temperature measurements of physically heterogeneous materials is affected with numerous errors, arising from different emissivities of individual fragments of the analyzed area. In Fig.3 ., the surface structure of analyzed materials is shown in the visible range, with numerous aggregate intrusions clearly visible for both CK (a) and ZC (b) samples. Furthermore, 
THE MEASUREMENT
Data preparation
As we could see in section 2.1, one of the components of minimized function ( ) F u is the vector of temperature ( , ) i i Y r t , measured in specified points and time. In order to observe temperature changes during laser heating-up of the surface, the experimentally estimated measurement time of 20 s was chosen. The reduction of the measurement time to 20 s was sufficient due to fast temperature stabilization in the center of the spot. It also allowed for elimination of the sensing matrix drift. For both tested materials, the sequence of 20 frames, from 1 to 20 s with 1s step, was recorded. Line L, close to the spot horizontal axis was chosen as the most appropriate for further analysis, as one can see in Fig.6 ., Fig.7 ., for the clinker brick and Fig.8., Fig.9 . for the cement mortar.
In addition to the reasons discussed in section 2.2, the measurements of surface temperature based on infrared imaging are also affected by noise generated by IR sensing matrix [24] . To minimize the influence of these effects on calculation precision of the functional ( ) F u , the global approximating pseudo-Voigt function was chosen, resulting from the convolution of Gaussian and Lorentzian functions [25] , in the form In Fig.10 .a) and Fig.10 .b), we can observe the selected results of fitting the function (5) 
, for CK and ZC sample, respectively. 
Results of the calculations
After replacing the temperature measurements ( , ) 
The minimization of functional (6) was performed using the direct search method within the u parameter domain. After the analysis of the expected domain range, the limiting values for the effective radius were chosen as { } As the result of the FDM calculations, the temperature vector i T for every time step was obtained. Using relation (6), the value of functional ( ) F u was calculated for each of the 20 time points. Fig.11. and Fig.12. show the selected maps of ( ) F u for 5 t s = for both tested materials, together with a position of the single minimum and corresponding values of abs Q and eff R , which proves the uniqueness of the solution. Finally, in Fig.13. and Fig.14. the resulting values are plotted together, for every time step. In Table 2 ., averaged values of examined parameters are listed. It is worth pointing out that the difference between abs Q and eff R for CK and ZC sample is about 8 %. This difference gives us important information about the absorption abilities of the tested materials. Fig.12 . Error function plot of ( ) F u for t=5s -ZC sample. , we found, that the differences between the resulting heat conductivities do not exceed 1 %. Therefore, the rejection of the convectional part of the boundary conditions (2a)-(2c) (setting them to the zero value) is justified for the future developments of the proposed method. 
CONCLUSIONS
In a comparison with other experimental methods, mentioned in the introduction, the presented methodology allows performing relatively uncomplicated and effective investigation of the surface absorption properties of porous building materials. In the first stage of the proposed approach the classical formulation of heat transfer in cylindrical coordinates was solved numerically by means of the Finite Difference Method. Thereafter, the optimization method based on the direct domain search was used for estimation of the key parameters appearing in the boundary condition of the problem. This condition is tightly bonded with the searched absorption property and laser beam shape parameter of investigated materials.
On the basis of the results achieved in the work, the following primary conclusions can be formulated: − The proposed method gives possibility of laser absorption estimation of porous building material with a very good precision. − The laser-induced heat source shape parameter, which can be assumed as constant one in case of homogenous materials, should be determined individually for specified groups of porous building materials. The further developments of the proposed method give also a chance to perform the measurements of other materials' properties, for example thermal diffusivity. To achieve this goal, the database of laser absorption for the common building materials should be prepared. The influence of superficial properties of the tested samples, concerning their finishing, roughness or moisture content in a material is the other important aspect, which should be considered in the next research. 
