We consider the metric multi-cover problem (MMC). The input consists of two point sets Y (servers) and X(clients) in an arbitrary metric space (X ∪ Y, d), a positive integer k that represents the coverage demand of each client, and a constant α ≥ 1. Each server can have a single ball of arbitrary radius centered on it. Each client x ∈ X needs to be covered by at least k such balls centered on servers. The objective function that we wish to minimize is the sum of the α-th powers of the radii of the balls.
Introduction
design. The clients (X) and the servers (Y ) are points in the plane, and the requirement is to construct disks centered at the servers such that each client is covered by at least k distinct server disks. A server disk corresponds to the area covered by some wireless antenna placed at the server, whose power consumption is proportional to the area being serviced by the antenna. The objective function is to minimize the power consumption of the antennas placed at the servers while meeting the coverage requirement of each client. This problem is thus a special case of the MMC problem, with X, Y in the plane and α = 2. This special case has been studied in several recent works [1, 5, 6] . Abu-Affash et al. [1] considered the special case of the MMC problem where X and Y are subsets of R 2 and the metric is the Euclidean distance. They gave an O(k) approximation for the problem. (Throughout the paper, it is implicit that we only refer to polynomial time algorithms.) Following their work, Bhowmick et al. [5] gave an O(1) approximation, thus obtaining a guarantee that is independent of the coverage demand. Their approximation guarantee also holds for a non-uniform generalization of the MMC problem where each client can have an arbitrary demand. The algorithm in [5] was further generalized in [6] , in which an approximation guarantee of 4 · (27 √ 2) α was achieved for the MMC problem in the plane, for any α ≥ 1.
In R d , their approximation guarantee is (2d) · (27 √ d) α , which depends on the dimension. Motivated by this, Bhowmick et al. [6] ask whether an O(1) guarantee is possible in any metric space. This is the question considered in this article. The metric space setting generalizes not only the Euclidean distance in any dimension, but also the shortest path distance amidst polygonal obstacles in R 2 or R 3 .
Bar-Yehuda and Rawitz [4] were the first to give an approximation algorithm for the MMC problem in which X, Y are points in an arbitrary metric space. They presented a 3 α · k approximation guarantee, using the local-ratio technique. They also consider the non-uniform version of the problem, for which they obtain a 3 α · k max approximation, where k max is now the maximum client demand.
The case k = 1 for the MMC problem is a traditional covering problem, and has a much longer history. In R d for any fixed d, a polynomial-time approximation scheme (PTAS) using dynamic programming exists, as shown by Bilò et al. [7] (improving on the work of Lev-Tov and Peleg [11] who obtained a PTAS for the plane and α = 1). For the general metric setting (with k = 1), the primal-dual method has been successful in obtaining constant factor approximations, as demonstrated in [8, 10] .
The MMC problem is known to be NP-hard even when X, Y are point sets in the plane and k = 1, for any α > 1. This was established by Bilò et al. [7] for α ≥ 2, and subsequently for α > 1 by Alt et al. [2] .
Some recent results that involve geometric set multi-covering problems can be found in [9, 3] . Reducing to a set multi-covering problem does not seem to be an effective way to deal with the MMC, partly because in a feasible solution to the MMC each server can contribute only one ball. This issue is discussed in greater detail in [6] .
Our Results
In this paper, we present an O(1) approximation for the MMC problem in any metric space, achieving a guarantee that is independent of the coverage demand k. The resolves a problem left open by Bhowmick et al. [5, 6] . To be more precise, our approximation guarantee is 2 · (387) α . We have not attempted to optimize the constants, as our focus is on answering the question of whether a guarantee independent of k is possible.
This result represents a major advance over [6] in our understanding of the MMC problem.
To explain this, we first describe the overall approach of [6] . They first compute covers ρ i for X, for 1 ≤ i ≤ k. Each ρ i is actually a special type of cover called a level i outer cover, as described precisely in Section 2. They show that k i=1 cost(ρ i ) is, up to a constant factor, a lower bound on the cost of the optimal solution to the MMC. Note that a server in Y may contribute a ball to many of the ρ i , so the union of the ρ i is not a feasible solution to the MMC.
Their algorithm for computing a k-cover is recursive -it first computes a (k − 1)-cover and then extends it to a k-cover. They bound the increase in cost in going from an (i − 1)-cover to an i-cover by c d · cost(ρ i ), where c d is a constant that depends on the dimension d and α. To extend their approach to the metric setting, one would have to bound the increase in cost in going from an (i − 1)-cover to an i-cover by c · cost(ρ i ), where c is a constant (that depends only on α). This is not possible, as the following "high-dimensional" example shows. Suppose that k, the coverage requirement, is even and α = 1. Let
where e j is the point in R k/2 with 1 in the j-th coordinate and 0 in the other coordinates. Thus, each of the k points is both a client and a server; each client has k − 2 points at distance √ 2 from it, and one 'antipodal' point at distance 2 from it. Here, we can let ρ i , the level i outer cover, for each i, to be the singleton set {δ(e 1 , 2)}, where δ(p, r) denotes the ball of radius r centered at p. Now suppose the (k − 1)-cover we have at hand is {δ(y,
That is, the radius assigned to each y ∈ Y is √ 2. Now an optimal k-cover is {δ(y, 2) | y ∈ Y }, since in any k-cover each client needs to be contained in the ball centered at its antipodal server. Thus the increase in cost incurred by the algorithm in going from the (k − 1)-cover to a k-cover is at least (2 − √ 2)k, which is larger than cost(ρ i ) = 2 by a multiplicative factor of Ω(k). Thus, the curse of dimensionality afflicts the analysis framework of [6] .
We now outline our approach in this paper. Our algorithm computes an i-level outer cover ρ i for each k/2 < i ≤ k. From each ρ i , we compute two covers of X, that use servers
We aim to do this in such a way that the cost of these two covers is at most c · cost(ρ i ), where c is a constant. The key challenge is that a server used at level i cannot be used at any other level. The question then is whether there is a good way to distribute the servers in Y to the k/2 outer covers. The main technical contribution of our work is in showing that a good distribution scheme indeed exists.
Our algorithm for the MMC is given in Section 3, after establishing needed preliminaries in Section 2.
Preliminaries
Let δ(p, r) denote the ball of radius r centered at p, i.e., δ(p, r)
For brevity, we slightly abuse the notation and write δ(p, d(p, q)) as δ(p, q). For β ≥ 0, we also use the notation β · δ(p, q) to mean δ(p, β · d(p, q)). The cost of a set B of balls, denoted cost(B), is defined to be the sum of the α-th powers of the radii of the balls. Any assignment r : Y → R + corresponds to the set of balls {δ(y, r(y)) | y ∈ Y }. Note that the cost of assignment r is the same as the cost of the corresponding set of balls. Instead of saying that r j-covers X, we will often say that the corresponding set of balls j-covers X.
For each x ∈ X and 1 ≤ j ≤ |Y |, we define y j d (x) to be the j-th closest point in Y to x using distance d. Ties are broken arbitrarily. For any x ∈ X, we define the i-neighborhood ball of a client x (in terms of distance d) as δ(x, y i d (x)). We define the i-neighborhood of x,
Outer Cover
Our work relies on the notion of an outer cover, which is described in Bhowmick et al. [6] . We adapt the definition of an outer cover from [6] as follows:
Definition 2.1. Given point sets X, Y in a metric space (X ∪ Y, d), positive integer i and α ≥ 1, an outer cover of level i is an assignment ρ i : Y → R + of radii to the servers such that for each client x ∈ X, there is a server y ∈ Y such that
Given a level i outer cover ρ i , and a client x ∈ X, any server y that satisfies the two conditions in the definition above is said to serve x; we also say that the corresponding ball δ(y, ρ i (y)) serves x.
To appreciate why outer covers play an important role, consider any k-cover of the set X of clients. Fix 1 ≤ i ≤ k. Form a set B of balls by adding, for each client in X, the i-th largest ball in the k-cover that covers the client. The set B thus constructed is seen to be a level i outer cover.
The algorithm OuterCover(X, Y, i, α, d) in [6] gives an i-th level outer cover whose cost is at most 3 α times that of an optimal i-th level outer cover. Our algorithm uses OuterCover(X, Y, i, α, d) as a black box.
The sum of the costs of the i-th level outer covers, for 1 ≤ i ≤ k, gives a lower bound on the cost of the optimal solution to the MMC. This is stated precisely in the lemma below, which has been adapted from [6] . 
where c = 1 9 α . Proof. Let B = {δ(y, r (y)) | y ∈ Y } denote the set of balls corresponding to the assignment r . We show that it is possible to form subsets B i ⊆ B, 1 ≤ i ≤ k such that:
If we show this, the lemma follows because
We create the set of balls B i in a top-down manner as described in Algorithm 1. We thus have a set of balls
, and no two balls in B i intersect (Property 3).
We now verify that each B i also satisfies Property 1. For this, consider L i , the set of balls obtained by increasing the radius of each ball in B i by a factor of 3. We argue that L i is an outer cover of level i for X.
Algorithm 1 Compute-Balls
Require: The set of balls B corresponding to a k-cover assignment r Ensure: The set of balls B i , 1 ≤ i ≤ k. 1: for i = k to 1 do 2:
Let largest i (x) ← The largest ball in B that contains x. 3 :
Let b be the largest ball in B i .
7:
N ← Set of balls in B i that intersect b. 8 :
Fix x ∈ X, and consider the ball largest i (x) in Line 3 of iteration i. At this point, the balls in k j=i+1 B j have been removed from the original B, which had at least k balls containing x. Since no two balls in B j intersect, there is at most one ball in each B j that contains x. Thus, at this point, there are at least i balls left in B that contain x. Thus, the radius of largest i (x) is at least d(x, y i d (x)).
If largest
. The ball obtained by multiplying the radius of b by 3 is in L i ; it contains largest i (x) and thus x; and it has radius at least d(x, y i d (x)). Thus, L i is an outer cover of level i for X. Since OuterCover(X, Y, i, α, d) returns a 3 α approximation to the optimal outer cover, we infer that
Thus, Property 1 holds.
Algorithm
In this section, we describe a constant factor approximation for the MMC problem. Recall that our input consists of two point sets Y (servers) and X(clients) in an arbitrary metric space (X ∪ Y, d), a positive integer k that represents the coverage demand of each client, and the constant α ≥ 1.
Algorithm Overview:
Since the algorithm is somewhat complex in its technicalities, we give an intuitive overview. Suppose that k is even. We first compute a level i outer cover
We then take each outer cover ρ i , and distill from them two covers of X. This gives us k covers in all. We refer to the process of distilling a cover from an outer cover as materializing the outer cover.
To materialize an outer cover, we extract a subset of the balls in it, and for each ball b in the subset, we "house" the ball at a server y that is near b. That is, we translate b so that it is centered at y, and then expand the translated ball by a constant factor. It turns out that for a ball b in outer cover ρ i , the correct notion of "near" is that y must be in the i-neighbourhood of a client that b serves.
For this scheme to work, each of the outer cover balls that we choose to house must be matched with a unique server from Y that is near the ball. To aid in computing such a matching, our algorithm does two things.
1.
It works with a subset X ⊆ X of clients, called dominant clients, that is in a certain sense a sparse representative of X. 2. It uses a new metric d that is derived from d by imagining that some of the servers in Y are moved so as to co-locate with a dominant client.
With this overview, we are ready to describe HierarchicalCover(X, Y, k, α), our actual algorithm, that computes an assignment of radii to servers in Y such that each client in X is contained by at least k balls.
Algorithm 2 HierarchicalCover(X, Y, k, α)
1: For each y ∈ Y , assign r(y) ← 0 and mark y as available.
N ← Set of balls in C centered on clients in P .
9:
X ← X ∪ {x} 10:
Here, X i ⊆ X and λ i :
17:
Let B i ← ∅.
18:
for all x c ∈ X i do 19: if i > l then 20:
Mark y s as not available.
22:
B i ← B i ∪ {δ(y s , r(y s ))}.
23:
if i > l or (i = l and k is odd) then 24:
y p ← nearest available server in Y P xc (according to d). 25 : 
Conceptually, the algorithm HierarchicalCover(X, Y, k, α) can be divided into three phases: (1) computing dominant clients; (2) computing a new metric; and (3) computing outer covers and materializing them. In each of the following three sections, we identify a phase, elaborate
Let X ⊆ X be a set of clients such that (a) for any two distinct clients x 1 , x 2 ∈ X , every path between x 1 and x 2 in G i has at least three edges in it; (b) for any client in x ∈ X \ X , there is a client x ∈ X such that x is reachable from x using a path in G i with at most two edges. 3: For each x ∈ X , let C x be the set of clients in X (called the cluster of x ) that can be reached from x using a path in G i with at most 2 edges. 4: Each cluster C x elects a representative R(C x ), which is the largest ball in outer cover ρ i that serves at least one client in C x .
The representative of each such merged cluster is the common representative of the clusters it was merged from. 6: For each merged clusterĈ b , pick any client x fromĈ b ∩ X and add x to X i . Set λ i (x)
to be the radius of the outer cover ball b. 7: return (X i , λ i ) on it, and in the process establish some useful properties. The properties should help the reader understand the algorithm better; the proofs of these properties can be skipped on a first reading.
Computing Dominant Clients
This phase consists of Lines 2-11. See Figure 1(a) for an illustration. Here, we compute a subset X ⊆ X of clients that we call the dominant clients. The computation gives us the following properties.
Claim 3.1. Let x i , x j denote any two distinct clients in X. Then we have x j ∈ 2·δ(x i , y l d (x i )). Furthermore, the sets Y P xi and Y P xj computed in Line 11 are disjoint.
Proof. Assume x j ∈ 2 · δ(x i , y l d (x i )) for two clients x i and x j in X. First assume that radius of δ(x i , y l d (x i )) is at least as large as that of δ(x j , y l d (x j )). Suppose that x i is added to X. Consider the iteration of the while loop (Lines 5-10) where this happens. The ball δ(x j , y l d (x j )) is discarded from C in Line 10 in case it has not already been discarded in an earlier iteration of the while loop. Thus, x j will not be added to X in a subsequent iteration. Now assume that radius of δ(x j , y l d (x j )) is larger than that of δ(x i , y l d (x i )). Then
). We argue as above to show that if x j is added to X then x i is not.
We have shown that if x j ∈ 2 · δ(x i , y l d (x i )) for two clients x i and x j in X, then at most one of x i and x j gets added to X. Thus the first assertion in the claim holds. The first assertion implies that δ(x i , y l d (x i )) ∩ δ(x j , y l d (x j )) = ∅. The second assertion in the claim is a direct consequence of this.
We refer to the servers in Y P xj as the private servers of x j . Each dominant client owns exactly l private servers.
For any x ∈ X \ X, there exists a dominant client x ∈ X such that d(x, x) ≤ 2 · d(x, y l d (x)).
(a)
The set C of four (non-dotted) l-neighborhood balls of clients in X (clients depicted by blue dots, servers shown as red crosses). Each dotted disk represents an inflated l-neighborhood ball of twice the radius of its corresponding concentric ball in C. The clients centered in the two shaded disks are the dominant clients added to X.
(b)
The dominant clients and their l-balls are depicted. Each server contained in the l-ball of a dominant client x is "moved" to x, giving rise to the metric d. Proof. Since x / ∈ X, x belongs to the set P (in Line 7, Algorithm 2) for some x ∈ X. By definition of the set P , the distance between x and x is at most twice d(x, y l d (x)), the radius of the l-ball of x, thus proving the claim.
Computing a New Metric
In Lines 12 and 13, we define a new metric d on X ∪ Y . This is the metric inherited from d by imagining that each private server is moved to the (only) client for which it is a private server. See Figure 1(b) for an illustration. Formally, for any y ∈ ∪ x∈X Y P x , we define f (y) = x j if y ∈ Y P xj . For any other u ∈ X ∪ Y , we define f (u) = u. For any p, q ∈ X ∪ Y , we let d(p, q) = d(f (p), f (q)).
For a client x ∈ X \ X, we let y j d (x) denote its j-th nearest neighbor according to d, breaking ties arbitrarily. For x ∈ X, however, we break ties in a very specific way, so as to simplify some later arguments. This detail is only needed for the analysis in Section 3.4, so the reader is welcome to skip to the paragraph before Claim 3.4.
Breaking Ties for defining j-th nearest neighbor:
We first fix an arbitrary total ordering < X of the clients in X and an arbitrary total ordering < Y of the servers in Y .
For each x ∈ X, we first fix an arbitrary total ordering < x of the servers in Y P x -for concreteness, let this ordering be derived from < Y ; we describe below how we extend the total ordering < x of Y P x to the entire set Y . The relation y < x y should be read as "y is nearer to x than y according to d."
Let y and y be two servers in Y . If d(x, y) < d(x, y ), we define y < x y , as one might expect. If d(x, y) = d(x, y ), we have the following cases for tie-breaking:
1. If y ∈ Y P x , and y ∈ Y P x , we let y < x y . 2. If y ∈ Y P x1 for some x 1 ∈ X \ {x}, and y is not a private server for any client, then let y < x y. 3. If neither y nor y is a private server, then let y < x y if y < Y y . 4. If y ∈ Y P x1 and y ∈ Y P x2 for two distinct clients x 1 and x 2 from X \ {x}, then let y < x y if x 1 < X x 2 . 5. If both y and y belong to Y P x1 for some x 1 ∈ X \ {x}, then let y < x y if y < x1 y.
Thus, in this case, we declare y to be nearer to x if y is nearer to x 1 . This is a key point of our elaborate tie breaking procedure. Now we can define the j-th nearest neighbor y j d (x) for x ∈ X -it is simply the j-th server in the total ordering < x of Y . Given a non-empty Y ⊆ Y , there is now a unique nearest server in Y to x -it is simply the first server in the ordering < x of Y . Similarly, there is a unique farthest server. For 1 ≤ i ≤ |Y |, we define the i neighborhood of x with respect to d to be
The following claim summarizes the important consequences.
Proof. (1) is straightforward from the definition. For (2) , note that the l servers in Y P x all belong to Y N d (x, k) = {y 1 d (x), y 2 d (x), . . . , y k d (x)}. Since l + l ≥ k, and considering the tie-breaking rules, there is room in Y N d (x, k) for the private servers of at most one other client. For (3), note that the d ball with center x and radius d(x, y) has at least 2l ≥ k points, since x and x c each have l private servers. For (4), note that by (3), y maximizes d(x, ·) over points in Y N d (x, k) . Also, by (2), x c is the only other client whose private server can belong to Y N d (x, k). The assertion follows these two facts and a consideration of the tie-breaking rules.
, . . . , y i d (x)}. We will use the notation δ(·, ·) to denote a ball only for the metric d, and not d. The following claim says that a server in the i-neighborhood of client x ∈ X with respect to d is almost within the i-neighborhood of x with respect to d. Proof. Let λ = d(x, y i d (x)). Let us first give an informal overview of the proof, relying on the mental picture of some of the servers y moving to a dominant client f (y). We argue that 1. Any server in the ball δ(x, λ), if it moves at all, moves to some dominant client within the ball δ(x, 2 · λ).
2.
No server that is outside the ball δ(x, 3 · λ) can move to within the ball δ(x, 2 · λ).
Notice that by definition, the ball δ(x, λ) contains at least i servers prior to server movement. Thus, after the servers move, we conclude from (1) that the ball δ(x, 2 · λ) contains at least i servers. Thus, the i nearest servers to x after the movement will be found in that ball. Consider any such server y. By (2), it must have been within δ(x, 3 · λ) prior to the movement. Now we give the formal proof, establishing the two facts we need. The following subclaim is fact (1) .
Proof. If z ∈ Y P x , the claim readily follows. If z is not a private server, then d(x, z) = d(x, z) ≤ λ and the claim follows. The only case that remains is that z ∈ Y P xj for some x j = x. In this case, f (z) = x j and d(x, z) = d(x, x j ).
We claim that d(z,
We continue with the proof of the original claim. Now, there are at least i servers in δ(x, λ), and Claim 3.5 implies that for any such server z, d(x, z) ≤ 2λ. We conclude that 
Computing Outer Covers and Materializing Them
This phase consists of Lines 14-26 of Algorithm 2 -the for loop, whose index i goes down from k to l. In iteration i, an outer cover ρ i is computed via an invocation of OuterCover(X, Y, i, α, d). Note that this is an outer cover with respect to metric d, and it can use any server in Y . Then the procedure Materialize(X, Y, i, ρ i , d), described in Algorithm 3, is called with ρ i as one of the inputs. This procedure returns a subset X i ⊆ X and an assignment λ i : X i → R + . In the rest of iteration i, we go through each client x c ∈ X i , and for each such client, we find up to two available servers in Y N d (x c , i) and assign them radii 43 · λ i (x c ). (To be precise, we find two available servers if i > l; we find one available server if k is odd and i = l.) The assignments to such servers are part of the final assignment returned by the algorithm. We defer to the subsequent section the reasoning for why such available servers can be found in iteration i. The assignments made in iteration i result in a set of balls that we denote in the algorithm by B i . We now establish some properties of the call to Materialize(X, Y, i, ρ i , d); these properties aid in the subsequent section, and illustrate why the balls in B i cover X.
Claim 3.6. Let x j , x j be two distinct clients in
Proof. Referring to Materialize(X, Y, i, ρ i , d), note that X i ⊆ X . Thus, x j and x j belong Using Claim 3.9, and the above assertions, we calculate that
Similarly, we calculate that
Also, since b serves both x 2 and x 3 ,
Finally, for any y ∈ Y N d (x, i), we have by Claim 3.4 that
Putting the four inequalities together, we have that for any y ∈ Y N d (x, i),
Figure 2
Illustration for proof of Claim 3.10. Fragments of the intersection graph Gi corresponding to the clusters Cx 1 and C x are depicted. The dotted ball corresponds to the common representative of the two clusters. Now suppose that x ∈ X \ X. Then by Claim 3.2 there is an
). Arguing as above, we obtain x ∈ X i such that (a) for any y
Server Availability
Fix an iteration i of the for loop in Line 14 in HierarchicalCover (X, Y, k, α) . In such an iteration, the algorithm considers each x c ∈ X i in the inner for loop in Line 18. For each x c , it looks for up to two available servers within Y N d (x c , i) and uses them. In order for the algorithm to be correct, such available servers must exist when the algorithm looks for them. In this section, we show that this is indeed the case. We introduce some notation for this purpose. For
To argue that suitable servers are available when the algorithm needs them, the following claim is crucial. Claim 3.11. Fix an i such that l + 1 ≤ i ≤ k. Assume that in all the iterations starting from k up to and including iteration i, the algorithm was successful in finding available servers in Lines 20 and 24. Consider any x ∈ X. Then (a) |Y
y can become unavailable because it gets chosen in either Line 20 or Line 24 for some
x
To show the claim, let us first consider the case x ∈ X i . Consider any x c ∈ X i such that x c = x. In the iteration of the inner for loop (Line 18) corresponding to x c , any servers that are made unavailable belong to Y N d (x c , i) and are therefore not in Y N d (x, i), by Claim 3.6. Thus, if any servers in Y x (i) ⊆ Y N d (x, i) become unavailable in iteration i, then this can happen only in the iteration of the inner for loop corresponding to x. In this iteration of the inner for loop, the servers that become unavailable are y s , the farthest server from x Y x (i), and y p , a different server that is chosen from the available servers in Y P x . Note that {y p , y s } ⊆ Y x (i).
Thus, only the two servers y s , y p in Y x (i) become unavailable in iteration i. Furthermore, if y i d (x) ∈ Y x (i) then y i d (x) is the farthest server in Y x (i) from x, and thus y i d (x) = y s . Thus Y x (i) \ Y x (i − 1) = {y s , y p }, and (a) holds. Since y s is the farthest server in Y x (i) from x, (b) holds as well. Now let us consider the case x ∈ X \ X i . By Claim 3.7, there is at most one client
is still available at the beginning of iteration i − 1, but is not in Y x (i − 1).) Part (a) of the claim holds, and part (b) holds vacuously.
So let us fix
can become unavailable only in the iteration of the inner for loop (Line 18) corresponding to x c . In this iteration, two servers from Y N d (x c , i) become unavailable: y s and y p ∈ Y P xc . We need to consider two scenarios: 
y s }, and part (a) holds. Part (b) holds as well, since either y p or y s is the farthest server in Y x (i) from x.
We can now argue that our algorithm always succeds in finding available servers. Proof. Fix an i and an x c ∈ X i . Assume that the claim is true for iterations k, k −1, . . . , i+1. Also assume that it is true with iteration i for the servers in X i handled before x c . Consider iteration i at the point x c is considered in the inner loop. Now, |Y xc (k)| = k, and by Claim 3.11, |Y xc (j) \ Y xc (j − 1)| ≤ 2 for i + 1 ≤ j ≤ k. Thus, Y xc (i) has at least two servers. Using an argument from the proof of Claim 3.11, none of the servers in Y xc (i) are made unavailable in iteration i up to this point. Thus, when the algorithm executes Line 20 corresponding to x c , there are at least two available servers in Y N d (x c , i). Part (a) of the claim holds.
For part (b), we begin by observing that when the algorithm executes Line 24 corresponding to x c , there is at least one available server y ∈ Y N d (x c , i). Now suppose that in some
consists of two servers from Y P xc . By Claim 3.11, a server from Y P xc is the farthest server from x c in Y xc (j). This implies that all servers in Y xc (j − 1) belong to Y P xc , and thus y ∈ Y P xc . This y is available when the algorithm executes Line 24 corresponding to x c .
We are left with the case that in each iteration i + 1 ≤ j ≤ k, Y xc (j) \ Y xc (j − 1) consists of at most one server from Y P xc . Since |Y xc (k) ∩ Y P xc | = l, there is at least one server y ∈ Y xc (i) ∩ Y P xc -observe that at most l − 1 iterations have passed. If the server chosen in Line 20 corresponding to x c belongs to Y P xc , then all available servers in Y N d (x c , i) belong to Y P xc . Thus, once again, y ∈ Y P xc is available when the algorithm executes Line 24 corresponding to x c .
If the server chosen in Line 20 corresponding to x c does not belong to Y P xc , then y ∈ Y P xc is available when the algorithm executes Line 24 corresponding to x c . We have thus shown that part (b) of the claim holds.
If k is even, the algorithm makes no assignments to servers in iteration i = l. If k is odd, the algorithm may make assignments to servers in iteration i = l, in Line 24. The following claim extends the previous one to handle this. The proof is a straightforward extension. Claim 3.13. Suppose k is odd. For iteration i = l, and any x c ∈ X i , there is an available server in Y P xc when the algorithm executes Line 24 in the iteration of the inner for loop (Line 18) corresponding to x c .
Approximation Guarantee
The following lemma puts together the claims we have established, and summarizes the guarantees that we need of algorithm HierarchicalCover(X, Y, k, α). Lemma 2. Let r : Y → R + be the assignment of radii to servers in Y returned by HierarchicalCover(X, Y, k, α). Then r is a feasible solution for the MMC problem, and the cost of the objective function is at most 2 · 43 α · k i=l y∈Y ρ i (y) α , where ρ i is the outer cover returned by OuterCover (X, Y, i, α, d) .
Proof. Recall that for any l ≤ i ≤ k, B i denotes the set of balls centered at the servers that get assigned in iteration i of the outer for loop in Line 14. For any l + 1 ≤ i ≤ k, B i contains, for each x ∈ X i , two balls centered at servers in Y N d (x, i) with radius 43 · λ i (x). From Claim 3.10, it follows that for each client x ∈ X, there are two balls in B i that cover x. By Claim 3.8, the cost of B i is at most 2 · 43 α y∈Y ρ i (y) α .
If k is even, then B l = ∅. If k is odd, then B l contains, for each x ∈ X l , one ball centered at a server in Y N d (x, l) with radius 43 · λ l (x). From Claim 3.10, it follows that for each client x ∈ X, there is one ball in B l that covers x.
By Claim 3.8, the cost of B l is at most 43 α y∈Y ρ l (y) α .
The assignment r returned by the algorithm corresponds to the set of balls k i=l B i . It follows that each client x ∈ X is covered by at least k balls under assignment r. The bound on the cost of the assignment r also follows from the assertions above.
We are now in a position to bound the cost of the algorithm HierarchicalCover(X, Y, k, α) in terms of the cost of any optimal solution. Let r be the assignment returned by HierarchicalCover(X, Y, k, α) and let r be any optimal assignment. Then we have:
The first inequality is due to Lemma 2, and the last inequality follows directly from Theorem 1.
We conclude with a statement of the main result of this article.
Theorem 3. Given point sets X and Y in a metric space (X ∪ Y, d) and a positive integer k ≤ |Y |, the algorithm HierarchicalCover(X, Y, k, α) is a polynomial time algorithm that returns a k cover of X with cost at most 2 · (43 · 9) α times that of an optimal k-cover.
