A Multi-Material Approach to Beam Hardening Correction and Calibration in X-Ray Microtomography by Evershed, Anthony N. Z.
A Multi-Material Approach to Beam Hardening Correction and Calibration
in X-Ray Microtomography
Evershed, Anthony N. Z.
 
 
 
 
 
The copyright of this thesis rests with the author and no quotation from it or information
derived from it may be published without the prior written consent of the author
 
 
For additional information about this publication click this link.
http://qmro.qmul.ac.uk/jspui/handle/123456789/8393
 
 
 
Information about this research object was correct at the time of download; we occasionally
make corrections to records, please therefore check the published record when citing. For
more information contact scholarlycommunications@qmul.ac.uk
A Multi-Material Approach to Beam Hardening
Correction and Calibration in X-Ray Microtomography
Anthony N. Z. Evershed
Thesis submitted in fulfilment of the requirements for the degree of
Doctor of Philosophy in the Faculty of Medicine
Centre for Oral Growth and Development
Institute of Dentistry
Barts and The London School of Medicine and Dentistry
Queen Mary University of London
September 2013
2Declaration Regarding Plagiarism
I declare that the coursework material attached herewith is entirely my own work and that I have
attributed any brief quotations both at the appropriate point in the text and in the bibliography at
the end of this piece of work.
I also declare that I have not used extensive quotations or close paraphrasing and that I have
neither copied from the work of another person, nor used the ideas of another person, without
proper acknowledgement.
Name: Anthony Neil Zbigniew Evershed
Course: PhD
Title of work submitted: A Multi-Material Approach to Beam Hardening Correction and Cali-
bration in X-Ray Microtomography
Examination: A thesis submitted for the degree of Doctor of Philosophy, University of London
Signature:
Date:
3A Multi-Material Approach to Beam Hardening
Correction and Calibration in X-Ray Microtomography
Anthony N. Z. Evershed
Abstract
X-ray microtomogaphy is a non-clinical, non-destructive, and quantitative technique for deter-
mining three-dimensional mineral concentration distributions in variably radiolucent samples
with a spatial resolution on the micron scale. For reasons of practicality, particularly for long-
term studies, it is often not possible or desirable to utilise a monochromatic X-ray source and
so microtomography using a conventional impact-source X-ray generator to produce a polychro-
matic photon beam is carried out instead. The use of photons of multiple energies causes the pro-
duction of projection artefacts arising from preferential absorption, which impair the greyscale
accuracy of the resulting reconstruction and the material concentration measurements that are
derived from the linear attenuation coefficients (LACs).
The purpose of the project described in this thesis is to identify weaknesses in the current method
of beam hardening correction and to develop and test a tomographic calibration and projection
processing method which may demonstrably improve the quality of current beam hardening cor-
rection methods as used with the MuCAT microtomography equipment, which provides a world-
class impact-source microtomography research and production facility at Barts and The London
School of Medicine and Dentistry.
An overview of the physical basis of X-ray computed tomography and X-ray microtomogra-
phy is given from first principles, and examples of quantitative applications of the techniques,
which generally depend on accurate reconstruction of linear attenuation coefficient values, are
discussed. The major sources of artefacts in X-ray microtomography are discussed, particularly
4those with a direct impact on reconstructed linear attenuation coefficient values. Beam hardening
is identified as an error source of particular interest, with secondary research on the effects of
any beam hardening correction method on the severity of Compton scatter artefacts, and a criti-
cal review is carried out of historical attempts to reduce or mitigate these artefacts, particularly
the single-material parameter-optimisation approach in service at the beginning of the research
project.
A ‘carousel’ test piece comprising multiple attenuators of multiple materials along with atten-
uation optimisation software based on varying multiple system parameters in order to extend
the functionality and usability of the existing correction model, and qualitative results have so
far been gathered suggesting the use of this system over the pre-existing attenuation wedge and
parameter-optimisation method.
A study of the effects of tuning the photon energy to which calibrations are made is carried out,
showing improved linear attenuation coefficient recovery at a higher energy than was previously
believed to be optimal, and a significant effect arising from X-ray generator target evaporation
leading to spatial changes and time-dependence of the target thickness parameter is measured,
suggesting that automated calibration as a standard part of the measurement process is required.
A stability experiment is carried out using this method in order to examine the possibility of
inconsistency resulting from ageing of the filament cathode, which is found not to significantly
impact the quality of results.
An immersion tank is developed in order to ensure beam hardening correction validity in the
case of dual-material specimens where a radiodensity-matching fluid can be provided and the
sample is suitable for immersion. Experimental comparison using a commercial beam hardening
calibration device as the specimen reveals significantly improved hydroxyapatite concentration
measurement recovery. An in-scatter experiment was carried out on the immersion tank, and it
was found that there was a significant scatter contribution when the tank was filled in the case
where the sample thickness is much less than the tank thickness. Proposals are presented for
further work to improve reconstruction quality through of scatter reduction techniques in impact-
source microtomographic systems, and to utilise the immersion tank for in situ chemical erosion
5experiments.
The effects of the improvements to the beam hardening process are demonstrated using a bio-
logical specimen to demonstrate qualitative changes in reconstruction, particularly in improved
dark levels surrounding the specimen. A second experiment is carried out in order to test the
reproducibility of results, which is found to be improved by approximately four times over the
same dataset corrected using the pre-existing beam-hardening calibration method.
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Chapter 1
Introduction and Background
The use of X-rays as a means to provide structural and compositional information about the world
has a long and varied history, from the first uses of “Röntgen rays” to examine the placement of
the bones of the hand and foot onwards. In the early 1970s the use of computed tomography
(CT) was pioneered by Hounsfield and Cormack, and the production of true three-dimensional
data-sets became a possibility with the development of cone-beam reconstruction algorithms in
the 1980s.
At the same time, the use of tomography at the micro-scale to provide accurate mineral con-
centration measurements by the analysis of reconstructed linear attenuation coefficients (LACs)
was demonstrated in Elliott and Dover (1982), named X-ray Microtomography (XMT). The work
presented in this thesis is a result of the combination of the need for determination of linear atten-
uation coefficients with the compromises required for performing XMT in a laboratory environ-
ment. XMT is a method by which computed tomography may be applied to the non-destructive
investigation of microscopic structures and high-resolution mineral concentration measurement
(Cesareo et al., 1999). For this reason, most of the discussion presented here will be applicable
equally to XMT and CT, and therefore in most cases the terms will be used interchangeably.
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1.1 Physical Background to X-Ray Imaging
In order to understand the compromises required in order to perform tomography in a laboratory
environment it is necessary to briefly explain the physical theory involved.
1.1.1 The Electromagnetic Spectrum
Electromagnetism is one of the four fundamental forces of physics, and is mediated by the pho-
ton, a chargeless particle with zero rest mass (Kobychev and Popov, 2005). The wavelength λ and
frequency ν of a photon are determined by the photon energy through the formula E = hν = hcλ ,
where c is the speed of light in a vacuum and h is the Planck constant (Cassidy et al., 2002,
p. 341). The energy spectrum of photons is by convention divided into named (albeit some-
times overlapping) ranges, where the photons’ interactions with matter are similar. In order of
increasing photon energy, these ranges are named in ISO (2007) as:
• Radio waves (<82.66 µeV)
• Microwaves (82.66 µeV to 1.24 meV)
• Infra-red/IR (1.24 meV to 1.631 eV)
• Visible light (1.631 eV to 3.263 eV)
• Ultraviolet/UV (3.1 eV to 12.4 eV)
• Extreme Ultraviolet (10.33 eV to 124 eV)
• X-rays
– Soft X-rays (124 eV to 12.4 keV)
– Hard X-rays (12.4 keV to 1.24 MeV)
• Gamma (γ) rays (>1.24 MeV)
By further convention, in radiation science the term ‘X-ray’ is reserved for photons produced by
the acceleration of electrons, while ‘Gamma rays’ are photons produced by atomic process such
as pair production (L’Annunziata, 2003, p. 58) Thus, notwithstanding the energy ranges above,
it may be correct to refer to a ‘gamma ray’ photon in the keVrange, which is indistinguishable
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from an X-ray photon of the same energy if the source is unknown. Photons that are more en-
ergetic than an atom’s ionization energy (between 3.89 and 24.59 eV) can cause the removal of
electrons from their orbitals (as discussed later), and are therefore known collectively as ionizing
radiation. While computed tomography (CT) can be carried out using visible light and gamma
rays, the scope of my project is limited to X-ray tomography.
1.1.2 X-Ray Production
X-rays are produced by Bremsstrahlung (German: lit. ‘braking radiation’), which is emitted
when a charged particle undergoes deceleration, in order to satisfy conservation of energy. There
are two major types of system which are used to produce X-rays for the purposes of CT and
XMT, whose properties affect the nature of the X-ray fluxes they produce.
1.1.2.1 Synchrotron Radiation
A synchrotron is essentially a toroidal accelerator of charged particles, mainly comprising an
evacuated storage ring. Electrons are ejected from a hot cathode by thermionic emission and
given an initial velocity using a potential gradient in a linear accelerator before being injected
either into a synchrotron ring of intermediate size to increase the velocity further or directly into
the storage ring, as shown in Figure 1.1. By the point of injection the electrons have been ac-
celerated to a significant fraction of the speed of light c, are forced into a closed path around the
centre of the torus by constant-frequency electromagnets (Dia, 2010). Insertion devices placed
on the storage ring cause the Bremsstrahlung emission of X-rays on the straight line tangential
to the circular beam-path, either as a broad-band beam in the case of undulators or as a more
intense narrow-band beam in the case of wigglers (Knoll, 2000, p. 19) (Iwanenko and Pomer-
anchuk, 1944; Elder et al., 1947). This beam emerges from the storage ring onto a beamline. A
monochromatic beam can be easily obtained using a double crystal monochromator to select a
specific wavelength through Bragg’s law for diffraction,
nλ = 2dsinθ (1.1)
where d is the crystal lattice spacing and θ is the scattering angle for photons of the desired
wavelength (Bragg, 1913). X-ray microtomography has been carried out at a large number of
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Figure 1.1: Schematic of the ‘Soleil’ synchrotron facility near Paris, France (EPSIM
3D/JF Santarelli), showing the electron linear accelerator (centre) and undulators (at the start
of each beamline.)
synchrotron beamlines (Kinney et al., 1989; Ham et al., 2006; Papadimitropoulos et al., 2008;
Drews et al., 2008).
1.1.2.2 Impact-Source X-Ray Production
X-rays can also be produced using a target (tungsten, for example) to achieve rapid deceleration
of electrons. Again, electrons are produced by a heated cathode (C) as shown in Figure 1.2 and
accelerated down a potential gradient spanning anywhere from 12 kV (the lower limit required
to produce ‘hard’ X-ray photons as defined by ISO 21348) to several hundred kilovolts. The
electrons impact on a metal target surface on the anode (A), causing them to decelerate almost
instantaneously to rest, and to emit X-rays via Bremsstrahlung (Knoll, 2000, pp. 17-18). This
is then collimated by the X-ray tube’s aperture. Waste heat is removed from the anode by water
cooling. Since the X-ray flux produced by this method is much smaller than that of a synchrotron
and the beam is divergent from the ‘pencil beam’ produced by a synchrotron, it is not possible
to use a crystal monochromator to make the beam monochromatic; a beam so tightly collimated
as to be effectively parallel (and therefore suitable for the monochromator) would require the
collimator to be placed at a sufficient distance from the source that the beam would have too
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low a flux to be of practical use. The beam therefore retains the Bremmstrahlung spectrum with
characteristic spikes of intensity caused by electrons transitioning into lower shells (known as
K- or L-emission from the names of the receiving shells). (Shultis and Faw, 2008, pp. 468-470)
This spread of X-ray energies leads to tomographic artefacts which will be discussed later.
Figure 1.2: Schematic of a Coolidge X-ray tube, showing the cathode heated by potential Uh and
the electrons being drawn down potential Ua to the anode, as well as a water cooling system (Win
and Wout).
1.1.2.3 Practicalities of X-Ray Production
Although a synchrotron can produce an X-ray beam that is both more intense and more spatially
well-defined than that of a conventional X-ray tube, permitting the use of a monochromator while
preserving sufficient beam power for tomography in a reasonable scan duration (and therefore not
subject to beam hardening artefacts as will be discussed in Section 3.2) (Papadimitropoulos et al.,
2008; Lee et al., 2008), it should be noted that an X-ray tube is both vastly smaller and less expen-
sive to operate (Drews et al., 2008), and therefore can be used on the bench-top in an academic,
industrial or medical setting without the expense of experimental time on an SR beamline (Sasov
and van Dyck, 1998). Impact-source systems also have the advantages of large scanning volume
and field of view and ease of use (Brunke et al., 2008), and are used in the Institute of Dentistry
at Barts and The London School of Medicine and Dentistry (BLSMD) as the basis for the Mu-
CAT microtomographic systems developed in Davis and Elliott (2004) and Davis et al. (2010),
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which are described in detail in Section 1.3.
1.1.3 X-Ray Interactions
There are three dominant photon—matter interaction processes over the X-ray energy range:
photoelectric absorption, Compton scattering and pair production, though there are other minor
interactions such as Thomson scattering as shown in ( (Shultis and Faw, 2008, p. 178)). While
Thomson scatter interactions dominate over Compton scattering at low photon energies (below
approximately 30 kiloeV in the case of interactions in hydroxyapatite), the interaction coefficient
for photoelectric absorption is still one or more orders of magnitude greater, as shown in Figure
1.3.
1.1.3.1 Photoelectric Absorption
Photoelectric absorption occurs when a photon is absorbed by an electron in a material and im-
parts enough energy to the electron to overcome its binding energy (this amount of energy is also
known as the ‘work function’ of the electron), thereby causing the electron to be freed from its
atom and casting an X-ray ‘shadow’. Despite this energy requirement, photoelectric absorption
dominates the attenuation characteristics of a material at low photon energies, particularly for
materials with a high atomic number Z, as the absorbers’ photoelectric cross-sections have a Z4
to Z5 dependence.
In the simplest case, we can consider the radiation incident on the sample volume to be a beam
of photons, all travelling parallel to the x axis. The transmission of X-rays through the volume
is, if scattering is neglected, then described by Beer’s law:
Io(x) = Io(0)e−µt x (1.2)
where µt = limx→0 P(∆x)δx . Note that this only holds for non-scattering monochromatic radia-
tion. (Shultis and Faw, 2008, p. 168) Radiocontrast agents such as compounds of iodine or
barium may be used where the attenuation due to photoelectric absorption of structures of inter-
est in a specimen are too similar to their surroundings, particularly in living biological tissues
where normal physiological processes will cause the agent to spread through the area of interest
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before the patient is scanned (Grabherr et al., 2008).
1.1.3.2 Compton Scattering
Compton scattering1 is an intermediate-energy interaction, again occuring between the incident
X-ray photon and an electron, where the photon energy is greater than the energy required to
eject the electron from its atom. In this case, the photon is not absorbed but retains the remaining
energy, thereby becoming a ‘softer’ X-ray travelling at some angle θ to its original trajectory
(known as the scattering angle) (Knoll, 2000, p. 50). Thus, in the photon’s frame of reference,
the net momentum component perpendicular to the photon’s initial path remains zero, satisfy-
ing conservation of momentum. (Shultis and Faw, 2008, pp. 27-28) The interaction’s energy
exchange is described by the formula:
λ′−λ = h
m0c
(1− cosθ) (1.3)
where λ and λ′ are the incident and scattered photon wavelengths and m0 is the electron mass,
as derived by (Compton, 1923). It should therefore be noted that the interaction does not remove
the X-ray photon from consideration, and that the process is stochastic rather than deterministic
in terms of photon scattering angle, the distribution of which is governed by the function derived
by (Klein and Nishina, 1994, pp. 113-129), shown in Equation 1.4.
dσ
dΩ
= Zr20
(
1
1 +α(1− cosθ)
)2 (1 + cos2θ
2
)(
1 +
α2(1− cosθ)2
(1 + cos2θ)[1 +α(1− cosθ)]
)
(1.4)
where r0 is the classical electron radius and α is the ratio of the photon energy and the electron
rest-mass energy
α =
hν
m0c2
.
(Knoll, 2000, p. 51).
The Compton scatter cross-section is proportional to Z while photoelectric absorption has a cross-
section proportional to Z4−5 (Knoll, 2000, pp. 49-51). Low-Z specimens are particularly common
in medical CT and biological XMT, owing to the large water component of living tissues.
1An excellent work on the history and theory of Compton scattering may be found in (Williams, 1977).
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1.1.3.3 Pair Production
A high-energy X-ray photon may decay into a particle-antiparticle pair (of which the least en-
ergetic is the electron-positron pair) due to mass-energy equivalence. Since the laws of con-
servation of mass and conservation of energy are only satisfied in this case when the particle-
antiparticle pair have equal and opposite velocities, the photon’s initial momentum must be ab-
sorbed by an atomic nucleus. Under all normal circumstances, the particle-antiparticle pair will
immediately annihilate. The probability of this interaction is related to the atomic number of the
nucleus by approximately Z2 (Hubbell, 2006).
This section is included mostly for completeness, since pair production is a phenomenon which
occurs only when the photon has an energy of at least 1.022 MeV or more (twice the rest energy
of an electron, permitting the creation of an electron-positron pair) (Shultis and Faw, 2008, p.
181), and can therefore be ignored for the purposes of impact-source tomography (van de Cas-
teele et al., 2002).
1.1.3.4 Interaction Dominance
Since the interactions between X-ray photons and matter are atomic number-dependent, the dom-
inance of attenuation modes will vary from material to material (Abdel-Rahman and Podgorsak,
2010). However, Compton scatter is dominant at higher energies than photoelectric absorption
since it requires both enough energy to free an electron from its host atom and remaining en-
ergy for the emission of a longer-wavelength photon. Using hydroxyapatite (HAP, chemically
Ca5(PO4) ·3 (OH)) as an example of a material of interest for medical and biophysical tomogra-
phy (in Figure 1.3), it can be seen that the interaction cross-sections are equal at approximately
55 keV.
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Figure 1.3: Graph showing the contributions to X-ray attenuation from the photoelectric effect,
Compton scatter and Thomson scatter in hydroxyapatite for photon energies 0 – 150 keV.
1.1.4 X-Ray Detection
1.1.4.1 Photographic Film
Photographic emulsions composed of gelatin and a silver halide on the surface of a film have
been used throughout the history of X-ray imaging for their direct sensitivity to X-ray photons.
In tomography, however, the X-ray projections must be combined and processed into a two-
dimensional slice or three-dimensional volume. While it would be possible in principle to use
film as a projection storage medium for optical scanning and reconstruction — and indeed film
was used in X-ray planography, a similar technique which was sometimes referred to as tomog-
raphy (Pollak, 1953) — it is more convenient to record the projections electronically.
1.1.4.2 Scintillators
In order to capture X-ray photons electronically they must first be converted into a less pene-
trating form of radiation by the use of a scintillator material, such as sodium iodide or caesium
iodide with a suitable dopant. Electrons in the scintillator absorb X-ray photons by the photo-
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electric effect, but the scintillator material’s threshold energy is sufficiently high to prevent the
escape of a photoelectron. Instead, the excited electron returns to its original state via a num-
ber of lower-energy transitions, each releasing a longer-wavelength photon. The structure of the
scintillator may be amorphous or crystalline, with columnar crystals providing a smaller spread
of light than amorphous phosphors.
1.1.4.3 Photomultipliers
Photomultipliers, or photomultiplier tubes, use a negatively charged electrode coated with a pho-
tosensitive material to emit an electron in response to photonic stimulus. The electron is accel-
erated down a series of potential gradients into progressively more positively charged electrodes
(called dynodes), which themselves release electrons. The final potential gradient draws the elec-
trons to the anode, producing a current pulse as the device signal.
The photomultiplier tube is a particularly sensitive device which can be used for photon count-
ing, and is therefore particularly suitable for scanning high-attenuation specimens. It is, however,
a complex and bulky non-solid state device which relies on the maintenance of a high vacuum
for its operation. While in use for synchrotron-based tomography, it is unsuitable for second- or
later-generation tomography (as described in Section 1.2.1) in a laboratory environment.
1.1.4.4 Image Intensifiers
An alternative photon-gathering system to the scintillator or photomultiplier tube is the mi-
crochannel plate image intensifier, which is an electro-optical device comprising a photocathode
coupled to a thin plate made of parallel glass tubes at a small angle to the plate’s axis, which
is sandwiched between Nichrome electrodes across which a bias voltage is applied. The am-
plification effect is similar to that of a photomultiplier tube in that large numbers of secondary
electrons are released from the incident electron’s contacts with the edges of the glass tubes,
thereby achieving high gain of the photon signal (Yin, 1979).
The electrons are directed onto a fluorescent screen via an optical fibre bundle or lenses (Baba
et al., 2002), and the resulting image (similar in principle to that produced by a cathode ray tube
television) is recorded by a CCD or other imaging device. Unlike a photomultiplier tube, it is a
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high-spatial-resolution device, and can therefore be used to acquire 2D images efficiently, which
led to their initial use in night-vision optics.
1.1.4.5 Charge-Coupled Devices
Charge-coupled devices (CCDs) are the most widely-used solid-state systems for image acqui-
sition despite being an outgrowth of research into solid-state memory. CCDs used in cameras
for astronomy (Martinez and Klotz, 1998), in consumer devices and as a data-gathering device
elsewhere in the sciences, replacing either film or earlier video tube systems such as Vidicon
(Barbe, 1980, pp. 2-3).
A two-dimensional CCD is an array of gate electrodes mounted to a photoactive substrate (gen-
erally p-doped silicon) via a silica insulating layer in order to produce a grid of capacitors. A
sufficiently energetic photon incident on the silicon will excite an electron from the valence band
into the conduction band, creating an electron-hole pair (Janesick, 2001, p. 26). If a voltage is
applied to the electrode, the electrons so released will be attracted, forming a depleted region
in the silicon. By sequentially applying a voltage to the electrodes in one row, the accumulated
charge can be moved across the device in the manner of a bucket chain as shown in Figure 1.4.
Once the charge reaches the end of the row, the final ‘column’ of electrodes can be switched
sequentially in order to read the column out vertically to some charge measurement device at the
corner of the array (Michon and Burke, 1980, p. 17).
Charge-coupled devices have historically been the standard detection device for impact-source
XMT. While they have a high quantum efficiency in themselves, this is dependent upon good
coupling between the scintillator and CCD (Jaffray and Siewerdsen, 2000). Nevertheless, their
good linearity over a large dynamic range makes them of great use when scan time is not the
most important factor in detector choice.
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Figure 1.4: Schematic of the clocking process in charge-coupled devices, showing part of a row
of CCD elements. (Adapted from (Schmid, 2005).)
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1.1.4.6 Flat-Panel Detectors
An alternative to CCDs was developed based on thin-film hydrogenated amorphous silicon ar-
rays, which act as photodiodes, integrated with a thin-film transistor array which is scanned up
to several times a second. As with CCDs, the photon’s absorption creates an electron-hole pair
(Varian Medical Systems, 2004). The scanning process, while sequential over each line of the
array, interrogates each pixel separately. Their large size gives rise to geometrical opportunities
which allow a much deeper scintillator to be used than with CCDs, increasing their efficiency.
Because of the rapid projection time they are particularly suitable for high-throughput environ-
ments such as gated tomography.
1.2 Computed Tomography
1.2.1 Computed Tomography Generations
The X-ray beam can be used for CT in several ways, as evolved during the first decade of tomo-
graphic development.
1.2.1.1 First-Generation Tomography
The ideal case for ease of reconstruction is a parallel-beam geometry, which uses a tightly-
collimated ‘pencil’ beam and a small detector, which take a projection by scanning across the
sample volume. The system is then rotated through a small angle and the process is repeated.
This arrangement formed the basis of first-generation CT scanners described in (Hounsfield,
1973), and the process both eliminates variation across the detector and means that all parts of
the X-ray beam travel the same distance before reaching the detector. As the beam is tightly
collimated, however, the X-ray flux is lower than it would be if all of the source’s emission were
allowed to pass through the sample. Additionally, the requirement of moving the source-detector
apparatus laterally as well as by rotation leads to a very slow data acquisition rate.
1.2.1.2 Second-, Third- and Fourth-Generation Tomography
Second-generation CT replaced the pencil-beam with a fan-beam geometry. This required the
use of a linear or curved multi-element detector, sacrificing guaranteed consistency of detection
for faster data acquisition, as the X-ray flux is greater in proportion to the fan angle (Maravilla
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Figure 1.5: Schematics of CT scanner generations: 1st-generation (a), 2nd-generation (b), 3rd-
generation (c) and 4th-generation (d), showing X-ray source (S), beam plan and detector (D).
Rotating-specimen and rotating-source geometries are geometrically equivalent.
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and Pastel, 1978). Third-generation CT expanded the fan angle to illuminate the entirety of the
sample, removing the need for translation of the source and detector entirely and reducing scan
times even further (Holt, 2007). Fourth-generation CT, the most recent fan-beam arrangement,
extended the detectors into a complete circle surrounding the sample, so that only the X-ray
source needed to be rotated (Ketcham and Carlson, 2001; Kropas-Hughes and Neel, 2000).
1.2.1.3 Volumetric Tomography
Specimen
X-ray 
Source
2D Detector
Figure 1.6: Schematic of cone-beam tomography geometry, showing X-ray tube, beam plan,
sample and detector (Davis, 2011).
Volumetric CT makes use of a cone-beam (or, in the case of synchrotron-based scanning, a wide
parallel-beam) geometry, which allows true three-dimensional reconstruction of a sample rather
than the layered slices to which pencil- and fan-beam geometries are restricted. The geometry
is otherwise similar to that of third-generation CT, albeit with a two-dimensional detector array
rather than a line of detectors (Kropas-Hughes and Neel, 2000). It is more computationally in-
tensive, as the photon path to a flat detector diverges in two dimensions, but there is an exact
reconstruction algorithm for cone-beam geometries when the source trajectory passes though all
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possible planes that intersect the sample volume (Tuy, 1983; Smith, 1985). Exact reconstruction
algorithms have been found for spiral-trajectory scanning (Tam et al., 1998; Wang et al., 2006;
Flohr and Ohnesorge, 2006), saddle-trajectory scanning (Lu et al., 2009), and for two-tilting-arc
scanning (Zeng et al., 2006), but there is no exact reconstruction method for cone-beam scanning
with a planar source locus (Wang et al., 1995). Data collection time is faster using this method
than with parallel-beam or fan-beam reconstruction, as a whole volume (the size of which de-
pends on the angle of divergence of the beam and the size of the detector array) may be recorded
in the same time as a single slice would take using the previous geometries (Kak and Slaney,
2001, p. 100).
1.2.2 Tomographic Reconstruction
XMT, like conventional CT, relies upon the reconstruction of the distribution of X-ray linear at-
tenuation coefficients in a sample volume from a large number of individual projections (Davis
and Elliott, 1997), each of which is a sample or set of samples of the product of the mean lin-
ear attenuation coefficient of the material through which the photon passes (including the air
surrounding the sample material) and the distance that the photon travels between source and
detector.
The geometry of the specimen’s rotation sets a lower limit on the number of projections Nmin
required in order to reconstruct from projections of width w pixels:
Nmin =
pi
2
w (1.5)
The projections are generally taken either over 180◦ or 360◦. In the latter case, the centre of rota-
tion can be determined using the mean of the centres of mass for each projection (Davis, 1994).
1.2.2.1 The Radon Transform
The projection of the sample volume is related to the geometry of the sample by the Fourier Slice
Theorem, which shows that the Fourier transform of the projection Pθ(t) gives the values of the
two-dimensional Fourier transform of the linear attenuation coefficient distribution in the sample
along a radial line in Fourier space of angle θ (see Figure 12.2a). The projection of the set of
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points which lie along a line rotated through θ from the y axis and displaced t from the origin is
described by the function
Pθ(t) =
∫ ∞
−∞
f (x,y)δ(xcosθ+ y sinθ− t)dxdy. (1.6)
This is known as the Radon transform, and the set of Radon transforms which covers the entire
range of values of t and θ can be plotted using a sinogram (Kak and Slaney, 2001, pp. 49-50), as
shown in Figure 12.2c
1.2.2.2 Filtered Back-Projection
The reconstruction method in use at BLSMD is Filtered Back-projection, in which the rows of
the sinogram (each corresponding to a given θ for a vertically-oriented sinogram) are filtered and
projected onto the ray-path passing through the centre of rotation at that angle (Van). In impact-
source systems, since individual photons will be travelling different distances through the sample
volume due to the diverging beam (even neglecting, for the moment, the effect of scattering) the
back-projection of the X-rays must now be weighted to compensate (Feldkamp et al., 1984). As
with parallel-beam reconstruction, fan beam reconstruction (i.e. a beam that diverges in the y
direction with increasing distance x) produces a two-dimensional image of a slice through the
sample volume, which must be repeated at different heights z to be built up into a full rendering
of the sample (Kak and Slaney, 2001, p.99).
1.2.2.3 Mineral Concentration Recovery
The tomographic reconstruction process should ideally produce an accurate distribution of LAC
values. If one wishes to measure mineral concentration, then Equation 1.7 may be used when the
mineral of interest and the major background material are known.
C =
µ
µm−µb ρm (1.7)
Here, C is the mineral concentration (expressed in units of density), µ is the measured linear
attenuation coefficient, µm is the LAC of a pure sample of the mineral and µb is the LAC of the
background material (generally air, which is almost negligible at CT-relevant photon energies as
shown in Figure 1.8.)
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(a) Simplified X-ray interaction with a sample, showing parameters for Radon transform.
(b) Sinogram of the specimen shape in Figure 12.2a. The vertical axis denotes the projection angle θ, while the
horizontal axis denotes t.
Figure 1.7: Generation of a sinogram of a virtual specimen based on 180 projections, using the
Radon Transform plugin for ImageJ (Abramoff et al., 2004; Farrell, 2006).
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Figure 1.8: Graph showing the linear attenuation coefficient of air at the International Standard
Atmosphere (15 ◦C and 101.325 kPa.)
1.2.3 Phase-Contrast Computed Tomography
If structure and absence of modification is of particular importance in the imaging of a low-
radiodensity specimen, then an alternative to the introduction of a radiocontrast agent is required.
The phase-shift effect of a specimen on the X-ray wavefront allows the use of phase-contrast
imaging in samples which are insufficiently attenuating to permit absorption-contrast imaging,
as well as in high-sensitivity applications on more attenuating specimens.
1.2.3.1 Phase Contrast by Interferometry
An X-ray beam is introduced into an X-ray interferometer, which causes the beam to split into
an object beam and a reference beam. The object beam is incident on the specimen under study,
which causes a phase shift in the beam according to its refractive index distribution. This causes
the object beam’s X-ray wavefront to bend and develop interference fringes. Concurrently, the
reference beam is passed through a phase shifter in order to adjust the relative phase difference
between the beams. Finally, the beams are recombined and the resulting interference pattern is
detected in the same way as for absorption-contrast imaging (Momose et al., 1996).
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Phase-contrast imaging by this method requires the X-ray photons to have a large spatial co-
herence in order to provide high contrast when the phase-shifted beams are recombined, and
was therefore restricted to use with undulator-sourced synchrotron radiation at a high brightness
(approximately 1015 to 1019 mm−2 · s−1 ·mrad−2 per 0.1% bandwidth) to allow the scanning of
comparatively large specimens, which requires a distant source (Winick, 1998), (Otendal, 2006,
pp. 39-40).
1.2.3.2 Phase Contrast by Refraction
Monochromatic radiation incident on a specimen will be refracted through some angle according
to Snell’s law, dependent on the refractive index distribution in the sample. By placing an ‘anal-
yser’ crystal after the specimen such that it reflects X-ray photons onto the detector, it is possible
to establish a dependence between reflectivity and the difference in angle between photons’ angle
of incidence on the crystal and the Bragg angle of the analyzer, by setting the crystal at a small
angle to the incident beam. Since the angle of refraction for X-rays is on the order of µrad, a
significant reflectivity contrast is obtained, thereby indirectly providing phase information via
refractive index measurement (Fitzgerald, 2000).
1.2.3.3 Phase Contrast by Direct Imaging
If photoelectric absorption can be regarded as negligible, it can be shown that given moderate
spatial coherence of the incident beam, phase information can be recorded directly (also known
as in-line holography, out-line phase contrast, and phase-propagation imaging (Otendal, 2006,
pp. 42-45). This requires a long exposure time (on the order of minutes per projection) but can
be achieved without the use of equipment additional to an X-ray source, specimen mount and
detector.
Once detected, the interference patterns form the projections for tomographic reconstruction.
Points of large phase change correspond to edges in the specimen, allowing edge detection to be
carried out. Impact-source X-ray tubes using a liquid-medal-jet anode, which offer sufficiently
high output for phase-contrast imaging by refraction or direct imaging under reasonably short
time-scales, have been developed (Tuohimaa et al., 2007), though it remains to be seen whether
they can be practically applied to tomography.
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1.2.4 Comparison with Other Quantitative Methods
1.2.4.1 Mass Spectrometry
Mass spectrometry permits the elemental composition of a sample to be determined by vapor-
ising the sample and ionising it using an electron beam. The ionised sample is then electrically
accelerated through a magnetic field in order to spatially separate elements by their charge/mass
ratio. The ions can then be detected individually. This is a destructive process, which gives only
compositional information and not structural, as tomography does.
1.2.4.2 Nuclear Magnetic Resonance Spectroscopy
Nuclear magnetic resonance (NMR) spectroscopy is a non-destructive method of partial deter-
mination of the composition of a sample by measuring the resonant frequencies detected by
aligning the magnetic moment of the atoms in the sample using a strong, constant magnetic field
(of several T), then perturbing the magnetic moments using radio frequency waves of an energy
appropriate to the atom of interest. This is appropriate for nuclei of non-zero spin (with odd
numbers of protons or neutrons), which can absorb the RF energy, but not usable for conductive
or ferromagnetic samples and can therefore not be used on an unknown specimen.
1.2.4.3 X-ray Absorption Spectroscopy
X-ray Absorption Spectroscopy (XAS) is a technique used to recover structural and composi-
tional information from the measurement of photoelectric absorption of monochromatic beam,
particularly at energies near absorption edges (Glen and Dodd, 1968). Because a monochromatic
beam is required, this method suffers from the same affordability and ease-of-use disadvantages
as synchrotron-based XMT. In addition, XAS is a local method — that is, it measures only those
atoms or groups of atoms that are bound to the target element, while XMT is used for scanning
at much larger length scales.
1.2.4.4 Dual-Energy X-Ray Absorptiometry
Dual-Energy X-ray Absorptiometry (abbreviated in the literature as DEXA or DXA) uses two
different X-ray spectra, either as two separate beams or as a beam that has been energy-filtered
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using a band-stop filter, to provide quantitative and non-destructive information by examining
the difference in transmission through a sample in different parts of the energy spectrum, partic-
ularly above and below an absorption edge for the material of interest. It is similar in concept to
Dual-Photon Absorptiometry (DPA), which uses a radioactive source as a γ-ray emitter (though
at X-ray energies - see Section 1.1.1) instead of an X-ray tube, and is used clinically in the mea-
surement of tissue density for the diagnosis of osteoporosis, and other tissue-related disorders
(Mazess et al., 1990).
1.3 The MuCAT Scanners
The XMT scanning system used to gather data for the experiments described in this thesis was
named MuCAT 2 (the interior of which is shown in Figure 1.9), and is the one of three similar
cone-beam rotating-specimen systems which have been developed for use in the Dental Physi-
cal Sciences group at BLSMD. Currently MuCAT 1 has reached the end of its service life and
is being upgraded, and MuCAT 3 (designed for equiangular rather than equispatial projection,
and with improvements to allow correction for X-ray field-based ring artefacts) is in pre-service
testing.
MuCAT 2 is an in-house development based on an X-Tek2 (Tring, Hertfordshire, UK) 225 kV mi-
crofocus X-ray generator and cabinet. The X-ray source is demountable, with a focal spot size of
5 µm on a tungsten target. The specimen and camera are mounted on mechanical stages supplied
by Physique Instrumente (Palmbach, Karlsruhe, Germany). The detection system comprises a
100 µm (approximate) columnar caesium iodide scintillator made by Applied Scintillation Tech-
nologies (Harlow, Essex, UK), coupled via a parallel optical-fibre faceplate (Davis and Elliott,
2006b) to a 800-series thermoelectrically-cooled CCD camera made by Spectral Instruments
(Tucson, Arizona). The camera incorporates a 16 megapixel Fairchild CCD485 sensor, of size
60 mm square. This sensor has a pixel size of 15 µm, binned initially on the chip and later in
software to 60 µm.
Projections on MuCAT 2 are taken over a 360◦arc, in order to gain centre of rotation information
2X-Tek was acquired in 2008 by Metris, and in 2009 by Nikon to become part of Nikon Metrology.
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Figure 1.9: Interior of MuCAT 2, showing X-ray tube and rotatable target (left, with blue cool-
ing hoses) with aluminium and copper filters, dental specimen (foreground, centre) mounted on
rotation stage via a chuck-based stand, itself mounted on an elevation-translation stage, and the
X-ray camera (right) in a shielded container to reduce scattered X-ray photon detection.
as described in Section 1.2.2. An odd number of projections are taken when a scan is expected
to be used for reconstruction, so that the ray-paths interlace with those taken from the scan’s
antipodal point, ensuring uniqueness.
As a result of the time-delay integration feature described in Section 3.1.1, the maximum sample
size is determined by scan time and the beam width, and is approximately 80 mm in diameter.
The vertical (ie. perpendicular to the plane of rotation) bounds may be extended by scanning a
long object in multiple blocks and ‘stitching’ them together after reconstruction.
Projections are read out from the bottom to the top of the detector. As a result of this, tabulated
projection data i9n a text file is inverted from the expected order, and when projection data or
projection-derived data is displayed as a histogram the origin of the graph corresponds to the
lowed used row of the detector.
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The MuCAT devices are in near-continuous use (when not undergoing maintenance) for the scan-
ning of specimens, most of which are biological samples either for research within the depart-
ment or from external sources. Further applications of tomography and XMT, particularly where
quantitative results are required, are shown in the following chapter. The duty cycle of MuCAT 2
requires that scans for purposes of process improvement be used as efficiently as possible.
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Chapter 2
X-Ray Microtomography: Applications
While X-ray microtomography was first developed for use in the field of dental materials, a num-
ber of applications have been discovered in other specialisations.
2.1 Biological X-ray Microtomography
As an outgrowth of computed tomography, XMT is often used as a tool for uncovering struc-
ture in three dimensions at high spatial resolutions. This is particularly effective for hard tissues
(bones and teeth), but can also be carried out for soft tissues with a suitable radiocontrast agent.
X-ray computed tomography is a much higher-dose technique than conventional radiography
(Golding and Shrimpton, 2002), due to the large number of projections that must be taken in
order to produce a reconstruction, given in Equation 1.5. In addition, there is an inverse fourth-
order relationship between reconstructed volume element (voxel) size and photon count required
in order to produce a reconstruction of given signal to noise ratio (SNR) (Davis, 1999). As a
result of this and the resulting extended scan times, XMT is unsuitable for in vivo studies apart
from a few small animal studies in specialised scanners.
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2.1.1 Hard-Tissue Studies
The quantitative study of hard tissue mineralisation is the research question which led to the ini-
tial development of microtomography as a technique, since bone and dental mineralisation can be
discussed in terms of concentrations of hydroxyapatite (HA), the dominant absorbing compound
(Berkovitz et al., 2010). The first XMT scanner built at the London Hospital Medical College
(the predecessor of BLSMD) was a first-generation device using a high-purity germanium or sil-
icon detector (Elliott et al., 1994). While the first-generation geometry requires very long scan
times compared with later-generation systems, it provides vey accurate reconstructions and was
used in (Elliott and Dover, 1984) to map mineral distribution in human femoral bone and in (Gao
et al., 1993) to show partial remineralisation of dental enamel to 10 µm spatial resolution. A
similar technique was used by (Postnov et al., 2003) using a cone-beam geometry to measure
demineralisation in newt bones as a result of prolonged exposure to microgravity.
Microtomography using MuCAT 1 was used in (Ahmed, 2011) to survey healthy and osteoporotic
human femoral heads both for bone mineral density and structural parameters such as bone vol-
ume fraction. Similarly, (Stock et al., 2006) used the ability of XMT to provide complete 3D
datasets to use appropriate LAC thresholds to examine the volume fraction of calcite (CaCO3)
in sea urchins and suggest structural functions for their central cylinders. Another quantitative
structural study was carried out by (Léonard et al., 2007) into pore size distribution in Cervus
Elaphus antlers, as a non-destructive three-dimensional alternative to histological sectioning.
XMT can also be used in a more visual fashion, for example to determine the effectiveness of a
clinical technique by defining a success criterion that can be expressed in terms of LAC values.
In (Ahmed, 2010) ‘before’ and ‘after’ datasets were taken of teeth with carious cavities (of which
an example is shown in Figure 2.1) in order to distinguish between unassisted hand excavation,
assisted hand excavation and chemo-mechanical excavation of the carious tissue.
2.1.2 Soft-Tissue Studies
By their nature, soft tissues in the body are primarily composed of low-Z elements. Discriminat-
ing between these to carry out quantitative tomography based on fine changes in linear attenuation
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Figure 2.1: Cross-section of a tooth imaged by XMT, showing demineralisation in the enamel
and dentin
coefficient is therefore much less practical than for hard tissues. It is possible, however, to use
thresholding in order to gain quantitative structural information on a specimen. In medical CT,
radiocontrast agents were used to outline the structures and periodic motions in the human heart
(Boyd and Lipton, 1983). Similarly, in vitro microvasculature studies (Bentley et al., 2002) us-
ing appropriate radiocontrast agents have been performed for small animal organs, and in (Cody
et al., 2004) an in vivo small animal study was carried out to examine pulmonary fibrosis, which
requires good spatial and contrast resolution at the lung-air interface.
2.2 X-Ray Microtomography in Materials Science and Industry
The tomographic inspection of non-biological materials and manufactured samples has been a
topic of interest for some years (Cesareo et al., 1999), generally to examine microstructural fea-
tures. In the earth sciences, there have been several fields of study proposed using X-ray CT as a
technique (Rivers et al., 1999; Ketcham and Carlson, 2001). In (Cruvinel et al., 1990), soil water
content and bulk density were measured by tomographic analysis. While this was carried out in
a biomedical scanner at a relatively poor spatial resolution of 1 mm, the use of LAC as a direct
proxy for other measurements is a technique of great utility in quantitative microtomography.
Microtomography has been used in the characterisation of causes of strain in glacial sediment
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samples in Tarplee et al. (2011), and the use of combined XMT/X-ray Fluorescence tomography
scanning devices to undertake combined structural and chemical analysis of a specimen was de-
veloped by Sasov et al. (2008a).
The study of cements (Bentz et al., 1994), metals (Ludwig et al., 2003) and other industrial ma-
terials liable to chemical or mechanical attack is of particular interest, particularly since microto-
mographic scanning is a non-destructive process and therefore ‘before and after’ measurements
can be carried out on the same specimen without affecting the validity of the result. Since XMT
offers a high spatial resolution, it has also attracted interest as a metrological technique (Suppes
and Neuser, 2008). One example of this use is in the assessment of radiocontrast-enhanced poly-
mers, as was carried out in (Anderson et al., 2006).
2.3 Microtomography in Historical and Archaeological Contexts
The non-destructive nature of microtomography makes it of great use in the study of historically
and archaeologically valuable specimens, which are often rare or irreplaceable. Since XMT per-
mits interior imaging of such samples without requiring sectioning, as shown in Figure 2.2, some
museums of natural history have therefore developed in-house microtomography facilities in or-
der to examine their own collections (Natural History Museum, 2012).
2.3.1 Fossil Examination
Fossils are the preserved remains of animals or plants dating from before the Holocene epoch.
Since these are found as casts, impressions or mineralised regions in sedimentary rock, compar-
atively high X-ray beam energies must be used in order to provide sufficient penetration to give
an adequate SNR.
The first known application of CT to the fossil record was by (Conroy and Vannier (1984), cited
in Haubitz et al. (1988)), in the examination of fossil skulls. Haubtiz et al. used a medical CT
scanner in order to examine the double-headed quadrate bone in an Archaeopteryx skull, lend-
ing weight to the argument that Archaeopteryx was a primitive avian. The use of synchrotron
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Figure 2.2: Cutaway rendering of an oak gall, showing gall wasp larvae gestating inside. Ren-
dered by Ajay Limaye using Drishti.
radiation microtomography, with much greater beam fluxes available, has also been used to char-
acterise morphology of fossil remnants (Mazurier et al., 2006).
2.3.2 Project Apocalypto
The combination of high spatial and contrast resolution gives XMT utility in the recovery of
textual information from historical documents. In Western civilisation, the preferred medium
for recording information, particularly for legal record keeping, was parchment, of which the
major component is collagen. Over time, and particularly with poor storage conditions, this can
degrade into gelatine, causing adherence in multi-layer documents such as scrolls and rendering
the document unreadable (Popescu et al., 2008).
A major source of ink between the medieval period and the 20th century was iron gall ink, which
— as the name implies — contains iron in the form of Fe2+/Fe3+ ions (Arcˇon et al., 2007). Since
the parchment has a much lower effective atomic number than iron, the presence of ink can be
detected by LAC contrast as shown in Figures 2.3 and 2.4. Preliminary experiments were carried
out as part of the Apocalypto collaboration between BLSMD and Cardiff University to detect ink
in a previously-unreadable 19th century scroll, and unroll the text in silico to recover the infor-
mation (Mills et al., 2012).
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Figure 2.3: Horizontal section of a large loose-wound scroll imaged by XMT, showing areas of
possible ink (brighter spots) and regions of contact between layers of parchment, rendered using
Tomview.
While this experiment was ultimately about the ability to recover a structure (ie. the text) and
therefore the recovery of information of importance to cultural and legal heritage, it requires both
good spatial resolution and high contrast resolution due to the thinness of the ink reducing the
linear attenuation to a fraction of, for example, that of a dental specimen, and possible leaching
of the ink layer out of the paper over time.
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Figure 2.4: Vertical cutaway section of a smaller loose-wound scroll imaged by XMT, showing
visibility of iron gall ink on parchment, rendered using Drishti.
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Chapter 3
Microtomographic Artefacts
When CT or XMT are used to recover gross structural information from a patient or a speci-
men, generally artefacts are at most a distraction for the operator. If precise LAC measurements
are at stake, however, any inaccuracy in the greyscale data produced is a matter of concern. In
Section 1.1.3.1 Beer’s law was given for non-scattering monochromatic radiation. In reality X-
ray sources produce a spectrum of X-ray energies, and scattering is not a negligible effect for
highly-attenuating specimens requiring high photon energies, particularly if the median LAC of
the specimen is low. Additionally, practically-required compromises in the scanner can lead to
inaccurate reconstructions (Tofts and Gore, 1980). The production of artefacts in a virtual phan-
tom was demonstrated in Davis and Elliott (2006a).
3.1 Ring artefacts
Any variation in XMT scanner efficiency, whether from a slight difference in detector element
sensitivity on a third-generation scanner or a systematic spatial change in X-ray spectrum, will
cause a corresponding variation in the detected attenuation. For a single one- or two-dimensional
projection this systematic error will be on the order of 1 %, which may be considered negligible.
As the projections are reconstructed, however, the presence of an artificially light or dark pixel at
a constant distance from the centre of rotation causes the buildup of a ring or half-ring (depending
on the angle through which the specimen is rotated over the course of the scan) on the projection
(Kinney et al., 1989), as shown in Figure 3.1b.
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(a) Sinogram of the specimen shape in Figure 12.2a, with a simulated over-performing (150% scale) detector pixel.
The vertical axis denotes the projection angle θ, while the horizontal axis denotes t. The effect of the dead pixel can be
seen as a pair of dark vertical bands.
(b) Reconstructed specimen, showing ring artifact. The reconstruction was performed over 180◦, causing a half-ring
artefact with streaking. An error this large is unlikely, but presented here for clarity.
Figure 3.1: Simulated ring artefact, using the Radon Transform plugin for ImageJ (Abramoff
et al., 2004; Farrell, 2006).
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Because the abnormal pixel is a constant distance from the centre of rotation, it leaves a centred
pair of lines on the sinogram (as seen in Figure 3.1a). It is therefore possible to blur the ring
artefact out by taking the discrete Fourier transform of the N ×M sinogram (Equation 3.1) and
applying a localised smoothing function such as the one-dimensional Butterworth low-pass filter
shown in Equation 3.2 before reconstructing. In this method, developed by (Raven, 1998), n = 4,
u0 is the spatial Nyquist frequency of the detector, and v0 is a threshold frequency.
P(u,v) =
1
NM
N−1∑
k=0
M−1∑
l=0
p(k, l)e−2pi[u
k
N +v
l
M ] (3.1)
H(u,v) =

1
1+
(
u
u0
)2n if |v| ≤ v0
1 otherwise
(3.2)
This method reduced but does not entirely remove ring artefacts in the reconstruction, depending
on the threshold value set, and comes at the cost of Gibbs phenomena as a result of the Fourier
transform, which can lead to further artefacts in the reconstruction. A real-sapce equivalent
was developed by (Boin and Haibel, 2006), using a moving average filter to suppress variations
(Equation 3.4) on the sinogram itself, taking advantage of the narrow width of ring artefacts.
y(t) =
∑
θ
pθ(t) (3.3)
ys(t) =
1
2N + 1
[y(t + N) + y(t + N −1) + · · ·+ y(t−N)] (3.4)
p′θ(t) = pθ(t)
ys(t)
y(t)
(3.5)
Again, their method is dependent on the value selected for the averaging window half-size N,
which requires a compromise between suppression of ring artefacts (for which a large N is ideal)
and the avoidance of blurring over a large number of pixels (small N).
In some circumstances the sinogram may not be available for direct manipulation (for example,
when using commercial reconstruction software). (Ketcham, 2006) developed a smoothing algo-
rithm that is applied to a polar transform of the reconstructed slices. This correction method can,
however, introduce secondary artefacts to the reconstruction, particularly Moiré patterns near the
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centre of rotation and streak artefacts where the correction intersects an unfavourably-oriented
material boundary. The author notes that the correction achieved in this way is in most cases
inferior to sinogram-based correction.
3.1.1 Time-Delay Integration
At BLSMD the problem of ring artefacts arising from detector element variability has been elim-
inated entirely by making use of the CCD readout mechanism. As noted in Section 1.1.4.5, the
X-ray signal is captured as a charge packet in a semiconducting layer of the detector and stepped
across the device. This process is regulated by a clocking signal, the frequency of which can be
adjusted to allow ‘time delay integration’ of charge (TDI) - imaging the same part of an object
with multiple detector elements in succession. This capability was used historically (Schroder,
1980) to increase the detectivity of the device, particularly for imaging fast-moving objects.
In the MuCAT scanners, the clocking is synchronised to the camera’s motion across the plane of
rotation, perpendicular to the X-ray beam, such that the charge packets are held stationary (Davis
and Elliott, 1997; Davis, 1997). Each element will image the X-ray field through a small portion
of the sample as the charge accumulated by previous elements from that same small portion is
moved underneath it (i.e., adding a time delay to the integration of charge), as shown in Figure
3.2. Thus, at the edge of the CCD the readout will be the sum of all the elements’ responses to
that one sample portion, effectively combining the responses of all of the elements across that
row of the CCD and removing the spurious variation in detector output. Additionally, the use of
a beam collimator attached by an arm to the camera permits the reduction of X-ray dose applied
to the specimen to those areas which are directly between the source and the detector area of the
camera (Davis et al., 2010).
This method also allows the width of a projection to be unconstrained by the area of the CCD
array, but significantly increases the time taken to scan each projection as the camera must be
translated across the X-ray beam (Davis and Elliott, 2003). It also does not account for ring
artefacts produced by anomalies in the X-ray beam, since these do not translate along with the
camera. A lesser degree of correction can be achieved by moving the camera only a few pixels
between projections, thereby moving the projections of the locus of points distance t from the
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centre of rotation (see 12.2a) onto a different camera pixel with each projection. This prevents
the buildup of high or low systematic errors in the detector into a ring artefact, at the cost of
reduced effective detector area.
The major limitation of TDI is that it limits the detector options to CCDs with the ability pro-
vided to adjust the clocking frequency, and that correction of horizontal distortion is not possible
(Davis and Elliott, 2006b). This means that the coupling between the scintillator layer and the
CCD must have very low distortion, preventing (at the time of MuCAT 2’s construction) the use
of tapering optical fibre faceplates and economically-viable lens systems with sufficient trans-
mission efficiency. As described in Section 1.3, a parallel faceplate was used in this scanner.
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Figure 3.2: Time sequence showing TDI readout of captured image (red column of pixes on the
left of the array) with camera motion (Ahmed, 2010).
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3.2 Beam Hardening
Impact-source microtomography uses a polychromatic beam, which gives rise to departures from
the ideal Beer law case known as ‘beam hardening’. This effect has been studied in the context
of X-ray CT since almost immediately after Hounsfield’s original paper was published in 1973
(Brooks and Chiro, 1976).
3.2.1 Causes of Beam Hardening
The bulk of an X-ray beam from an impact source, as described in Section 1.1.2.2, is a Bremsstrahlung
spectrum covering the entire energy range from zero to the electron accelerating potential, as
shown in Figure 3.3. Beer’s law for attenuation is therefore better written as in Equation 3.6,
where E is the incident photon energy.
Io(x) = Io(0)e−µt(E)x (3.6)
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Figure 3.3: Unfiltered tungsten X-ray emission spectrum at a peak potential of 90 kVand a take-
off angle of 22◦. The cut-off below 9 keV is an artefact of the Spekcalc spectrum generation
software. (Poludniowski et al., 2009)
3.2. Beam Hardening 60
In addition to bremsstrahlung, the spectrum produced in the X-ray target exhibits characteristic
peaks, with energies dependent on the atomic number of the target. For tungsten, characteristic
peaks primarily result from the Kα1 and Kβ1 transitions at 59.3 keV and 67.2 keV respectively
(National Institute of Standards and Technology, 2005).
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Figure 3.4: Photoelectric absorption spectra for common filter materials.
Since the work function is generally only a few electron volts (depending on the element), which
corresponds to ultraviolet light, all X-ray photons are capable of causing photoelectric absorp-
tion. However, as was seen for HA in Figure 1.3 and for other materials in Figure 3.4, there
is a generally negative relationship between incident photon energy and the cross-section of the
photoelectric effect at XMT-relevant energies, and therefore a high-energy photon is generally
more likely to be transmitted through a given thickness of a material (neglecting other interac-
tion mechanisms) than a low-energy photon. As a result of this selective culling of low-energy
photons, the X-ray field’s energy distribution is shifted upwards as the photons travel along the
beam path, shown in Figure 3.5 - this effect is called ‘beam hardening’. Material further along the
beam-path will therefore generally attenuate fewer photons by absorption than if it were simply
exposed to a reduced-intensity beam of the original spectral distribution.
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Figure 3.5: Beam hardening of a 90 kV, 22◦ tungsten emission beam, by copper and aluminium.
The median energy is approximately 26.5 keV in the unfiltered spectrum, and 44.0 keV in the
filtered spectrum.
3.2.2 Effects on Reconstruction
As the specimen is rotated during the scan, all of the outermost regions are brought closest to the
X-ray source in turn, while the centre of rotation is never exposed to the least energetic photons.
The effect of this is that a greater number of photons are absorbed in the surface of the specimen.
The reconstructed interpretation of this is that the surface is over-absorbing and therefore has a
higher LAC than is truly the case. Conversely, the LAC in the centre is depressed leading to
dishing artefacts (Davis and Elliott, 2006a), as demonstrated for an approximately uniform HA
pellet in Figure 3.6.
While the uniform case is relatively trivial to correct, in situations where high contrast is required,
such as studies of mineral concentration in biological materials, it is not possible to correct the
reconstructions without some a priori knowledge (or assumptions) as continuous variations in
LAC are expected. In treatment validation, minor LAC variations are of interest, and therefore
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(a) Hydroxyapatite disc, scanned at 90 kVp
without beam hardening correction, with
contrast enhanced to demonstrate dishing
artefact.
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(b) Greyscale profile of 20 pixels surrounding the horizontal cen-
treline of the hydroxyapatite disc.
Figure 3.6: Demonstration of dishing artefacts arising from uncorrected beam hardening in a
uniform specimen.
accurate greyscale reconstruction is required.
Other artefacts arising from beam hardening include the generation of streaks in the vicinity of
strongly-attenuating inclusions in a specimen, particularly along the most-attenuating axes of the
sample or between multiple inclusions as shown in (de Man et al., 1999). These are of particular
concern in the validation by XMT of dental caries treatments, as a remineralising therapy would
be expected to possess abnormally high mineral concentrations, and the initial area of interest
would be in the area of the tooth where the treatment was applied.
3.2.3 X-Ray Target Self-Absorption
When X-rays are produced in the target of the X-ray tube, the electrons penetrate to a depth
determined by the target material’s stopping power (Thompson, 2009). Since the X-ray photons
are produced below the surface of the target, they must traverse some thickness of tungsten de-
pendent on the ‘take-off angle’ ϕ between their trajectory and the target’s surface, leading to a
variation in beam hardening over the vertical axis of the beam.
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3.2.3.1 Pitting-Induced Beam Hardening Variation
The release of X-ray photons is very inefficient; most of the electron beam energy is deposited
ultimately as waste heat via linear energy transfer to the target. A typical electron beam power
on MuCAT 2 is 16.2 W, focussed on a 5 µm spot. As the electron beam is applied over time,
the tungsten around the focal spot is vaporised, leaving a pit (Cherry and Duxbury, 1998, p. 55).
As shown in Figure 3.7, this pitting has an additional effect on the energy distribution of X-ray
photons produced in the target. If the take-off angle ϕ of a given photon is small, and the pit is
sufficiently deep, this may increase the level of beam hardening caused by self-absorption in the
X-ray target. Additionally, some of the vaporised tungsten may condense on the inner surface of
the X-ray window, in effect forming a tungsten filter of variable (but small) thickness.
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Cylindrical
Tungsten
 Target
Electron Beam
X-ray Window
φ
X-ray photon emission 
in all directions.
Beam hardness variation in 
relevant photons.
Figure 3.7: Schematic of a cylindrical X-ray target and window, with the takeoff angle of the
centre of the cone-beam labelled ϕ. The inset shows the formation of a pit and its effect on X-ray
beam hardness distribution.
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3.2.4 X-ray Beam Filtering
As can seen in in Figure 3.5, the beam hardening effect of some elements is very marked - prac-
tically all of the photons below an energy of 20 keV are absorbed, while at higher energies a
much greater proportion of photons is transmitted. Since metals of very well-characterised com-
position and high purity (in excess of 99 %) are available, it is therefore possible to pre-harden
the beam by placing known thicknesses of an appropriate metal foil between the X-ray source
and the specimen (Jennings, 1988). The following filter combinations are used in the MuCAT 2
scanner (Table 3.1): Generally filter materials of high atomic number are preferred, due to the
Accelerating Voltage Aluminium Thickness (cm) Copper Thickness (cm)
30 0.1 0.0
40, 60 0.05 0.0
90 0.12 0.005
120 0.0 0.0411
Table 3.1: MuCAT 2 filter thicknesses.
fourth- to fifth-order dependence of photoelectric absorption cross-section on Z (Knoll, 2000, pp.
49-51) causing such filters to be photoelectric effect-dominant over Compton scattering, which
is proportional to Z (Kinahan et al., 2003).
It should also be noted that, since filters remove photons from the X-ray beam, the statistical
power of the scan is reduced for a given X-ray tube power and duration of scan, leading either to
lower SNR or the requirement of a longer scan time.
3.2.4.1 Absorption Edges and Band-Pass Filtering
As Figure 3.4 shows, there are discontinuities in the likelihood of X-ray absorption for some
materials at tomographically-relevant energies. This is caused by the availability of transitions
between the electron shells; while electrons in outer shells (though with a high enough work
function to prevent Compton scattering) may still be ejected from the atom, electrons in lower
shells may be excited to higher energy states, providing a second absorption mechanism and a
corresponding jump in LAC. This property can be used in order to ‘tune’ the physical filters used
in order to increase the relative absorption of higher-energy photons, thereby producing a band-
gap energy filter.
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Didymium oxide (Nd2O6Pm2) is a compound used in welding goggles to attenuate sodium emis-
sion, and in photography as a band-stop filter around . It has an X-ray attenuation ‘step’ at
approximately 40 keV, making it a material of interest for pre-filtering X-ray beams when used
in combination with a caesium iodide scintillator.
Simulations of the detected spectrum for use at an accelerating potential of 60 kV were carried
out for BG36 glass (Schott), which has a composition as shown in Table 3.2. The relative photon
intensity spectrum is shown in Figure 3.8 for millimetre and half-millimetre filters in addition to
the half-millimetre aluminium filter used at that potential (from Table 3.1), with a CsI scintillator
thickness of 100 µm and a perfectly efficient detector.
Ingredient Chemical Formula Weight Percentage (%)
Boron oxide B2O3 40-50
Didymium oxide Nd2O6Pm2 30-40
Calcium oxide CaO 10-20
Arsenic trioxide As2O3 0.6
Table 3.2: Composition of BG36 didymium glass.
3.3 Scatter Artefacts
Compton scatter, described in Section 1.1.3.2, is more troublesome to understand than beam
hardening, since it encompasses not only the removal of photons from the X-ray field but also
the re-addition of lower-energy photons on a different trajectory. As a result, a sufficiently ener-
getic photon may undergo multiple scattering events, each one reducing the photon’s energy to
some degree. The detected trajectory of the scattered photon can generally not be back-projected
onto the X-ray source. A further complication occurs in highly-structured multi-species samples,
since scatter is a function of the specimen as well as the system. As a result, modelling of scatter
by Monte Carlo simulation was investigated and validated for diagnostic radiology in (Chan and
Doi, 1983).
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Figure 3.8: Simulated detected spectrum of a 60 kVp, 22◦ tungsten emission beam.
3.3.1 Scatter Distribution
The Klein-Nishina function described earlier predicts scattering into 4pi steradians, with varying
probability for a given photon depending on its energy, as shown in Figure 3.9. At tomographically-
relevant energies, the distribution is essentially bi-lobal, with the least probable scattering angle
(90◦) being slightly under half as likely as the most probable (0◦).
3.3.2 Scatter Effects on Reconstruction
Scatter may arise both from the specimen under study (sometimes known as ‘object scatter’) or
from parts of the system in the beam-path, such as filters. In both cases, the scattering centre
effectively acts as a weak X-ray point source. In a reconstructed CT dataset, object scatter in
particular manifests through LAC reduction, cupping (Kanamori et al., 1985), and streak arte-
facts, as shown by (Joseph and Spital, 1982), similarly to beam hardening artefacts, as well as an
increase in image noise (Davis and Elliott, 2006a). Scatter from near the primary beam’s source
increases the effective focal spot size of the beam, causing blurring effects, though large-angle
scatter is likely to miss the detector entirely.
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Figure 3.9: Compton scatter differential cross-section distribution for the tomographically-
relevant energy 40 keV, with 400 keV and 4 MeV distributions to show decrease in backscatter
with increasing photon energy. The distributions have been normalised to 1 at θ = 0◦.
Scattering becomes more significant as the specimen size grows since the scattered-to-primary
beam intensity ratio increases, and where the mean Z is low, and has therefore historically been
a problem of interest in medical CT more than XMT. As the cone angle of XMT systems has
increased, however, the volume in which Compton scatter may occur has increased to the point
where it is a necessary consideration (Siewerdsen and Jaffray, 2001).
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3.4 Other Artefacts
XMT, as the name suggests, is capable of resolving structures at the micron scale if there are sig-
nificant changes in LAC. Indeed, by making use of electron microscopy techniques to reduce the
electron-beam focal spot size of an impact-source system, it is possible to achieve sub-micron
spatial resolution (Sasov, 2004; Mayo et al., 2006). With these tight bounds on the sample’s
geometry, any radial motion of a part of the whole of the specimen or miscalculation of the
rotational step size can produce significant inaccuracies in the reconstruction, particularly in
non-rigid or dynamic contexts such as in vivo experiments. Discussion of these is presented for
completeness, as they fall outside the scope of the thesis.
3.4.1 Motion Artefacts
If the source of error is a linear motion (as a result of a jolt or settling of the specimen, for exam-
ple) streaking (known as a ‘tuning fork’ artefact) along the beam-path at the time of the motion
may be produced, emanating from ray-paths that are tangent to large LAC changes. These streaks
may extend across the entire imaged volume, and are particularly indicative of this type of error
(Davis and Elliott, 2006a). It is possible to reduce the likelihood of these artefacts occurring by
use of gated CT to ensure that all projections are taken at the same point in a repeated motion
cycle, such as for cardiac or pulmonary imaging (Boyd and Lipton, 1983; Cody et al., 2004), or
by sufficiently fast scanning, or other scan-time methods.
Motion artefacts due to thermal expansion in the sample or other parts of the X-ray system (par-
ticularly the X-ray target, into which a large amount of heat is deposited during scanning, and
the X-ray detector) are generally reduced by temperature control of the interior of the scanner.
This can be assisted by delaying the start of the scan by some time after the X-ray tube is en-
ergised, in order to approach thermal equilibrium more closely. Motion-related errors are also
correctable during reconstruction by modelling and accounting for the motion of the specimen
(Ritchie et al., 1996) or by interative alignment with forward-projected projections for random
fast motions (Sasov et al., 2008b).
Motion artefacts due to stage wobble may become particularly apparent when the sample is
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mounted a large distance from the rotation stage, as a small shift in the stage’s plane of rotation
becomes geometrically magnified. This type of artefact may be systematic and therefore cor-
rectable if the system is characterised using a known sample, as in Davis et al. (2010).
3.4.2 Centre of Rotation Artefacts
Errors in the determination of centre of sample rotation can arise from imprecisions in calcula-
tion or from changes in the sample’s positioning over the course of a scan, due to play in the
rotation stage or thermal expansion. The error so caused will be generally systematic in nature,
and can be corrected for either by applying a fixed correction based on previous experience with
the X-ray system or by generating an image metric for optimisation, as demonstrated in (Donath
et al., 2006). The result of an error in centre of rotation is a reconstruction with double edges
(Davis and Elliott, 2006a) or tuning fork artefacts at attenuation coefficient boundaries. This is
similar to the effect of sample motion, except that the artefact may manifest on all sides of the
high-attenuation region.
3.4.3 Field-of-View Artefacts
Partial-volume errors occur in filtered back-projection tomography when a highly-attenuating
object, stationary with respect to the specimen, partially intrudes on the detector’s field of view
in some projections of the CT scan. This is particularly likely to occur when a large cone beam
angle is used (Hsieh, 2003, p. 183). This situation may be necessary in order to scan a long
object in as few blocks as possible, for example in the scanning of rapidly evolving systems such
as a breath-hold scan of a patient in medical CT.
The artefacts produced by partial-volume errors generally include a loss of contrast in the recon-
struction, and streaking in the vicinity of large LAC changes (Katsumata et al., 2007). These
artefacts stem from the mathematical description of the effect having both a linear term and a
non-linear term (Hsieh, 2003, p. 184).
In XMT large specimens of which only a small portion is of interest are rare, though tomographic
strategies have been developed in order to minimise the structural information lost when there
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is a significant portion of the specimen outside the region of interest, as listed and described in
Kyrieleis et al. (2011). The specimens usually scanned in the MuCAT devices, however, are gen-
erally either sufficiently small to be scanned in their entirety or sufficiently well-aligned to the
stage’s axis of rotation to not cause any significant field-of-view artefacts unless the specimen
has been mounted poorly, in which case a re-scan with corrected sample handling is required.
3.5 Chapter Conclusion
While there are several different types of artefact, with a well-prepared experimental design only
those pertaining to the evolution of the X-ray field (beam hardening and scatter) are particularly
problematic. The two are similar in origin, being a result of an unknown or partially-unknown
LAC distribution on the X-ray field, as well as in many of their effects, and so this thesis will
concentrate on efforts to mitigate them in tandem.
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Chapter 4
Literature Review: Artefact Mitigation Strategies
There is extensive literature on methods used to reduce the occurrence of or to correct for both
beam hardening and scattering errors in X-ray computed tomography and microtomography.
4.1 Beam Hardening Calibration and Reduction
In addition to pre-filtering the X-ray beam as discussed in Section 3.2.4, beam hardening has
been the subject of correction by both physical and computational methods.
4.1.1 Water Bags in Computed Tomography
Early cortical tomographic imaging in medicine made use of water bags or water-filled skull
caps placed around the patient in order to equalise the length of ray paths through the patient and
to reduce the dynamic range of the sample volume (Beckmann, 2006), since water has a linear
attenuation coefficient similar to that of soft tissues such as muscle, fat and grey/white matter
(Hounsfield, 1973). A secondary advantage of this method was found by (Herman, 1979): the
use of a water bag to replace air surrounding a two-phase specimen allows the assumption to be
made that there are only two types of material between the source and the detector, permitting a
polynomial beam hardening correction of order two to be employed.
While the increase in contrast resolution achieved in X-ray detectors since the 1970s makes this
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correction statistically unreliable, in the general case a polynomial correction between the atten-
uation of the measured (polychromatic) beam and an analytically-modelled beam of appropriate
intensity has been used successfully since, though using higher-order polynomials.
If the specimen contains several contrasting species, however (such as a tooth containing a metal
alloy or amalgam filling, which would have at least three levels of LAC), this approximation be-
comes inaccurate. Further, the use of a water bag artificially lowers the apparent density of bone
and can, in cortical scanning, elevate the greyscale values of soft tissue near the inside edge of
the skull, creating a ‘pseudo-cortex’ artefact as a result of beam hardening in the bone (Brooks
and Chiro, 1976).
4.1.2 Dual-Emission Scanning
Dual-energy computed tomography was proposed by Coleman and Sinclair (1985) in order to
gain sufficient information to produce a beam hardening correction. This is achieved by either
taking two separate scans at different accelerating voltages or by using a line-by-line collimator
on the detector to alternate between the primary beam and a hardened beam, thereby deriving
spectral information which can be used to calculate a correction (Ritchings and Pullan, 1979).
This method was evaluated as being particularly useful for specimens where the ray-path was
unlikely to change significantly between adjacent projections, but that it would be less accurate
for scans involving sharp changes in LAC. Additionally, the division of each exposure into in-
terlaced projections decreases the number of primary beam photons available for reconstruction,
requiring a doubled scan time for the same SNR.
4.1.3 Segmentation
Hsieh et al. (2000) proposed a different method of correcting for beam hardening in bimodal sam-
ples. They segmented out from the initial scan any high-density objects, then forward-projected
the high-density areas in a tilted parallel beam configuration, which requires less computational
work than forward-projecting for a cone-beam geometry. These projections are reconstructed to
form an artefact-only image which can be subtracted from the initial cone-beam reconstruction
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to produce a corrected reconstruction. They showed, however, that this only partially suppresses
beam hardening artefacts from more complex samples, with minor improvements possible from a
two-pass correction using low then high segmentation thresholds. A similar, iterative, approach
was taken by Prevrhal (2004) with a bimodal (calcium-hydroxyapatite admixture in a PMMA
sample holder), which required a priori information regarding the tomographic system and sam-
ple.
4.1.4 Modelling and the Role of A Priori Knowledge
(Van de Casteele et al., 2002) developed a parametric energy-based model for beam-hardening
description, which was developed into a linearisation technique based on a physical model in
(van de Casteele, 2004). The energy based model related the photoelectric absorption in a sample
of thickness d to the source spectrum f (E) and the detector spectrum γ(E), the convolution of
which takes on a bimodal form dominated by energies E1 and E2, as shown in Equation 4.1
−ln I
I0
= µ(E2) ·d + ln
[
1 +α
1 +αe−(µ(E1)−µ(E2))d
]
(4.1)
where
α =
f (E1)γ(E1)
f (E2)γ(E2)
The model provided a good attenuation correction, shown in Figure 6 of van de Casteele et al.
(2002), at the expense of significantly lowered SNR. The test article was a single material
(PMMA in air). In van de Casteele (2004) this was extended to correct the reconstruction of
a bi-modal sample, with a priori knowledge of the sample’s composition (aluminium included in
PMMA) assumed. This required the assumption that the aluminium would be included centrally
so that only two beam hardening curves would be required (ie. PMMA and aluminium filtered
by depth d1 of PMMA).
Menvielle et al. (2005) published the results of their exploration of a simulation-based approach
to beam-hardening correction in 2005. This was based in part on earlier work in the simulation
of a fan-beam tomographic system for the analysis of metal streak artefacts (de Man et al., 1999),
which were concluded to be caused in part by beam hardening. de Man’s simulation produced the
incident X-ray spectrum purely as the sum of five monochromatic emissions from a line source
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— a drastic simplification of a physical source, which produces a continuum of photon ener-
gies. Menvielle’s model is based on several assumptions, most of which generalise well across
impact-source systems (ie. that the photon beam is thin and polychromatic, that the emission of
photons obeys Poisson statistics, and that attenuation is a Bernoulli process) but also requires a
perfect detector, an assumption that is not justified, particularly in systems using a multi-element
detector. Further, the method used — a nonlinear conjugate algorithm — required a large com-
putational investment: 230 seconds for a 63×63 detector array, on a workstation computer of the
day (Menvielle et al., 2005, p. 1867). While the effects of Moore’s law and the introduction of
graphics processing unit computation for parallel computing would be expected to improve the
computation time significantly, the same is true of less computationally-expensive methods.
The simulation approach to spectrum generation was also explored in Taschereau et al. (2006), in
that the tomographic system is simulated in its entirety, including the X-ray production, using the
GEANT4/GATE Monte Carlo simulation frameworks. This, however depends upon good prior
knowledge of the composition and arrangement of the system’s components. In particular, while
the results that Taschereau et al. generated from their simulation showed “reasonable agreement”
to measured spectra, there were significant discrepancies, particularly below 20 keV and near the
peak of the photon energy distribution, which they attributed to incomplete simulation of the en-
vironment, and uncertainties in composition and positioning.
4.2 X-Ray Scatter
Approaches to X-ray scatter generally have one of two focuses: the removal of scattered photons
from the beam or the correction of scattering artefacts after detection.
4.2.1 Scatter Detection
The simplest way to estimate the degree of scatter in a given X-ray projection is by blocking a
small angle of the primary beam near the source, then detecting photons in the region of the de-
tector that subtends the blocked angle, which (assuming a well-shielded X-ray system) can only
be scattered radiation. As the blocked angle approaches zero, the scattered radiation distribution
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in the scatter-only regions approaches that which is caused in an ordinary scan, though the sta-
tistical power of measurements of photon distribution becomes less the smaller the number of
blocked pixels are available. This technique was used by Siewerdsen et al. (2006) to estimate
scatter in the X-ray collimator ‘shadow’ and interpolate across the detector.
The simulation approach to scatter prediction was first explored in the early 1980s for diagnostic
radiology (Chan and Doi, 1983), but was applied to cone-beam CT by Colijn et al. (2004) in the
modelling of a Skyscan small-animal XMT device, using a combination of accelerated Monte
Carlo simulation and a data fitting procedure based on a deblurring algorithm to more rapidly
arrive at a smooth scatter projection based on the traces of 105 to 106 photons in approximately 2
minutes per projection (Colijn and Beekman, 2004). This method was refined further by Zbijew-
ski and Beekman (2006) — they noted that theirs was, to their knowledge, the first experimental
demonstration of scatter correction in combination with all other X-ray beam-related artefacts.
A Monte Carlo toolkit (CTmod) for simulating CT projections with scatter taken into account
was developed by Malusek et al. (2008) based on the ROOT framework, though it could not be
verified with experimental data on scatter-to-primary exposure ratios.
4.2.2 Scatter Reduction and Correction
Anti-scattering grids were investigated for use in digital mammography by Fahrig et al. (1994),
using X-rays produced from a 30 kVp source (ie. 30 kV peak potential difference in the X-ray
tube) scattered by a lucite breast phantom onto a one-dimensional grid. It was noted that even an
ideal grid would require an increase in X-ray exposure of between 1.3 and 2 for mammographic
purposes, but significant scatter reduction was shown for third-generation scanner geometries.
Simulation work by Leliveld et al. (1994) showed that collimation was particularly useful in the
removal of Compton scatter, while the smaller Thomson scatter component was less susceptible
to removal by collimation due to the low scatter angles of coherently-scattered photons. A two-
dimensional grid approach was taken by Tang et al. (1998), using the SLIGA X-ray lithography
process to produce 5× 5× 2 mm nickel grids with 80 µm holes, but these were not tested for
their scatter-removal properties. For comparison, the scintillator on the detector of the MuCAT 2
scanner measures 60×60 mm.
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Bottari et al. (2001) simulated anti-scattering grids of this type using the EGS4 Monte Carlo
package as a preliminary study, with only Compton scatter taken into account. They used image
contrast reduction and maximum contrast variation in a uniformly-thick virtual breast phantom
as their measures of scatter severity. As scatter is highly dependent on the object being imaged,
the suitability of a uniform phantom for scatter measurements in the context of mammographic
scanning (where the presence and volume of non-uniform parts of the breast is of primary im-
portance) is questionable.
Ohnesorge et al. (1999) published a scatter correction algorithm based on a convolution function
which could be used to subtract object scatter from projections in third- and fourth-generation
CT, at the cost of reduced signal- to-noise ratio. With a scan of 1024 projections and 1024 (ie.
322) samples per projection, the algorithm required 31 minutes to run on a workstation computer
of the day. Malušek et al. (2005) evaluated two optimisation functions for scatter reduction,
working under the assumptions of perfect X-ray detection and negligible statistical or electrical
noise, as well as axial symmetry of the sample.
In the MuCAT devices the use of time-delay integration allows for the scanning of specimens
that are wider than the field of view of the X-ray detector. This permits the primary beam’s cone
angle to be reduced by a collimator coupled to the camera’s translation stage, such that only that
part of the specimen which is currently within the camera’s field of view is illuminated. Since
extraneous parts of the sample are not illuminated by the primary beam, object scatter is reduced
to a minimum.
4.2.3 Scatter Quantification
Since scattering does not necessarily change the number of photons arriving at the detector, it
is not possible to easily compare scattering severities using a single figure of merit. While the
uncertainties in the use of tomography as a diagnostic tool for a particular research question can
be quantified by calculating the area under a Receiver Operating Characteristics (ROC) curve
(Fogarty et al., 2005), or by other methods of comparison with a ‘gold standard’ technique, the
quantification of the severity of artefacts themselves is not generally shown, as the artefact is a
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function both of the XMT apparatus (the X-ray beam, sample manipulation and detector char-
acteristics) and of the structure of the sample. This lack of intrinsic quantitative assessment is a
major stumbling block in determining the level of validity of general XMT reconstructions.
4.3 Chapter Conclusion
X-ray scatter and beam hardening share some artefact modes, and so beam hardening corrections
based on linearisation will go some way to reducing the effects of scatter on the reconstruction.
This partial scattering correction effect is also found with beam hardening corrections which
use measurements obtained from a test piece which has a similar geometry (and thus similar
scattering properties) to the specimen under study.
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Chapter 5
Beam Hardening Correction of MuCAT Scans
This chapter describes the status quo ante at Barts and The London School of Medicine and
Dentistry, upon which the project was intended to improve.
At the beginning of the project, the in-service correction was performed using a method devel-
oped by Davis et al. (2008), which is a correction derived by optimising self-absorption in the
tungsten X-ray target (since the X-ray photons are produced below the surface of the target) and
the thickness of the caesium iodide scintillator (into which the photons must be absorbed if they
are to be detected.) All other parameters of the X-ray system were believed to be known to suffi-
cient precision for an adequate correction to be made.
5.1 Aluminium Step Wedge
Attenuation measurements were taken of the 10-step aluminium step wedge pictured in Figure
5.1, which is a vertically-oriented (ie. normal to the plane of the rotation stage) sandwich of
aluminium sheets, with combined thicknesses as shown in Table 5.1 bolted to a frame beneath.
This replaced an earlier horizontally-oriented seven-step wedge developed in Davis and Elliott
(2003), which could be measured using a single X-ray projection but suffered from in-scattering
artefacts due to the variation in thickness (Ahmed, 2010).
Aluminium was selected for its ease of machining to precise thicknesses and for the ability to
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obtain it at high purity. The step wedge is positioned in the beam path close to the source, so
that the width of the wedge is only slightly narrower than the field of view of the detector, and a
single projection is taken for each step of the wedge by raising the specimen stage between pro-
jections (but without rotating the stage), so that each of the projections provides an attenuation
measurement for a different thickness of aluminium, with the other steps shielded from the beam
to minimise X-ray scatter.
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Figure 5.1: Aluminium step wedge viewed perpendicular to beam path, showing layers of filter
and frame.
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Step Number Number of Sheets Aluminium Thickness (cm)
1 50 2.5
2 37 1.85
3 27 1.35
4 19 0.95
5 13 0.65
6 9 0.45
7 6 0.3
8 4 0.2
9 2 0.1
10 1 0.05
Table 5.1: MuCAT 2 aluminium step wedge filter thicknesses.
These projections are preprocessed using M2PREPROC (as discussed in Section 6.1.1) to apply
dark and light field corrections. Unlike a specimen scan, no beam hardening correction is applied.
The resulting CON-suffixed file is used as an input to the beam hardening correction software.
5.2 Correction Software
The measured attenuations are compared to a model (Equation 5.2) of the detected spectrum of
the system D(E), which is the product of the source spectrum S (E) with the simulated spectral
responses of the tungsten absorption (subscript w), the X-ray filters (subscripts fn as detailed for
various accelerating voltages in Section 3.2.4), the aluminium step (subscript a) and the caesium
iodide scintillator (subscript c). It should be noted that in this model the only quantities that
cannot be obtained from a priori information are the thicknesses xw and xc.
D(E) = S (E) ·e−µw(E)xw ·
∏
n
(
e−µ fn (E)x fn
)
·e−µa(E)xa ·
(
1− e−µc(E)xc
)
(5.1)
Values of D(E) are calculated for each line in each projection, to allow for the expected variation
in optimal xw (Section 3.2.3). Assuming the scintillator light output is proportional to photon
energy, then the detected intensity should be
I =
∫ Emax
0
E ·D(E) dE (5.2)
By simulating an I0 projection (ie. with zero thickness of aluminium), the set of attenuation val-
ues ln (In/I0) are derived. These are compared to the measured attenuations (taken from the 100
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pixels surrounding the centre of attenuation of the projection) in the same projection and line,
with the differences squared and summed over all lines l and projections p in order to provide a
measure of error in the simulation as shown in Equation 5.3. This error, E is used as the function
return value for the IDL AMOEBA function described later in Section 6.3.2.5, in order to find an
optimal value of xw and of xc for each line in the projection.
E =
10∑
p=0
799∑
l=0
([
Ip,l
I0
]
measured
−
[
Ip,l
I0
]
calculated
)2
(5.3)
Once acceptable values have been determined, the attenuations of a 300-step virtual wedge of
the specimen material are then simulated for the equivalently-attenuating monochromatic X-ray
energy. These ‘calibration energies’ are selected from a look-up table (Table 5.2), which was
originally developed by choosing a virtual aluminium filter of a thickness designed to provide
50% polychromatic X-ray attenuation at the required accelerating voltage, then identifying the
approximate monochromatic beam energy at which the same filter again attenuates 50% of the
photons.
Accelerating Voltage (kV) Calibration Energy (keV) Example Uses
30 15 soft tissue, parchment
40 25 soft tissue
60 35
90 40 bone, teeth
120 55 metals, filled teeth
Table 5.2: Commonly-used accelerating voltages and monochromatic calibration energies.
The simulated attenuations are used to derive an eighth-order polynomial of attenuation against
material thickness, which forms the linearisation correction factor. User feedback is given in the
form of an updated graph of the modelled and measured attenuations.
5.3 Performance and Limitations
The rate of successful optimisation of the tungsten and caesium iodide thicknesses was not high,
with the optimisation often failing to converge. This was generally fixed on an ad hoc basis by
adjusting the accelerating voltage used by the optimisation code, since it was noted that there
was some variation in the voltage displayed by the X-ray tube’s power supply unit.
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The performance of this beam hardening correction method is limited by the range of measurable
attenuations. While it would be possible to increase the attenuation by making thicker steps, a
combined-foil wedge of the type used here would be subject to the mechanical limitations of
the material used. Additionally, the magnification effect of the cone beam would mean that the
width of the foil would need to be significantly greater at greater distances from the X-ray source
in order to intercept the same number of photons and have as much statistical meaning, and the
beam path lengths used in the software would have to be adjusted to take account of the extra
distance traversed off the beam centre. While this difficulty can be neglected with a step wedge
of only a few centimetres’ maximum thickness, it would become much more difficult to construct.
It was also recognised that the system was only perfectly applicable to single-species specimens,
though the choice of material was irrelevant. This results from the choice of a single-material
virtual step wedge after the optimisation process has been completed. Since the proportion of
species in a multi-material specimen is in general unknown, it is not possible to construct a
mixed-material virtual wedge.
5.4 Chapter Conclusion
It was decided to focus the project on improving the beam harding calibration system to both
make it suitable for a production environment (wherein not every user would be expected to re-
quire a licensed version of IDL) and to improve the error in the optimisation function by moving
to a multi-species calibration device with scope for the systematically-controlled variation of
accelerating voltage. The physical component of the calibration system (that is, the test piece)
should be made as simple as possible to scan, so that if necessary it can be scanned with every
specimen.
The variability of calibration is also a topic of interest — in Wassif, 2008 it was noted that using
the beam hardening correction method described in this chapter a re-scanned specimen would be
subject to linear attenuation coefficient measurement variations of up to 10%, which is poor for
a quantitative method. Quantifying the change in validity of a beam hardening correction poly-
nomial over time is essential to determining how frequently calibration measurements should be
carried out.
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In addition to this, it was decided to carry out an investigation of an immersion environment in
order to scan dual-species samples with improved beam hardening correction validity.
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Chapter 6
Materials and Methods
This chapter concerns the materials and investigative methods developed during the project this
thesis describes.
6.1 MuCAT Data Processing and Reconstruction
A normal reconstruction from a MuCAT-produced dataset comprises several stages, as shown
in Figure 6.1. At the beginning of the scan, dark and light field projections are taken in order
to identify systematic errors due to CCD dark current, amplifier offsets and the beam intensity
profile. Once the scan is complete, the resulting dataset is saved as a set of 32-bit floating point
values in a file of the form filename.MCD, with the dark and light measurements saved as the
first two projections. The MCD file also contains a header with scan metadata.
6.1.1 M2PREPROC
The individual X-ray projections are pre-processed using the M2PREPROC program, which firstly
applies the dark and light field corrections, then multiplies each pixel’s greyscale value by the
output of a polynomial function of up to tenth order whose coefficients are determined by a sep-
arate script, as will be described later in the chapter. Optionally, the dark and light corrections
can be applied without any beam hardening correction; this is generally used when a test spec-
imen is being scanned in order to later assess the severity of the beam hardening effect. The
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Figure 6.1: Flow diagram showing the interaction of the files and programs used in preprocessing
and reconstruction. Red outlining of data elements and processes denotes creation as part of this
thesis.
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resulting cone-beam projections are saved as filename.CON, which may be viewed individu-
ally. M2PREPROC also extracts the scan metadata from the MCD file’s header and saves it to
human-readable form as filename.CRA
6.1.2 SHIFTFIX
The IDL script SHIFTFIX1B.PRO implements a correction for the systematic errors in horizontal
shift and wobble in the sample rotation stage, based on the procedure described in Davis et al.
(2010). These measurements are saved as the library files SHIFT.BIN and WOBBLE2.BIN, which
are called by the script. The output is an iteratively-revised filename.CON.
6.1.3 ConeRec
ConeRec is the in-house cone-beam reconstruction program used for MuCAT reconstructions.
It implements the Feldkamp cone-beam reconstruction algorithm, with options to adjust the de-
fault angle of the reconstruction, outputting the binary filename.BIN reconstruction file and the
metadata file filename.SIZ, which contains voxel dimensional information.
6.1.4 MTRIM
The program MTRIM.EXE (run from the IDL frontend script MTRIM.PRO) is used to crop the re-
construction for viewing, and to set the relationship between the reconstructed LACs and the
displayed 8-bit greyscale values, using the helper program MTOMPROJ.EXE to generate X-Y and
X-Z projections as well as a grey-level LAC histogram file. The projections are displayed on a
10×10 voxel-spaced grid to aid in selection of appropriate cropping values, while the grey levels
is plotted as a histogram to allow selection of an appropriate scale factor and greyscale offset.
These cropping and greyscale variables are passed as arguments to the executable, which outputs
the visualisable file filename.TOM.
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6.1.5 Aluminium Correction
For specimens where the accurate reconstruction of LAC values is particularly important, a high-
purity (99.999%) aluminium wire of approximate diameter 1.0 mm was historically affixed verti-
cally to the side of the specimen, so that the wire rotates with it over the course of the scan. This
provides a ‘ground truth’ measurement of LAC, to which the rest of the reconstruction can be
scaled. Generally the percentage variation from published attenuation coefficient values is less
than 5%.
Once reconstructed, filename.TOM is read by the IDL script AL.PRO, which allows the user
to select (either by the voxel’s numerical co-ordinates or by mouse click) starting and ending
co-ordinates of a straight section of the wire, and to define a radius that fits well within the wire
such that a cylinder of that radius with ends at the starting and ending points samples only voxels
composed of aluminium. Average and standard deviation measurements are taken of the LAC
values, allowing a scaling value to be calculated for the wire at the appropriate accelerating volt-
age. This value is then applied to all voxels in the reconstruction, and the BIN file is operated on
by MTRIM.PRO again in order to allow cropping of the wire.
The aluminium wire will produce minor beam hardening effects which cannot be fully compen-
sated for when scanning non-aluminium samples, but the small thickness of the wire compared to
typical specimens mean that it is generally by far not the dominant absorber, and therefore these
effects can be neglected. With larger samples it is also possible to affix the wire as far as pos-
sible from the region of greatest interest, thus minimising any beam hardening effect on that area.
Since the development of the step-wedge beam hardening correction, a correction to aluminium
is no longer entirely valid for specimens where aluminium is not the dominant absorber. It was,
however, occasionally used when scanning the same sample multiple times for comparison pur-
poses, in order to reduce the random error in the reconstructed grey levels at the expense of
introducing a source of systematic error.
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6.2 MuCAT Data Analysis and Visualisation
Once reconstructed, the tomographic data can be analysed either in IDL or using purpose-built
visualisation tools. The ones most commonly used for MuCAT reconstructions are Tomview and
Drishti.
6.2.1 Tomview
Tomview is an in-house tomographic slice viewing and analysis tool developed by Dr Graham
Davis to read QMUL’s TOM files. It can be used to view cross-sections of the tomographic dataset
in the three Cartesian planes, and to select individual voxels for LAC readout.
6.2.2 Drishti
The Drishti volume exploration and presentation tool is a multi-purpose 3D dataset viewer
built by Ajay Limaye of the Australian National University (Limaye, 2006) and under regular
development (Limaye, 2012).
Drishti is a modular program, of which the Import and Renderer modules are of particular use
in the visualisation of QMUL TOM datasets. The Import module converts the dataset into Drishti’s
PVL.NC file format, while the Renderer module allows the application of one or more transfer
functions to a point in the two-dimensional space defined by the LAC value µ and the differential
dµ
dx , where dx is the local rate of change of any of the Cartesian spatial co-ordinates.
6.3 X-ray Field Measurements
Standardised X-ray attenuation measurements were developed in order to derive beam hardening
corrections, both for process improvement and for in-service correction.
6.3.1 Multi-Element Carousel
A replacement attenuation test piece was constructed, comprising filters of high-purity copper,
titanium and aluminium foil with widths shown in Table 6.1 (initially a thicker PMMA sheet
6.3. X-ray Field Measurements 91
was used as the 9th absorber, but this was found to be insufficiently less absorbing then the 0.5
mm aluminium foil, and was replaced with a thinner aluminium filter as shown). The odd number
of filter elements permits the individual illumination of a filter by allowing the beam through the
gab between the two sheets nearest the opposite side of the carousel, as shown in Figure 6.2. The
filters are mounted at the top and bottom to the edges of two circular aluminium plates, as shown
in Figure 6.3, the lower of which has bearings attached in order to interface with the V-blocks
on the rotation stage. This arrangement provides a greater range of attenuations than a single-
species piece without the geometrical limitations described in Section 5.3, since the copper and
titanium filters have significantly higher LACs at relevant energies than aluminium.
Projection Material Average Thickness (mm)
1 copper 2.093
2 titanium 4.42
3 titanium 2.21
4 titanium 1.105
5 aluminium 3.976
6 aluminium 1.988
7 aluminium 0.994
8 aluminium 0.497
9 aluminium 0.2
Table 6.1: Material profile of the beam hardening carousel.
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Figure 6.2: Schematic of the beam hardening ‘carousel’, showing filter types and illumination of
the copper filter by the X-ray beam.
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Figure 6.3: ‘Carousel’ test piece, showing attenuation filters and frame, including early low-
attenuation PMMA filter (since replaced with aluminium).
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6.3.2 Beam Hardening Correction Software: Infrastructure
6.3.2.1 Computer Hardware and Operating System
The computational experiments contained in these thesis were carried out on a workstation com-
puter supplied by 3XS Systems (Bolton, United Kingdom), with an Intel Core i7-920 processor
operating at 2.67 GHz and 12 MB of random-access memory. Graphics operations used an
NVIDIA Quadro FX 5800 card with 4 GB of dedicated memory. The operating system installed
was Microsoft Windows 7.
6.3.2.2 Spekcalc
Spekcalc was developed to simulate tungsten impact-source X-ray spectra for medical physics
applications without recourse to computationally expensive Monte Carol modelling (Poludniowski
et al., 2009), based on a given accelerating voltage and takeoff angle, with optional filtration by
air, beryllium, aluminium, copper, tin, tungsten, tantalum or water. The program provides binned
intensities in terms of number of photons keV−1 · cm−2 ·mAs−1, allowing the total photon flux to
be calculated for a known tube current.
Originally only usable for accelerating voltages greater than 40 kVand less than 300 kV, newer
versions of the program have extended this range below 1 kV. Spekcalc has a number of advan-
tages over the IPEM78 spectrum generation software used for the calibration generator in Section
5.2, in that it permits the use of take-off angles above 22◦, is generally marginally closer in its
predictions to the ‘gold standard’ of Monte Carlo simulation (in the case of Poludniowski et al.,
BEAMnrc was used for comparison), and is available freely.
Spekcalc can be run interactively via a graphical user interface, producing half-value layer, en-
ergy and absorbed dose information, a graphed intensity spectrum, and two-column text data.
The program has also been supplied as a command-line function with inputs from a text file (an
example of which is shown in Appendix A), called as spekcalc -i inputfile -o outputfile.
The file outputfile contains the same data as the textual output of the interactive version of
the program.
The output of Spekcalc is valid only between the the peak energy and 1/10 of this value; pho-
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ton energies below this are taken as zero. This is reasonable for the purposes of this thesis, as
the MuCAT 2 scanner does not operate at accelerating voltages high enough for low-percentile-
energy photon transmission through any significant filter. While the scriptable nature of Spekcalc
would have made it possible to generate spectra on the fly, it was decided for reasons of computa-
tional speed to pre-generate spectra at intervals of 0.5 kV and 1◦for use in the correction software.
6.3.2.3 XCOM
The XCOM photon cross-sections database (National Institute of Standards and Technology,
2010) provides cross-section or mass attenuation coefficient data for elements, compounds and
mixtures at specified photon energies. It is available both online from the NIST website (as spec-
ified in the reference above) or as downloadable FORTRAN source code. A program compiled
from the latter was used in order to generate total attenuation (ie. by photoelectric absorption,
Compton and Thomson scattering, and pair production) spectra. The XCOM program is interactive
and runs from the command line, so it would have been possible to automate attenuation spec-
trum generation by use of a Windows batch file or a shell script using expect, but this was felt
to be unnecessary for the small number of spectra that were needed.
6.3.2.4 Interactive Data Language
Interactive Data Language, or IDL, is a cross-platform scientific programming language and de-
velopment environment offered by Exelis Visual Information Systems (Boulder, Colorado, USA)
- previously ITT Visual Information Systems (Exelis, 2012). The language contains a large num-
ber of specialised procedures for the manipulation and analysis of large datasets, and for display-
ing results either numerically, in the form of a graph or via an image viewing window. In addition
to interactive use, IDL programs making use of a graphical user interface to replace the devel-
opment environment’s console may be compiled for running in the IDL Virtual Machine, which
is available free of charge, permitting the use of programs without purchasing an additional IDL
license.
6.3.2.5 AMOEBA Optimisation Function
The AMOEBA function in IDL implements the Nelder-Mead downhill simplex algorithm, as de-
scribed in Nelder and Mead (1965). This projects an initial N-dimensional simplex onto the
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space of possible variable combinations (where N is the number of variables). The vertex with
the highest (ie. least optimal) value is replaced by a new point, which is selected so as to expand
or contract the ‘volume’ bounded by the simplex, or to reflect the vertex in the N−1-dimensional
‘plane’ occupied by the other vertices. The simplex eventually contracts about a point that gives
a minimum function return value, and terminates successfully if the fractional decrease in the
return value over that of the previous iteration is sufficiently small. This point may be a local
minimum if the spatial topography is insufficiently smooth or if the initial simplex is too small.
AMOEBA requires an initial simplex to be specified or a characteristic length scale for each dimen-
sion, as well as the target function, which must return a floating-point result when called with the
values of interest for optimisation. AMOEBA also optionally allows adjustments to the number of
function calls that may be made before the algorithm will fail.
6.3.3 Beam Hardening Correction Software: Implementation
The correction software developed for use with the multi-element carousel was based on the same
theory as the protocol described in Section 5.2, though with significant improvements to both the
code structure, the usability and the program logic.
Serious problems were found with maintainability of the original code due it its heavy use of
COMMON blocks, IDL’s implementation of global variables. Since IDL has a global namespace,
use of global variables allows alteration of their data from any part of the program without the
variable having explicitly passed to that function or procedure, an ability that is detrimental to
error analysis and program maintenance (Wulf and Shaw, 1973). As a result it was decided to
rebuild the program entirely. An alternative to global variables was found in IDL’s data structure
type, which permits the passing of large numbers of related variables simply while ensuring that
any given function only has access to the data it needs. This required editing the built-in AMOEBA
function (and thus bringing it into the explicit codebase) in order to allow passing of additional
arguments to the function being optimised (see Appendix B for the codebase.)
The optimisation function was extended to include the accelerating voltage, based on the report-
ing of successful ad hoc tweaking by users. Large variations, in excess of ±10%, were permitted
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(though optimisation of the carousel filter thicknesses would be expected to make this redun-
dant), and since the voltage does not alter over the spatial dimensions of a projection it was
decided to use a double-loop structure so that voltage could be optimised on a per-scan basis
while caesium iodide and tungsten thickness optimisation would be performed once per projec-
tion line. Since voltage optimisation requires that spectra be available for arbitrary accelerating
voltage fractions, adjacent spectra are interpolated using a weighted average in order to produce
a spectrum for the desired floating-point voltage. Production of the X-ray spectrum library was
migrated from IPEM78 data to Spekcalc output, for accelerating voltages of 1–150 kV and take-
off angles of 1–89◦.
In order to allow use via the IDL virtual machine (which does not allow users to input data via
the console), a graphical user interface was developed in order to allow settings to be inputted,
as shown in Figure 6.4. This pre-populates from a settings file, settings.txt, in the current
working directory (CWD, ie. the directory containing the calibration program’s SAV file.) When
the settings are confirmed and the ‘start’ button is clicked, the current settings overwrite the
CWD’s settings.txt. Line-by-line attenuations are also displayed in graphical form, with the
optimisation function return values plotted in green (scaled 100 times for visibility, and offset
by +1 in order to preserve the plot’s lower boundary at zero) as shown in Figure 6.5. This al-
lows any obvious discrepancies resulting from contaminants on the filters to be quickly identified.
6.4 Dual-Species Beam Hardening
The use of an immersion environment to simplify the LAC distribution being scanned requires
that a container be designed such that the specimen is free to rotate and that the composition of
the fluid in which it is immersed should be kept approximately spatially-independent within the
container.
6.4.1 Immersion Tanks
The immersion tank comprises an open-bottomed PMMA box with a valve in the top, connected
by tubing to a peristaltic pump with a maximum flow rate of 528 µl s−1and to a reservoir, as
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Figure 6.4: User interface to the calibration program, running under Microsoft Windows 7 with
the Aero interface running. The toolbar icons allow the settings.txt file in the current work-
ing directory to be reloaded, another settings file to be loaded or the current settings to be saved
at an arbitrary location. The inactive text-entry fields are activated on a click of the additional
filer or liquid immersion checkboxes.
shown in Figure 6.7. The fluid is then returned to a walled basin below the tank, allowing the
system to act similarly to a simple barometer. Fluid is therefore drawn up into the tank by the
pump, while the sample is placed on a stand fixed to the base of the basin — this circulation
process also allows mineral concentration variations in the fluid to be dispersed, which is par-
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Figure 6.5: Example visual output of the calibration program. The red and black lines denote
measured and calculated attenuation values of the carousel respectively (plotted once for each
horizontal line, with the filter number serving as the abscissa axis). The final point is a zero-
attenuating virtual filter. The green lines connect measures of error.
ticularly necessary if a dynamic study of a fluid-soluble specimen (for example, the deminerali-
sation of dental enamel in acid - a quantitative version of the classic ‘tooth in cola’ experiment)
is being carried out. An escape tube is attached to the outside of the tank and lowered into the
basin, providing means of drawing off water to prevent overflowing, since the basin is an open
possibly-conducting system inside the X-ray cabinet. The basin rotates on the XMT system’s
rotation stage, while the tank is clamped perpendicularly to the centre of the X-ray beam. Im-
mersion tanks of different widths can be used, depending on the radial size of the specimen,
allowing minimisation of the amount of fluid in the system.
A larger tank was also constructed for use with wider specimens, or specimens which cannot be
held from below, as shown in Figure 6.6. In this case, the specimen is fixed to the lower end of
a vertical rod clamped in an annular chuck, which is mounted on the rotation stage. The tank is
fixed in place in the beam path, and has a capacity of 1.9 l of fluid. The tank is open at the top,
removing the need for an external reservoir, as circulation can be achieved using the peristaltic
pump only. The availability of a range of tank thicknesses permits the minimisation of excess
Compton scattering, by allowing the smallest possible clearance to be used while still permitting
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the sample to rotate freely without introducing motion artefacts.


Figure 6.6: Schematic of the large immersion tank in plan (a) and front elevation (b) views,
showing the thin perspex windows added in order to most closely approximate a water-only
system. The specimen is placed between the two thin PMMA windows.
6.4. Dual-Species Beam Hardening 101

	


	
Figure 6.7: Schematic of the smaller immersion tank system, including multi-species specimen
on mounting post. Clamps not shown for clarity.
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6.4.2 Scanco Medical Phantom
The Scanco phantom (Scanco Medical AG, Brüttisellen, Switzerland) is a cylindrical test piece
comprising five composite rods of varying concentrations (approximately 0, 100, 200, 400 and
800 mg cm−3) of hydroxyapatite in a poly-methyl methacrylate (PMMA, (C5O2H8)n) matrix,
surrounded by pure PMMA, and on top of a metal mounting pin as shown in Figure 6.8. It is
used to calibrate the Scanco AG µCT 40 desktop XMT system, thereby providing the system
with distinct advantages in terms of accurate LAC reconstruction over many other commercial
devices, which often have no analytically-based beam hardening correction facility at all, but
a linearisation correction based on a known uniform sample. This phantom provides a good
example of a specimen for which there can be no ideal beam hardening correction for hydrox-
yapatite using the methods described in Sections 5.2 and 6.3.3, as there is a significant amount
of PMMA, which is less attenuating than HA. Since PMMA has a molecular mass of 54, shared
between 15 atoms, the effective atomic mass is 3.6, similar to that of water (3.3) — as attenuation
mechanisms are Z-dependent, water may be used as an approximate radiodensity-matching fluid.
Figure 6.8: Plan and side views of the Scanco Medical phantom, showing HA/PMMA rods
and mounting pin. Increasing greyscale level (with white = 0) denotes increasing radiodensity,
though this is not depicted to scale.
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6.4.3 Beam Hardening Correction Procedure
The beam hardening correction procedure described in Section 6.3.3 was amended to allow beam
hardening correction in an immersed environment (since in the software the LAC value of air is
approximated as zero.) If the ‘immersion’ and ‘extra filter’ checkboxes are set in the settings
screen, then the specimen LAC value passed to the virtual step-wedge attenuation function after
tungsten and caesium iodide optimisation is reduced by the immersion fluid LAC (thus producing
an offset in the reconstruction where the fluid’s LAC is displayed as zero.)
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Chapter 7
Beam Hardening Correction
7.1 Experimental Implementation
Each of the major experiments in this thesis contains some techniques that cannot be usefully de-
scribed in a unified materials and methods chapter. The test of beam hardening correction quality
requires the scanning of a specimen of well-defined composition and variable mineral concentra-
tion in order to approximate a natural sample — the worst case for single-species specimens.
7.1.1 Synthesis of Test Piece
The beam hardening correction was tested by scanning three indistinguishable hydroxyapatite
discs, each of diameter 12 mm and approximate thickness 2.5 mm. These discs were made from
HA powder synthesised by aqueous precipitation as described in Akao et al. (1981). 1.0±0.2 g of
the powder was then pressed uniaxially into discs using a pressure of 88 MPa in a 12 mm stain-
less steel die, then sintered for 2 h at a temperature of 1250 ◦C in a Carbolite RF 1600 furnace
(Carbolite Ltd, Hope Valley, UK.)
These discs act as good analogues to biological hard tissue materials since hydroxyapatite is the
greatest single radio-absorbing component of teeth and bone (Berkovitz et al., 2010, p. 135), and
because the compression and sintering process produces a disc with real variations in hydroxya-
patite concentration.
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7.1.2 Scanning and Beam Hardening Correction Measurement
The three discs were weighed separately, and a scan was carried out for each disc at 90 kV and
180 µA, with a voxel size of 30 µm. Each scan was composed of 651 projections and took
260 min, with the disc mounted horizontally on the rotation stage.
At the end of each scan, a nine-projection carousel attenuation dataset was recorded using the
carousel described in Section 6.3.1 and a beam hardening correction for hydroxyapatite was pro-
duced using the method described in Section 6.3.3. The three discs were preprocessed using
their respective correction polynomials — for comparison purposes, one of the discs was also
corrected using a virtual aluminium step wedge of the type described in Chapter 5 — and recon-
structed using CONEREC.
7.1.3 Reconstruction Analysis
After reconstruction, a threshold value of 0.5 µpeak was selected in order to discriminate between
hydroxyapatite-containing voxels and air. These were assumed to be the only two species in the
specimen. The volumes of the discs were defined by counting the non-air voxels (that is, with
a measured LAC greater than the threshold value), and the density of each disc was derived us-
ing the weight measurements taken before scanning. These values were taken to be the ‘ground
truth’ density of the discs.
A cylindrical sampling volume of size 10 mm diameter ×1.5 mm was defined coaxially with the
discs, and centred halfway between the pressed surfaces in order to avoid edge effects and allow
for any slight tilt in the disc’s placement. The mean LAC in this volume was determined using
AL.PRO, and divided by the value of the mass attenuation coefficient for hydroxyapatite (0.9877
cm−2 g−1) given by National Institute of Standards and Technology (2010), in order to provide a
measure of hydroxyapatite density solely dependent on quantitative microtomographic measure-
ments.
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7.2 Results and Discussion
The calculated densities of the HA discs, both from the volumetric method (ρvol) and the atten-
uation measurement method (ρµ) using the carousel test piece and beam hardening correction
program, are shown in Table 7.1.
Disc Mass (g) Volume (cm3) ρvol (g cm−3) LAC (cm−1) ρµ (g cm−3)
1 0.949±0.001 0.302±0.015 3.15±0.02 3.13 3.17
2 0.921±0.001 0.293±0.015 3.14±0.02 3.12 3.16
3 0.962±0.001 0.306±0.015 3.14±0.02 3.12 3.16
Table 7.1: Hydroxyapatite disc measurements of density as calculated volumetrically and from
LAC measurements made by XMT.
The magnitude of error in an LAC measurement of this type is not possible to quantify directly,
being the result of a reconstruction of an object with real variations in density. However, ρvol and
ρµ agree to within 1%, and the 0.7% discrepancy between the two appears to be systematic in
nature, since it occurs across all three specimens. Since approximately 4.37× 106 voxels in the
sample measurement volume, the standard error in the average LAC would be insignificant in
comparison to systematic errors.
Reconstruction of Disc 2 using the older step wedge beam hardening correction resulted in an
LAC of 2.64 cm−1, resulting in a 15% under-estimation of density. Additionally, there was a 13%
‘dishing’ variation in LAC when measured as a line profile (the same method as shown for an
uncorrected disc in Section 3.2.2), indicating that the beam hardening correction by this method
is insufficient to preclude noticeable artefacts.
7.3 Conclusion
The improvement in agreement between measured and calculated densities (and therefore also
between mineral concentrations, the sample being composed of a single species) when beam
hardening correction was carried out using the test piece and software described in Chapter 6
over that described in Chapter 5 is significant, though it remains only valid for single-species
specimens.
7.3. Conclusion 107
Typical error values produced by the final, ‘acceptable’, iteration of the optimisation function
using the step wedge were calculated as the (unitless) summed squares of attenuation difference
as shown in Equation 5.3, which was approximately equal to 2± 1, when the optimisation con-
verged at all.
With the initial configuration of the carousel filters (the least-attenuating filter being a 2 mm
thickness of PMMA) there was a large under-estimation of attenuation on this projection, causing
the typical error to rise to about 5. After replacement with the aluminium filter shown in Table
6.1, typical error values in the carousel-based reconstructions were in the range 0.05—0.2. The
design of the carousel allows for quick and easy replacement of the filters, either in case of
damage, to permit cleaning, or to improve the quality of the calibration.
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Chapter 8
Calibration Energy Determination
In order to perform a beam hardening correction of the type described in Chapter 6 and demon-
strated in Chapter 7, the monochromatic X-ray photon energy is required with attenuation prop-
erties as near as possible to the polychromatic beam actually being used.
As shown in Table 5.2, the standard conversions for MuCATscanners have been in use for a sig-
nificant amount of time, without much question as to whether they are optimal. While they were
believed to have been selected so that the half-value layer (that is, the thickness of material that
attenuated the energy of the beam by one-half) for aluminium attenuation with a monochromatic
beam approximately corresponded to that produced with the polychromatic beam, there is no
record of the methodology used or indeed the accuracy of the conversions.
This chapter details a simulation study to attempt to verify or falsify the assumption of half-
value layer equivalence. If the assumption is verified, it would be possible to use other simulated
attenuation materials in order to fine-tune the calibration energies for dental materials (hydrox-
yapatite), implants (titanium, steel) and so on.
8.1 Simulation Design
Initial experimentation utilised a trial and improvement approach, shown in Appendix C. This
approach proved unsatisfactory, taking a large number of iterations to converge, and it was de-
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cided to instead recover attenuations from existing software.
The following lines of code were added to the calibration software described in 6 in order to
recover mass attenuations (that is, IρI0 ) made using the virtual step-wedge, along with the step
thicknesses which resulted in that attenuation. The software is run with the attenuation material
set to aluminium, though this could be changed if another absorbing material was desired. The
code was inserted at the end of the attenuation function, after the mass attenuations have been
calculated.
  if isspecimen eq 1 then begin
  openw, attenuationfile, 'attenuations.txt', /get_lun
  for i=0, N-1 do begin
  printf, x(i), output(i)
  free_lun, attenuationfile
  endif
In this code fragment, N is the number of steps in the virtual wedge, so the ith step has thick-
ness x(i), and output(i) is the mass attenuation for that step. This is then saved to the file
attenuation.txt in the current working directory, which is a tab-separated two-column array.
The file is re-created each time the code is run, and only when the attenuation function is
called for use with the virtual step wedge (and not for the carousel test piece.)
The half-value layer x1/2 of aluminium can be found in the file when x(i) = − ln(0.5), from which
the MAC may be derived using the relation given in Equation 8.1. The equivalent monochromatic
photon energy can then be found using the existing aluminium data file produced by the XCOM
photon cross-section database, which gives interaction coefficient figures (that is, MACs) at 0.5
keVintervals, which can be interpolated to approximate the calibration energy.
µ
ρ
= − ln(0.5)
x1/2
(8.1)
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8.2 Simulation Results and Validation
The thickness-attenuation graph produced by the above method on the calibration projection file
te_alrod8_CAL.con is shown at Figure 8.1. These calibration projections were taken at an ac-
celerating voltage of 90 kV for use with an aluminium specimen. The half-value layer determined
using a 90 kV calibration was 1.524 mm, which corresponds to a monochromatic photon energy
of approximately 44.5± 0.25 keV. (Similar calculations were made for 40, 60 and 120 kV, for
which recent calibration projections were available, with results as shown in Table 8.2, rounded
to the nearest keV.)
Accel. Voltage Nominal Energy Calibration File Used Calculated Energy
(kV) (keV) (keV)
40 15 ab_icelandic_r1b_CAL.con 20.426
60 35 NM_06_02_13_CAL.con 26.871
90 40 te_alrod8_CAL.con 44.574
120 55 FE_tooth7a_CAL.con 57.685
Table 8.1: Calculated calibration energies for regularly-used accelerating voltages.
While the calculated value for 90 kV is different from the expected value of 40 keV, it is not
known to what extent this value, used by convention, was rounded when initially defined. It was
therefore decided to test the comparative validity of the calibration energy derived here by using
it in the reconstruction of a known sample. The approximation 44.5 keV was selected in order to
allow the use of a specific spectrum data file (which are stored at 0.5 keV intervals) rather than
interpolating between two files.
A hyper-pure (99.999%) aluminium rod of diameter 10 mm was sourced from Goodfellow Cam-
bridge Ltd. (Cambridge, United Kingdom) and cut to a length of 50 mm, then scanned using
MuCAT 2 at an accelerating voltage of 90 kV and a beam current of 180 µAover 701 projections
for a voxel size of 20 µm. The resulting projections were corrected for beam hardening using
both 40 and 44.5 keV as the calibration energy and reconstructed. Five scans were used, shown
in Figures 8.2, 8.3 and 8.4, with the 40 kiloeV and 44.5 keVcalibrations used to correct the scans
in parallel. While filament changes are not believed to affect the X-ray spectrum, the scans were
taken using the same cathode.
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Figure 8.1: Graph showing the relation between virtual step wedge element thickness and the
natural logarithm of mass attenuation from the calibration of the in-situ carousel projections
from the te_alrod8 scan.
The calibration and reconstruction process was performed twice at 44.5 keV, once with tungsten
and caesium iodide thicknesses and accelerating voltage as the optimising parameters (as was the
case for the 40 keVcontrol), and the second time with copper filter thickness replacing voltage.
This was done in order to determine the optimum parameter set for this type of specimen, and
was based on prior user feedback suggesting that copper-optimised calibrations converged more
closely than voltage-optimised calibrations.
Linear attenuation coefficient values were read by averaging over a 4000 µm radius cylinder,
co-axial with the aluminium rod and spanning rows 0 to 497 of the reconstruction.
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Scan LAC at 40 keV LAC at 44.5 keV LAC at 44.5 keV
Voltage Optimisation Voltage Optimisation Copper Optimisation
(cm−1) (cm−1) (cm−1)
1 1.58±0.07 1.26±0.06 1.26±0.06
2 1.55±0.1 1.25±0.09 1.25±0.09
3 1.55±0.1 1.24±0.08 1.24±0.08
4 1.56±0.1 1.25±0.08 1.25±0.08
5 1.55±0.1 1.24±0.09 1.24±0.09
Table 8.2: Calculated calibration energies for regularly-used accelerating voltages.
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Figure 8.2: Graph showing reconstructed linear attenuation coefficients for eight scans of an
aluminium rod, calibrated to 40 keVusing accelerating voltage optimisation.
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Figure 8.3: Graph showing reconstructed linear attenuation coefficients for eight scans of an
aluminium rod, calibrated to 44.5 keVusing accelerating voltage optimisation.
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Figure 8.4: Graph showing reconstructed linear attenuation coefficients for eight scans of an
aluminium rod, calibrated to 44.5 keVusing copper filter optimisation.
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The LAC value of aluminium at 44.5 keV is 1.23228 cm−1 (National Institute of Standards and
Technology, 2010). The scanned rods calibrated using the voltage and copper optimisations had
had average LACs of 1.2501 cm−1 and 1.2487 cm−1 respectively. Since the standard deviation
of the individual measurements was consistently in excess of 0.05 cm−1, these are consistent
with the theoretical value. Notably, however, the deviation was consistently smaller with the
copper-optimised calibrations. Additionally, all of the values were above the theoretical value,
suggesting that systematic error may be the major source of deviation in the results.
The scans corrected using a calibration energy of 40 keV exhibited a mean LAC of 1.5584 cm−1,
with the theoretical LAC value being 1.53468 cm−1. Again, the consistency of the results with
theory is shown, and a source of systematic error is suggested (see Figure 8.2.)
8.3 Conclusion
Since in both cases the linear attenuation coefficient values were consistent with expectations, it
is not suggested that existing reconstructions be re-corrected with this calibration energy value.
However, since the variation in LACs between scans was found to be smaller at 44.5 keV, use
of this value in the correction of future specimens (particularly in cases where the specimen is
expected to be imaged multiple times with independent beam hardening corrections) appears to
have merit. Additionally, the copper-optimised calibration appeared to be marginally superior in
this case, though both results were consistent with theory.
This experiment suggests that validation of the calibration energies for other kilovoltage beams
may be required, particularly for lower-voltage scans since the relative discrepancy between the
current and the calculated energies is greater.
115
Chapter 9
Time-Dependent Tungsten Beam Hardening Variation
9.1 Experimental Context
Since the MuCAT scanners utilise a demountable X-ray source, which can be re-indexed quickly
and without difficulty by rotating the cylindrical tungsten electron-beam target through a small
angle in order to present an unused surface to the beam, they are generally operated at a higher
beam power than for sealed-source units, which must be taken out of service once the target
reaches the end of its service life. MuCAT 2, for example, is operated at an electron beam power
of 1.62 kW. Previously, re-indexing had been carried out on an ad hoc basis, so it was felt that
measurement of the change in quality of projections taken over the lifetime of a target spot would
be of use in incorporating re-indexing into the scanner’s maintenance schedule. For the same rea-
son, the effective lifetime of validity of a given beam hardening correction was desired.
9.2 Experimental Implementation
The MuCAT 2 X-ray scanner was re-indexed, and one thousand calibration ‘blocks’, each com-
prising nine sequential cone-beam projections of the carousel beam hardening test piece, were
then scanned in succession, thereby producing a time series of attenuation measurements for
each carousel filter element. The beam current was increased to 200 µA from the 180 µA used in
normal scanning in order to maximise the effects of the electron beam on the X-ray target while
still allowing a large number of blocks to be recorded.
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It was expected that, as scanning continued, a pit would develop in the surface of the anode near
the focal spot (of length scale 5 µm) due to thermal losses (which exceed 90% (Zunick, 1965),
so a power loss of at least 1.46 kW within the focal spot) in the anode. The major effect of this pit
would be to require the X-ray beam produced in the anode by bremsstrahlung and characteristic
emission to traverse a thickness of the anode material that is dependent on the geometry of the
pit and the take-off angle of the individual X-ray photons.
An additional effect of this pitting is that X-ray photons with a lower take-off angle would traverse
a greater thickness of anode material and therefore be more strongly ‘pre-filtered’ by photoelec-
tric absorption. It would therefore be expected that the median photon energy at the lower edge
of the detector would be greater than that at the upper edge, and that the difference between
these two would increase with block number as the depth of pitting increased. This would not be
expected to have an effect on the quality of beam-hardening corrected reconstructions, since the
calibration software selects thicknesses of tungsten filtration on a line-by-line basis.
Vaporised tungsten from the pitting would be deposited on the internal surface of the X-ray tube,
including the X-ray window, forming a beam-hardening filter, though since the window is only
a small part of the interior surface this would be expected to be a negligible effect over the time-
scale of the experiment.
9.3 Projection Analysis
The projection blocks were used in order to derive beam hardening corrections using the optimi-
sation method described in Section 6.3.3, with the initial beam spectrum generalised so that each
line of the projection has a unique spectrum based on interpolating the beam intensity values
in the histogram file between the single-degree increments in take-off angle allowed for by the
Spekcalc software. Thus, while the centre line of the projection is still based on a take-off angle
of 22◦, the take-off angles at the upper and lower edges of the projection vary by ±5.73◦ for
a projection of 800 rows at the detector’s pitch of 60 µm, given the source-detector distance
239.03 mm reported by MuCAT 2.
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Since this calibration method, as well as producing the beam hardening correction coefficients,
also produces a file containing the optimised parameters, the values of tungsten and caesium
iodide thickness were recovered. It was expected that over the course of the experiment the tung-
sten value would increase due to ingress of the focal spot into the bulk of the target. This would
lead to inaccuracies in beam hardening calibration, which can be detected directly by calibrat-
ing the carousel’s attenuators with the correction polynomial resulting from the first calibration
block. If pitting is a significant source of error over the duration of the experiment, the corrected
attenuations of the attenuators should diverge from the self-calibrated first block as block number
increases.
9.4 Results and Discussion
The optimised tungsten and caesium iodide parameters are shown in Figures 9.1 and 9.2 for the
first calibration block and for blocks 100, 200, 300 and so on. While both show a general increase
in the thickness parameter under investigation, in the case of the caesium iodide parameter this
is small compared with the absolute value of the parameter.
Note that the values shown for the first calibration block are significant outliers from the other
blocks pictured. It is believed that this is a result of thermal equilibrium in the system not being
reached during early scans. Since block 100 is not similarly unusual, it is believed that thermal
equilibrium had been reached by this point (approximately 100 minutes after scanning com-
menced.)
It should be noted that the value of the tungsten parameter is negative, implying an overestimated
filter thickness parameter elsewhere in the calibration, which would lead to a consistent offset in
the thicknesses that are being optimised. Since this negative offset is on the order of microns,
however, it can be neglected.
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Figure 9.1: Graph showing the relation between calibration block number and the value of the
tungsten filter thickness parameter.
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Figure 9.2: Graph showing the relation between calibration block number and the value of the
caesium iodide scintillator thickness parameter.
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The relation between horizontal line number and tungsten parameter is shown for selected blocks
in Figure 9.3, where line 0 represents the bottommost row of the detector. As in the previous fig-
ures, the greatest discrepancies between calibration parameters occur within the first hundred
blocks as the system warms to thermal equilibrium. The other feature of note in this result is the
discontinuity at line 400, which is a result of the dual readout registers attached to the detector,
which have slightly differing response functions.
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Figure 9.3: Graph showing the relation between line number and the value of the tungsten filter
thickness parameter.
A second-order least-squares fit (using Python’s NumPy library developed by Dubois et al. (1996))
was applied to the initial and final blocks after the discontinuity had been removed, yielding
Equations 9.1 and 9.2 respectively, where wn is the tungsten thickness in µm and l is the line
number.
w1 = 1.847×10−6 l2−3.931×10−3 l−3.819 (9.1)
w1000 = 4.092×10−6 l2−8.106×10−3 l + 2.794 (9.2)
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Figure 9.4: Graph showing the relation between line number and the value of the caesium iodide
filter thickness parameter.
The caesium iodide parameter was also found to increase with block number (as shown in Figure
9.4), with the exception of the first block, presumably for the same reason as the appearance of
the outliers mentioned earlier. Note that the parameter, while approximately constant over lines
1—300, decreases in value toward the upper edge of the detector, signifying an unexpectedly
high attenuation of photons. Since the value of the caesium iodide parameter is believed to also
act as a proxy for other attenuation sources, this may be a result of longer photon path lengths in
this area and thus greater than expected beam hardening if the detector is vertically offset even
slightly from the beam centre.
Finally, it was noted that the ratio of deviation between the mass attenuations of the first and last
blocks, shown in Figure 9.5, generally increased with attenuator number (that is, with decreasing
absolute attenuation), though this change is minor compared to the values of the ratios them-
selves — the difference between the ratios of attenuators 1 and 9 is 10.4% the value of the ratio
seen in attenuator 1.
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Figure 9.5: Graph showing the relation between the attenuator number and the ratio of mass
attenuation between first and last block, calibrated with the first block’s attenuations.
9.5 Conclusion
Both the correction parameters and the mass attenuations detected when using an older calibra-
tion vary significantly over the course of the experiment, making the acceptable lifetime of a
given calibration fairly short. Since the ad hoc basis under which calibrations had been per-
formed previously often led to long periods between updated corrections, the applicability of
the most recent calibration to a later scan is similarly variable, and it was therefore decided to
operate the scanner with calibration measurements taken at the end of every scan where practical.
The beam hardening carousel was attached to the underside of the rotation stage, allowing the
stage to be raised at the conclusion of a scan in order to bring the attenuators into the X-ray
beam and rotated using a vertical axle in order to expose each attenuator in turn. The projections,
when taken, are then appended to the specimen’s projection file along with metadata describing
the calibration parameters (see Appendix B). These data can afterwards be separated into a
settings.txt file readable by the calibration program and a conventional MuCAT data file
with a name of the form scanname_CAL.mcd for processing .
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Chapter 10
Time-Dependent Attenuation Coefficient Variation
10.1 Experimental Context
Once the stability of a given beam hardening correction and pitting of the X-ray target are re-
moved as factors, the remaining untested question in X-ray beam stability is whether the ageing
of the heated cathode alters the X-ray beam spectrum. As noted in Chapter 9, the demountable
nature of the X-ray source encourages operation at a higher beam power than for sealed-source
units, improving signal to noise ratio at the expense of filament lifetime.
10.2 Experimental Implementation
Given the demands on the MuCAT scanner, the LAC measurements used in Chapter 8 were
exmined for their time since the previous filament replacement, and supplemented with further
measurements as shown below.
A hyper-pure (99.999%) aluminium rod of diameter 10 mm was sourced from Goodfellow Cam-
bridge Ltd. (Cambridge, United Kingdom) and cut to a length of 50 mm. The rod was scanned
vertically eleven times (according to availability of the scanner) over a period of several weeks,
during which time the scanner was in normal use for other experiments, using MuCAT 2 at an
accelerating voltage of 90 kV and a beam current of 180 µA, with 701 projections taken for each
scan, giving a reconstructed voxel size of 20 µm. Active beam usage during the time between
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scans was assumed to be approximately proportional to real time, given the demands upon the
MuCAT suite. Beam hardening correction attenuations were measured using the carousel test
article as described in Chapter 6 immediately after the end of each scan as suggested in Chap-
ter 9, and used to correct the scanned projections of the rod prior to wobble correction using
SHIFTFIX1B.PRO and reconstruction using CONEREC.
10.3 Reconstruction Analysis
The reconstructions were cropped using MTRIM and the mean LAC value of the rod was mea-
sured using AL.PRO. The sampling volume for this measurement was a cylinder of radius 2.500
mm and length 698 rows. Since the rod extended past both the top and bottom of the reconstruc-
tion area, maximum use of the reconstructed volume was possible in order to minimise the effect
of random error in the result by sampling a large number (3.426×107) of voxels.
Additionally, the beam hardening calibration optimisation parameters of tungsten thickness, cae-
sium iodide thickness and accelerating voltage were plotted in order to examine whether the
values to which the correction software converges are physically plausible.
10.4 Results
The reconstructed LAC measurements are shown in Table 10.1, and generally agreed well with
the predicted value despite being taken at different points in the X-ray source’s lifetime, as seen
in Figure 10.1. It was noted, however, that the sixth scan did not agree as well (though the error
bars shown are only one standard deviation.) Since aluminium, unlike more biologically-relevant
materials such as hydroxyapatite, is generally very uniform in its density, and since the quoted
purity of the specimen was very high, it seems unlikely that this represents a real variation in the
sample.
A first-order least-squares fit (using Python’s SciPy library developed by Jones et al. (2001-
2013)) was applied to the deviations (shown in Figure 10.2) in order to test for time dependence
(with a significance threshold of p < 0.05 for the two-tailed p-value). No significant correlation
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Scan Time Since Linear Attenuation Coefficient Deviation from
Number Filament Change ± Standard Error Nominal
(days) (cm−1) (%)
1 7 1.2627±0.0576 2.467
2 10 1.2453±0.0855 1.055
3 11 1.2428±0.0806 0.852
4 13 1.2499±0.0842 1.428
5 14 1.2426±0.0871 0.836
Filament change
6 2 1.2546±0.0750 1.810
7 23 1.2552±0.0934 1.858
Filament change
8 17 1.2427±0.0805 0.844
9 21 1.2746±0.0831 3.433
10 24 1.2354±0.0867 0.252
Filament change
11 3 1.2458±0.0819 1.096
Table 10.1: Results of repeated scanning of a hyperpure aluminium rod over time, with correction
time-dependence eliminated as a confounding factor.
was found (p = 0.834).
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Figure 10.1: Linear attenuation coefficient measurements of hyperpure aluminium rod scanned at
90 kV, with theoretical LAC of aluminium at 40 keVmonochromatic (National Institute of Stan-
dards and Technology, 2010). Error bars (showing standard deviation) added for completeness.).
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Figure 10.2: Graph of percentage reconstructed LAC deviations from the nominal value.
The average values to which the calibration parameters converged is shown with the inter-scan
filament changes in Figures 10.3, 10.4 and 10.5, and plotted as a function of time in Figures
10.6, 10.7 and 10.8. While the parameter values for the two materials are plausible, they are not
consistent between scans. Additionally, the accelerating voltage parameter is consistently higher
than that selected, with a maximum variation of ±10.28% of the expected value of 90 kV, though
some variation in the voltage reading is seen when operating the scanner.
The tungsten and caesium iodide parameters appear have no statistically significant relationship
with time (p=0.45 and p=0.61 respectively, using the twin-tailed test.) Accelerating voltage
showed an increase of 1.05 Vd−1with a day-zero voltage of 97.707 kV, which is 8.56% over the
expected value.
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Figure 10.3: Graph of optimised tungsten filter thicknesses. Errors not shown due to compara-
tively large systematic error in results arising from line-dependent tungsten beam hardening (as
described in Chapter 9.) Red lines denote filament changes.
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Figure 10.4: Graph of optimised caesium iodide scintillator thicknesses. Errors removed as
before; red lines denote filament changes.
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Figure 10.5: Graph of optimised electron gun accelerating voltages. Error is not shown here as
the voltages are arrived at for the whole projection rather than on a line-by-line basis, so there is
no variation across the height of the detector. Red lines denote filament changes.
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Figure 10.6: Tungsten thickness parameter plotted against X-ray filament life.
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Figure 10.7: Caesium iodide thickness parameter plotted against X-ray filament life.
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Figure 10.8: Accelerating voltage parameter plotted against X-ray filament life.
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10.5 Conclusion
There was no detectable drift in LAC measurements over the two-month course of the experi-
ment. As a result, no suggestions are made for changes to the filament replacement schedule,
which is currently carried out as filaments fail. The spread in results (shown in Figure 10.2) ap-
pears, however, to be greater as the time since replacement grows — it is suggested that a similar
experiment be carried out with a higher scan repetition rate if scanner availability allows.
The parameters to which the calibration software converges, however, are shown not to neces-
sarily be physically meaningful, and caution should be exercised when using these values since
they may be partly confounded by other interactions not accounted for here.
The voltage results appear to be approximately consistent with an 8.56% systematic error in
either the voltage display or the calibration process since the rate of increase is far smaller than
the absolute voltage values, so a spectrometric study of the X-ray beam in order to determine the
peak photon energy and confirm or refute this result is suggested. This does not, however, appear
to have a significant detrimental impact on the reconstruction quality.
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Chapter 11
Multi-Modal Beam Hardening Correction
Since beam hardening calibrations using the methods described in this thesis are accurate only
for single-species specimens, it was deemed necessary to consider the effect of immersion on the
reconstruction of specimens with a component that has a similar LAC to the working fluid.
11.1 Experimental Implementation
The Scanco Medical AG phantom described in Section 6.4.2 was scanned in the MuCAT 2 XMT
scanner at an accelerating voltage of 90 kV and a beam current of 180 µA. 3601 projections were
taken, each of 1500×600 pixels, giving a reconstructed voxel size of 30 µm.
Scans were taken both in air and immersed in distilled water, using the large tank described in
Section 6.4.1 in the latter case with the phantom inverted (ie. with the mounting pin uppermost).
The in-air scan was taken with an aluminium wire present in the sample volume, in order to
correct LAC scaling. This was considered acceptable as the wire is significantly less attenuating
than the much larger phantom.
Beam hardening corrections were generated for hydroxyapatite to a monochromatic photon en-
ergy of 40 keV, with the correction for the immersed specimen having a 43 mmwater filter
applied and the virtual step-wedge attenuations reduced by the LAC of water, in order to reduce
the corrected specimen to HA only in a water background. The corrected projections were then
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reconstructed using CONEREC.
11.2 Reconstruction Analysis
The specimen reconstructions were sampled over cylindrical volumes, coaxial with the four rods
with non-zero HA concentration, between rows 170 and 486 for the non-immersed scan and
175—486 for the immersed scan. This ensures that only the interior of the rod is sampled to
avoid contamination of the sample data from the PMMA holder. The sampling radius was 1000
µm, comprising 1080623 voxels per rod for the ‘dry’ scan and 1063608 voxels per rod for the
‘wet’ scan.
The mean LAC in this volume was determined using AL.PRO, and hydroxyapatite concentrations
were derived from the LAC values using the mineral concentration equation introduced in Section
1.2.2.3, with the background LAC value µb set to zero (in reality, 2.95×10−4 cm−1) for the in-air
scan and 0.268 cm−1 (for a photon energy of 40 keVat standard temperature and pressure) for
the water scan.
11.3 Results and Discussion
The in-air and immersed reconstructions are shown in Figures 11.1a and 11.1b respectively. As
Table 11.1 shows, scanning this phantom in air results in a significant deviation in measured con-
centrations, increasing as the level of HA is reduced.
The measured attenuations and calculated hydroxyapatite concentrations shown in Table 11.2
from the immersed scan, however, are consistent with the values communicated by Scanco Medi-
cal AG (Koller, 2011), though it should be noted that even here the least-concentrated rod exhibits
a markedly increased deviation from the nominal result, possibly due to the inherent granularity
of the HA/PMMA composite.
Note that in both images, only four of the phantom’s composite rods are visible; as the fifth rod
contains no hydroxyapatite, it is indistinguishable from the PMMA making up the remainder of
the phantom. Further, the variation in linear attenuation coefficient within each rod (particularly
visible in Figure 11.1b) demonstrates a limitation of the use of composite materials as beam
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(a) Scanned in air at 90 kVp. The image has been segmented using Drishti transfer functions
in order to show hydroxyapatite (yellow), PMMA (green) and the aluminium wire (grey).
(b) Scanned in water at 90 kVp. No segmentation has been performed, as the PMMA has ap-
proximately the same X-ray attenuation as the background fluid.
Figure 11.1: Renderings of the Scanco Medical phantom, made using Drishti.
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Nominal Concentration Measured LAC Measured Concentration Deviation from Nominal
(g cm−3) (cm−1) (g cm−3) (%)
0.7989 0.77±0.0304 0.78±0.0308 −2.62
0.3984 0.52±0.0366 0.53±0.0371 32.2
0.1990 0.39±0.0367 0.39±0.0372 96.7
0.0992 0.31±0.0305 0.32±0.0309 221
Table 11.1: Results of non-immersed scan of the Scanco Medical phantom.
Nominal Concentration Measured LAC Measured Concentration Deviation from Nominal
(g cm−3) (cm−1) (g cm−3) (%)
0.7989 0.74±0.0436 0.82±0.0483 2.64
0.3984 0.37±0.0489 0.41±0.0542 2.91
0.1990 0.18±0.0464 0.20±0.0524 0.503
0.0992 0.09±0.0374 0.09±0.0414 −9.27
Table 11.2: Results of immersed scan of the Scanco Medical phantom.
hardening calibration standards — the statistical ‘clumping’ of hydroxyapatite grains requires
that the LAC measurements be averaged over a large number of projection pixels in order to pro-
duce an attenuation value. The PMMA regions of the phantom are not distinguishable from the
fluid (∆µ= 0.002±0.00718), demonstrating that the system does reduce to a uni-modal specimen
when the LAC of the fluid is normalised to zero.
The relative difference between the nominal concentrations, which are taken as the ‘ground truth’,
and the concentrations measured by LAC reconstruction are generally low, but increase with the
lowest-concentration rod. This may be a result of the variation in hydroxyapatite concentration
within the rod, though the large number of voxels samples would tend to suppress this as a source
of error.
11.4 Conclusion
This experiment demonstrates that there are specimens whose mineral concentrations cannot be
adequately derived using a beam hardening correction tailored to a single material, but which
can be reconstructed accurately if placed in an LAC-matching medium for the unwanted lower-
radiodensity portion of the specimen.
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The combination of a multi-modal beam hardening correction piece comprising uniform metallic
attenuation filters with multi-variable optimisation is an effective method of producing high-
quality beam hardening corrections for single-material specimens. By use of an immersion tank,
two-species specimens with an unwanted low-atomic number component can be reduced to a
single-species system, allowing accurate measures of mineral concentration to be derived. The
immersion tank system also has applications in the in-situ study of evolving systems, such as
demineralisation or remineralisation of biological hard tissue.
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Chapter 12
Demonstration of Utility
It was noted that the experiments conducted in the preceding chapters each demonstrate only one
of the components that make beam hardening correction a multi-faceted problem in X-ray micro-
tomography. It was therefore decided to conduct two comparison trials, one biological and one
industrial, which display the combined implications of the modifications made to the corrections
as a result of this work.
The test specimens selected for intracomparison were a section of zygomatic bone from the sheep
Ovis aries (selected for its high level of compact cortical bone, which minimises underestima-
tions of average radiodensity due to internal voids), and the aluminium (99.999% purity) rods
described in Chapters 8 and 10, in order to test for repeatability and reliability of measurement in
a specimen of known properties. These qualities are untestable in biologically-originated speci-
mens since, due to the natural variation in hydroxyapatite concentration in teeth, it is not possible
to establish ground truth.
12.1 Biological Experiment
12.1.1 Experimental Implementation
The bone specimen had previously been scanned at 90 kV and 180 µA, over 1901 projections
to produce a theoretical spatial resolution of 25 µm. The MCD file produced included a set of
in-service ‘carousel’ calibration projections resulting the improvements made after the experi-
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mental results shown in Chapter 9. These calibration projections were taken at the beginning of
the scanning process.
A reconstruction was made using the method described in Chapter 6, using a beam hardening
correction based on the in-service calibration with a calibration energy of 44.5 keV based on the
outcome of the experiments in Chapter 8.
The most recent hydroxyapatite-targeted correction made using the aluminium step wedge and
software described in Section 5 was used in order to correct beam hardening errors in the same
dataset, producing a parallel reconstruction. A third reconstruction was performed with no beam
hardening correction performed at all.
12.1.2 Reconstruction Analysis
As before, after reconstruction the script AL.PRO was used to extract LAC values from the speci-
men. The sampling volume was selected to include cortical bone only; the cortical and trabecular
phases are easily distinguishable from each other, though there are some voids throughout the
specimen, as can be seen in Figure 12.1. The sampling volume comprised a cylinder oriented
normal to the plane of rotation, of radius 500 µm and length 7500 µm, covering 378357 voxels.
12.1.3 Results and Discussion
The resulting mean linear attenuation coefficients are shown in Table 12.1, along with the stan-
dard deviation of the values. Note that since some natural variation is expected, the mean values
are quoted verbatim, without truncation.
Correction Method Mean Linear Attenuation (cm−1) Standard Deviation (cm−1)
Carousel 0.949 0.132
Step Wedge 1.084 0.153
None 0.683 0.083
Table 12.1: Mean and standard deviation values of linear attenuation coefficient in O. aries cor-
tical bone, demonstrating changes due to beam hardening correction.
A visual comparison of the reconstructions is shown in Figure 12.2. The corrected images are
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Figure 12.1: TOMVIEW image of X-Y slice 321 of the zygomatic bone specimen, showing cortical
and trabecular bone regions and voids within both.
noticeably more similar to each other in terms of visible contrast detail than to the uncorrected
slice, but the topmost image (reconstructed using the ‘carousel’ method) shows greater contrast
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near the edges of the specimen and lower dark levels outside the sample.
Figure 12.2: Comparison of reconstructions (from top to bottom, carousel correction, step wedge
correction and no beam hardening correction) of X-Y slice 321, rotated clockwise by 90◦ to allow
viewing of all three images.
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These differences confirm the increased utility of the current method over the step wedge correc-
tion, and of both over an absence of correction.
12.2 Repeatability and Reliability Experiment
As mentioned earlier, the difficulty with objectively deriving implications for research protocols
from the preceding experiment is that it uses biological tissues as a specimen, that being the ma-
jor use case for XMT at Barts and The London School of Medicine and Dentistry. As a result,
there is significant real variation in the results which can to a certain extent mask some of the
effects of inadequate error correction.
12.2.1 Experimental Implementation
Uncorrected X-ray projections of a hyper-pure (99.999%) aluminium rod of diameter 10 mm and
length 50 mm, scanned for the experiment detailed in Chapter 10, were corrected for beam hard-
ening using the most recent aluminium-targeted correction values m2c90_0.13, which was cre-
ated on 31 March 2010 using the process described in Chapter 5 prior to wobble correction using
SHIFTFIX1B.PRO and reconstruction using CONEREC. While this correction is significantly older
than the scan, it replicates the ad hoc nature of beam hardening correction as practised before the
‘carousel’ was brought into routine use.
The reconstruction based on this correction forms the control measurement against which the
corrections used in Chapter 10 were to be compared.
12.2.2 Reconstruction Analysis
Linear attenuation coefficient values were taken by the same method as in Chapter 10: the recon-
structions were cropped using MTRIM and the mean LAC value of the rod was measured using
AL.PRO. The sampling volume for this measurement was a cylinder of radius 2.500 mm and
length 698 rows, approximately co-axial with the rod. Since the rod extended past both the top
and bottom of the reconstruction area, maximum use of the reconstructed volume was possi-
ble in order to minimise the effect of random error in the result by sampling a large number
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(3.426×107) of voxels.
12.2.3 Results and Discussion
The mean linear attenuation coefficient values and their standard deviation is shown in Table 12.2.
The relative error is twice the quotient of the standard deviation and the mean LAC. Note the large
relative deviation when the older correction method is used; this appears to be indicative if under-
correction, given the sampling geometry (being co-axial, the voxels sampled are predominantly
near the centre of the rod, which has under-recorded attenuation in the uncorrected case.)
Mean LAC Relative Deviation Standard Deviation Relative Error
(cm−1) (%) (cm−1) 2×S .D. (%)
Step Wedge 1.37 −13.5 0.05 7.30
Carousel 1.250 +1.4 0.011 1.77
Table 12.2: Mean and standard deviation values of linear attenuation coefficient in aluminium
rod, demonstrating changes due to use of multi-material carousel with multi-variable correction
method over aluminium step-wedge beam hardening correction.
The significant reduction in relative error in this case demonstrates the advantages of the system
in terms of repeatability: the predominant sources of error remaining are believed to be a result
of changes in vertical placement of the aluminium rod between scans and in location of the centre
points when defining the sampling volume.
12.3 Chapter Conclusions
This chapter is less experimental in nature than the foregoing, focusing instead on demonstrating
the cumulative benefits to repeatability of large attenuation spreads in a beam hardening cali-
bration specimen, proper choice of calibration energy and recency of calibration. Additionally,
the scan of the biological specimen demonstrates qualitative changes between reconstructions
utilising the step wedge and carousel-based correction methods.
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Chapter 13
General Discussion, Conclusions and Further Work
In order to understand the utility of these experiments and changes made to the correction process
in impact-source X-ray tomography, it is necessary to revisit the situation faced by users of the
MuCAT systems before they were implemented and discuss the frequency of calibration, its
calibration energy dependence, its accuracy of reconstruction and the limitations of its validity.
13.1 The Status Quo Ante
The MuCAT devices are TDI-enabled third generation micro-CT scanners, which collect a se-
quence of X-ray projections of a specimen, with the twin aims of high contrast (precision of
measurement of linear attenuation coefficient) and high accuracy through a series of correction
methods. The projections, once collected, are corrected for beam hardening as well as dark and
light fields, then corrected for shift and wobble in the rotation stage and reconstructed. The
reconstructions are cropped to a volume of interest and grey-level scaling applied. Finally, an
aluminium wire of high purity is used as an LAC reference in order to scale the grey-level/LAC
ratio to a known level.
Beam hardening correction measurements were taken on an ad hoc basis, or when a specimen
with LAC features of particular interest was to be scanned. Generally, however, these measure-
ments would be taken less frequently than once a week.
The calibrations were based on the equivalency for practical purposes of polychromatic X-ray
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spectra to specific photon energies when considering a monochromatic beam, shown in Table
5.2. This was of particular importance since the selection method for these energies was previ-
ously undocumented.
When calibration measurements were taken, a single dataset would be used to make correction
polynomials for all sample materials as needed. The correction algorithm would not infrequently
fail to converge, and the agreement between the measured attenuations and simulated attenua-
tions, while significantly better than previous models, left much to be desired, with a typical total
error (sum of the squared differences in attenuation over all attenuators) of between 1.5 and 2.
As shown in Chapter 7, the quality of reconstructions made using an aluminium step wedge to
provide beam hardening corrections can be very poor (see Section 7.2, where an underestimate
of 15% and dishing artefact of 13% the expected value are produced), though significantly better
than the preceding seven-step horizontal wedge, even when an idealised simulated wedge is used,
eliminating the effects of impurities or contamination from the measurements.
The calibration method is limited in its applicability to single-species specimens. As the presence
of a lower-radiodensity secondary species increases in the sample, the calibration method will
under-correct the beam hardening error in the primary species (which is generally the species of
interest in unmodified natural materials) with increasing severity. Conversely, an over-correction
will occur in mineralised specimens with a more-attenuating secondary species, such as a tooth
which has been re-seated using an implanted screw. While a minor mis-correction may, under
certain circumstances, be acceptable, it results in unacceptable artefacts when the mineralised
species is embedded in a large quantity of a mounting medium such as PMMA.
This correction method does allow separation of calibration material from specimen material -
that is, an aluminium calibration standard can be used in the calibration of aluminium, hydrox-
yapatite, organic or any other material which is the dominant absorber in the specimen. With the
increasing use of the MuCAT scanners in applications where ever-higher contrast reconstruction
is a necessity, however, (see Chapter 2) this was realised to no longer be a tenable situation.
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13.2 Thesis’ Implications for Beam Hardening Correction
In Chapter 7 it was shown that, for a naturalistic sample, linear attenuation coefficient reconstruc-
tion accuracy could be improved to 0.7% using the same reconstruction process apart from the
beam hardening correction as that which gave the underestimate in the previous section. If this
is taken to be a figure of merit, the beam hardening correction process using the carousel and the
associated IDL software may be said to be at least 18 times more effective than the previous gen-
eration. This is probably an underestimate of the improvement, since the error in the improved
reconstruction appears to be mostly systematic.
Chapter 8 addressed one of the assumptions underlying the calibration software: that the photon
energy used in the calibrate an X-ray beam of a given accelerating voltage is the most appropriate
available. The experiments showed that a smaller variation in results is obtained when using the
newly-derived energy of 44.5 keV for a 90 kV scan than when the same scans were corrected
with the conventional value, and that derived energies for other accelerating voltages vary fur-
ther from the conventional values. These energies, particularly for low-voltage beams where the
effect of a given energy change is relatively greater, should be examined similarly.
The investigation of the effects of long-term wear of the X-ray target, in Chapter 9, showed both
variation in beam hardening effects across the vertical dimension of the projections and a de-
terioration in quality of correction as beam-time between the calibration measurements and the
scan to be corrected increases. The attachment of the beam hardening carousel to the rotation
stage to permit automatic calibration measurement after individual scans allows the scans to be
calibrated using the best possible parameters. For particularly sensitive or long scans, it is recom-
mended that calibration measurements also be taken immediately before the scan commences,
and a weighted average of the correction polynomials be used to correct the projections sepa-
rately.
In Chapter 10, the automation of the calibration procedure made as a result of the experiments
in Chapter 9 in order to study the effect of X-ray tube filament ageing on the quality of recon-
structions of a known specimen without bias from changes in the quality of the beam hardening
correction.
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Chapter 11 addressed the limitations arising from beam hardening when scanning dual-species
specimens by the introduction of an immersion tank to mask the lower-attenuating species in a
medium of known thickness, thereby reducing the problem to a single-species sample. While
this is only suitable for certain samples (iet˙hose with low permeability or where fluid permeation
of the sample is necessary for the answering of a research question), it nevertheless extends accu-
rate mineral concentration measurement by XMT to a much wider range of specimens than was
previously possible.
Finally, Chapter 12 provided two comparisons of ‘dry’ specimen reconstructions, between the
pre-existing beam-hardening correction method described in Chapter 5 and a method combin-
ing the ‘carousel’ calibration device described in Chapter 6, the corrected calibration energy
(Chapter 8) and the integration of the calibration scan as an automatically-completed part of the
normal scanning process (a result of the experiment carried out in Chapter 9). These experiments,
performed on biological and metallic specimens, demonstrated both qualitative and quantitative
improvements in the reconstruction. Arising from the changes to methodology arising from this
thesis.
13.3 Effects in Production Scanning
Since its introduction into service and extension into use by default with XMT scans, the ‘carousel’
test piece has been used for scans with MuCAT 2 at the five primary accelerating voltages listed
in Section 5.2. As noted in Davis et al. (2013), this technique has permitted the resolution of ion
transport in extracted teeth filled with a glass-ionomer cement, as well as the three-dimensional
tracing of dead tracts in dentin, which occur when a dentinal tubule is exposed or irritated (Fish,
1928).
13.4 General Conclusions and Practical Significance
The research that forms this thesis, while based on the previous methodology discussed in Sec-
tions 5.2 and 13.1 and published in Davis et al. (2008), generalises the material-independent
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nature of the calibration system in order to permit a greater range of attenuation measurements to
be made using a device which did not become impractically thick at the most-attenuating point.
Additionally, the modelling algorithm has been improved in order to take account of uncertainties
in the X-ray generator voltage, which unlike the tungsten and caesium iodide thickness parame-
ters vary solely with projection number rather than spatially, which permits a greatly improved
(typically forty-fold reduction in summed-squared residuals) agreement between simulated and
measured attenuation values when calculating correction coefficient values.
The benefits here are two-fold: firstly, the wider range of attenuations allows confirmation of cor-
rection validity for highly-attenuating specimens, and secondly even in cases where a calibration
may not be vastly improved over the best-case scans, the ease of use of the carousel device has
permitted the device to be fully integrated into the scanning process, so a recent calibration is
always available for correcting the projection data. The importance of this, given the inconsis-
tencies in optimised parameter values revealed in Chapter 9, is that it allows greater consistency
of LAC measurements, as shown in Chapter 12 with a four-fold improvement in measurement
repeatability when scanning a non-biological specimen.
As shown above, the experiments detailed in this thesis have contributed significantly to im-
proving the greyscale accuracy of tomographic reconstructions on the MuCAT scanning devices,
which are directly applicable to other third-generation impact-source tomographic systems.
In addition to the dental applications experiments described in the previous section, the multi-
species beam hardening ‘carousel’ calibration technique developed for this thesis and described
in Section 6.3.1 and tested in Chapter 7 has been used in microtomographic scans by other mem-
bers of the Dental Physical Sciences research group at BLSMD.
13.5 Further Research
As well as minor variations to the experiments described in this thesis (such as extending the
validation of calibration energies across the operational range of the MuCAT scanners), the
following experiments are suggested in order to further improve the accuracy of high-contrast
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impact-source X-ray microtomography.
13.5.1 Long-Term Calibration Stability Experiment
Chapter 9 describes a short-term repeatability experiment for the carousel calibration, carried out
over approximately 48 h. Since the beam hardening calibration method was in continuous devel-
opment throughout this study, it was not possible to extend the scope of the experiment beyond
short-term effects from changes to the target.
It would be of interest to extend this experiment over a long period (on the order of several weeks,
possibly interspersed between other experiments so as not to monopolise the MuCAT scanner) in
order to isolate other contributions to calibration error than target pitting, which was the focus of
this experiment. This would require that all other operation of the X-ray generator be recorded
(including when the X-ray aperture is closed) in order to locate the experimental runs with re-
spect to the scanner’s maintenance schedule.
13.5.2 Dual-Emission Scanning and Anti-Scatter Grids
The application of dual-emission scanning techniques to microtomography (specifically the single-
beam method using alternating lines of filtering material developed by Ritchings and Pullan
(1979) and described in Section 4.1.2) would be a useful way of gaining further information
about specimens which do not require particularly high spatial resolution. Similarly, anti-scatter
grids are of interest if they can be manufactured to be compatible with TDI-based scanning sys-
tems.
13.5.3 Real-Time Dissolution Experiment
The immersion tank developed and tested in Chapter 11 may be used with artificial saliva (with
or without the addition of typical food-borne oral contaminants such as citric or phosphoric acid)
to examine quantitatively and non-destructively the stability and dissolution processes of natural
and artificial dental materials in different simulated oral environments in real time, by scanning
the sample while it is immersed and demineralisation is underway.
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A similar experiment can be carried out on extracted teeth to which a bioactive glass-based prod-
uct (for example, a dentifrice) has been applied, in order to determine the effectiveness, if any, of
remineralisation processes and suggest means for improving their composition and application.
Both these experiments depend on comparatively long-term continuous and exclusive access
to the scanner (on the order of several days) and are therefore difficult to schedule given the
scanner’s present duty cycle. With the commissioning of MuCAT 3 and the repurposing of the
MuCAT 1 platform to take advantage of more recent developments in technology and processing
(including the beam hardening corrections covered in this thesis) it is hoped that experiments
such as this will become practical.
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Appendix A
Spekcalc Input Files
The following is an example of a valid input file for the spectrum generation program Spekcalc,
described in Section 6.3.2.2.
[frame=single]
**** INPUTS ****
kVp [kV] hvMIN [keV] Dhv [keV]
90. 9. 0.1
Angle [deg.]
22.
t_AIR t_BE t_AL t_CU t_SN t_W [mm]
1000. 0. 0.5 0. 0. 0.
Nf P
0.680000007 0.330000013
The file comprises an explanatory header line, then alternating lines of explanatory text and nu-
merical inputs. All integers must end with a full stop, though a float such as 5.0 is also acceptable.
White-space characters are treated as separators, so the amount of space between entries is unim-
portant.
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This example instructs Spekcalc to calculate binned energy intensities for an accelerating volt-
age of 90 kV with a minimum photon energy of 9 keV, binned at 0.1 keV intervals and with a
take-off angle of 22◦. The intensities are to be measured through filters corresponding to 1000
mm air and 0.5 mm aluminium.
The following Python function constructs a valid input file of the type shown above for a given
accelerating voltage and take-off angle, with no filtration, and sanitises Spekcalc’s output re-
turn a two-dimensional list with the bin energy in the first column and the intensity in the second
column. This can be processed further or saved to a file.
def s p e k c a l c ( v o l t a g e , a n g l e ) :
import os , math
# C o n s t r u c t i n p u t f i l e f o r S p e k c a l c .
m i n v o l t a g e = i n t ( math . c e i l ( f l o a t ( v o l t a g e ) / f l o a t ( 1 0 ) ) )
f i l e s t r i n g = " ∗∗∗∗ INPUTS ∗∗∗∗ \ nkVp [ kV ]  \
hvMIN [ keV ] Dhv [ keV ] \ n "
f i l e s t r i n g += ‘ v o l t a g e ‘ + " .  " + ‘ minvo l t age ‘ + " .  0 . 5 \ n "
f i l e s t r i n g += " Angle  [ deg . ] \ n "
i f i s i n s t a n c e ( ang le , f l o a t ) :
f i l e s t r i n g = f i l e s t r i n g + ‘ ang le ‘ + " \ n "
e l s e :
f i l e s t r i n g = f i l e s t r i n g + ‘ ang le ‘ + " . \ n "
f i l e s t r i n g += " t_AIR  t_BE t_AL t_CU t_SNt_W [mm] \ n "
f i l e s t r i n g += " 0 .  0 .  0 .  0 .  0 .  0 . \ n "
f i l e s t r i n g += + " NfP \ n "
f i l e s t r i n g += " 0 . 6 8  0 . 3 3 "
i n f i l e = ’ t e m p i n p u t . s p e k c a l c ’
o u t f i l e = ’ t e m p o u t p u t . s p e k c a l c ’
166
# Save i n p u t f i l e .
i n p u t = open ( i n f i l e , ’w’ )
i n p u t . w r i t e ( f i l e s t r i n g + " \ n " )
i n p u t . c l o s e ( )
# Run S p e k c a l c .
os . sys tem ( ’ . / s p e k c a l c − i  ’ + i n f i l e + ’ −o ’ + o u t f i l e )
# Get o u t p u t .
o u t p u t = open ( o u t f i l e , ’ r ’ )
d a t a = o u t p u t . r e a d l i n e s ( )
o u t p u t . c l o s e ( )
# S a n i t i s e o u t p u t w i t h low e n e r g i e s z e r o e d .
d a t a = d a t a [ 1 4 : ]
s p e c t r u m = [ [ ] , [ ] ]
f o r i in r a n g e ( 2 , 2∗m i n v o l t a g e ) :
s p e c t r u m [ 0 ] . append ( ‘ i / 2 . 0 ‘ )
s p e c t r u m [ 1 ] . append ( ’ 0 . 0 ’ )
f o r i in d a t a :
t e m p l i n e = i . s p l i t ( )
s p e c t r u m [ 0 ] . append ( t e m p l i n e [ 0 ] )
s p e c t r u m [ 1 ] . append ( t e m p l i n e [ 1 ] )
re turn s p e c t r u m
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Appendix B
Carousel Correction Script
The carousel correction script is written in IDL, and contains the following functions and proce-
dures.
amoebatry
Function implementing a single iteration of the Nelder-Mead algorithm and transforming the
simplex accordingly. Returns the test function’s return value. Adapted from IDL’s built-in func-
tion to pass a data structure to the test function.
amoebafunction
The Nelder-Mead algorithm function, which constructs initial simplexes and determines whether
convergence has occurred. Returns the optimised parameters for the test function, or a non-
convergence error with the most recently-used parameters. Adapted from IDL’s built-in function
to pass a data structure to amoebatry.
userinterface_event
Procedure defining actions to be taken immediately on click of the user interface’s ’get settings’,
’save settings file’, ’open settings file’ or ’browse for input file’ buttons, or the ’immersion’ or
’additional filters’ checkboxes. This also writes a settings file when a calibration is begun by
clicking the ’start’ button.
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userinterface
Function setting the layout of and populating the settings screen.
attenuation
Procedure applying filter, scintillator, detector and carousel or virtual dominant-material step-
wedge responses to the X-ray spectrum and calculating the attenuation. Combined from two
functions in previous MuCAT calibration programs to eliminate redundant code.
readfile
Procedure to sanitise XCOM output files and read them into an array.
funct
The optimisation test function for the line-by-line optimisation of tungsten and caesium iodide
thicknesses. Calls attenuation and returns the sum of squared differences between the mea-
sured and simulated carousel filters.
optvoltage
The optimisation test function for the global-level optimisation (of acceleration voltage, and alu-
minium and titanium carousel filter thicknesses.) Calls the line-by-line optimisation, and returns
the summed errors from all inner-optimisation calls, as well as providing graphical user feedback.
calibration
Function comprising a single beam hardening calibration. This function handles the data struc-
turing and file reading as far as possible for the optimisations to improve execution speed, then
calls the global optimisation with a partial projection set. After the global parameters are opti-
mised, the global optimisation is called again with nearly-fixed the full projection set in order
to optimise the line-by-line parameters. The function returns a binary value signalling whether
further calibrations are required.
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.e
xt
ra
de
ns
it
yl
ab
el
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
de
ns
it
yt
ex
t,
 s
en
si
ti
ve
=1
  
  
  
  
en
di
f 
el
se
 b
eg
in
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
la
be
l,
 s
en
si
ti
ve
=0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
te
xt
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
br
ow
se
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
th
ic
kn
es
sl
ab
el
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
th
ic
kn
es
st
ex
t,
 s
en
si
ti
ve
=0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
de
ns
it
yl
ab
el
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
de
ns
it
yt
ex
t,
 s
en
si
ti
ve
=0
  
  
  
  
en
de
ls
e
  
  
  
en
di
f
  
  
  
if
 i
 e
q 
7 
th
en
 b
eg
in
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
bu
tt
on
, 
se
t_
bu
tt
on
 =
 t
em
p
  
  
  
  
if
 t
em
p 
eq
 '
1'
 t
he
n 
be
gi
n
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wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
fi
le
la
be
l,
 s
en
si
ti
ve
=1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
fi
le
te
xt
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
fi
le
br
ow
se
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nd
en
si
ty
la
be
l,
 s
en
si
ti
ve
=1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nd
en
si
ty
te
xt
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
de
ns
it
yl
ab
el
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
de
ns
it
yt
ex
t,
 s
en
si
ti
ve
=1
  
  
  
  
en
di
f 
el
se
 b
eg
in
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
fi
le
la
be
l,
 s
en
si
ti
ve
=0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
fi
le
te
xt
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
fi
le
br
ow
se
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nd
en
si
ty
la
be
l,
 s
en
si
ti
ve
=0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nd
en
si
ty
te
xt
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
de
ns
it
yl
ab
el
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
de
ns
it
yt
ex
t,
 s
en
si
ti
ve
=0
  
  
  
  
en
de
ls
e
  
  
  
en
di
f
  
  
  
if
 i
 e
q 
8 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
ex
tr
af
il
et
ex
t,
 s
et
_v
al
ue
 =
 s
tr
in
g(
te
mp
)
  
  
  
if
 i
 e
q 
9 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
im
me
rs
io
nf
il
et
ex
t,
 s
et
_v
al
ue
 =
 s
tr
in
g(
te
mp
)
  
  
  
if
 i
 e
q 
10
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
th
ic
kn
es
st
ex
t,
 s
et
_v
al
ue
 =
 s
tr
in
g(
te
mp
)
  
  
  
if
 i
 e
q 
11
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
de
ns
it
yt
ex
t,
 s
et
_v
al
ue
 =
 s
tr
in
g(
te
mp
)
  
  
  
if
 i
 e
q 
12
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
de
ns
it
yt
ex
t,
 s
et
_v
al
ue
 =
 s
tr
in
g(
te
mp
)
  
  
  
if
 i
 e
q 
13
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nd
en
si
ty
te
xt
, 
se
t_
va
lu
e 
= 
st
ri
ng
(t
em
p)
  
  
  
if
 i
 e
q 
14
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nf
il
et
ex
t,
 s
et
_v
al
ue
 =
 s
tr
in
g(
te
mp
)
  
  
  
if
 i
 e
q 
15
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.w
ed
ge
fi
le
te
xt
, 
se
t_
va
lu
e 
= 
st
ri
ng
(t
em
p)
  
  
  
if
 i
 e
q 
16
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.c
al
ib
ra
ti
on
fi
le
te
xt
, 
se
t_
va
lu
e 
= 
st
ri
ng
(t
em
p)
  
  
  
if
 i
 e
q 
17
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.p
ar
am
et
er
fi
le
te
xt
, 
se
t_
va
lu
e 
= 
st
ri
ng
(t
em
p)
  
  
  
if
 i
 e
q 
18
 t
he
n 
wi
dg
et
_c
on
tr
ol
, 
in
fo
.c
al
ib
ra
ti
on
li
ne
st
ex
t,
 s
et
_v
al
ue
 =
 t
em
p
  
  
en
df
or
  
  
fr
ee
_l
un
, 
op
en
fi
le
  
en
d
  
's
av
eb
ut
to
n'
: 
be
gi
n
; 
Op
en
 f
il
e 
to
 s
av
e 
st
at
e 
in
to
  
  
sa
ve
pa
th
 =
 p
ic
kf
il
e(
/w
ri
te
)
  
  
op
en
w,
 s
av
ef
il
e,
 s
av
ep
at
h,
 /
ge
t_
lu
n
; 
Ta
ke
 s
na
ps
ho
t 
of
 G
UI
 s
ta
te
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.m
ax
te
xt
, 
ge
t_
va
lu
e 
= 
ma
xv
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.c
al
te
xt
, 
ge
t_
va
lu
e 
= 
ca
lv
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.t
ak
eo
ff
te
xt
, 
ge
t_
va
lu
e 
= 
ta
ke
of
f
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
te
ps
te
xt
, 
ge
t_
va
lu
e 
= 
th
ic
kn
es
ss
te
ps
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wi
dg
et
_c
on
tr
ol
, 
in
fo
.a
lw
id
th
te
xt
, 
ge
t_
va
lu
e 
= 
al
th
ic
kn
es
s
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.c
uw
id
th
te
xt
, 
ge
t_
va
lu
e 
= 
cu
th
ic
kn
es
s
  
  
ex
tr
as
 =
 w
id
ge
t_
in
fo
(i
nf
o.
ex
tr
ab
ut
to
n,
 /
bu
tt
on
_s
et
)
  
  
im
me
rs
io
ns
 =
 w
id
ge
t_
in
fo
(i
nf
o.
im
me
rs
io
nb
ut
to
n,
 /
bu
tt
on
_s
et
)
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
te
xt
, 
ge
t_
va
lu
e 
= 
ex
tr
ap
at
h
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
fi
le
te
xt
, 
ge
t_
va
lu
e 
= 
im
me
rs
io
np
at
h
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
th
ic
kn
es
st
ex
t,
 g
et
_v
al
ue
 =
 e
xt
ra
th
ic
kn
es
s
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
de
ns
it
yt
ex
t,
 g
et
_v
al
ue
 =
 e
xt
ra
de
ns
it
y
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.i
mm
er
si
on
de
ns
it
yt
ex
t,
 g
et
_v
al
ue
 =
 i
mm
er
si
on
de
ns
it
y
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nd
en
si
ty
te
xt
, 
ge
t_
va
lu
e 
= 
sp
ec
im
en
de
ns
it
y
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.s
pe
ci
me
nf
il
et
ex
t,
 g
et
_v
al
ue
 =
 s
pe
ci
me
np
at
h
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.w
ed
ge
fi
le
te
xt
, 
ge
t_
va
lu
e 
= 
we
dg
ef
il
ep
at
h
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.c
al
ib
ra
ti
on
fi
le
te
xt
, 
ge
t_
va
lu
e 
= 
ca
li
br
at
io
np
at
h
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.p
ar
am
et
er
fi
le
te
xt
, 
ge
t_
va
lu
e 
= 
pa
ra
me
te
rp
at
h
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.c
al
ib
ra
ti
on
li
ne
st
ex
t,
 g
et
_v
al
ue
 =
 c
al
li
ne
s
; 
Wr
it
e 
st
at
e 
to
 f
il
e
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ma
xv
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ca
lv
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ta
ke
of
f
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
th
ic
kn
es
ss
te
ps
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
al
th
ic
kn
es
s
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
cu
th
ic
kn
es
s
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ex
tr
as
, 
fo
rm
at
='
(i
1)
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
im
me
rs
io
ns
, 
fo
rm
at
='
(i
1)
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ex
tr
ap
at
h
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
im
me
rs
io
np
at
h
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ex
tr
at
hi
ck
ne
ss
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ex
tr
ad
en
si
ty
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
im
me
rs
io
nd
en
si
ty
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
sp
ec
im
en
de
ns
it
y
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
sp
ec
im
en
pa
th
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
we
dg
ef
il
ep
at
h
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ca
li
br
at
io
np
at
h
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
pa
ra
me
te
rp
at
h
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
ca
ll
in
es
; 
Wr
it
e 
co
nt
ex
t 
to
 f
il
e
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'#
##
##
##
##
##
##
##
 B
el
ow
 a
re
 c
on
te
xt
 i
nd
ic
at
or
s 
fo
r 
th
e 
it
em
s 
ab
ov
e.
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'M
ax
im
um
 v
ol
ta
ge
 (
kV
)'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'C
al
ib
ra
ti
on
 v
ol
ta
ge
 (
kV
)'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'T
ak
e-
of
f 
an
gl
e 
(d
eg
re
es
)'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'N
um
be
r 
of
 t
hi
ck
ne
ss
 s
te
ps
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'A
l 
fi
lt
er
 w
id
th
 (
cm
)'
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pr
in
tf
, 
sa
ve
fi
le
, 
'C
u 
fi
lt
er
 w
id
th
 (
cm
)'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'A
dd
it
io
na
l 
fi
lt
er
 (
in
te
ge
r 
- 
Y/
N)
*'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'L
iq
ui
d 
im
me
rs
io
n 
(i
nt
eg
er
 -
 Y
/N
)*
*'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'A
dd
it
io
na
l 
fi
lt
er
 f
il
e'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'I
mm
er
si
on
 f
il
te
r 
fi
le
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'A
dd
it
io
na
l 
fi
lt
er
 w
id
th
 (
cm
)'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'A
dd
it
io
na
l 
fi
lt
er
 d
en
si
ty
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'I
mm
er
si
on
 l
iq
ui
d 
de
ns
it
y'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'S
pe
ci
me
n 
de
ns
it
y'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'S
pe
ci
me
n 
ab
so
rp
ti
on
 c
oe
ff
ic
ie
nt
 f
il
e'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'S
te
p 
we
dg
e 
da
ta
 f
il
e'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'C
al
ib
ra
ti
on
 o
ut
pu
t 
fi
le
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'T
un
gs
te
n 
/ 
Cs
I 
pa
ra
me
te
r 
ou
tp
ut
 f
il
e'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'N
um
be
r 
of
 l
in
es
 u
se
d 
fo
r 
ca
li
br
at
io
n 
(d
ef
au
lt
: 
80
0)
'
  
  
pr
in
tf
, 
sa
ve
fi
le
, 
'#
##
##
##
##
##
##
##
 E
mp
ty
 r
ow
s 
de
no
te
 e
mp
ty
 f
ie
ld
s.
 I
f 
* 
or
 *
* 
ar
e 
0 
th
en
 r
ow
s 
ma
y 
we
ll
 b
e 
em
pt
y.
'
  
  
fr
ee
_l
un
, 
sa
ve
fi
le
  
en
d
  
'o
pe
nb
ut
to
n'
: 
be
gi
n
  
; 
Op
en
 f
il
e 
to
 r
ea
d 
st
at
e 
fr
om
  
  
op
en
pa
th
 =
 p
ic
kf
il
e(
/r
ea
d)
  
  
op
en
r,
 o
pe
nf
il
e,
 o
pe
np
at
h,
 /
ge
t_
lu
n
  
; 
Re
ad
 d
at
a 
ou
t
  
  
fo
r 
i=
0,
17
 d
o 
be
gi
n
  
  
  
te
mp
='
'
  
  
  
re
ad
f,
 o
pe
nf
il
e,
 t
em
p,
 f
or
ma
t=
'(
a)
'
  
  
  
if
 i
 e
q 
0 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
ma
xt
ex
t,
 s
et
_v
al
ue
 =
 t
em
p
  
  
  
if
 i
 e
q 
1 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
ca
lt
ex
t,
 s
et
_v
al
ue
 =
 t
em
p
  
  
  
if
 i
 e
q 
2 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
ta
ke
of
ft
ex
t,
 s
et
_v
al
ue
 =
 t
em
p
  
  
  
if
 i
 e
q 
3 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
st
ep
st
ex
t,
 s
et
_v
al
ue
 =
 t
em
p
  
  
  
if
 i
 e
q 
4 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
al
wi
dt
ht
ex
t,
 s
et
_v
al
ue
 =
 t
em
p
  
  
  
if
 i
 e
q 
5 
th
en
 w
id
ge
t_
co
nt
ro
l,
 i
nf
o.
cu
wi
dt
ht
ex
t,
 s
et
_v
al
ue
 =
 t
em
p
  
  
  
if
 i
 e
q 
6 
th
en
 b
eg
in
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
bu
tt
on
, 
se
t_
bu
tt
on
 =
 t
em
p
  
  
  
  
if
 t
em
p 
eq
 '
1'
 t
he
n 
be
gi
n
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
la
be
l,
 s
en
si
ti
ve
=1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
te
xt
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
br
ow
se
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
th
ic
kn
es
sl
ab
el
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
th
ic
kn
es
st
ex
t,
 s
en
si
ti
ve
=1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
de
ns
it
yl
ab
el
, 
se
ns
it
iv
e=
1
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
de
ns
it
yt
ex
t,
 s
en
si
ti
ve
=1
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en
di
f 
el
se
 b
eg
in
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
la
be
l,
 s
en
si
ti
ve
=0
  
  
  
  
  
wi
dg
et
_c
on
tr
ol
, 
in
fo
.e
xt
ra
fi
le
te
xt
, 
se
ns
it
iv
e=
0
  
  
  
  
  
wi
dg
et
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mp
im
me
rs
io
nf
il
et
ex
t)
  
  
  
  
ex
tr
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ne
ss
te
xt
, 
$
  
  
  
  
xs
iz
e=
2*
pa
th
si
ze
)
  
  
  
  
ex
tr
ad
en
si
ty
te
xt
 =
 w
id
ge
t_
te
xt
(e
xt
ra
in
fo
ba
se
, 
/e
di
ta
bl
e,
 s
en
si
ti
ve
=u
in
t(
te
mp
ex
tr
ab
ut
to
n)
, 
va
lu
e 
= 
te
mp
ex
tr
ad
en
si
ty
te
xt
, 
$
  
  
  
  
xs
iz
e=
2*
pa
th
si
ze
)
  
  
  
  
im
me
rs
io
nd
en
si
ty
te
xt
 =
 w
id
ge
t_
te
xt
(e
xt
ra
in
fo
ba
se
, 
/e
di
ta
bl
e,
 s
en
si
ti
ve
=u
in
t(
te
mp
im
me
rs
io
nb
ut
to
n)
, 
$
  
  
  
  
va
lu
e 
= 
te
mp
im
me
rs
io
nd
en
si
ty
te
xt
, 
xs
iz
e=
2*
pa
th
si
ze
)
  
  
  
  
sp
ec
im
en
de
ns
it
yt
ex
t 
= 
wi
dg
et
_t
ex
t(
ex
tr
ai
nf
ob
as
e,
 /
ed
it
ab
le
, 
se
ns
it
iv
e=
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nt
(t
em
pi
mm
er
si
on
bu
tt
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 $
  
  
  
  
va
lu
e 
= 
te
mp
sp
ec
im
en
de
ns
it
yt
ex
t,
 x
si
ze
=2
*p
at
hs
iz
e)
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da
ta
fi
le
sb
as
e 
= 
wi
dg
et
_b
as
e(
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nt
ro
lb
as
e,
 c
ol
um
n=
3,
 /
ba
se
_a
li
gn
_l
ef
t)
  
  
  
  
sp
ec
im
en
fi
le
la
be
l 
= 
wi
dg
et
_l
ab
el
(d
at
af
il
es
ba
se
, 
va
lu
e=
'S
pe
ci
me
n 
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so
rp
ti
on
 c
oe
ff
ic
ie
nt
 f
il
e:
 '
, 
$
  
  
  
  
xs
iz
e 
= 
la
be
lx
si
ze
, 
ys
iz
e 
= 
la
be
ly
si
ze
)
  
  
  
  
we
dg
ef
il
el
ab
el
 =
 w
id
ge
t_
la
be
l(
da
ta
fi
le
sb
as
e,
 v
al
ue
='
St
ep
 w
ed
ge
 d
at
a 
fi
le
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',
 x
si
ze
 =
 l
ab
el
xs
iz
e,
 y
si
ze
 =
 l
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el
ys
iz
e)
  
  
  
  
ca
li
br
at
io
nf
il
el
ab
el
 =
 w
id
ge
t_
la
be
l(
da
ta
fi
le
sb
as
e,
 v
al
ue
='
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li
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at
io
n 
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 f
il
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, 
$
  
  
  
  
xs
iz
e 
= 
la
be
lx
si
ze
, 
ys
iz
e 
= 
la
be
ly
si
ze
)
  
  
  
  
pa
ra
me
te
rf
il
el
ab
el
 =
 w
id
ge
t_
la
be
l(
da
ta
fi
le
sb
as
e,
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al
ue
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ng
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en
 /
 C
sI
 p
ar
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et
er
 o
ut
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t 
fi
le
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 $
  
  
  
  
xs
iz
e 
= 
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lx
si
ze
, 
ys
iz
e 
= 
la
be
ly
si
ze
)
  
  
  
  
sp
ec
im
en
fi
le
te
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 =
 w
id
ge
t_
te
xt
(d
at
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il
es
ba
se
, 
/e
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ta
bl
e,
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 =
 t
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ci
me
nf
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et
ex
t,
 x
si
ze
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at
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iz
e)
  
  
  
  
we
dg
ef
il
et
ex
t 
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dg
et
_t
ex
t(
da
ta
fi
le
sb
as
e,
 /
ed
it
ab
le
, 
va
lu
e 
= 
te
mp
we
dg
ef
il
et
ex
t,
 x
si
ze
=2
*p
at
hs
iz
e)
  
  
  
  
ca
li
br
at
io
nf
il
et
ex
t 
= 
wi
dg
et
_t
ex
t(
da
ta
fi
le
sb
as
e,
 /
ed
it
ab
le
, 
va
lu
e 
= 
te
mp
ca
li
br
at
io
nf
il
et
ex
t,
 x
si
ze
=2
*p
at
hs
iz
e)
  
  
  
  
pa
ra
me
te
rf
il
et
ex
t 
= 
wi
dg
et
_t
ex
t(
da
ta
fi
le
sb
as
e,
 /
ed
it
ab
le
, 
va
lu
e 
= 
te
mp
pa
ra
me
te
rf
il
et
ex
t,
 x
si
ze
=2
*p
at
hs
iz
e)
  
  
  
  
sp
ec
im
en
fi
le
br
ow
se
 =
 w
id
ge
t_
bu
tt
on
(d
at
af
il
es
ba
se
, 
va
lu
e=
'B
ro
ws
e.
..
',
 x
si
ze
=b
ro
ws
es
iz
e,
 u
va
lu
e=
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pe
ci
me
nb
ro
ws
e'
)
  
  
  
  
we
dg
ef
il
eb
ro
ws
e 
= 
wi
dg
et
_b
ut
to
n(
da
ta
fi
le
sb
as
e,
 v
al
ue
='
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ow
se
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, 
xs
iz
e=
br
ow
se
si
ze
, 
uv
al
ue
='
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ep
we
dg
eb
ro
ws
e'
)
  
  
  
  
ca
li
br
at
io
nf
il
eb
ro
ws
e 
= 
wi
dg
et
_b
ut
to
n(
da
ta
fi
le
sb
as
e,
 v
al
ue
='
Br
ow
se
..
.'
, 
xs
iz
e=
br
ow
se
si
ze
, 
uv
al
ue
='
ca
li
br
at
io
nb
ro
ws
e'
)
  
  
  
  
pa
ra
me
te
rf
il
eb
ro
ws
e 
= 
wi
dg
et
_b
ut
to
n(
da
ta
fi
le
sb
as
e,
 v
al
ue
='
Br
ow
se
..
.'
, 
xs
iz
e=
br
ow
se
si
ze
, 
uv
al
ue
='
pa
ra
me
te
rb
ro
ws
e'
)
  
  
  
go
bu
tt
on
 =
 w
id
ge
t_
bu
tt
on
(c
on
tr
ol
ba
se
, 
va
lu
e=
'S
ta
rt
',
 u
va
lu
e=
's
ta
rt
bu
tt
on
',
 x
si
ze
=5
80
, 
ys
iz
e=
15
0)
; 
De
fi
ne
 o
ut
pu
t 
el
em
es
et
ti
ng
sb
lo
ck
.n
ts
; 
  
ou
tp
ut
sb
as
e 
= 
wi
dg
et
_b
as
e(
pr
og
ba
se
, 
co
lu
mn
=1
)
; 
  
  
ou
tp
ut
dr
aw
 =
 w
id
ge
t_
dr
aw
(o
ut
pu
ts
ba
se
, 
xs
iz
e=
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00
, 
ys
iz
e=
75
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; 
  
  
ou
tp
ut
te
xt
 =
 w
id
ge
t_
te
xt
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ut
pu
ts
ba
se
, 
va
lu
e=
'E
nt
er
 p
ar
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et
er
s 
an
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pr
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s 
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ar
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 /
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ro
ll
, 
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iz
e=
10
)
; 
Re
al
iz
e 
wi
dg
et
s
wi
dg
et
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on
tr
ol
, 
gu
ib
as
e,
 /
re
al
iz
e
; 
Cr
ea
te
 a
nd
 s
to
re
 s
ta
te
 i
nf
or
ma
ti
on
in
fo
 =
 {
ma
xt
ex
t:
ma
xt
ex
t,
 c
al
te
xt
:c
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te
xt
, 
ta
ke
of
ft
ex
t:
ta
ke
of
ft
ex
t,
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st
ep
st
ex
t:
st
ep
st
ex
t,
 a
lw
id
th
te
xt
:a
lw
id
th
te
xt
, 
cu
wi
dt
ht
ex
t:
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ht
ex
t,
 $
  
  
  
  
ex
tr
ab
ut
to
n:
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ut
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n,
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er
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on
bu
tt
on
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si
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bu
tt
on
, 
$
  
  
  
  
ex
tr
af
il
el
ab
el
:e
xt
ra
fi
le
la
be
l,
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mm
er
si
on
fi
le
la
be
l:
im
me
rs
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nf
il
el
ab
el
, 
$
  
  
  
  
ex
tr
af
il
et
ex
t:
ex
tr
af
il
et
ex
t,
 i
mm
er
si
on
fi
le
te
xt
:i
mm
er
si
on
fi
le
te
xt
, 
$
  
  
  
  
ex
tr
af
il
eb
ro
ws
e:
ex
tr
af
il
eb
ro
ws
e,
 $
  
  
  
  
im
me
rs
io
nf
il
eb
ro
ws
e:
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me
rs
io
nf
il
eb
ro
ws
e,
 $
  
  
  
  
ex
tr
at
hi
ck
ne
ss
la
be
l:
ex
tr
at
hi
ck
ne
ss
la
be
l,
 $
  
  
  
  
ex
tr
ad
en
si
ty
la
be
l:
ex
tr
ad
en
si
ty
la
be
l,
 $
  
  
  
  
im
me
rs
io
nd
en
si
ty
la
be
l:
im
me
rs
io
nd
en
si
ty
la
be
l,
 $
  
  
  
  
sp
ec
im
en
de
ns
it
yl
ab
el
:s
pe
ci
me
nd
en
si
ty
la
be
l,
 $
  
  
  
  
ex
tr
at
hi
ck
ne
ss
te
xt
:e
xt
ra
th
ic
kn
es
st
ex
t,
 e
xt
ra
de
ns
it
yt
ex
t:
ex
tr
ad
en
si
ty
te
xt
, 
$
  
  
  
  
im
me
rs
io
nd
en
si
ty
te
xt
:i
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er
si
on
de
ns
it
yt
ex
t,
 $
  
  
  
  
sp
ec
im
en
de
ns
it
yt
ex
t:
sp
ec
im
en
de
ns
it
yt
ex
t,
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sp
ec
im
en
fi
le
te
xt
:s
pe
ci
me
nf
il
et
ex
t,
 w
ed
ge
fi
le
te
xt
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ed
ge
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le
te
xt
, 
$
  
  
  
  
ca
li
br
at
io
nf
il
et
ex
t:
ca
li
br
at
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nf
il
et
ex
t,
 $
  
  
  
  
pa
ra
me
te
rf
il
et
ex
t:
pa
ra
me
te
rf
il
et
ex
t,
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sp
ec
im
en
fi
le
br
ow
se
:s
pe
ci
me
nf
il
eb
ro
ws
e,
 $
  
  
  
  
we
dg
ef
il
eb
ro
ws
e:
we
dg
ef
il
eb
ro
ws
e,
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ca
li
br
at
io
nf
il
eb
ro
ws
e:
ca
li
br
at
io
nf
il
eb
ro
ws
e,
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pa
ra
me
te
rf
il
eb
ro
ws
e:
pa
ra
me
te
rf
il
eb
ro
ws
e,
 g
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ut
to
n:
go
bu
tt
on
, 
ca
li
br
at
io
nl
in
es
te
xt
:c
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ra
ti
on
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ne
st
ex
t}
in
fo
pt
r 
= 
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r_
ne
w(
in
fo
)
wi
dg
et
_c
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tr
ol
, 
gu
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e,
 s
et
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va
lu
e=
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pt
r
xm
an
ag
er
, 
'u
se
ri
nt
er
fa
ce
',
 g
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se
en
d
Pr
o 
at
te
nu
at
io
n,
 X
, 
a,
 c
om
pl
et
eb
lo
ck
, 
is
sp
ec
im
en
, 
ou
tp
ut
  
V1
=f
lo
or
(c
om
pl
et
eb
lo
ck
.s
pe
ct
ru
mb
lo
ck
.M
ax
Vo
lt
ag
e)
  
D1
=c
om
pl
et
eb
lo
ck
.s
pe
ct
ru
mb
lo
ck
.M
ax
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lt
ag
e 
- 
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De
si
re
dS
pe
ct
ru
m 
= 
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mp
le
te
bl
oc
k.
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ec
tr
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k.
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ur
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Sp
ec
tr
um
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1,
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1 
- 
D1
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$
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mp
le
te
bl
oc
k.
sp
ec
tr
um
bl
oc
k.
So
ur
ce
Sp
ec
tr
um
(V
1 
+ 
1,
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 *
 D
1
ze
ro
s 
= 
wh
er
e(
de
si
re
ds
pe
ct
ru
m 
eq
 0
)
  
co
mp
le
te
bl
oc
k.
fi
lt
er
bl
oc
k.
Li
nA
bC
oe
ff
W(
ze
ro
s)
=0
  
th
ic
kn
es
sw
 =
 a
(0
)
  
th
ic
kn
es
sc
si
 =
 a
(1
)
  
N=
si
ze
(x
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N_
El
em
en
ts
)
  
To
ta
lO
ut
pu
t 
= 
fl
ta
rr
(N
)
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Fi
lt
er
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lt
er
ed
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ec
tr
um
 =
  
  
De
si
re
dS
pe
ct
ru
m 
* 
$
  
  
  
  
  
  
  
  
  
  
  
  
ex
p(
-c
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pl
et
eb
lo
ck
.f
il
te
rb
lo
ck
.L
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ef
fA
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le
te
bl
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lo
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.T
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co
mp
le
te
bl
oc
k.
fi
lt
er
bl
oc
k.
Li
nA
bC
oe
ff
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 #
 c
om
pl
et
eb
lo
ck
.t
hi
ck
ne
ss
bl
oc
k.
Th
ic
kn
es
sC
u 
- 
$
  
  
  
  
  
  
  
  
  
  
  
  
co
mp
le
te
bl
oc
k.
fi
lt
er
bl
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k.
Li
nA
bC
oe
ff
W 
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kn
es
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)
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ss
pe
ci
me
n 
eq
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 t
he
n 
be
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n
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er
ed
Sp
ec
tr
um
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lt
er
ed
Sp
ec
tr
um
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ex
p(
-c
om
pl
et
eb
lo
ck
.f
il
te
rb
lo
ck
.L
in
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Co
ef
fE
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il
te
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mp
le
te
bl
oc
k.
th
ic
kn
es
sb
lo
ck
.T
hi
ck
ne
ss
Ex
Fi
lt
er
)
  
en
di
f
; 
Sc
in
ti
ll
at
or
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IS
pe
ct
ru
m 
= 
  
  
  
  
Fi
lt
er
ed
Sp
ec
tr
um
 *
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1 
- 
ex
p(
-c
om
pl
et
eb
lo
ck
.f
il
te
rb
lo
ck
.L
in
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ef
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sI
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ic
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))
)
; 
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al
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ra
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) 
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fo
r 
i=
0,
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 d
o 
be
gi
n
  
  
if
 i
ss
pe
ci
me
n 
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 1
 t
he
n 
be
gi
n
  
  
  
Mo
dS
pe
ct
ru
m 
= 
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pe
ct
ru
m*
ex
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-c
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pl
et
eb
lo
ck
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il
te
rb
lo
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.L
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ef
fS
pe
ci
me
n*
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)
  
  
en
di
f 
el
se
 b
eg
in
  
  
  
ca
se
 c
om
pl
et
eb
lo
ck
.v
ar
ia
bl
eb
lo
ck
.m
at
er
ia
l(
i)
 o
f
"p
er
sp
ex
":
Mo
dS
pe
ct
ru
m 
= 
Cs
IS
pe
ct
ru
m*
ex
p(
-c
om
pl
et
eb
lo
ck
.f
il
te
rb
lo
ck
.L
in
Ab
Co
ef
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er
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ex
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))
"a
l"
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Mo
dS
pe
ct
ru
m 
= 
Cs
IS
pe
ct
ru
m*
ex
p(
-c
om
pl
et
eb
lo
ck
.f
il
te
rb
lo
ck
.L
in
Ab
Co
ef
fA
l*
x(
i)
)
"t
i"
:
Mo
dS
pe
ct
ru
m 
= 
Cs
IS
pe
ct
ru
m*
ex
p(
-c
om
pl
et
eb
lo
ck
.f
il
te
rb
lo
ck
.L
in
Ab
Co
ef
fT
i*
x(
i)
)
"c
u"
:
Mo
dS
pe
ct
ru
m 
= 
Cs
IS
pe
ct
ru
m*
ex
p(
-c
om
pl
et
eb
lo
ck
.f
il
te
rb
lo
ck
.L
in
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Co
ef
fC
u*
x(
i)
)
el
se
:
Mo
dS
pe
ct
ru
m 
= 
Cs
IS
pe
ct
ru
m*
ex
p(
-x
(i
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en
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e
  
  
en
de
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e
; 
De
te
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De
te
ct
Sp
ec
tr
um
 =
  
Mo
dS
pe
ct
ru
m 
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mp
le
te
bl
oc
k.
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ec
tr
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oc
k.
En
er
gy
  
  
To
ta
lO
ut
pu
t(
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=t
ot
al
(D
et
ec
tS
pe
ct
ru
m,
 /
na
n)
  
en
df
or
  
ou
tp
ut
 =
 a
lo
g(
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ta
lO
ut
pu
t(
N-
1)
/T
ot
al
Ou
tp
ut
)
    
if
 i
ss
pe
ci
me
n 
eq
 1
 t
he
n 
be
gi
n
  
op
en
w,
 a
tt
en
ua
ti
on
fi
le
, 
'a
tt
en
ua
ti
on
s.
tx
t'
, 
/g
et
_l
un
  
fo
r 
i=
0,
 N
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 d
o 
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in
tf
, 
x(
i)
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ou
tp
ut
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)
  
fr
ee
_l
un
, 
at
te
nu
at
io
nf
il
e
  
en
di
f
en
d
pr
o 
Re
ad
Fi
le
,F
il
eN
am
e,
Ab
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ef
f,
sp
ec
tr
um
bl
oc
k,
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Ca
l
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me
Su
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ta
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e 
= 
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"
  
Li
ne
1 
= 
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"
  
n=
0
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 =
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ne
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0
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ef
f 
= 
fl
ta
rr
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ax
En
er
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+1
)
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Ca
l 
= 
0.
0
  
op
en
r,
 t
hi
sf
il
e,
 F
il
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e,
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ge
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n
  
re
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e,
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ub
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wh
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do
 b
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 d
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n
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il
e,
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en
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fo
r 
i=
1,
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 d
o 
be
gi
n
  
  
  
re
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f,
 t
hi
sf
il
e,
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1,
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2,
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3,
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4,
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5,
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6,
 A
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8
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ef
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n)
= 
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7
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er
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n
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k
  
  
  
en
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f
  
  
  
if
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1 
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 s
pe
ct
ru
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ck
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e 
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 b
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l 
= 
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l 
+ 
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en
di
f
  
  
  
n=
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1
  
  
en
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or
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st
op
lo
op
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n 
br
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k
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r 
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2 
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 b
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hi
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e,
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en
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en
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, 
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le
en
d
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 f
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ct
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om
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et
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lo
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at
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mp
le
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bl
oc
k.
va
ri
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le
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k.
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,P
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om
pl
et
eb
lo
ck
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e 
= 
f 
- 
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mp
le
te
bl
oc
k.
va
ri
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k.
Y1
  
e 
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e)
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tu
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e)
en
d
fu
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on
 o
pt
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e,
te
st
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pp
er
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im
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at
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lo
ck
  
  
Ou
tp
ut
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)
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3,
0.
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0.
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0.
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0.
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.0
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,0
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at
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 f
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li
ne
 =
 f
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at
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at
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 c
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at
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 p
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at
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 m
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0
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 f
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at
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at
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at
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ra
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ra
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 t
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; 
Ma
ke
 v
ir
tu
al
-w
ed
ge
 a
tt
en
ua
ti
on
s 
wi
th
 r
ea
l 
th
ic
kn
es
se
s/
ma
te
ri
al
s 
an
d 
op
ti
mi
ze
d 
in
ne
r-
am
oe
ba
 v
al
ue
s.
  
  
  
  
at
te
nu
at
io
n,
x1
,R
es
ul
t,
co
mp
le
te
bl
oc
k,
0,
Ou
tp
ut
  
  
  
  
; 
Pl
ot
 l
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 b
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 c
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The script requires the presence of a file names settings.txt in the CWD, which contains cal-
ibration parameters and documentation. The file is extensible if newer versions of the program
require further parameters, by appending the value of the parameter at the end of the section, and
the name of the parameter to the end of the file. A sample file is given below.
[frame=single]
90
40
22
9
0.120000
0.005000
0
0
D:\Reconstruction\Carousel\water_te.txt
D:\Reconstruction\Carousel\water_te.txt
2.0
1
1
3.156
D:\Reconstruction\Carousel\HAP.TXT
path_to_attenuations_file_CAR.con
calibration_output_file.mcc
parameter_output_file.txt
800
######################### Below are context indicators for the items
above.
Maximum voltage (kV)
Calibration voltage (kV)
Take-off angle (degrees)
Number of thickness steps
194
Al filter width (cm)
Cu filter width (cm)
Additional filter (integer - Y/N)*
Liquid immersion (integer - Y/N)**
Additional filter file
Immersion filter file
Additional filter width (cm)
Additional filter density
Immersion liquid density
Specimen density
Specimen absorption coefficient file
Step wedge data file
Calibration output file
Tungsten / CsI parameter output file
Number of lines used for calibration (default: 800)
######################### Empty rows denote empty fields.
If * or ** are 0 then rows may well be empty.
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Appendix C
Calibration Energy Determination Scripts
The calibration energy determination scripts are written in Python. It consists of two parts: the
attenuation finder and the LAC/MAC converter.
C.1 Attenuation Finder
The attenuation-producing script is run multiple times in succession in order to optimise the atten-
uated beam (as detected by the caesium iodide scintillator) to 50% of I0, thereby finding the half
value layer of aluminium for the MuCAT 2 system. It contains two procedures, which are called
sequentially when the script is run using the command python attfinder.py beamvoltage
filterthickness.
def filterbeam(voltage, filter_thickness):
        """Filters a beam through an aluminium filter.
        Inputs: beam kilovoltage and filter thickness. Output: histogrammed 
photon count."""
from math import exp
al_density = 2.70 # g cm-3
al_thicknesses = {'0':0.0, '30':0.1, '40':0.05, '60':0.05, '70':0.05, 
'90':0.12, '120':0.0} # cm
cu_density = 8.94 # g cm-3
cu_thicknesses = {'0':0.0, '30':0.0, '40':0.0, '60':0.0, '70':0.0, '90':
0.005, '120':0.0411} # cm
csi_density = 4.51 # g cm-3
csi_thickness = 0.01419364 # cm
filter_density = al_density
filter_thickness = float(filter_thickness)
filter_name = 'aluminium_50pc_'
al_thickness = al_thicknesses[voltage]
cu_thickness = cu_thicknesses[voltage]
# Prepare X-ray Spectrum
if voltage == '0':
printvoltage = '090'
elif int(voltage) < 100:
    printvoltage = '0'+ voltage
else:
    printvoltage = voltage
spectrumfile = open('SourceB_030/' + printvoltage + '220.spc','r')
spectrumdata = spectrumfile.readlines()
spectrumfile.close()
spectrum = [[],[]]
for i in spectrumdata:
    templine = i.split()
    spectrum[0].append(float(templine[0]))
    spectrum[1].append(float(templine[1]))
spectrum[0].pop(0) # Remove 0 keV (not in XCOM files)
spectrum[1].pop(0)
# Prepare aluminium filter
aluminiumfile = open('filters/aluminium_sanitized.txt','r')
aluminiumdata = aluminiumfile.readlines()
aluminiumfile.close()
aluminium_filtration = []
for i in aluminiumdata:
    templine = i.split()
    aluminium_filtration.append(float(templine[1]) * al_density * 
al_thickness)
# Prepare copper filter
copperfile = open('filters/copper_sanitized.txt','r')
copperdata = copperfile.readlines()
copperfile.close()
copper_filtration = []
for i in copperdata:
    templine = i.split()
    copper_filtration.append(float(templine[1]) * cu_density * 
cu_thickness)
# Prepare extra filter
filterfile = open('filters/didymium_sanitized.txt','r')
filterdata = filterfile.readlines()
filterfile.close()
filter_filtration = []
for i in filterdata:
    templine = i.split()
    filter_filtration.append(float(templine[1]) * filter_density * 
filter_thickness)
    
# Prepare CsI 'filter'
filterfile = open('filters/csi_sanitized.txt','r')
filterdata = filterfile.readlines()
filterfile.close()
csi_filtration = []
for i in filterdata:
    templine = i.split()
    csi_filtration.append(float(templine[1]) * csi_density * 
csi_thickness)
# Filter and write to file
outspectrum = []
if filter_thickness > 0.00000000000001:
    outputname = filter_name + `filter_thickness`
else:
    outputname = 'nofilter'
print 'hi'
outputfile = open(voltage + 'kV_calvoltagefinding/'+ voltage + '_' + 
outputname + '.txt','w')
for i in range(len(spectrum[0])):
    number = spectrum[1][i] * exp(-(filter_filtration[i] + 
copper_filtration[i] + aluminium_filtration[i]))
    detected = number * (1 - exp(-csi_filtration[i]))
    output = detected * exp(-filter_filtration[i])
    #if spectrum[1][i] > 0.001:
    # print `spectrum[0][i]` + '\t' + `output / spectrum[1][i]`
    outputfile.write(`spectrum[0][i]` + '\t' + `output` + '\n')
outputfile.close()
def attfinder(voltage, thickness):
        """Calculates percentage attenuation."""
        
from time import sleep
#gname = raw_input('Spectrum file: ')
#fname = raw_input('Attenuated file: ')
gname = voltage + 'kV_calvoltagefinding/' + voltage + '_nofilter.txt'
fname = voltage + 'kV_calvoltagefinding/' + voltage + '_aluminium_50pc_' + 
thickness + '.txt'
g = open(gname,'r')
gdata = g.readlines()
g.close()
f = open(fname,'r')
fdata = f.readlines()
f.close()
gcount = 0.0
for n in gdata:
temp = n.split()
gcount += float(temp[0]) * float(temp[1])
fcount = 0.0
for n in fdata:
temp = n.split()
fcount += float(temp[0]) * float(temp[1])
print thickness + 'cm = \t' + `float(thickness)*10000` + ' microns gives ' 
+ `(1 - fcount/gcount) * 100.0` + ' % attenuation.'
import sys
if __name__ == "__main__":
if len(sys.argv) == 3:
filterbeam(sys.argv[1], sys.argv[2])
attfinder(sys.argv[1], sys.argv[2])
else:
print "Incorect syntax. 2 arguments (kilovoltage and thickness) only"
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C.2 HVL to LAC/MAC Converter
This script prints the linear attenuation coefficient of aluminium (in cm−1) and the mass attenua-
tion coefficient (in cm2 g−1), and is run using the command python hvl-lac.py hvl. It was
made separate from the attenuation-finding script in order to maximise portability of code.
def getlac(hvl):
        """Calculates LAC and Mass Attenuation Coefficients from Half-Value 
Layer for aluminium."""
from math import log
aldensity = 2.70 # g cm-3
lac = -log(0.5)/float(hvl)
mac = lac / aldensity
print '\n' + `lac` + ' /cm\n' + `mac` + 'cm2/g\n'
import sys
if __name__ == "__main__":
if len(sys.argv) == 2:
getlac(sys.argv[1])
else:
print "Incorect syntax. 1 argument (HVL in cm) only"
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Appendix D
Program Reference
This appendix provides a brief description of the programs and scripts mentioned in the thesis;
for a full explanation of their functionality and interrelationships see Chapter 6.
CAROUSEL is the beam hardening calibration program developed in this thesis and described
in Section 6.3.3. It can be adapted to optimise different variables.
M2PREPROC applies beam hardening, dark- and light-field corrections to projections.
SHIFTFIX applies horizontal shift and wobble corrections to the projections.
ConeRec reconstructs the projections into a 3D dataset. It may be used to determine the cen-
tre of rotation of a specimen in concert with FBPG, a graphics-processing unit-enabled
reconstruction program, on systems that permit GPU parallelisation.
MTRIM applies cropping and grayscale refinements to allow better visualisation of the recon-
struction.
LOAD loads the contents of a TOM reconstruction file into IDL for analysis.
AL allows LAC measurements to be averaged over a cylindrical or skewed-cylindrical sample
volume, and provides an LAC correction multiplier for aluminium at commonly-used cal-
ibration energies. The aluminium correction function has mostly been rendered obsolete.
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The programs CAROUSEL, M2PREPROC, SHIFTFIX and ConeRec/FBPG may be combined into a
single workflow using the CALRECON Windows batch script.
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Appendix E
Abstracts for Conference Presentations and Papers
E.1 List of conference presentations arising from work presented in this thesis
1. Anthony N. Z. Evershed, David Mills, and Graham Davis. Multi-species beam hardening
calibration device for x-ray microtomography. In Stuart R Stock, editor, Developments in
X-Ray Tomography VIII, volume 8056 of Proc. SPIE, page 85061N, 2012.1
Abstract: Impact-source X-ray microtomography (XMT) is a widely-used benchtop al-
ternative to synchrotron radiation microtomography. Since X-rays from a tube are poly-
chromatic, however, greyscale ‘beam hardening’ artefacts are produced by the preferential
absorption of low-energy photons in the beam path.
A multi-material ‘carousel’ test piece was developed to offer a wider range of X-ray atten-
uations from well-characterised filters than single-material step wedges can produce prac-
tically, and optimization software was developed to produce a beam hardening correction
by use of the Nelder-Mead optimization method, tuned for specimens composed of other
materials (such as hydroxyapatite [HA] or barium for dental applications.) The carousel
test piece produced calibration polynomials reliably and with a significantly smaller dis-
crepancy between the calculated and measured attenuations than the calibration step wedge
previously in use.
1Poster presentation with article in conference proceedings. Poster at E.3 No. 2.
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An immersion tank was constructed and used to simplify multi-material samples in order
to negate the beam hardening effect of low atomic number materials within the specimen
when measuring mineral concentration of higher-Z regions. When scanned in water at an
acceleration voltage of 90 kV a Scanco AG hydroxyapatite / poly(methyl methacrylate)
calibration phantom closely approximates a single-material system, producing accurate
hydroxyapatite concentration measurements. This system can then be corrected for beam
hardening for the material of interest.
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E.2 List of papers arising from work presented in this thesis
1. Graham R. Davis, Anthony N.Z. Evershed, and David Mills. Quantitative high contrast X-
ray microtomography for dental research, Journal of Dentistry (Accepted, e-print pending
physical publication.) (2013)
URL: http://www.sciencedirect.com/science/article/pii/S0300571213000286
Abstract:
Objectives X-ray microtomography (XMT or micro-CT) is a miniaturized version of med-
ical CT and has been used extensively for in vitro dental research. The technique allows
three-dimensional analyses of both structure and density (or concentration); the latter re-
quiring some a priori knowledge of composition. Commercial XMT systems tend to be
optimized for high throughput imaging with less emphasis on accuracy and contrast sensi-
tivity required for mapping mineral concentration in teeth. The aim here is to demonstrate
the capabilities of an XMT scanner specifically designed for dental research, especially for
studies requiring high contrast resolution or accurate mineral concentration quantification.
Methods The MuCAT scanners use high dynamic range CCD cameras with time-delay
integration readout to provide high quality tomographic images, albeit at the cost of long
data acquisition times. Accuracy in mineral concentration quantification is achieved using
a modelling approach to beam hardening correction, a problem encountered in all XMT
systems using conventional X-ray sources.
Results A provisional result shows that the accuracy for quantification of hydroxyapatite
concentration of better than 1%.
Conclusion In dentistry, the improved accuracy and contrast sensitivity, together with the
non-destructive nature of XMT in general, facilitates studies of de- and re-mineralization
and other dynamic processes in teeth. The ability to differentiate subtle differences in
mineral concentration allows dead tracts to be traced in three dimensions, linking external
pathology in teeth to reactive processes in the pulp. Three examples are presented which
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demonstrate the utilization of the MuCAT scanners in current dental research.
Clinical significance The MuCAT X-ray microtomography scanners at Queen Mary, Uni-
versity of London have been optimized for quantification of mineral concentration and
are particularly useful for in vitro studies of de- and re-mineralization, excavation and
other treatment methodologies as well as gaining further insight into tooth morphology
and pathology. Results from such studies will inform development of clinical treatment
and management.
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1. A N Z Evershed, G R Davis, and P Tomlins. Accurate Mineralization Quantification in X-
Ray Microtomography. British Society of Oral and Dental Research Meeting (Sheffield,
UK, 2011)
Methods 
A multi-element   ‘carousel’   (shown   in   Figure   5)   comprising   nine  well-characterised foils in copper, 
titanium, aluminium and PMMA, was developed as a test piece in order to generate a wide range of 
well-defined X-ray attenuations, allowing an eighth-order beam hardening correction polynomial to 
be generated which is applicable to the major attenuating species in a given specimen (for natural 
dental specimens, this is generally hydroxyapatite, the major mineral component of teeth).  
 
In some experiments, it is useful to have the specimen 
immersed during the scanning process, either to reduce the 
beam-hardening complexity of a multi-species system where 
one species is water-equivalent, or to allow four-dimensional 
analysis of a demineralization process. For this, a windowed 
immersion tank has been constructed (see Figure 6). 
 
Because the tank will be filled with water or an aqueous 
solution, scatter is a particular concern. It can be quantified by 
blocking parts of the primary beam using a high atomic 
number sheet to isolate scatter, and interpolating in the 
unblocked region by use of Monte Carlo modelling. 
Accurate Mineralization Quantification in X-Ray Microtomography 
Institute of Dentistry 
A. N. Z. Evershed, G. R. Davis, P. Tomlins 
a.n.z.evershed@qmul.ac.uk www.microtomography.com 
Introduction 
X-ray microtomography (XMT) is a non-destructive technique for mapping the distribution of X-ray 
linear attenuation coefficients, which are good proxy measures for mineral concentration, in three 
dimensions. This has particular relevance to dentistry, as the accurate assessment of dental mineral 
concentration is crucial to the measurement of effectiveness of remineralization techniques for the 
treatment of dental caries. The technique is based upon computed tomography (and also known as 
micro-CT), but with an emphasis on accurate determination of mineral concentration rather than 
focussing on the structural detail of the sample. A typical XMT system is shown in Figure 1. 
 
Accuracy in XMT is limited by two main factors arising from the composition of the specimen and 
the fact that laboratory-based XMT uses a conventional X-ray tube producing a polychromatic beam 
— a Bremsstrahlung emission spectrum with characteristic peaks depending on the target material 
used in the X-ray tube. Firstly, materials preferentially absorb low-energy photons as shown in 
Figure   2,   resulting   in   ‘beam  hardening’   - the X-ray beam becomes more penetrating as it passes 
through the sample. In specimens with a uniform density (such as the one simulated in Figure 3 and 
Figure 4) this causes the measured linear 
attenuation coefficient to dip near the centre of 
rotation. With more complex samples, streaking 
and spurious X-ray shadows between denser areas 
and the centre of rotation can be formed, and the 
grey level of scanned areas outside the specimen 
will be artificially raised if the sample has internal 
voids. 
 
Atoms within the sample can also absorb and re-
radiate X-ray photons through Compton 
scattering, leading to increased noise and 
artefacts from the altered trajectory of the 
photons. The aim of the project is to quantify and 
reduce the effect of these errors. 
Figure 1. Elements of a cone-beam 
microtomography  system, showing 
specimen rotation stage.  
(Davis, 2011) 
Figure 5. Beam hardening calibration carousel, 
showing multi-layer filters. 
Figure 6. Immersion tank in 
plan (a) and front elevation (b) 
views, showing thin viewing 
windows. A micro-pump is 
used to circulate fluid in the 
tank, if needed. 
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Figure 3. Simulated reconstruction 
showing beam hardening artefacts 
in a uniform phantom. Note the 
faint diagonal streaking between 
the square cut-out and the top-left 
round hole.  
(Davis and Elliott, 2006) 
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Figure 2. Simulated filtration of 90 kV tungsten 
emission spectrum by 0.5 mm aluminium, showing 
before (red solid line) and after (blue dashed line). 
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Results and Conclusions 
The  ‘carousel’  test  piece  was  brought  into  service  to  replace  a  vertical  aluminium  step  wedge,  which  
provided a smaller range of X-ray attenuations. The summed mean square discrepancy between 
measured and modelled attenuations was found to be approximately 10 % those typically achieved 
using the step wedge, and the appearance of beam hardening artefacts was significantly reduced. 
The immersion tank is currently being characterised before being brought into service. The aim of 
the project has therefore been partially met, with progress ongoing. 
Figure 7. Graph showing eight 
attenuations of the filter materials at 
a calibration voltage of 40 kV based 
on projections taken at 90 kV for the 
measured (red lines) and modelled 
(white lines) wedges, showing good 
agreement. 
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Figure 4. Greyscale line profile 
taken from the horizontal centre-
line of Figure 3, showing cupping 
artefact and central hole. 
Pixel 
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2. Anthony N Z Evershed, David Mills, and Graham Davis. Multi-species Beam Hardening
Calibration Device for X-ray Microtomography. SPIE Optics + Photonics (San Diego,
USA, 2012)
Multi-species Beam Hardening Calibration Device for X-ray Microtomography 
 
Anthony N. Z. Evershed, David Mills, Graham Davis 
a.n.z.evershed@qmul.ac.uk www.microtomography.com 
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Introduction  Impact-source X-ray microtomography, or XMT (as used a modified third-generation geometry with time delay integration at Barts and The London School of 
Medicine and Dentistry [BLSMD] — see Figure 1), is an inexpensive and readily available alternative to synchrotron radiation microtomography for a wide variety of use cases. 
It does, however, suffer from a major source of greyscale errors (which measure linear attenuation coefficients [LACs]) as a result of the polychromatic nature of the X-ray 
beam,  known  as  ‘beam  hardening’.  This  poster  demonstrates  two  devices  developed  to  improve  the  correction  of  this  error  source. 
Beam Hardening  Most materials preferentially absorb low-energy photons by the 
photoelectric effect, as shown in Figure 2. As polychromatic photons pass through a 
specimen, the median photon energy is shifted up—the X-rays  are  ‘harder’.  This  causes  LAC  
under-measurement   near   the   centre   of   the   specimen,   producing   ‘cupping’   artefacts   in  
uniform materials, shown in Figure 3. 
Figure 1. BLSMD’s   MuCAT scanner geometry. The 
detector is moved past the specimen in synchrony 
with the CCD clocking rate, in order to eliminate ring 
artefacts and allow larger projection widths than the 
detector can itself produce. 
Figure 2. Preferential attenuation by photoelectric 
absorption of low-energy photons, for commonly-
encountered filter and detector materials. 
Figure 3a. Filtration of a 90 kVp tungsten X-ray beam 
through filters used for 90 kVp scanning, showing the 
up-shift in average photon energy and almost 
complete attenuation of photons below 20 keV.  
Figures 3b and 3c. Cupping artefact in a macroscopically uniform hydroxyapatite pellet, contrast-enhanced in Figure 3b for clarity and uncorrected for beam 
hardening. This artefact is similar to the darkening produced by dental caries in dental enamel or dentin, and could generate a false positive. The greyscale 
profile is the mean of a 20-pixel wide strip surrounding the horizontal centreline of the hydroxyapatite disc. 
Materials and Methods A multi-species calibration piece comprising nine metal attenuation filters, shown in Figure 4, was 
used to produce a set of projections measuring attenuation for known thicknesses of metal. The range of metals used (Table 1) 
allows a much greater spread of attenuations to be produced than from any practical single-species phantom. 
 
These attenuations are used to generate a linearization correction 
polynomial, initially using an implementation of the Nelder-Mead 
simplex function to optimise thicknesses of tungsten self-absorption in 
the X-ray tube target and scintillator thickness, as will as precise 
accelerating voltage, which are unknown variables in the measurement 
system. This is then used to simulate the attenuations of a 300-step 
wedge of the dominant specimen material at the equivalent 
monochromatic photon energy, to which an eighth-order polynomial is 
fitted. This polynomial forms the linearization correction. 
 
In order to generalise the validity of this correction to bimodal specimens 
with a low-LAC component and a mineralized component, polymethyl methacrylate [PMMA] immersion tanks were 
constructed with a known thickness (see Figure 5.) This reduces the system to a truncated-LAC mono-modal mineralised 
specimen with a uniform-thickness water (or water-equivalent) filter. A bimodal (hydroxyapatite/PMMA) commercial 
calibration phantom produced by Scanco Medical AG was scanned at an accelerating voltage of 90 kV, both in air and 
immersed in a water-filled tank, and calibrated for hydroxyapatite using the above method. Figure 4. ’Carousel’   calibration   piece,   showing   filters  
and frame, including early low-attenuation PMMA 
filter (since replaced with aluminium.) 
Projection Element Average Thickness 
(mm) 
1 copper 2.093 
2 titanium 4.42 
3 titanium 2.21 
4 titanium 1.105 
5 aluminium 3.976 
6 aluminium 1.988 
7 aluminium 0.994 
8 aluminium 0.497 
9 aluminium 0.2 
Table 1. Material composition of the beam hardening carousel. 
Results and Discussion  The  combination  of  the  ‘carousel’  calibration  piece  and  the  linearization  correction  software  produces  
correction polynomials reliable and significantly more quickly than previous correction methods in use at BLSMD. Initial correc-
tions using the PMMA low-attenuation filter for the ninth projection (as shown in Figure 4), however, had an increased error 
(typically a total error of 10 rather than 2.) Replacement of this filter by the aluminium foil shown in Table 1 reduced the typical 
error to 0.05 — a significant reduction. 
 
The use of an immersion tank successfully reduced the Scanco phantom to a uni-modal 
system, as shown in Figure 6, with the PMMA region at the centre of the phantom not 
significantly more attenuating than the water (Δμ = 0.002 ± 0.00718). 
 
Mineral concentration was derived for the four hydroxyapatite rods using the equation 
below, and found to be consistent with values provided 
by Scanco Medical AG (see Table 2).  
 
 
 
Figure 6. Renderings of the Scanco phantom, in air 
(top) with manual segmentation, and immersed 
(bottom) without segmentation, showing reduction 
to a uni-modal system.
Figure 5. Schematic of the immersion tank system, 
including multi-species specimen on the mounting 
post. Clamps not shown for clarity.
Nominal Concentration (g cm-3) Measured LAC (cm-1) Measured Concentration (g cm-3) 
0.7989 0.74 ± 0.0436 0.82 ± 0.0483 
0.3984 0.37 ± 0.0489 0.41 ± 0.0542 
0.1990 0.18 ± 0.0464 0.20 ± 0.0524 
0.0992 0.08 ±  0.0374 0.09 ± 0.0414 
specimen
fluidspecimen
measured ρ
μμ
μ
C 
Table 2. Results of immersed scanning of the Scanco 
Medical calibration phantom. Four rods are shown; 
the fifth is indistinguishable from the PMMA matrix 
or the water (as shown in Figure 6.) 
