In this paper we investigate the seasonal autochthonous sources of dissolved organic carbon (DOC) and nitrogen (DON) in the euphotic zone at a station in the upper Chesapeake Bay using a new mass-based ecosystem model. Important features of the model are: (1) carbon and nitrogen are incorporated by means of a set of fixed and varying C:N ratios; (2) dissolved organic matter (DOM) is separated into labile, semi-labile, and refractory pools for both C and N; (3) the production and consumption of DOM is treated in detail; and (4) seasonal observations of light, temperature, nutrients, and surface layer circulation are used to physically force the model. The model reasonably reproduces the mean observed seasonal concentrations of nutrients, DOM, plankton biomass, and chlorophyll a. The results suggest that estuarine DOM production is intricately tied to the biomass concentration, ratio, and productivity of phytoplankton, zooplankton, viruses, and bacteria. During peak spring productivity phytoplankton exudation and zooplankton sloppy feeding are the most important autochthonous sources of DOM. In the summer when productivity peaks again, autochthonous sources of DOM are more diverse and, in addition to phytoplankton exudation, important ones include viral lysis and the decay of detritus. The potential importance of viral decay as a source of bioavailable DOM from within the bulk DOM pool is also discussed. The results also highlight the importance of some poorly constrained processes and parameters. Some potential improvements and remedies are suggested. Sensitivity studies on selected parameters are also reported and discussed.
Introduction
In many mid-Atlantic estuaries, the biochemical composition and isotopic signature of DOM changes across the salinity gradient with biomarkers and carbon isotopes indicating that a significant amount of DOM production and modification occurs within the estuary (Loh et al., 2006; Mannino and Harvey, 2000; Raymond and Bauer, 2001 ). In the largest of these estuaries, Chesapeake Bay, DOC exhibits a non-conservative distribution at certain times of the year, suggesting that seasonal autochthonous DOM production can be significant (Fisher et al., 1998; Rochelle-Newall and Fisher, 2002) . Fisher et al. (1998) estimated that this DOC accumulation was greater than atmospheric or terrestrial organic carbon inputs and was equivalent to ∼10% of estuarine primary production. Dissolved organic nitrogen (DON) has also been suggested to accumulate seasonally in estuaries (Bronk, 2002; Bronk et al., 1998; Lomas et al., 2002) . Radiocarbon measurements of estuarine, continental shelf, and slope DOM indicate that the large pool of >10 kDa DOM is relatively young and has a residence time of 1-30 days, whereas the smaller pool of 1-10 kDa DOM is between 380 and 4500 years old (Santschi et al., 1995) . These observations suggest that autochthonous estuarine DOM production plays an important role in estuarine biogeochemistry. An understanding of these sources and their effect on the DOM cycle is critical for constraining local carbon and nitrogen budgets and for evaluating the role of estuaries in the global carbon cycle.
In the euphotic zone of the Chesapeake Bay estuary, the site of this study, several sources and processes control DOM cycling. The major allochthonous source of DOM is the Susquehanna river (Fisher et al., 1998) . Smaller rivers (sub-estuaries), atmospheric deposition (Seitzinger and Sanders, 1999) , wetland discharge (Tzortziou et al., 2008) , and terrestrial runoff and leaching (Berman and Bronk, 2003) also add significant amounts of DOM to the estuary. Internal sources of DOM include benthic fluxes (Burdige and Zheng, 1998) , extracellular release by phytoplankton, grazer-mediated release and excretion, release via cell lysis (both viral and bacterial), solubilization of particles, and bacterial transformation and release (Carlson, 2002) . Free-living heterotrophic bacterioplankton are the dominant consumers of DOM (Nagata, 0304-3800/$ -see front matter © 2011 Elsevier B.V. All rights reserved. doi: 10.1016/j.ecolmodel.2010.12.014 2000). Some phytoplankton also have the ability to take up DOM to supplement their metabolic needs (Mulholland et al., 2003) . Photochemical processes, through UV excitation, directly and indirectly remove and transform DOM (Mopper and Kieber, 2002) . DOM can also potentially form gels that may aggregate to form particulate organic matter (POC) (Verdugo et al., 2004) which may sink out of surface waters. As in other temperate systems, the rate and magnitude of these sources and sinks varies on a seasonal basis as changes in light, temperature, and freshwater flow affect the environment (Apple et al., 2006; Bronk et al., 1998; Jonas and Tuttle, 1990; Lomas et al., 2002; Malone et al., 1991; Mulholland et al., 2003; Shiah and Ducklow, 1994b; Wommack et al., 1992) .
Quantifying the role of these sources and sinks in Chesapeake Bay DOM cycling has proven difficult. Most of the research has focused on characterizing the composition of DOM and understanding the individual role of different functional groups (i.e., primary producers, secondary consumers, predators, etc.) and species in DOM cycling. Few studies have quantified the amounts of C or N that flux into, and out, of the DOM pool relative to the other major C and N pools. Those that have provide an incomplete picture of DOM cycling as they often cannot distinguish between the individual sources and sinks of DOM (Bronk et al., 1994 (Bronk et al., , 1998 . Additionally, as far as we are aware, there are no long-term time series measurements of the C and N flux through the DOM pool that adequately describe the annual DOM cycle.
Models can be a powerful tool for integrating data and running long term simulations. They are also valuable for determining the magnitude and importance of processes that are difficult to measure and observe in the field. Many recent coastal and open ocean biogeochemical ecosystem models have included DOM (Anderson and Pondaven, 2003; Anderson et al., 2007; Anderson and Williams, 1998, 1999; Aumont et al., 2003; Baklouti et al., 2006a,b; Druon et al., 2010; Faure et al., 2006; Grégoire and Soetaert, 2010; Llebot et al., 2010; Luo et al., 2010; Nakata and Doi, 2006; Pahlow and Vézina, 2003; Pahlow et al., 2008; Polimene et al., 2006 Polimene et al., , 2007 Ruardij et al., 2005; Salihoglu et al., 2008; Schmittner et al., 2005; Vichi et al., 2007) in order to better simulate and understand biogeochemical cycles. Carbon and nitrogen are typically accounted for in these models, although a few include phosphorus as well. Most of these models are quite complex and typically have state variables that describe the lability of DOM and multiple size classes or functional types of phytoplankton and zooplankton. Bacteria are also often, but not always, included as state variables. Sources and sinks of DOM such as phytoplankton exudation, zooplankton grazing processes, the breakdown of detritus, and uptake by bacteria are almost always accounted for in these models. However, other processes that play a role in DOM cycling, like viral lysis and photochemical reactions, are often implicitly accounted for, if at all. Despite the recognized importance of DOM cycling in these and many other studies, few estuarine biogeochemical models have included DOM cycling.
In this paper we describe a modeling study of the DOM cycle in the surface waters of Chesapeake Bay. Our objective is to elucidate the seasonal autochthonous sources of DOC and DON in the upper bay. We specifically focus on the roles that phytoplankton extra-cellular release, non-grazing mortality, bacterial and phytoplankton viral lysis, and grazer-mediated sloppy feeding, egestion, and excretion play in the production of DOM. In addition, we explore how seasonal variability affects the physical, chemical, and biological processes that drive DOM cycling. Observations are used to evaluate the model performance. Through comparisons with observations we show that the model is capable of reproducing the seasonal patterns in plankton biomass and productivity. This then allows us to examine how biologically mediated DOM production, transformation, and consumption change in response to seasonal forcing. These comparisons also highlight the importance of some poorly constrained processes that require additional research or more complex numerical approaches.
Model description
The model of Anderson and Williams (1998) provided the basic structure for our biogeochemical model. However, we modified their model in several significant ways to explicitly account for specific sources of DOM and photochemical reactions that effect DOM. Important modifications include: (1) dividing DOM into labile, semi-labile, and refractory pools, (2) dividing zooplankton and phytoplankton into two size classes, (3) removing sedimentation, (4) including phytoplankton and bacterial viruses as state variables, and (5) including dissolved inorganic carbon (DIC) as a state variable. A complete list of the model equations can be found in the Appendix (Section A.2). Tables 1 and 2 give lists of parameters and variables used in the model. Fig. 1 is a schematic diagram that shows the flow of nitrogen, and in some instances carbon, between the model compartments.
The model includes 18 state variables that span the herbivorous and microbial food webs, with compartments for large phytoplankton (P L ), small phytoplankton (P S ), large zooplankton (Z L ), small zooplankton (Z S ), bacteria (B), phytoplankton viruses (V P ), bacteriophages (V B ), ammonium (A), nitrate (N n ), detritus (D N and D C ), dissolved inorganic carbon (DIC), and labile (L C and L N ), semi-labile (S C and S N ), and refractory (R C and R N ) DOC and DON. Nitrogen is the basic unit for simulation and mass balance. However, carbon has been accounted for by allowing the state variables to have fixed or varying C:N ratios. Close attention has been paid to the formulation of the interactions between these two elements. Thus, both the carbon and nitrogen cycles have been constrained. Phosphorus was not included in the model.
Station description and data availability
The model was formulated to simulate the mean seasonal cycling of dissolved organic matter in the surface layer at the Chesapeake Bay Program's (CBP) station CB3. 3C (38.9960 • N, 76.3597 • W) which is located in the main channel of the upper Chesapeake Bay near the bay bridge (Fig. 2) . The mean water depth at this station from 1997 to 2007 was 25 m with a mixed layer depth that ranged seasonally between 3.25 and 7.37 m. Due to physical circulation and the influence of Susquehanna River flow the mixed layer was deeper during in the summer than at other times of year. Mean surface salinities at this station ranged between 5.05 and 11.86 with the highest salinities occurring in the summer. The mean seasonal 
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Nitrification rate Chemical, physical, and biological data from stations CB3.3C and CB3.2 were downloaded from the Chesapeake Bay Program website (CBP, online database) for forcing and model validation. At each station, ammonium, nitrate, chlorophyll, primary production, total suspended solids (TSS), vertical light attenuation, DON, DOC, particulate carbon and nitrogen, temperature, salinity, surface layer depth, and biological (phytoplankton and zooplankton species and abundance) data were measured once or twice every month. We calculated mean seasonal values for these parameters by averaging the surface layer data on a monthly or bi-monthly basis from 1997 to 2007, except for DOC data, which were only available from 1987 to 1997. Biological data on phytoplankton and zooplankton species and numerical abundance were also only available up to 2002. The chlorophyll a data that we used are based on the maximum chlorophyll a concentration in the water column and not just surface layer data. We did this because in the spring dinoflagellates, which migrate to the surface during the day and to just above or in the pycnocline at night, are often present and can represent most of the chlorophyll in the water column (Adolf et al., 2006; Keller, personal observation in 2007 and 2008) . As CBP sampling at this station often occurred early in the morning when the dinoflagellates were just starting to migrate from above the pycnocline, surface measurements underestimate the amount of chlorophyll that will be present in upper water column throughout most of the day (i.e., the chlorophyll a maximum is just above the pycnocline early in the morning and moves up toward the surface as the day progresses). Photosynthetically available radiation (PAR) data used in the model were the monthly seasonal average from a 17-yr time series taken near the Chesapeake Bay (38.6 • N, 78.2 • W) (Fisher et al., 2003) . Monthly virus and bacterial abundance and production data from 2002 to 2007 were provided by the Microbial Observatory for Virioplankton Ecology (MOVE) research group. Whenever possible we calculated means for MOVE data. However, samples were not taken for all months every year resulting in an incomplete data set (data availability: Feb.: 2005 (data availability: Feb.: , 2007 Mar.: 2004 Mar.: -2006 Apr.: 2003 Apr.: -2005 May: 2004 May: , 2005 June: 2003 June: , 2004 July: 2004 July: -2006 Aug.: 2003 Aug.: -2005 Sept.: 2002; Oct.: 2003 Oct.: -2005 Nov.: 2006) . Daily mean Susquehanna river flow data (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) from a station at Conowingo, MD were downloaded from the U.S. Geological Survey website (U.S.G.S.) and averaged to calculate monthly mean flow.
Physical parameterization

Model circulation
A turbidostat formulation was used to simulate circulation in the upper layer at station CB3.3C (see Appendix A.1-A.3). We used this formulation because circulation in the main channel of the Chesapeake Bay is two-layered with a fresher layer flowing seaward at the surface and a saltier layer flowing landward at the bottom (Schubel and Pritchard, 1986) . Strong stratification exists between these layers at this station throughout much of the year and limits the exchange of nutrients and plankton. Therefore, we felt that this formulation would allow us to simulate the inflow and outflow of nutrients, plankton, detritus, and DOM caused by 
Light
Underwater light forcing was calculated using a simple model (see Appendix A.4) that derives the average irradiance of the surface layer from PAR, the surface layer depth, and a calculated diffuse attenuation coefficient (K d ). K d was calculated (see Appendix A.5) using an empirical optical model that was derived specifically for the Chesapeake Bay (Xu et al., 2005) .
Biological parameterization
Phytoplankton
The light-and nitrogen-dependant growth rate of phytoplankton (see ) is described by an exponential saturation function with photoinhibition for light dependence (Platt et al., 1980 ) and a non-dimensional Michaelis-Menten hyperbolic saturation function is used to describe nitrogen (ammonium, nitrate, and labile DON) dependence. This formulation allows phytoplankton cells to take up ammonium and labile DON preferentially, with nitrate uptake inhibited in the presence of significant concentrations of ammonium Harrison et al., 1996) and labile DON. DON uptake by phytoplankton was included in this model because recent research has shown that DON can be a significant nitrogen source (up to 50%) for phytoplankton (Fan et al., 2003; Mulholland et al., 2002 Mulholland et al., , 2003 . The maximum attainable daily growth rate of large phytoplankton, P , was calculated using an exponential temperature function (Bissinger et al., 2008; Eppley, 1972) . Based on allometric theory (Raven and Kübler, 2002) the maximum growth rate of small phytoplankton was set to be 30% higher than that of large phytoplankton. The half saturation constants for the uptake of ammonium and nitrate by phytoplankton were used to tune (optimize) the model. Thus they were set at values, which fall within the ranges reported for the uptake of ammonium and nitrate by phytoplankton at high nutrient concentrations (Collos et al., 2005; Eppley et al., 1969) , reflecting the high nitrate and ammonium concentrations found at station CB3.3C throughout much of the year. The half saturation constants were also set so that the uptake affinity for ammonium of small phytoplankton is stronger than that of large phytoplankton (Stolte et al., 1994) .
The uptake of DON by phytoplankton is poorly understood (Mulholland et al., 2003) so we set the half saturation constant for uptake by phytoplankton at 20 M, which allows phytoplankton to take up some DON but restricts it from being their dominant nitrogen source. Phytoplankton use DIC in combination with nutrients at a fixed C:N ratio for production (Anderson and Pondaven, 2003) . A constant fraction of phytoplankton production is exuded as DOM, and "extra" DOC is also excreted in proportion to production (Anderson and Williams, 1998 ) (see Appendix A.17). The amount of DOC excreted can range between 5 and 70% of total primary production (Connolly et al., 1992) . The factors that control this excretion are not fully understood (Flynn et al., 2008) so we chose to follow the simple parameterization of Anderson and Williams (1998) where extra DOC excretion is set at a mid-range value of 0.26.
The addition of phytoplankton to the system (see Section 2.2.1) is based on upstream CBP chlorophyll a data, which does not differentiate between large and small phytoplankton. Therefore, we split (Table 3) inflowing chlorophyll between large and small phytoplankton based on research which shows that larger phytoplankton (mostly diatoms and large dinoflagellates) dominate both biomass and productivity in the winter, early spring, and late fall and that smaller phytoplankton (cyanobacteria, cryptophytes, flagellates and small diatoms) dominate production, but not necessarily biomass, in the summer (Adolf et al., 2006; Malone, 1980; Malone et al., 1996) . The phytoplankton chlorophyll to carbon ratio is modeled (see Appendix A.18) as a function of temperature, light, and nutrient availability (Cloern et al., 1995) .
Zooplankton
Use of food by zooplankton for growth is based on a stoichiometric model (Anderson and Hessen, 1995) that operates on the basis of a food-threshold elemental ratio, below which C limits growth and above which N limits growth (see ). This formulation accounts for the respiration of DIC, the egestion of feces to detritus, and the excretion of ammonium and DOM. The maximum grazing rate, C L Z or S , was set at 2.0 d −1 for small zooplankton and 1.0 d −1 for large zooplankton, reflecting the ability of nanoand micro-zooplankton to grow faster than mesozooplankton (i.e., copepods vs. protists) (Tillmann, 2004) . The carbon production efficiencies, ge L Z or S , were set at 0.75 for large zooplankton and 0.40 for small zooplankton reflecting measured growth efficiencies for Acartia tonsa (Kiørboe et al., 1985) , a copepod common at this station, and general protozoan growth efficiencies (Caron et al., 1990) . The model also allows for the assignment of "preferences" for different forms of organic nitrogen (i.e., prey) (Hood et al., 2001) . Large zooplankton were assigned preferences (see Table 1 ) that describe the diverse diet they have been shown to have (Kleppel, 1993) . Note that the preference assigned to them for grazing on bacteria was selected to account for inadvertently ingesting particle-attached bacteria rather than actual selective grazing on bacteria. Small zooplankton grazing preferences (see Table 1 ) were assigned to reflect known preferences for small phytoplankton, other small zooplankton, and bacteria (Boenigk and Arndt, 2002; Calbet and Landry, 2004; Tillmann, 2004) .
The production of DOM and detritus as a result of large zooplankton sloppy feeding is based on a predator-to-prey size ratio (Møller, 2005) that determines the amount of DOM and detritus produced (see Appendix A.57). Zooplankton excretion of ammonium and DON was set so that 68% of the nitrogen excreted is in the form of ammonium with the remaining 32% in the form of DON (Steinberg et al., 2002) . Excretion of DOC by zooplankton was set so that 31% of the carbon released (including respiration) was in the form of DOC (Steinberg et al., 2000) .
The inflow of zooplankton to the system (see Section 2.2.1) was based on mean monthly abundance of mesozooplankton and microzooplankton at station CB3.3C (zooplankton data for station CB3.2 was unavailable). Large zooplankton inflow was based on the abundance of the copepods Acartia tonsa and Eurytemora affinis because these species dominate the Chesapeake Bay mesozooplankton community (Kimmel and Roman, 2004) . We used a conversion factor of 2.5 g carbon per copepod (Huntley and Lopez, 1992) to convert the number of adult copepods and copepodites to carbon biomass. Then, we increased the calculated carbon biomass by 10% to account for the presence of other mesozooplankton and higher up-bay copepod abundances (Zhang et al., 2006) . Small zooplankton biomass inflow was calculated by first estimating nano/microflagellate abundances from CBP microzooplankton data, which only reported microzooplankton abundances for cells larger than 44 m (mostly copepod nauplii, rotifers, and large ciliates). The nano/microflagellate to ciliate ratio of 500 that we used was based on a study of seasonal abundances of ciliates and microflagellates in Chesapeake Bay (Dolan and Coats, 1990) . The abundances of nano/microzooplankton were then converted to carbon using conversion factors of 0.22 pg C times cell volume (m 3 ) for nano/microflagellates (Børsheim and Bratbak, 1987) and 0.154 pg C times cell volume (m 3 ) for ciliates (Müller and Geller, 1993) . In these calculations we assumed an average cell volume of 200 m 3 for nano/microflagellates and 100,000 m 3 for ciliates and other microzooplankton.
Bacteria
The cycling of C and N by bacteria is described and parameterized following Anderson and Williams' stoichiometric model (Anderson and Williams, 1998) . This formulation (see Appendix A.58-A.67) describes the adaptive capability of bacteria and assumes that labile DOC and DON are the primary growth substrates, with ammonium uptake supplementing DOM only when the C:N of DOM is high. Thus, bacteria act as either remineralizers or consumers of ammonium, depending on the relationship between their fixed C:N ratio and that of the DOM they consume. Bacterial growth efficiency was set at 0.30 to reflect measured estuarine growth efficiencies (del Giorgio and Cole, 1998) .
The addition of bacteria to the system (see Section 2.2.1) was based on monthly mean MOVE data from station CB3.3C as data from a more northern station, which showed similar abundance trends, was only partially available for one year. This data set was not as complete as the CBP data sets used for other state variables but provides us with information that we would otherwise be without. In addition, we are confident that this data set reflects the general pattern of bacterioplankton seasonal abundance as it shows a trend similar to mid-bay seasonal bacterioplankton measurements made in 1990 and 1991 (Shiah and Ducklow, 1994a) . A conversion factor of 30.2 fg of C per cell (Fukuda et al., 1998 ) was used to convert bacterioplankton abundance to biomass.
Viruses
Viruses that infect phytoplankton and bacteria are considered to be a component of DOM even though they were treated as separate state variables for the purpose of this model. In our model viral infection and subsequent lysis of the host produced new viruses, detritus, and DOM. The infection of phytoplankton and bacteria by viruses was modeled so that 40% of bacteria, 7% of small phytoplankton, and 3% of large phytoplankton were lysed per day (see ). These infection rates are within the wide range of reported infection rates that are based on calculations of the abundance of viruses and how many need to be produced daily to sustain that abundance given calculated decay rates (Fuhrman, 1999; MOVE; Weinbauer, 2004; Wommack and Colwell, 2000) . To calculate the production of new viruses from lysis we used averaged burst size data which shows that the number of viruses produced per lysis event averages 24 phages per cell lysed for bacteria and up to 400-500 viruses per lysed cell for large phytoplankton like Emiliania huxleyi (Wommack and Colwell, 2000) . Based on these burst sizes and our calculations of viral biomass (see below), 50% of the mass of a lysed cell is converted to new viruses (ε V ) with the remaining cellular contents entering the detritus (37.5%) and DOM pools (12.5%). Viral decay or loss was formulated using a power function (Fischer et al., 2004) , to prevent viral biomass from oscillating uncontrollably, with destroyed viral material returning to the DOM pool. Because viral decay rates are poorly constrained and a large range is reported in the literature (Weinbauer, 2004) we used the decay rate to tune the model.
Since virus data is typically reported in terms of abundance we needed to convert viral abundance to biomass. In order to do this we assumed that roughly half of a virus's mass was DNA and half protein (Szybalski, 1974) . Since virus data often includes the genome size (kb) we were able to calculate the amount of nitrogen and carbon for different sized viruses based on the amount of carbon and nitrogen in DNA (assuming viral DNA is 35% guanine and cytosine and 65% adenine and thymine). The amount of nitrogen and carbon in our viral protein was based on the amount of nitrogen and carbon in a 15,484 Da T4 bacteriophage capsid protein which contained 176 nitrogen atoms and 682 carbon atoms (Mazzone, 1998) . So, according to our calculations the virus C:N ratio is 3.26 and a 40 kb virus (bacteriophage) has 3.11 × 10 −11 M C, a 175 kb virus (small phytoplankton virus) has 1.36 × 10 −10 M C, and a 225 kb virus (large phytoplankton virus) has 1.75 × 10 −10 M C.
As with bacteria, the inflow of viruses to the system (see Section 2.2.1) was based on monthly mean MOVE abundance data from station CB3.3C as data from a more northern station, which showed similar abundance trends, was only partially available for one year. Because the data set does not differentiate between different types of viruses we estimated that 80% are bacteriophages (assuming an average size of 40 kb), 9% are small phytoplankton viruses (assuming an average size of 175 kb), and 9% are large phytoplankton viruses (assuming an average size of 225 kb) based on data that supports the hypothesis that most aquatic viruses are bacteriophages (Wommack and Colwell, 2000) .
Mortality
Mortality terms (Table 3) were set to account for biomass losses and export due to natural mortality, sinking, advection, diffusion, and higher trophic level predation. Our formulation (see Appendix A.85) allows some of the biomass from mortality, determined by m, to stay in the system (up to 2% for all plankton except large zooplankton who have an in system loss of up to 1%) and become detritus and DOM. Any biomass loss in excess of 2% (1% from large zooplankton) is exported from the model.
In order to reproduce the seasonal patterns observed in plankton biomass at this station it is necessary to vary the mortality terms (S i ) seasonally. Although these adjustments may seem somewhat arbitrary, they can be justified for a number of reasons, and are the type of adjustments that have had to be made in previous Chesapeake Bay modeling studies (Xu and Hood, 2006) . Moreover, they were set a priori and so were not used for any major tuning of the model. Mortality rates for phytoplankton were increased in the spring and fall to account for sinking and sedimentation following the spring bloom (Malone et al., 1996 (Malone et al., , 1988 and mixing of the water column associated with the fall overturn (Boicourt, 1992) . Mortality rates for zooplankton were increased during the summer and early fall to reflect high seasonal predation by ctenophores (Stoecker et al., 1987) and the jellyfish Chrysaora quinquecirrah (Baird and Ulanowicz, 1989; Purcell, 1992) . Atlantic menhaden, bay anchovies, other filter-feeding fish, and larval fish may also exert high predation pressure on both phytoplankton (mostly menhaden predation) and zooplankton at different times of the year (Baird and Ulanowicz, 1989; Hartman et al., 2004; Lewis and Peters, 1994) . Furthermore, plankton may also experience predation by benthic or attached predators, who are more active during the warmer months of the year.
Dissolved organic matter
Dissolved organic matter has separate state variables for C and N which are divided into labile, semi-labile, and refractory pools following Anderson and Williams (1999) . Dissolved organic matter is produced by phytoplankton excretion and leakage, zooplankton sloppy feeding, zooplankton excretion, viral lysis of phytoplankton and bacteria, plankton mortality, and detritus decay. Labile DOM is consumed directly by bacteria and phytoplankton. Semi-labile DOM requires ectoenzyme hydrolysis by bacteria to become available (labile) for consumption. A Michaelis-Menten kinetic formulation (Anderson and Williams, 1999) describes bacterial hydrolysis of semi-labile DOM, with semilabile DOM entering the labile and refractory DOM pools upon hydrolysis. Refractory DOM is considered unavailable for consumption by bacteria and phytoplankton.
Photochemical processes are assumed to be the only means of turnover for refractory material. These processes are included because research has shown that UV radiation tends to make terrestrially derived refractory material from coastal and estuarine environments more available for use by bacteria (Mopper and Kieber, 2002) . Our formulation followed that of Anderson and Williams (1999) with this process occuring at a rate of 0.0015 M C or N d −1 . Photochemical processes are also responsible for the conversion of DOC to dissolved inorganic carbon, and the global average removal rate is estimated to be approximately 0.038 M C d −1 , if all DOC is considered to be photoreactive (Miller and Zepp, 1995) . As not all DOC is photoreactive or subjected to direct photochemical reactions and the exact removal rate is unknown, we formulated this conversion to occur at a lower rate of 0.004 M C d −1 . Recent research (Koopmans and Bronk, 2002) has also shown that in humic-rich surface waters photochemical processes can release ammonium from more refractory DON. Unfortunately, the rate at which this reaction occurs is poorly understood so we allowed only small amounts of DON (0.0005 M N d −1 ) to be photooxidized to produce ammonium.
The amount of dissolved organic matter production that enters the labile, semi-labile, and refractory pools is difficult to estimate because it is poorly understood. Further complicating this partitioning is the fact that production, involving the same processes such as phytoplankton exudation, may be different for different species (i.e., the amount and lability of exuded DOM will not be the same for a diatom and a dinoflagellate). Previous modeling studies of DOM cycling have typically adjusted these parameters in order to achieve acceptable fits to the data (Christian and Anderson, 2002) . We had to take a similar approach after trying to use partitioning parameters from previous models, which were for coastal and open ocean systems, and finding poor fits with station CB3.3.C data. However, our partitioning was not completely arbitrary. Partitioning of DOM to the labile fraction was based on work by Wetz et al. (2008) who measured a 41% average degradation of phytoplankton derived DOC after three days in coastal waters. Partition of DOM to the semi-labile fraction was based on a number of studies which have shown that a large fraction of freshly formed DOM is semi-labile and degraded over a period of weeks (Aluwihare and Repeta, 1999; Chen and Wangersky, 1996; Gobler and Sañudo-Wilhelmy, 2003; Meon and Kirchman, 2001 ). In addition, the Anderson and Williams (1998) modeling study also suggested that a large fraction of the DOC produced by primary producers was semi-labile in nature. Little is known about the production of refractory DOM, although it has been shown to be directly produced during blooms in mesocosm studies (Kragh and Søndergaard, 2009 ). Bacterially-mediated remineralization of DOM has also been shown to produce refractory DOC (Brophy and Carlson, 1989; Ogawa et al., 2001) . However, only a small fraction of biologically produced DOM escapes remineralization (Benner, 2002) so we partitioned only a small amount to the refractory fraction. Thus, on this basis 40% of phytoplankton exudation and non-detrital zooplankton and phytoplankton mortality was partitioned to labile DOM, 59% to semi-labile DOM, and the remaining 1% to refractory DOM. We also partitioned 53% of DOM from sloppy feeding and bacterial mortality to labile DOM, 45% to semilabile DOM, and the remaining 2% to refractory DOM. DOM from viral lysis was partitioned so that it was split evenly between the labile and semi-labile pools with only a small amount <1% entering the refractory pool. Extra DOC from viral lysis (to account for C:N ratio differences) was partitioned so that 1% went to the labile pool, 89.6% went to the semi-labile pool, and the remaining amount went to the refractory pool. DOM from the decay of detritus was partitioned so that 50% went to labile DOM, 49% went to semi-labile DOM, and the remaining 1% went to refractory DOM.
The inflow of DOM to the system (see Section 2.2.1) was based on mean monthly DOC and DON concentrations from station CB3.2. As this data did not report on the bioavailability of the DOM we set the bioavailability during the tuning process. While this may seem somewhat arbitrary, there is very little data available on the biodegradability of DOM discharged by rivers into estuaries and the few studies that have reported on the bioavailability of this DOM have shown that it is highly variable (0-73%) and dependent on hydrological processes in the watershed (Cauwet, 2002) . In addition, it also appears that the estuarine turbidity maximum, which is upstream of station CB3.3C, can be a source of DOM, especially during the summer (Fisher et al., 1998) and thus may provide this station with "new" DOM that may be readily degradable by the unique communities of bacteria that develop in the middle of estuaries (Crump et al., 2004) . Setting the bioavailability of inflowing DOM during the tuning process also allowed us to better constrain these parameters using the model results (i.e., inflowing DOM bioavailability must be near these values for the model to achieve a reasonable solution). Therefore, on this basis inflowing DON was partitioned between the labile (20%), semi-labile (30%), and refractory (50%) pools and inflowing DOC was partitioned between the labile (19%), semi-labile (30%), and refractory pools (51%).
DIC, DIN, and Detritus
The production and uptake of DIC are discussed in the sections above. In order to avoid the complications of modeling CO 2 air-sea interactions, and because this process was not a focus of our research, DIC inflow was set so that it balanced the uptake of DIC and kept the concentration of DIC at 2100 M C. The biological production and consumption of ammonium and nitrate are discussed above. The inflow of ammonium and nitrate to the system (see Section 2.2.1) was based on monthly mean measurements from station CB3.2. In addition, we found during tuning that we had to add extra ammonium to the system in the summer (Table 3) to account for the nitrogen added to surface waters from below by wind induced mixing or tilting of the water column and phytoplankton migrating to or below the pycnocline to acquire nutrients. Vertical migration by phytoplankton is well documented (Beckmann and Hense, 2004; Ross and Sharples, 2008) and almost certainly occurs at this station in the summer because of the phytoplankton species present, high productivity, and high concentration of ammonium below the pycnocline (CBP data). It has also been hypothesized that wind-driven mixing and tilting of the pycnocline can increase the transport of ammonium from below the pycnocline to surface waters and stimulate high summer primary productivity (Yeager et al., 2005) . The biological production and consumption of detritus is discussed in the sections above. In addition to these processes, detritus decayed to DOM following the formulation of Anderson and Pondaven (2003) with nitrogenous detritus breaking down slightly faster (0.055
. The inflow of detritus to the system was based on particulate carbon and nitrogen (PC, PN) data from station CB3.2. In order to account for the presence of living biomass in the PC and PN data we subtracted the inflowing biomass of phytoplankton, zooplankton, and bacteria from it. We do not have specific loss terms to account for the loss of detritus due to sinking although we have partially accounted for some of this loss by directly exporting plankton biomass, that may have become detritus, out of the system using the mortality terms described in Section 2.3.5.
Results
In this section we present the results our main run solution, the model skill assessment, and selected parameter sensitivity studies. When possible, comparisons are made to mean monthly or bi-monthly (climatological) CBP station measurements from 1997 to 2007. The quantitative metrics that we used to assess the model skill (root mean squared error (RMSE), the correlation coefficient (r), reliability index (RI), average error bias (AE), average absolute error (AAE), and modeling efficiency (MEF)) are as described in Stow et al. (2009 Table 4 ). Simulated ammonium and nitrate concentrations both reproduce the observed seasonal patterns fairly well (Fig. 3a) , although the modeled concentration of nitrate was slightly high in the winter, spring, and fall and a little low in the summer. The model also generally reproduced the peaks and patterns of observed chlorophyll a (Fig. 3b) . However, the model did not capture the timing of when the spring bloom begins. The modeled and observed DOC concentrations are also similar (Fig. 3c) , although there was a tendency for the model to slightly underestimate the DOC concentration at certain times of the year. The modeled DON concentrations were within the range of DON observations and agreed reasonably well with the observations in the early summer and at a point in the fall (Fig. 3d) . However, the model missed the timing of a peak in DON in the spring and produced this peak later when observed springtime DON had decreased. In addition, the model overestimated the concentration of DON in the late summer, producing a peak that then declined to below the observed DON concentration in the late fall and winter. Most of the variability in the modeled DOM concentrations was due to changes in the semi-labile pools of DOC and DON. While we do not have measurements of seasonal bioavailability at this station for comparison, this result is consistent with observations from various systems around that world, including Chesapeake Bay, which show that DOC, and sometimes DON, concentrations vary seasonally as a result of changes in the labile and/or semi-labile DOM pool (Bronk, 2002; Bronk et al., 1998; Carlson, 2002; Cauwet, 2002; Raymond and Bauer, 2001) . The empirical light model that we used was able to reproduce the observed pattern of K d values reasonably well (Fig. 4a) , although there was a tendency for the model to overestimate K d in the spring. As Table 4 shows, the model output for K d compares well with the observations for some metrics, but does poorly for other metrics such as the correlation coefficient (r) and the modeling efficiency (MEF). In Fig. 4b , which shows PAR at the surface and the average PAR in the mixed layer, it is interesting to note that even though the PAR input used by the model changed seasonally along with modeled K d , the calculation of average PAR in the surface layer showed little change throughout the year.
Biomass and detritus
Phytoplankton biomass peaked twice, once in the spring, and once in the summer/early fall (Fig. 5a ). The spring biomass peak was composed mostly of large phytoplankton, while the summer/early fall biomass peak was composed of a mix of large and small phytoplankton (Fig. 5c shows similar results in terms of chlorophyll). Since these results closely match the chlorophyll a concentrations reported at station CB3.3C (Fig. 3b) and the general patterns in phytoplankton composition and biomass reported for the Chesapeake Bay (Adolf et al., 2006; Malone et al., 1996) we believe that the model did a relatively good job of capturing the phytoplankton biomass dynamics at this station. The biomass of large zooplankton peaked in the spring following the springtime phytoplankton bloom and then leveled off with low biomass during the summer and very little biomass in the winter. These results are of a similar magnitude and consistent with the longterm trends in mesozooplankton abundance reported for the upper Chesapeake Bay (Kimmel and Roman, 2004) and with CBP data for station CB3.3C. The biomass of small zooplankton remained low (compared to other plankton) throughout the year with the highest biomass (1.02 M N) occurring in the summer. Our modeled maximum summer microzooplankton biomass was very similar to the maximum microzooplankton biomass reported at station CB3.3C in summer of 2000 by Johnson et al. (2003) who found that the heterotrophic and mixotrophic ciliate biomass was 4.16 M C (0.75 M N using a microzooplankton C:N ratio of 5.5) and the het- erotrophic dinoflagellate biomass was 5.82 M C (1.01 M N using a microzooplankton C:N ratio of 5.5). A direct comparison with CBP station CB3.3C microzooplankton data was not performed because this data was collected with a 44 m net, which may capture less than half of the total microzooplankton biomass (Brownlee and Jacobs, 1987) . However, the trend in abundance showed a similar pattern to our modeled data with the highest abundance of microzooplankton occurring in the summer.
The biomass of bacteria was the highest in the summer and relatively constant throughout the spring, winter, and fall. Our results are consistent with a study of Chesapeake Bay bacterioplankton by Shiah and Ducklow (1994a) who found similar seasonal trends in abundance and biomass (range 0.49-9.86 M N; annual average: upper bay 2.69 M N, mid-bay 3.87 M N). The biomass of viruses (Fig. 5b) generally followed the seasonal abundance of their hosts (Fig. 5a ) and was therefore rather constant throughout the year for bacteriophages and showed two peaks, a small one in the spring and a larger one in the summer, for phytoplankton viruses. These results are within the range of virus abundance data (when converted to biomass) reported by Wommack et al. (1992) for the Chesapeake Bay (range 0.042-2.09 M N; annual mean 0.40 M N) and show the same seasonal trend with the highest viral abundance (biomass) in the late summer and fall. Our results are also consistent with the limited MOVE virus data for station CB3.3C. The concentration of detritus (Fig. 5d) was highest in the late summer when plankton biomass was at its seasonal maximum and productivity was high.
Production
Primary production (Fig. 6 ) was lowest in the winter and peaked in the spring and again in late summer. The contribution to total primary production by the different size classes of phytoplankton changed seasonally with large phytoplankton dominating production in the spring and small phytoplankton dominating production in the late summer, a result that is consistent with studies of this area of the bay (Adolf et al., 2006) . In the spring and early summer primary production was fueled by the uptake of nitrate, which was abundant at this time of year (Fig. 3a) , while in the late summer peak primary production was fueled by the uptake of ammonium (Supplemental Fig. 1 ). We were unable to directly compare our primary production rates with CBP data because of the methodology they used to measure primary production. However, we did compare trends, which show that our results are similar to the mean CBP primary production observations at station CB3.3C, with low winter productivity and peaks of nearly equal magnitude in the spring and late summer (comparisons not shown).
Modeled bacterial production fluctuated throughout the year between 0.4 and 0.7 mol C d −1 (average 0.53 mol C d −1 ) which compares well with the 0.5 mol C d −1 bacterial production measurements made by Raymond and Bauer (2001) during DOC consumption experiments in the nearby York River estuary, a subestuary of the Chesapeake Bay. The CBP does not collect bacterial production data so we were unable to make any direct comparisons to station data. 
Zooplankton grazing
The sources of nitrogen in the diet of large zooplankton (Supplemental Fig. 2a) varied throughout the year, indicating a diverse diet, and reflecting the seasonal abundances of different food sources. The sources of nitrogen in the diet of small zooplankton (Supplemental Fig. 2b ) were less varied, indicating a more selective diet, consisting of mostly phytoplankton and bacteria. The percentage of primary production lost to zooplankton grazing (Supplemental Fig. 2c) shows that zooplankton had the largest impact on primary production in the spring with large zooplankton consuming almost half of daily primary production. Measurements of primary production lost to zooplankton grazing in the mesohaline portion of Chesapeake Bay (south of station CB3.3C) show a similar trend with the highest consumption occurring in the spring during March (White and Roman, 1992) .
DOM sources and cycling
The production of DOM (Fig. 7) peaked in the spring and the late summer, corresponding to the peaks in plankton biomass and productivity described in the sections above. It is interesting to note that peaks in DOC production (Fig. 7a) were of roughly the same magnitude (1.88 and 2.08 M C d −1 ) while the springtime DON production ( Fig. 7b) peak (159.5 nM N d −1 ) was much higher than the late summer peak (98.7 nM N d −1 ). A more detailed examination of DOC production shows that phytoplankton exudation was the dominant source of DOC, averaging 63% of total DOC production throughout the year, except for a brief period during the spring when the production of DOC from sloppy feeding was high. Viral lysis was also an important source of DOC (averaging 14% of total DOC production throughout the year), especially during the late summer and early fall. Mortality, the decay of detritus, zooplankton excretion, and sloppy feeding all produced minor amounts of DOC throughout the year, except for the noted peak in the production of DOC by sloppy feeding in the spring. The contribution of different sources of DON to total DON production varied much more seasonally than for DOC. In the spring sloppy feeding was the most important source of DON (up to 75% of total DON production). This result is consistent with a study by Bronk et al. (1998) , which suggested that sloppy feeding contributed significantly to spring DON production. In the summer when DON production peaked again, the peak was due to increases in all DON sources with production from viral lysis (36%) > phytoplankton exudation (26%) > the decay of detritus (18%) > mortality (9%) > sloppy feeding (7%) > zooplankton excretion (4%). The decay of viruses (Fig. 5b) A more detailed look at individual sources of DOM (Fig. 8) highlights the seasonal role that different groups of plankton play in DOM cycling. The release of DOM by phytoplankton (Fig. 8a) in the spring came mostly from large phytoplankton while in the late summer most of the DOM was produced by smaller phytoplankton. These seasonal patterns of phytoplankton DOM production correspond with the seasonal biomass and productivity patterns of phytoplankton. The production of DOM by sloppy feeding (Fig. 8b) peaked in the spring when the biomass (Fig. 5a ) of large zooplankton was highest. Most of the DOM produced by this process came from large zooplankton feeding on other large zooplankton with lesser amounts coming from large zooplankton feeding on large phytoplankton and detritus. The production of DOM by viral lysis (Fig. 8c) peaked slightly in the spring and then reached a maximum rate in the late summer. Lysis of bacteria was the most important source of DOM throughout the year but the maximum amount of DOM produced by this process was from the lysis of small phytoplankton in the late summer. The production of DOM from mortality (individual sources not shown) and the breakdown of detritus (Fig. 7) track the mass of that source as it changes seasonally (i.e., the peak in large zooplankton biomass corresponds to a peak in DOM from the mortality of large zooplankton).
The transformation and C:N ratio of DOM is shown in Fig. 9 . The rate of ectoenzyme hydrolysis of the semi-labile DOM pool (Fig. 9a) peaked in the summer when the concentration of semi-labile DOM and bacterial biomass were at their seasonal maxima. Due to the model formulation most (90%) of this semi-labile DOM was transformed into labile DOM with only a small fraction becoming more refractory. Photochemical reactions were especially important for turning over the refractory pools of DOM. Photochemical processes (Fig. 9b) The primary consumers of DON were bacteria (Supplemental Fig. 3 ) with phytoplankton taking up minor amounts of DON when their biomass and productivity was highest. The maximum uptake of DON by bacteria occurred in the spring. High rates of DON uptake by bacteria did not occur in the summer because the C:N ratio of labile DON (Fig. 9c ) was high at this time of year causing them to become nitrogen limited and start taking up ammonium. The degree to which this actually occurs is unknown as DOM uptake by bacteria has not been measured seasonally at this station. However, previous studies (Apple et al., 2006; Shiah and Ducklow, 1994a,b) in the Bay have suggested that bacteria become substrate limited in the summer when the temperature exceeds 20 • C.
Sensitivity analysis
Model sensitivity to selected parameters (see Fig. 10 ) was assessed by varying each in turn ±50% of their default value. The affect of the parameter variations was then determined by comparing the adjusted model output to the main model run at times of the year when biomass and productivity were high, in the spring (day 90) and the late summer (day 225). The sensitivity of primary and bacterial production to these parameter variations is discussed below because of the key roles that these processes play in DOM production and cycling. Light limitation of phytoplankton growth was not addressed in this sensitivity analysis because the amount of light that phytoplankton received in the normal model run (Fig. 4b) was similar throughout the year and always somewhat limiting (i.e., phytoplankton growth would always be sensitive to changes in light availability).
An examination of the sensitivity of modeled primary production indicates that in addition to light limitation, spring (Fig. 10a) production was limited by the growth rate of phytoplankton, P , and their growth efficiency (in this case,˛, the amount of production not lost to DOM through leakage) with the availability of nitrogen not being an issue, as indicated by a lack of sensitivity to changes in the phytoplankton C:N ratio, P . In the summer (Fig. 10b) primary production was limited more by nitrogen (and light availability) than anything else (indicated by sensitivity to gge B , which affects nitrogen remineralization by bacteria, and P ). These results are in agreement with an analysis by Malone et al. (1996) , which suggest that Chesapeake Bay phytoplankton growth in this region is nutrient saturated in the spring and nitrogen limited in the summer. Phytoplankton biomass was similarly sensitive (data not shown) to the parameters that affected production at different times of the year. However, unlike primary production sensitivity, phytoplankton biomass was also sensitive in the spring to variations in their C:N ratio, P , because of the affect it had on zooplankton biomass and grazing mortality for phytoplankton (data not shown). Small phytoplankton biomass also showed a greater magnitude of sensitivity in the summer (2-fold change in biomass compared to spring). In addition, it was evident that competition was occurring between large and small phytoplankton, as their biomass and productivity was inversely sensitive to parameter variations that affected the other either negatively or positively.
Bacterial production in the spring (Fig. 10 c) was most sensitive to factors that affect growth ( B , gge B , K L C ), with only a slight indication of any nutrient (DOM) limitation (sensitivity to and phytoplankton exudation parameters). In the summer, bacterial production was sensitive to parameter variations that increased the amount of available DOM (˛, D N , , P , 2 , K S ) and their growth efficiency (Fig. 10d) . In addition, summer nutrient limitation was also indicated by bacterial production not being sensitive to variations in their growth rate, B . Bacterial biomass was sensitive (data not shown) to the same parameter variations as production ( Fig. 10c and d ) with the only difference being a greater magnitude of sensitivity in the summer (2-fold change in biomass compared to spring).
The biomass of large and small zooplankton was sensitive in both the spring and summer (data not shown) to parameter variations in their growth coefficients (ge Z L and ge Z L ) and the phytoplankton C:N ratio, P . And except for small zooplankton biomass in the spring, they were sensitive to variations in their mortality rates, mZ L and mZ S . Large zooplankton were also sensitive to variations in the sloppy feeding parameters, ω Z L , ω P L , ω D (which are essentially assimilation terms), and to variations that affected phytoplankton growth, with sensitivity to changes in the phytoplankton growth rate, P , and efficiency,˛.
Total DOC and DON concentrations were much more sensitive to parameter variations in the summer than they were in the spring (Fig. 11, note differences in the x-axis scales) . Most of this sensitivity was in the semi-labile pools of DOM as the refractory pools were rather insensitive to parameter variations and the labile DOM pools actually exhibited the opposite behavior and were more sensitive in the spring than in the summer (data not shown). The labile DOM pools were for the most part sensitive only to parameter variations that affected bacterial growth and uptake of DOM. The semi-labile DOM pools were sensitive to parameters that controlled the production of DOM, with the semi-labile DOC pool being especially sensitive to phytoplankton DOC exudation, as well as the transformation of DOM (i.e., hydrolysis of semi-labile DOM). The model was also particularly sensitive to parameter variations that affected phytoplankton (i.e., C:N ratio, exudation, growth rate) which is not surprising since primary production ultimately provides the organic matter that is cycled through the various DOM pools.
These results of the sensitivity analysis indicate that DOM cycling is intricately tied to the biomass and production of zooplankton, phytoplankton, and bacteria with the relative magnitude of sources and sinks of DOM dependant on the relationships between these groups (i.e., high phytoplankton biomass and productivity results in increases in DOM exudation which then provides a substrate to fuel bacterial growth, resulting in more DOM release from bacterial viral lysis and so on). These results are in agreement with a previous sensitivity analysis of this model which examined, in detail, how sensitive the production, transformation, and uptake of DOM was to parameter variations at steady-state under eutrophic, mesotrophic, and oligotrohic nutrient conditions (Keller and Hood, 2011) .
Discussion
Model formulation
Dissolved organic matter cycling is very complex because it involves numerous biological, chemical, and physical processes. This complexity creates a problem when trying to understand and model DOM cycling because complex models, with many state variables and parameters, often do not perform better than simpler ones (Anderson, 2005; Arhonditsis et al., 2006; Freidrichs et al., 2007; Hood et al., 2006) . However, since the cycling of DOM is so complex, it cannot be adequately described using the simple modeling approach of aggregating species into all-encompassing functional groups (as in NPZ models) and adding a DOM pool. Therefore, when DOM is included in a model the purpose and goals of the research must be carefully considered during model development. In the study presented here the objective of this research was to simulate the autochthonous production of DOM from processes that are thought to be important in the Chesapeake Bay. In order to do this we decided that it was necessary to explicitly include the sources (and sinks) of this DOM as state variables. In addition, DOM had to be adequately described. Our justification for adding state variables to previous model formulations of DOM cycling (i.e., Anderson and Williams (1998) ) is presented below.
Describing DOM has always been problematic and a number of approaches have been taken in modeling studies. Many early models, like the one of Anderson and Williams (1998) , included only the portions of the DOM pool that turned over quickly due to biological consumption (i.e., labile and semi-labile DOM), while ignoring the large "refractory" portion of the pool (Christian and Anderson, 2002) . However, recent studies have shown that the "refractory" DOM pool may be more dynamic than previously thought. Photochemical reactions are now know to convert refractory DOM into DIC, ammonium, or more labile forms on short time scales (Mopper and Kieber, 2002) . In addition, refractory DOM is also thought to be produced through biological processes or photochemical reactions (Mopper and Kieber, 2002; Ogawa et al., 2001 ). Photochemistry may be especially important in Chesapeake Bay DOM cycling as a significant amount of allochthonous DOM from tidal marshes undergoes photochemical oxidation (Tzortziou et al., 2008 (Tzortziou et al., , 2007 and, thus, may be an important source of labile DOM in the main stem of the bay. Therefore, following a few other models of DOM cycling (Anderson and Williams, 1999; Pahlow et al., 2008) , we included a refractory DOM pool.
Two size classes of phytoplankton and zooplankton were included in the model to account for seasonal changes in the size structure of these Chesapeake Bay communities (Kimmel and Roman, 2004; Malone, 1980) . Allowing the size structure of the planktonic community to seasonally change was especially important for modeling the production of DOM from large crustacean zooplankton sloppy feeding because it is a size based processes (Møller, 2005; Møller and Nielsen, 2001 ). In addition, there are differences in the utilization of nutrients and the growth rates of different phytoplankton size classes that need to be accounted for as this can affect the amount of DOM phytoplankon exude.
There are also important differences in growth rates, feeding preferences, assimilation-, and production-efficiencies of large (macro) and small (micro) zooplankton that we wanted to account for as some of these differences may play an important role in DOM cycling (i.e., microzooplankton are important predators of freeliving bacteria, while larger zooplankton are not).
Viruses were explicitly included in the model for a number of reasons. First, they were included to account for the role of viral decay in DOM cycling. Second, they were included because they are small enough that they are operationally considered to part of the DOM pool and thus their biomass must be accounted for, especially if DOM is classified according to bioavailability. Third, by having viruses as a state variable the processes of viral lysis becomes more dynamic and realistic (i.e., dependent on virus density/biomass) and is not just a fixed rate as in an implicit scheme.
Phosphorus (P) was not included in the model for a number of reasons. First, in the Chesapeake Bay the annual cycles of phytoplankton growth and productivity are principally a function of light-limited growth (Malone et al., 1996) . Although there is some evidence from bioassay experiments that phytoplankton in the Bay can be P-limited in the spring, Malone et al. (1996) report that even though phytoplankton may respond to P additions, they appear to be at, or near, their maximum light-limited growth rates during this period. Second, Malone et al. (1996) concluded that the production of phytoplankton biomass on the seasonal scale of the bay as a whole is limited by nitrogen. Third, there is not as much P data, especially for dissolved organic phosphorus, to parameterize, force, and validate the model. Thus, the results of a P inclusive model would be less robust. Finally, including P would have made the model much more complex.
Model performance
Since many of the processes involved in DOM cycling are poorly constrained it was important to reproduce the observed patterns in biomass, productivity, nutrients, and DOM at this station before we could be confident that our model could simulate the flow of carbon and nitrogen between plankton, nutrients, detritus, and DOM. In general the model results compare well with the available station data (Figs. 3 and 4 and Table 4 ). Simulated ammonium, nitrate, and chlorophyll a concentrations all reproduce the observed seasonal patterns fairly well. However, the model did not capture the timing of when the spring bloom begins (Fig. 3b) . This may be due to a phenomenon unique to Chesapeake Bay where dinoflagellates are transported in the bottom layer from near the mouth of the bay to the general area around this station where they surface and often cause late winter or early spring "blooms" Seliger, 1978, 1981 ). As our model was not embedded in a hydrodynamic model of the whole bay we could not easily reproduce this phenomenon and were therefore more reliant on temperature and light to trigger a spring bloom. In addition, our model did not account for the ability of mixotrophic species, which can be present at this station in high concentrations during the spring (Adolf et al., 2006; Keller, personal observation in 2007 and 2008) , to supplement their photosynthetic growth with grazing and, thus, grow better than strict phototrophs at low spring temperatures and light levels. The exponential temperature function that we used to set the maximum attainable daily growth rate of phytoplankton may have also contributed to the delay in the beginning of the spring bloom as it has often led models to underestimate primary production at lower temperatures (Brush et al., 2002; Cerco and Noel, 2004) .
The modeled concentration of DOC also compares well with the available station data (Fig. 3c) . However, for DON (Fig. 3d) , the model missed the timing of a peak in DON in the spring and produced this peak later when observed springtime DON had decreased. This may be due to the model missing the timing of the spring bloom (see above) and the production of DOM that goes along with it. In addition, the model overestimated the concentration of DON in the late summer, producing a peak that then declined to below the observed DON concentration in the late fall and winter. This result indicates that the model may either be overestimating the production of DON in the summer or underestimating its consumption. However, we should also note that there is a discrepancy in the station data as the mean DON observations at the end of the year are much higher than the mean DON observations at beginning of year. This indicates that DON either decreases rapidly at some point during the winter or that there is a problem with the data, in which case our model results may not be that inaccurate.
In the model the average PAR in the surface layer showed little change throughout the year (Fig. 4b) . This occurred because the mean depth of the surface layer changed throughout the year (CBP data not shown) and was at its deepest during the summer when surface PAR values were highest. Thus indicating that phytoplankton growth at this station may be more dependent on temperature than light, unless the species present are able to regulate their buoyancy and remain mostly at the surface where light levels are highest.
Ecosystem properties that were not directly comparable to station data compare reasonably well with other measurements from this area of the Bay. The model successfully reproduced the mean seasonal peaks in zooplankton, phytoplankton, bacteria, and viral biomass that have been observed in this area of the Bay. The model also simulated the general magnitude and pattern of primary and bacterial productivity that have been measured in this region of the Bay. In addition, the simulated diets of zooplankton and amount of primary production lost to grazing compare well to studies of these processes.
Dissolved organic matter production
In our model autochthonous DOM production (Fig. 7) peaked in the spring and late summer when plankton biomass, productivity, and trophic interactions were highest. However, even though the production of DOM peaked twice, the dominant sources of DOM, especially for DON, were not always the same. Very little is reported in the literature about which individual sources of DOM are important on a seasonal basis so we can make few comparisons. However, since our model performs reasonably well when compared to other seasonal ecosystem measurements (i.e., nutrients, biomass, etc.), we are confident that the model simulates the general seasonal autochthonous production of DOM. In the model phytoplankton exudation was almost always the dominant source of DOC. However, our results also indicate that sloppy feeding can be an important source of DOC in the spring. During the late summer and fall, our results suggest that, in addition to phytoplankton exudation, viral lysis can be an important source of DOC. For DON, our results indicate that sloppy feeding was the most important source in the spring and that viral lysis, phytoplankton exudation, and the decay of detritus were important in the summer and early fall. Our spring DON production results are consistent with a study by Bronk et al. (1998) , which suggested that sloppy feeding contributed significantly to spring DON production. Unfortunately, we could find no comparable Chesapeake Bay studies of DON sources in the summer and early fall.
In our simulations the important sources of DOM, phytoplankton exudation, sloppy feeding, viral lysis, and the decay of detritus, all had seasonal patterns that reflected the seasonal planktonic dynamics of the system. For phytoplankton DOM production this meant the DOM production corresponded with their seasonal biomass and productivity patterns. While our formulation for the release of DOM by phytoplankton is relatively simple (i.e., a fixed rate), compared to Flynn et al.'s (2008) models of DOM release, and does not take important factors such as the nutritional status or growth rate of phytoplankton into account, we feel that our model provides a reasonable description of seasonal DOM production by phytoplankton (i.e., high phytoplankton biomass and productivity at certain times of the year should result in increases in DOM exudation by phytoplankton at those times of the year).
The production of DOM from sloppy feeding was highest in the spring when large zooplankton and phytoplankton were the most abundant. This is not surprising because the release of DOM by sloppy feeding is a size dependent process that occurs when large zooplankton (copepods) feed (Møller, 2005 (Møller, , 2007 Møller and Nielsen, 2001) . Our finding that viral lysis was important in the summer seems reasonable given that viruses tend to show a seasonal trend in abundance with peak abundance occurring in the late summer and early fall (Wommack et al., 1992) . This high abundance of viruses indicates that virus production is also high at this time of year. And because viral production (i.e., lysis) also produces DOM it is reasonable to assume that DOM production by viral lysis is high when viral production is high. Since most virioplankton are thought to be bacteriophages (Weinbauer, 2004; Wommack and Colwell, 2000) and because bacteria are very abundant and productive in Chesapeake Bay, it was not surprising that our results show that seasonally most of the DOM from viral lysis comes from the lysis of bacteria. The peaks in DOM production from viral lysis of phytoplankton were because more DOM is produced when a phytoplankton cell lyses (i.e., the larger the cell lysed the more DOM produced), not because more phytoplankton than bacteria underwent lysis.
The production of DOM from mortality (individual sources not shown) and the breakdown of detritus (Fig. 7) were formulated so that a fixed percentage of the state variable mass enters the DOM pool on a daily basis. Consequently, the amount of DOM produced by mortality and the breakdown of detritus tracks the mass of that source as it changes seasonally (i.e., the peak in large zooplankton biomass corresponds to a peak in DOM from the mortality of large zooplankton). These processes are not well understood and there is very little information in the literature to parameterize the rates at which they occur or to make comparisons with. Therefore, it is difficult to conclude that our model, or any other ecosystem model, adequately simulates the true magnitude of the production of DOM from mortality and the breakdown of detritus. However, it is logical to assume that when the mass and/or productivity of plankton and detritus are high the amount of DOM produced by their mortality or breakdown will be higher than when their mass and/or productivity is low. This gives us some confidence that our model at least captures the seasonal trends in DOM production from these sources.
The results of the sensitivity analysis support our conclusion that the magnitudes of autochthonous sources of DOM change in response to the seasonal dynamics of planktonic community. Perturbations during the sensitivity analysis that changed the structure and productivity of the ecosystem changed the magnitude of DOM sources in a manner similar to seasonal ecosystem changes. Furthermore, the sensitivity analysis highlighted the interconnectedness of plankton, inorganic nutrients, detritus, and DOM by demonstrating how changing a key parameter involved in DOM production could affect the flow of C and N between all of the other state variables.
In addition to showing how the autochthonous sources of DOM change seasonally, our results also indicate that viral decay may be an important source of DOM at all times of the year (Fig. 5b) . We did not include this in our figures of DOM production because viruses are small enough that they are considered to be DOM. However, from a DOM bioavailability perspective infective viruses are unavailable for uptake by bacteria or phytoplankton and thus their decay represents the production of "new" potentially bioavailable DOM. The amount of DOM, especially DON, produced by viral decay is high compared to other sources of DOM and is a source of DOM that has generally been overlooked by the scientific community. Even if we overestimated viral production or the decay rate and the amount of DOM produced by viral decay is half of what we calculated, this would still represent a significant source of potentially bioavailable DOM.
Future modeling challenges
The development and implementation of this model has revealed important gaps in our general and local knowledge of DOM cycling that need to be addressed in future research efforts. Obtaining more data to force and validate certain aspects of the model is particularly important as we lacked seasonal measurements of some key variables and processes in this study, despite choosing a location in a well-studied estuary.
Improving equations that simulate a number of ecosystem processes is also important as our research indicates that some formulations do not adequately describe certain biological or chemical processes. Here we specifically highlight areas for future research that play in an important role in DOM cycling and need to be better understood. First, there was no adequate data on the biodegradability of DOM inputs from upstream sources. Second, data to fully constrain interactions with the benthos and adjacent terrestrial environments, such as tidal marshes, was unavailable. Third, some of the model parameters, especially those related to mortality and viral infection and decay, had to be estimated using assumptions that may not be valid. Fourth some processes, such as photochemical effects and the decay of detritus are modeled using simple linear equations that may not adequately describe these processes. Fifth, physical processes such as sorption/desorption and flocculation that may alter the concentration and chemical structure of DOM and influence its bioavailability as it is transported through the estuary are also poorly understood, especially in estuaries with steep salinity gradients, and we did not include them in the model. Finally, parameters describing the partitioning of freshly produced DOM to labile, semi-labile, and refractory pools were poorly constrained (see Section 2.4). Hopefully, our study increases awareness of these issues and can be used to guide future research on DOM cycling.
Summary and conclusions
In this paper we describe a new model formulation that is designed to simulate and investigate DOM cycling in pelagic marine systems. This model includes a representation of DOM in terms of refractory, semi-labile and labile constituents for both DON and DOC. In addition, sources and sinks for DOM from multiple phytoplankton and zooplankton size classes and bacteria are included in the model, along with an explicit representation of the impacts of viruses and viral infection. The effects of light on DOM lability are also included. The model was tuned, parameterized, and physically forced with the explicit goal of describing the general seasonal production of DOM in the surface layer at station CB3.3C in Chesapeake Bay. Because many of the processes involved in DOM cycling are poorly constrained it was important to reproduce the observed patterns in biomass, productivity, nutrients, and DOM at this station before we could be confident that our model could simulate the interactions between plankton, nutrients, detritus, and DOM. Our results show that we successfully reproduced the mean seasonal peaks in zooplankton, phytoplankton, bacteria, and viral biomass that have been observed at or near this station. The model also did a reasonable job of reproducing the observed seasonal concentrations of nitrate, ammonium, DOC, and DON. According to our model, autochthonous DOM production and cycling was strongly influenced by seasonal changes in the planktonic community. The degree to which different groups of plankton influenced DOM production was strongly related to their biomass and productivity in relation to that of the other groups of plankton. Thus, in the spring DOM production and cycling was mostly controlled by interactions between large phytoplankton, large zooplankton, and bacteria. While in the summer, DOM production and cycling was mostly controlled by interactions between small phytoplankton, small zooplankton, viruses, and bacteria. The production of DOM peaked twice, in the spring and late summer, in correspondence with the peak productivity of the spring and summer plankton communities. Table 5 summarizes the most important processes involved in peak DOM production. Our results also indicate that viral decay may represent an important, and often overlooked, source of "new" potentially bioavailable DOM from within the DOM pool. Bacteria were the most important consumers of DOM throughout the year with phytoplankton consuming a small but significant amount of DOM in the spring and late summer. Furthermore, bacteria played an important role in hydrolyzing the semi-labile DOM that accumulated as a result of spring and summer productivity. Photochemical, chemical, and physical processes such as the decay of detritus and the transformation of refractory DOM to labile DOM also played an important role in DOM cycling at this station, and were especially important in turning over the refractory pools of DOM.
In general, our simulations of DOM cycling appear to agree with the current scientific understanding of DOM biogeochemistry. However, we cannot validate some of the model results because we lack the data to do so. Thus, many of our model-generated results about certain aspects of DOM cycling are predictions that need to be tested. These predictions can help guide future research. Moreover, this modeling effort has synthesized a large body of recent DOM literature and provided a means to look at the simultaneous flow of carbon and nitrogen throughout the whole ecosystem and compare the importance of various processes over a long time scale, something that is technically and economically unfeasible to do experimentally. Finally, the development of this model has highlighted important gaps in our knowledge of key processes that influence DOM cycling in marine waters.
Appendix A.
A.1. Model calculation
The model was solved numerically using a fourth order Runge-Kutta method (Press et al., 1992) . A thirty-second time step was used because we found that numerical errors occurred with larger time steps.
A.2. Model equations
A.2.1. Physical forcing
The inflow and outflow (M N or C s −1 ) of state variables is calculated as:
where h is the rate (s −1 ) of flow, i o is the upstream state variable mass (interpolated from station CB3.2 data), and i is the model state variable mass. The rate of flow, h, was based on Susquehanna river flow and the volume (analogous to turbidostat vessel volume) of the surface layer in a selected area around station CB3.3C:
where F river (m 3 s −1 ) is interpolated from Susquehanna river flow data, Z is interpolated surface layer depth (m), and C area is a 5.56 km (width of the bay) by 5 km area (27,780,000 m 2 ) around station CB3.3C. Susquehanna river flow data was used because the Susquehanna river contributes approximately 87% of all freshwater that enters the upper bay and thus controls the circulation pattern in the main body of the upper bay (Schubel and Pritchard, 1986) . C area was chosen so that the flow of water was constrained by the width of the bay at station CB3.3C. This formulation gave us a seaward surface flow past station CB3.3C that ranged from 1.2 to 10.2 cm s −1 which is similar in magnitude to a 27-day record taken in the spring from nearby Thomas Point light that measured a mean surface flow of 8 cm s −1 (Beardsley and Boicourt, 1981) .
A.2.2. Light attenuation
To calculate the underwater light field we used a simple model to derive the average irradiance of the surface layer:
where I surface is the interpolated PAR just below the surface of the water (95% of PAR at the surface, 5% reflectance loss), Z is interpolated surface layer depth, and K d is the diffuse attenuation coefficient. K d was calculated using a simple empirical optical model that was derived specifically for the Chesapeake Bay (Xu et al., 2005) . In this model the specific attenuation coefficients for chlorophyll, total suspended solids (TSS), and salinity (used as a proxy for colored dissolved organic matter (CDOM)) are used to determine K d as follows:
Salinity (S) data were from station CB3.3C measurements. The chlorophyll values (Chl) that we used in these calculations were obtained by converting the modeled biomass of phytoplankton (M N) to chlorophyll a (g l −1 ) (see Eq. (A.18)). TSS was calculated by adding the modeled biomass of plankton and detritus (both carbon and nitrogen values converted to mg l −1 ) to the mean TSS measurements from station CB3.3C. Using data output from the biological model to calculate chlorophyll and TSS thus allowed us to provide a feedback mechanism between the optical model and the biological model (i.e., high concentrations of phytoplankton or biologically derived TSS can decrease light penetration).
A.2.3. Phytoplankton
The equation for large phytoplankton is:
The equation for small phytoplankton is:
In both of the above equations the first two terms represent growth and inflowing biomass. The remaining terms represent losses due to mortality, large zooplankton grazing, small zooplankton grazing, viral lysis, and ecosystem outflow.
The maximum growth rate of phytoplankton is:
Temperature data from station CB3.3C were interpolated into the model for T.
Large phytoplankton light limited growth in (A.6) is:
with nitrogen uptake described as:
Small phytoplankton light limited growth in (A.7) is:
The uptake of nitrogen by phytoplankton, Q P L or S , is designed so that the uptake of nitrate, Q 3 P L or S , is inhibited if the nitrogen requirements are met by the uptake of ammonium, Q 1 P L or S , and labile DON, .14) and if Q 1
is less than one then
In addition to the leakage of DOM from the cell, represented as (1 −˛)J P L or S Q P L or S P L or S (see DOM equations), phytoplankton also release "extra carbon" due to metabolic instabilities caused by shifts in environmental conditions (light, nutrients, salinity, etc.) . This is modeled by transferring carbon from DIC to DOC in proportion, 2 , to total phytoplankton growth:
(A.17)
The Chl a:C ratio is:
A.2.4. Zooplankton
The equation for large zooplankton is: .19) In this equations the first two terms represent growth and inflowing biomass. The remaining terms represent losses due to self predation, mortality, and ecosystem outflow.
Large zooplankton production, F Z L (mmoles N m −3 d −1 ), is calculated according to the stoichiometric model of Anderson and Hessen (1995) . This model operates on the basis of a food threshold elemental ratio, Â * f Z L (mol C mol −1 N), below which C limits growth and above which N limits growth. This ratio is described as: .20) whereˇN Z andˇC Z are assimilation efficiencies for N and C, Z is the zooplankton C/N ratio and ge Z L is C production efficiency (fraction assimilated C allocated to production, remainder respired). Intakes of N and C,
) are the sum of large zooplankton grazing on large and small phytoplankton, large and small zooplankton, bacteria, and detritus less "sloppy feeding" losses:
where the coefficient (1 − ω i ) represents prey that is ingested and not lost to sloppy feeding and
The coefficient C Z L is the maximum large zooplankton consumption rate and
This formulation allows assignment of "preferences" for the different forms of organic nitrogen (Fasham et al., 1990; McCreary et al., 1996) . For simplicity, the half-saturation constant K Z , is assumed to be the same for all substrates.
The following equations from Anderson and Hessen (1995) describe how if the C/N ratio of ingested food:
then C limits production and the equations for F Z L and E Z L are:
The equation for small zooplankton is: .42) In this equation the first two terms represent growth and inflowing biomass. The remaining terms represent losses due to large zooplankton predation, self predation, mortality, and ecosystem outflow. Small zooplankton production, F Z S (mmoles N m −3 d −1 ), is calculated according to the stoichiometric model of Anderson and Hessen (1995) described above. However, there are notable differences between the small and large zooplankton grazing formulations such as no grazing by small zooplankton on large zooplankton and no losses due to "sloppy feeding" during small zooplankton grazing. Thus, the equations for small zooplankton growth are the same as for large zooplankton (substituting the appropriate subscripts) except for the following:
The coefficient C Z S is the maximum small zooplankton consumption rate and
The production of DOM and detritus as a result of large zooplankton sloppy feeding is based on a predator-to-prey size ratio that determines the amount of DOM and detritus produced. Based on research by Møller (2005) sloppy feeding is calculated using the following equation:
where Q is the fraction of prey carbon removed from suspension and lost as DOC and detritus during feeding and ESD is the equivalent spherical diameter. This equation was only used for predator-to-prey ratios of <55; sloppy feeding was assumed not to occur at higher ratios. Therefore, we estimated the average ESD of large zooplankton to be 484 M and the average ESD of large phytoplankton to be 13.8 M based on work by Møller (2005) , which gives a Q value of 0.26 (ω P L ) for large zooplankton feeding on large phytoplankton. For large zooplankton feeding on other large zooplankton, an ESD of 484 M was estimated for the predator and an ESD of 304 M was used for the prey, simulating an average copepod feeding on an average copepodite, which gives a Q value of 0.69 (ω Z L ). For large zooplankton feeding on detritus the predator-to-prey ratio was assumed to be 18:1, the optimal copepod predator-to-prey size ratio (Hansen et al., 1994) , which gives a Q value of 0.48. However, as detritus is non-living it likely contains less DOM that can be released when sloppy feeding occurs, so we assume that DOM production from large zooplankton feeding on detritus is less and set the Q value to equal 0.24 (ω D ). We could not find any data that reported how much detritus is produced as a result of sloppy feeding, so we assumed that the amount of detritus produced is 25% of the Q value calculated above.
A.2.5. Bacteria
The equation for bacteria is: In this equation the first two terms represent bacterial growth and inflowing biomass. The remaining terms represent losses due to large zooplankton grazing, small zooplankton grazing, mortality, viral lysis, and ecosystem outflow.
Bacterial growth, excretion, and respiration (B growth , b , and R B ) are calculated from elemental stoichiometry. This formulation follows that of Anderson and Williams (1998) and assumes that labile DOC and DON are the primary growth substrates, with ammonium supplementing DOM when the C/N of DOM is high. Uptake rates of labile DOC and DON, U C and U N , and the potential (uptake only occurs if required) uptake of ammonium, U * A , are: A.2.6. Detritus Changes in nitrogenous detritus (mmoles N m −3 ) are modeled as: Changes in carbon detritus (mmoles C m −3 ) are modeled as: In these equations the positive terms represent the production of detritus from zooplankton fecal pellet production or egestion, sloppy feeding, plankton mortality (see Section 2.3.5 and Eq. (A.8)), viral lysis (two terms for D C ) and detritus inflow (last term). The negative terms represent the loss of detritus due to photooxidation, large zooplankton grazing, small zooplankton grazing, and ecosystem outflow.
A.2.7. Dissolved inorganic carbon
The equation for DIC is: .70) In this equation the four loss terms represent phytoplankton uptake of DIC for during growth. The positive terms represent the production of DIC from zooplankton respiration, bacterial respiration, and the photooxidation of DOC.
A.2.8. Nutrients
The equation for nitrate is: where 0.16 is the maximum nitrification rate (d −1 ) which is based on rates reported by Horrigan et al. (1990) for the Chesapeake Bay. The equation for ammonium is: .73) In this equation the positive terms represent the production or addition of ammonium from zooplankton excretion, bacterial excretion, the photooxidation of DON, and ecosystem inflow. The negative terms represent a loss of ammonium due to phytoplankton and bacterial uptake, nitrification, and ecosystem outflow.
A.2.9. Dissolved organic matter
Equations for labile (L C and L N ), semi-labile (S C and S N ), and refractory (R C and R N ) DOM are: Dissolved organic matter is produced by phytoplankton excretion and leakage, zooplankton sloppy feeding, zooplankton excretion, viral lysis of phytoplankton and bacteria, viral decay, plankton mortality, and detritus decay. The partitioning of freshly produced DOM is described in Section 2.4. Labile DOM can be consumed directly by bacteria and phytoplankton. Semi-labile DOM requires ectoenzyme hydrolysis by bacteria to become available (labile) for consumption. Bacterial hydrolysis of semi-labile DOM transforms it into either labile or refractory DOM upon hydrolysis. Photochemical processes are responsible for the conversion of some refractory DOM into labile DOM. Photochemical processes also convert some DOC into DIC and DON into ammonium. DOM also flows into and out of the ecosystem (last two terms).
A.2.10. Viruses
The equation for bacterial viruses is: The equation for phytoplankton viruses is:
In these equations the first term represents the production of viruses during viral lysis. The next term represents the decay of viruses, and the final terms represent the inflow and outflow of viruses from the ecosystem.
The viral infection rates for bacteria and phytoplankton are calculated by dividing a fixed daily infection rate by the host-specific virus biomass: Since there is only one state variable for phytoplankton viruses it was estimated that 44% of them were small phytoplankton viruses and 56% of them were large phytoplankton viruses.
