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Abstract
Glutamate release onto a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 
receptors (AMPARs) is the primary mechanism of fast synaptic transmission 
in the mammalian brain. Previous studies have revealed that at the cerebellar 
mossy-fibre to granule cell synapse, the AMPAR mediated synaptic current con­
sists of a fast-rising and a slow-rising component. The aim of this thesis is to 
examine the properties of release, diffusion and receptor activation underlying 
these two components.
Two plausible mechanisms could underlie the slow-rising current: spillover 
of glutamate from neighbouring synaptic contacts and prolonged local release 
of glutamate via a narrow fusion pore. Using simulations of glutamate diffu­
sion and receptor activation, I show that lowering the diffusion coefficient of 
glutamate in the synaptic cleft (Dgjut), which is unknown but can be modulated 
with macromolecules, has different effects on currents mediated by these two 
mechanisms. Recordings of the effect of perfusion of dextran (43 kDa) are consis­
tent with the spillover model and also indicate that Dgiut is approximately 3-fold 
lower than in free solution.
I show using simulations that linear diffusion cannot alone account for the 
acceleration of the decay of the synaptic current observed at this synapse in lower 
release probability, but that it can result from non-linear activation of AMPARs. 
Evidence is presented that diffusion is linear and only one vesicle is released per 
active zone. In addition, I have extended the diffusion-reaction model of the 
synapse to develop a framework for examining properties of synaptic AMPARs 
using glutamate uncaging. I demonstrate that certain kinetic properties of synap­
tic receptors can be measured using this technique and derive a kinetic model 
based on preliminary data.
Together, these data fill shortcomings in our understanding of synaptic func­
tion. Based on the present results, I construct a model of synaptic transmission
2
that explains previous observations.
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CHAPTER
ONE
Introduction
The work in this thesis examines the diffusion of neurotransmitter in the synaptic 
cleft and the activation of postsynaptic receptors. These topics lie at the centre 
of the field of synaptic physiology. I will therefore first consider the historical 
developments in the investigation of synaptic function.
1.1 Early developments in synaptic physiology
1.1.1 The neuron doctrine
Synaptic physiology grew out of one of the first large controversies in the his­
tory of modem neuroscience. The debate was that between the reticularists, who 
thought that the nervous system was cytoplasmically continuous, and those who 
formulated the neuron doctrine, stating that the nervous system, like the rest of 
an animal organism, consisted of individual and physically separated cells. Con­
vincing evidence for the latter position provided in the late 19th century led many 
physiologists to abandon the reticular view. This evidence included the wide 
variety of axo-dendritic structures revealed by Ram6n y Cajal's studies of the ner­
17
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vous system, in particular of the cerebellum, using the Golgi stain method and 
His's studies of neuronal migration, differentiation and process growth in devel­
opment (Bennett, 2001). It became clear, then, that the site of contact between 
an axon and a dendrite must contain a specialised structure for communication 
between two apposing cells. The name "synapse" for this structure was sug­
gested by the physiologist Charles Sherrington on the advice of the Euripidean 
scholar Arthur W. Verrall (Bennett, 2001; Kuno, 1994).
In addition, Sherrington made several scientific contributions to the new field. 
Most importantly, his studies of the spinal cord led him to conclude that each 
synaptic contact had only a small effect on the postsynaptic neuron such that 
postsynaptic activity is determined by the summed activity of many synapses, 
and that synapses can have both excitatory and inhibitory effects. He also sug­
gested that transmission across a synapse is associated with an irreducible delay 
which cannot be attributed to the axonal conduction.
1.1.2 Chemical or electrical transmission?
The investigation of the physiology of synapses then turned to elucidating the 
mechanisms mediating synaptic transmission. Two possible mechanisms were 
proposed: chemical signalling involving a neurotransmitter or electrical cou­
pling between cells. Distinguishing between these two mechanisms would take 
more than 30 years and became the next large controversy in neuroscience; it 
became known as 'the soup versus the spark' debate. The most direct evidence 
in favour of chemical transmission is the isolation of the neurotransmitter itself, 
a task which occupied early 20th century physiologists and pharmacologists such 
as Henry Dale and Otto Loewi. Several preparations were used in the early stud­
ies of synaptic physiology, of which the neuromuscular junction (NMJ) and the
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vagus nerve terminal are arguably the most important. The toxin curare had been 
known to block neuromuscular excitation from Claude Bernard's experiments in 
1844 (Kuffler et al, 1984). Stimulation of the vagus nerve decreases the frequency 
of cardiac action potentials (APs) and thereby slows the heartbeat. This slowing 
can be blocked with atropine.
Acetylcholine was synthesised by Hunt and Taveau in 1906, who noted its 
powerful effect on blood pressure, and that this effect can be blocked by atropine 
(Bennett, 2001). Henry Dale then carried out a systematic study of the effect 
of acetylcholine on synaptic transmission in 1914, which led him to conclude 
that acetylcholine had the same effect as vagus nerve stimulation. Otto Loewi 
provided conclusive evidence that vagus nerve transmission was chemical in 
1921. His experiment consisted of perfusing isolated hearts with Ringer's solu­
tion before stimulating the vagus nerve. After the slowing of the heart beat rate 
was observed, the perfused solution was collected and applied to a second iso­
lated heart, which then slowed its rate. A control experiment determined that 
this effect was blocked by atropine. Loewi called the chemical responsible for 
vagus transmission "vagusstoff." Furthermore, Dale isolated acetylcholine from 
the spleen, indicating that this compound was endogenous to biological tissue 
(Dale & Dudley, 1929).
However, the time scale of the chemical transmission at the vagus nerve led 
other physiologists to doubt the applicability of chemical transmission at other 
synapses. John Eccles determined the timecourse of vagus inhibition of cardiac 
cycle in 1934 and showed that the effect manifested itself on a timescale of hun­
dreds of milliseconds. On the contrary, neuromuscular excitation was at least an 
order of magnitude faster. Eccles in particular continued to consider electrical 
transmission the dominating mechanism, based on the timing of synaptic trans­
mission, until the 1950s. Investigations turned to the neuromuscular junction in
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the 1930s. Stephen Kuffler measured the synaptic delay, originally proposed by 
Sherrington, and found it to be on the order of 0.5 msec (Kuffler et al.r 1984). This 
in itself was a problem for an electrical theory, which would predict no delay if 
the synapse is effectively a resistor. In 1938, Gopfert and Schaefer recorded the 
potential across the muscle cell membrane, and applied curare to the muscle in a 
dose that reduces the synaptic strength to below the threshold for action poten­
tial generation. Under these conditions, nerve stimulation induced a slower local 
depolarisation in the muscle, which became known as the end-plate potential 
(EPP). Experiments over the next few years by Eccles, Katz and Kuffler indicated 
that the EPP is essential in generating the postsynaptic action potential and that 
the EPP is graded in it intensity unlike the all-or-none AP. These experiments 
led to the hypothesis that at the NMJ, innervation of the AP in the presynap- 
tic terminal initiates a process that eventually leads to release of acetylcholine. 
Acetylcholine diffuses to receptors on the muscle surface, producing a current 
which depolarises the muscle. However, the most convincing evidence for chem­
ical transmission came from Katz's elucidation of the mechanism of acetylcholine 
release.
1.1.3 The quantal hypothesis of synaptic transmission
When investigating the EPP, Fatt & Katz (1952) discovered that when amplifying 
the membrane potential of the curarized muscle with a high gain, small sponta­
neous EPPs appeared in the absence of stimulation of the presynaptic fibre. These 
events, which they called miniature EPPs (mEPPs), occurred at random, and had 
a timecourse similar to the presynaptically evoked EPP, although it was smaller 
in amplitude. Fatt and Katz considered whether this could be due to leakage of 
individual ACh molecules from the synaptic terminal. This hypothesis seemed
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unlikely, because they estimated that the size of the mEPP corresponds to the 
response to an order of thousands of ACh molecules. In addition, perfusion of 
small concentrations did not increase the frequency of mEPPs. Using an extra­
cellular recording electrode, they determined that mEPPs could be confined to 
localised active spots on the muscle. Fatt and Katz also investigated the effect of 
removing the ions Na+ and Ca2+ from the extracellular solution. Na+ removal 
decreased both the evoked EPP and the mEPP, whereas Ca2+ removal reduced 
the evoked EPP but had little effect on the mEPP. These experiments indicated 
that the mEPPs were caused by the simultaneous release of a relatively large 
amount of ACh in a packet. Since the mEPP shared some properties of the evoked 
EPP, it raised the possibility that the evoked EPP in fact was the sum of several 
mEPPs.
Del Castillo & Katz (1954) explored this possibility. They outlined the follow­
ing hypothesis: that the presynaptic fibre contains a large number n of packets, 
or "quanta/ of neurotransmitter that each, upon a presynaptic AP, can be released 
with probability p, and that p is regulated by the extracellular Ca2+ concentra­
tion ([Ca2+]0)- If p is small and n is large, such that the average number of vesicle 
released per trial (the quantal content) is m=np, the number of released quanta on 
a given trial will follow a Poisson distribution, such that the probability of seeing 
j  quanta on a particular trial is equal to
e m(mV ,
pj =  — J - 1  (1.1)
i.e. Po = e~m, or m = In . If the quantum underlying the evoked EPP is the 
same as that underlying the mEPP, m will also equal the ratio of the amplitudes 
of the evoked EPP and the mEPP. Del Castillo and Katz recorded a large number 
of trials of evoked EPPs under low [Ca2+]0 and found a good agreement between
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the values for m predicted from Poisson theory and from the size of the mEPP. In 
further tests of the quantal hypothesis, they found that the histogram of evoked 
EPP amplitudes could be fit well by the multimodal distribution predicted by a 
Poisson distribution with release of integral numbers of quantal, when taking into 
account the variance of unitary quantal events. In addition, the Poisson distribu­
tion predicts a coefficient of variation of which was consistent with record­
ings where m < 10. This number is likely to provide a limit for applicability of the 
Poisson description to synaptic transmission, as expected from this distribution.
Before detailing the developments in synaptic physiology after the "soup vs 
spark" debate, it is worth mentioning that in fact, electrical transmission does 
occur at some synapses. For instance, the crayfish NMJ, as suggested by Paul 
Fatt and shown by Furshpan & Potter (1957), is electrical: transmission is bi­
directional and has a short latency. Superthreshold stimulation of the presynaptic 
fibre is also not necessary for inducing a current in the muscle. Electrical synapses 
are found throughtout the mammalian brain (Connors & Long, 2004).
1.1.4 The role of calcium in neurotransmitter release
The experiments of Del Castillo & Katz (1954), which showed that the probabil­
ity of release of a quantum is dependent on the extracellular calcium concentra­
tion, raised the question of the mechanism of calcium involvement in transmitter 
release. This issue was addressed by first examining the quantitative relationship 
between transmitter release and extracellular calcium. Del Castillo and Katz pos­
tulated that calcium binds a carrier molecule X to form the complex CaX, which 
induces transmitter release. Jenkinson (1957) found that this formalism predicted 
the relationship between [Ca2+]0 and transmitter release only in the high range of 
[Ca2+]0. The timing of the Ca2+ dependence of transmitter release was examined
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by Katz & Miledi (1967), in which [Ca2+]0 was rapidly increased by iontophoresis 
with specific timing with respect to a pulse to the presynaptic nerve. It was found 
that Ca2+ raised the level of transmitter release only if it was applied before, 
rather than after, the presynaptic pulse, indicating that the presence of Ca2+ is 
essential during or immediately after the presynaptic depolarisation, rather than 
during the postsynaptic conductance. Dodge & Rahamimoff (1967) examined 
transmitter release in the low range of [Ca2+]0, and found that in this region the 
amount of transmitter release is best predicted by assuming that approximately 
four Ca2+ ions must bind to the X molecule to induce release at the neuromuscu­
lar junction. When repeating this experiment at the squid stellate ganglion, Katz 
and Miledi found that approximately three Ca2+ ions were necessary to induce 
transmitter release. Thus, while it is clear that binding of multiple Ca2+ ions are 
necessary for release, the exact number may differ across preparations.
These studies did not reveal whether the Ca2+ sensor was located extracellu- 
larly, or whether Ca2+ crossed the cell membrane to activate an intracellular sen­
sor. Evidence for the latter hypothesis was provided by Llinas et dl. (1972), who 
injected aequorin, a jellyfish protein for which the luminescent properties depend 
on the local [Ca2+], into the squid stellate ganglion. Stimulation of the presynap­
tic fibre was associated with an increase in luminescence, indicating an influx of 
Ca2+ ions into the presynaptic terminal. Miledi (1973) then provided evidence 
that direct injection of Ca2+ into the presynaptic terminal induced transmitter 
release, even in the presence of extracellular manganese ions, which block trans­
mission evoked by electrical stimulation of the presynaptic fibre. Conversely, 
diminishing the AP-induced intracellular Ca2+ signal with the Ca2+ chelator 
BAPTA, which has rapid Ca2+-binding kinetics, reduces the EPSC amplitude 
(Adler et al, 1991). Taken together, these experiments indicate that depolarisa­
tion of the presynaptic fibre leads to an influx of Ca2+ ions that bind to a sensor.
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1.1.5 The vesicle hypothesis
Anatomical investigation of synaptic ultrastructure was initially difficult due to 
the size of some structures. Both the synaptic cleft and the neurotransmitter- 
containing vesicles are on the order of 10-100 nm, well below the resolution of 
the light microscope. The application of high-resolution electron microscopy 
(EM) to synaptic preparations in 1954-5, coincidental with the quantal hypothe­
sis, thus allowed the visualisation of these structures for the first time. Firstly, the 
identification of the synaptic cleft, provided incontrovertible evidence against the 
reticularist view of the nervous system. Secondly, De Robertis & Bennett (1954) 
observed a small "granular or vesicular component... on the presynaptic side of 
the synapse..."  which they called 'synaptic vesicles/ Del Castillo & Katz (1956) 
suggested that these vesicles were the structural correlates of the quantum.
John Heuser and Thomas Reese, and the group of Bruno Ceccarelli investi­
gated this hypothesis throughout the 1970s. Vesicle depletion can be observed in 
EM micrographs of tissue fixed after stimulation (Heuser & Reese, 1973) or appli­
cation of black widow toxin, which causes release at the NMJ (Ceccarelli et al, 
1973). The density of vesicles is particularly high near regions that are electro- 
dense both pre- and postsynaptically, known as the active zone. Heuser & Reese 
(1973) showed that after stimulation, omega-shapes that appeared to be the result 
of fusion of vesicles with the presynaptic membrane could be observed near the 
active zone. Further away, larger invaginations were observed in the presynap­
tic membrane. Heuser and Reese showed that horse-radish peroxidase (HRP) 
from the extracellular solution could be taken up by the presynaptic terminal 
if applied during stimulation and was found in synaptic vesicles after fixation. 
Furthermore, HRP-containing vesicles would disappear following further stimu­
lation. These experiments indicated that after complete fusion of vesicles with the
Chapter 1. Introduction 25
presynaptic terminal, membrane could be retrieved at a distance from the active 
zone and recycled into new vesicles.
Ceccarelli et al. (1973), based on experiments that used the same experimen­
tal paradigm but with prolonged stimulation durations, suggested that rather 
than full fusion, synaptic vesicles could form a reversible pore with the presy­
naptic membrane, by which acetylcholine could escape and HRP could diffuse 
into the vesicle, followed by a closure of the fusion pore. This possibility was 
suggested based on the abundance of vesicles with thin connections to the presy­
naptic membrane and the presence of HRP-containing vesicles close to the active 
zone. This mode of vesicle recycling was called 'kiss-and-run' and contrasted to 
full exocytosis followed by endocytosis at the periphery of the synapse, as sug­
gested by Heuser and Reese.
The study of the timing of synaptic transmission with EM was made possible 
with the invention of the rapid freeze technique, where the entire preparation is 
frozen to 15°K by a copper-plate with millisecond precision following nerve stim­
ulation. Using this technique, Torri-Tarelli et al. (1985) was able to demonstrate 
the temporal coincidence of vesicle fusion with electrophysiological recordings 
of quanta.
1.1.6 Concepts of postsynaptic receptors
The modern concept of ligand-receptor interaction as the basis for drug action 
was independently and contemporaneously formed by John Langley and Paul 
Ehrlich at the end of the 19th century. Ehrlich, an organic chemist, systematically 
investigated the relationship between chemical structure and biological action of 
compounds, and Langley studied the effect of plant alkaloids (including nicotine 
and atropine) on the autonomic nervous system, concluded that drugs formed
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compounds with "receptive substances." Ehrlich introduced the analogy of the 
ligand as "key" and the receptor as a "lock" that opened upon binding with the 
ligand. Using a sewing thread soaked in nicotine, Langley was able to investigate 
the distribution of these receptive substances on the muscle surface, and showed 
that after denervation, nicotine sensitivity spread to the entire muscle surface 
(Bennett, 2001).
The quantitative study of receptor-ligand interaction was initiated by A.V. 
Hill's application of the law of mass action, that is
A + R #  AR (1.2)
where A is an agonist and R a receptor, to receptor pharmacology. If K is the equi­
librium constant for this reaction, it follows that at equilibrium, the occupancy 
(defined as the proportion of bound receptors) is equal to
^  (1-3)K + [A]
which is the Hill-Langmuir equation. This equation can often fit dose-response 
curves, that is, plots of biological activity against applied ligand concentration. 
However, a more general equation which fits a wider range of dose-response 
curves is the Hill Equation
[A]n
1 J (1.4)[A]" + ECj0
where n is the Hill coefficient and EC50 the agonists concentration that gives the 
half-maximal response. The Hill equation can be derived assuming
nA 4- R ^  AnR (1.5)
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i.e. that simultaneous binding of n ligand molecules per receptor is necessary for 
biological activity.
Del Castillo & Katz (1957) suggested, for acetylcholine activation of muscle 
receptors, an intermediary inactive step, such that:
A + R # A R # A R *  (1.6)
where the AR* state signifies the active state of the receptor that depolarises the 
muscle. The advantage of this formalism is that antagonism (which they called 
'inhibition') can be explained by an agent having an equilibrium for the first reac­
tion shifted to the right, but for the second reaction shifted to the left. Katz & 
Miledi (1972) further developed the concept of the active state. They discovered 
that perfusion of acetylcholine led to an increase in the membrane noise. They 
suggested that the noise could originate from the same process as depolarisa­
tion by activating conductances with short duration at a frequency related to the 
local concentration of acetylcholine. By examining the power spectrum of mem­
brane noise in the presence of acetylcholine, they tentatively calculated that the 
unitary conductance was 100 pS, and that the mEPP was mediated by activa­
tion of 1000 such unitary conductances. Anderson & Stevens (1973), using the 
voltage clamp technique (see chapter 2), arrived at an estimate of 20.5 pS for the 
single-channel conductance. Neher & Sakmann (1976), using the patch clamp 
technique to resolve openings of single acetylcholine-gated channels, found an 
average single channel conductance of 28 pS, and thus provided firm evidence 
for synaptic receptors acting through the gating of an ionic channel by ligand 
binding.
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1.1.7 Independence of synaptic contacts
Del Castillo & Katz (1954) had shown that under conditions of low release prob­
ability, a Poisson model provided a good description of the statistics of neuro­
transmitter release at the NMJ. One assumption of the Poisson distribution is that 
fundamental events act independently. However, the release probability was so 
low that out of perhaps hundreds of available quanta, at most one to three were 
released per trial. It is therefore possible that under physiological conditions, 
where the density of released vesicles is higher, quantal events are not indepen­
dent and therefore do not summate linearly. It is also possible that under condi­
tions of high release probability, two vesicles can be released from the same active 
zone. These possibilities were explored by Hartzell et al. (1975) in a voltage-clamp 
study of the snake NMJ. They replicated the finding of Katz & Thesleff (1957) that 
the dose-response curve has a foot in the lower region where supralinear summa­
tion occurs (i.e. the Hill coefficient is larger than one). When ACh was focally 
applied from two pipettes placed less than two }im apart, the peak currents 
showed linear summation, but the decay of the current caused by stimulation 
by both pipettes was prolonged compared to the arithmetic sum of the responses 
to either pipette. This effect could be replicated synaptically by stimulating the 
presynaptic fibre in the presence of cholinesterase inhibitors. Under these condi­
tions, increasing the release probability and thereby the density of released vesi­
cles prolonged the decay of the postsynaptic current. In contrast, under phys­
iological condition of cholinesterase activity, there was no such dependence of 
the waveform on the release probability. The authors concluded cholinestrase 
activity isolates each released quanta to prevent interactions with its neighbours. 
It is therefore also likely that the release of more than one quanta in the same 
location happens rarely, if ever, at the NMJ. The same study investigated the pos­
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sibility that postsynaptic receptors are saturated by released acetylcholine. Since 
exogenous application of small concentrations of acetylcholine summate linearly 
with the nerve-evoked response, saturation of receptors following synaptically 
released acetylcholine is unlikely.
The hypothesis that released quanta are spatially segregated was further 
examined by Korn et al. (1981). They showed that the statistics of inhibitory 
synapses onto the goldfish Mauthner cell fit binomial statistics better than Pois­
son statistics, where binomial statistics describe n independent all-or-none events 
occurring with probability p, with no restrictions in n or p. In addition, this 
preparation allows the stimulation and staining with dye of a single presynap­
tic afferent. Histological analysis of this fibre revealed that the number of presy­
naptic terminals closely predicts n derived from the binomial fit of the amplitude 
distribution. Korn et al (1981) proposed what they later called the 'one-vesicle 
hypothesis/ that even at high release probabilities (up to 0.62 for the inhibitory 
inputs to the Mauthner cell), at most one vesicle can be released from an active 
zone. Thus, the parameter n derived from binomial fits can be interpreted as the 
number of 'release sites.'
1.2 Central glutamatergic synapses
1.2.1 Evidence for glutamate as a neurotransmitter.
Glutamate was shown as early as the 1950s to have excitatory effects when 
applied to neurons of the central nervous system, and to be present in high con­
centrations in the brain (Hayashi, 1952; van Harreveld & Mendelson, 1959; Rob­
bins, 1959). However, the acceptance of glutamate as a central excitatory neuro­
transmitter was more reluctant than for other transmitters. Glutamate is an amino
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acid required for protein synthesis, and is synthesised in every cell in the body, 
not just neurons. This precludes the evidence for glutamate as a neurotransmit­
ter based on its synthesis and presence in neurons. Glutamate also appeared to 
have a general excitatory effect on almost every neural preparation tested, which 
seemed difficult to reconcile with the specific actions required of a neurotransmit­
ter. Lastly, Lucas & Newhouse (1957) discovered that application of glutamate to 
the retina had neurotoxic effects, which at the time seemed an unlikely property 
of an endogenous neurotransmitter.
However, Logan & Snyder (1971) showed that a glutamate uptake mechanism 
existed in the brain, later shown to be present in glial cells (Fagg & Lane, 1979). 
Such an uptake mechanism was known to exist for the accepted neurotransmit­
ters GABA and glycine, and so provided one mechanism whereby glutamate as 
a putative neurotransmitter could be removed from the synaptic cleft. A second 
line of evidence for glutamate as a neurotransmitter came from the methodical 
study by Jeffrey Watkins and his collaborators of the effects of chemical analogues 
of glutamate on neural activity. By examining the effect of N-methyl-D-aspartate 
(NMDA), kainic acid and quisqualate, and the antagonism to these effects pro­
vided by a range of compounds including 2-amino-5-phosponovalerate (APV) 
and Mg2+ ions Watkins & Evans (1981) were able to distinguish two classes of 
glutamate-sensitive receptors, NMDA and non-NMDA receptors. Finally, strong 
evidence for glutamate as a neurotransmitter came from the analysis of isolated 
synaptic vesicles, which have estimated contents of at least 60 mM (Burger et al, 
1989) or 1000 molecules of glutamate (Riveros et al, 1986). The true amount of 
glutamate per synaptic vesicle is likely to be higher, since these studies were 
unable to isolate glutamatergic vesicles over synaptic vesicles containing other 
neurotransmitters. As I will show in chapter four, the amount of glutamate in 
synaptic vesicles, which is still unknown, has important implications for synap­
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tic function and the measurement of unknown synaptic parameters.
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1.2.2 Main glutamate receptor types
Glutamate receptors can be divided into three main subtypes based on cloned 
gene sequences and pharmacological profile: metabotropic, NMDA, and non- 
NMDA ionotropic receptors, with the latter being futher divided into a-amino-3- 
hydroxy-5-methyl-4-isoxazolepropionate (AMPA) and kainate receptors. Meta­
botropic glutamate receptors (mGluRs) are 7-transmembrane domain G-protein 
coupled receptors divided into three subtypes, namely groups I-III. Activation of 
group I mGluRs is linked to phosphoinositide hydrolysis, whereas group II and 
III receptors are coupled to adenylyl cyclase inhibition (Conn & Pin, 1997). All 
mGluR groups can function as autoreceptors, that is, be expressed on presynaptic 
glutamatergic terminals where they are activated by glutamate released from the 
same terminal (Macek et al., 1996; White et al, 2003). Blocking mGluRs can have 
a small (von Gersdorff et al, 1997) or large effect on release from glutamater­
gic synapses. MGluRs can also be expressed on GABAergic terminals, where 
they can be activated by glutamate released from neighbouring glutamatergic 
synapses (Semyanov & Kullmann, 2000; Mitchell & Silver, 2000b), or postsynap- 
tically, as on Purkinje cells in the cerebellum (Kinney & Slater, 1992; Batchelor 
et al, 1994).
There are six cloned genes for NMDA receptor subunits, namely NR1, NR2A 
to D and NR3. The stoichiometry of functional NMDA receptors is controver­
sial, but it may be a tetramer (Schorge & Colquhoun, 2003; Laube et al, 1998) 
or a pentamer (Hawkins et al, 1999) comprising two NR1 and at least two NR2 
subunits (Dingledine et al, 1999). The functional receptor has binding sites for 
both glycine and glutamate, both of which must be occupied for the receptor to
Chapter 1. Introduction 32
open. The current-voltage relationship for the NMDA receptor shows a strong 
outward rectification, such that at hyperpolarized potentials, the conductance of 
the receptor is small, whereas it increases non-linearly with increasing depolar­
isation. This non-linearity has been attributed to block of the NMDA pore by 
extracellular Mg2+ (Nowak et al., 1984). The NMDA current evoked by synaptic 
release mediates a slow component of the synaptic current (Forsythe & West­
brook, 1988; Perkel & Nicoll, 1993; Hestrin, 1992; Silver et al, 1992), with a rise 
time of ~8 ms at room temperature (Lester et al, 1990).
There are nine cloned mammalian genes for non-NMDA receptors, called 
GluRl-7 and KA1-2 in rats and humans. Of these, GluRl-4 (A-D in mouse) 
are classified as AMPA receptors (AMPARs) and GluR5-7 and KA1-2 as kainate 
receptors, based on their pharmacological profile (Dingledine et al, 1999). Non- 
NMDA receptors are likely to be tetramers (Rosenmund et al, 1998; Mano 
& Teichberg, 1998), with each subunit consisting of four membrane-spanning 
regions M l-4. The response of AMPA receptors has a rapid rise time (see below) 
with decay time courses of variable durations (Raman et al, 1994; Mosbacher 
et al, 1994) and mediates the fast component of glutamatergic transmission 
(Vignes & Collingridge, 1997). There is recent evidence that kainate receptors 
have a metabotropic, as well as an ionotropic, role in signalling (Lerma, 2003). In 
the cerebellum, kainate receptors are expressed on presynaptic terminals, where 
they can regulate neurotransmitter release (Delaney & Jahr, 2002). The properties 
of AMPA receptors, which play a central role in this thesis, will be discussed in 
detail below.
Detailed receptor kinetics have principally been investigated using two 
methodologies: macroscopic current responses to rapidly perfused agonist 
(Franke et al, 1987) and single-channel recordings (Neher & Sakmann, 1976; 
Colquhoun & Hawkes, 1982). Both of these techniques rely on investigating
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patches of membrane that have been excised from the cell surface. The rele­
vance of these data to synaptic function is complicated by two potential problems: 
firstly, it is possible that damage to the receptors or the cytoskeleton can occur 
during patch excision. Secondly, excised patches are pulled from extrasynaptic 
regions on the cell surface, whereas released neurotransmitter activates receptors 
in the synaptic cleft (Nusser, 2000), and synaptic and extrasynaptic receptors may 
have different properties.
1.2.3 Glutamate transporters
Glutamate is a non-essential amino acid that can be synthesised from glucose 
via a-oxoglutarate. In the presynaptic cytoplasm, it is present in concentrations 
of ~10mM (Ishikawa et al, 2002). Three genes have been cloned that encode 
proteins, VGLUT1-3, responsible for the transport of glutamate from the cyto­
plasm into synaptic vesicles. Of these, VGLUT1 expression dominates in the 
cerebral and cerebellar cortex, and VGLUT2 in the brainstem and spinal cord. 
In the cerebellar granule cell layer, there is evidence for a developmental switch 
from VGLUT2 to VGLUT1 after postnatal day 21 in mice (Miyazaki et a l, 2003). 
VGLUT3 is expressed in non-glutamatergic cells, including striatal cholinergic 
interneurons, where its function is unclear (Gras et al, 2002). Vesicular glutamate 
transporters rely on a proton gradient across the vesicle membrane established by 
an ATP-driven proton pump, which can be inhibited by Bafilomycin Al. Applica­
tion of this drug to the presynaptic terminal decreases amplitude and frequency 
of miniature excitatory postsynaptic currents (mEPSCs) in cultured hippocampal 
neurons without changing the release probability as measured with destaining of 
the lipophilic dye FM1-43, or the sensitivity to exogenous application of gluta­
mate (Zhou et al, 2000). However, studies of the effect of VGLUT1 knockout on
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quantal size have provided inconsistent results (Fremeau et al, 2004; Wojcik et al., 
2004). The molecular mechanisms for regulation of vesicular glutamate content 
are therefore still controversial.
Unlike for acetylcholine, there is no mechanism for the hydrolysis of gluta­
mate once released into the synaptic cleft. The two mechanisms for the removal 
of released glutamate from the synaptic cleft are therefore diffusion and uptake 
by glutamate transporters, which can be located on glial cells or the pre- or post- 
synaptic neuron (Shigeri et al, 2004). Five genes for membrane-spanning glu­
tamate transporters have been cloned in humans, called E A ATI-5. The rodent 
homologues of EAAT1 and EAAT2 are called GLAST and GLT-1, respectively. 
Glutamate uptake by transporters require cotransport of one H + and three Na+ 
ions, and the countertransport of one K+ ion (Erecinska & Silver, 1990). Gluta­
mate can be taken up by the presynaptic terminal into the cytoplasm where it can 
be taken up by vesicular glutamate transporters into synaptic vesicles. However, 
glutamate taken up by glial cells is first converted to glutamine by glutamate 
dehydrogenase and then transported to the presynaptic terminal where it is con­
verted back to glutamate (Erecinska & Silver, 1990).
The duration of the transport cycle is controversial. Initial estimates reported 
that the transport cycle takes 70 ms at room temperature (Wadiche & Kavanaugh, 
1998). In addition, glutamate transporters mediate an anion current, which is not 
thermodynamically coupled to glutamate transport, but nevertheless is increased 
with higher extracellular glutamate concentrations. More recent data suggest that 
at least in Purkinje cells, EAAT4 can remove glutamate from the synaptic cleft 
with a time constant of 8 ms at room temperature (Auger & Attwell, 2000), and 
that a rapid current, carried by glutamate and Na+, can be recorded postsynapti- 
cally. Although a later study showed that this current may not be entirely medi­
ated by glutamate transporters, the residual transporter-mediated glutamate cur­
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rent is still likely to have a fast timecourse (Brasnjo & Otis, 2004). These results 
can be reconciled if the transport cycle is not the rate-limiting step in removal of 
glutamate through transporters.
A number of studies have addressed the physiological effect of glutamate 
transporters on the excitatory postsynaptic current (EPSC). In cultured hip­
pocampal neurons, evidence of a slow clearance of glutamate from the synaptic 
cleft comes from the slowing of the mEPSC rise time with the rapidly equilibrat­
ing low-affinity competitive antagonist kynurenic acid (Kyn; Diamond & Jahr, 
1997). For this class of agent, the block of EPSCs is inversely related to the con­
centration of synaptically released glutamate in the cleft, because the antagonist 
competes with glutamate for the binding sites on glutamate receptors. In these 
neurons, blocking glutamate transporters slows the rise time of the mEPSC in 
Kyn, indicating that glutamate transporters buffer glutamate from the synaptic 
cleft on a sub-millisecond timescale. However, Kyn has no effect on the rise time 
of the mEPSC at other synapses, indicating that glutamate clearance can be faster 
(Smith et al, 2003).
The role of glutamate transporters in synaptic signalling is an actively pur­
sued branch of synaptic physiology. At the cerebellar parallel-fibre to Purkinje 
cell synapse, the distribution of glutamate transporters and mGluRs overlap at 
the periphery of synaptic contacts, and transporters regulate the activation of 
mGluRs (Brasnjo & Otis, 2001). There also appears to be some variability in the 
effect of glutamate transporters on the decay of the EPSC waveform, with some 
studies reporting an acceleration in the presence of glutamate transporter block­
ers (Mennerick & Zorumski, 1995) and others no or a small effect (DiGregorio 
et al, 2002; Overstreet et al, 1999). For instance, at the cerebellar mossy-fibre to 
granule cell (MF-GC) synapse, there is little effect of glutamate transporter block­
ers on the shape of the mean EPSC waveform, probably because transporters
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are located at a distance from synaptic release sites (Chaudhry et ah, 1995; Xu- 
Friedman & Regehr, 2003). However, multiple stimuli at high frequency can 
reveal a prolonged current that is reduced by glutamate transporters, indicating 
that these can influence cleft glutamate over a longer timescale. The contribution 
of glutamate transporters to the EPSC waveform will be considered in chapter 5.
1.2.4 The timecourse of glutamate release
Miniature EPSCs evoked by spontaneous glutamate release and recorded under 
favourable voltage-clamp conditions have very rapid rise time, likely close to 100 
}is or faster at physiological temperature (Finkel & Redman, 1983; Forti et ah, 1997; 
Geiger et ah, 1997; Silver et ah, 1992) indicating that glutamate release can be very 
rapid. In addition, the timecourse of displacement of low-affinity rapidly equi­
librating antagonists has indicated that the glutamate concentration rises instan­
taneously (or faster than the resolution of antagonist displacement) and decays 
with a dual or multi-exponential timecourse (Clements, 1996; Diamond & Jahr, 
1997). The lack of probes to measure glutamate on a rapid timescale has pre­
vented estimates of exactly how fast glutamate could be released into the synap­
tic cleft. At the neuromuscular junction, one study found that in order to replicate 
the timecourse of the mEPSC, it was necessary to assume a dilation of the fusion 
pore at a velocity of at least 25 nm /m s (Stiles et ah, 1996), at which rate 90% of 
vesicular contents are released within 100 ]is. However, instantaneous release 
of acetylcholine was not distinguishably faster in terms of the mEPSC kinetics. 
There is therefore no lower bound estimate for the duration of vesicle emptying 
in fast neurotransmission.
Nevertheless, in some cells it has been possible to estimate the timecourse of 
vesicle emptying. Two techniques have been used to make this measurement:
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amperometry, which uses a carbon-fibre electrode as a probe of certain neu­
rotransmitters such as serotonin and dopamine, and capacitance measurement, 
which measures the cell surface area. The latter technique reports the increase in 
cell membrane associated with fusion of presynaptic vesicles. These techniques 
have revealed that in cells that secrete the contents of large dense-core vesicles, 
release can occur very rapidly (Chow et al, 1994). However, in some release 
events, opening of the fusion pore can be reversible and in a flickering mode, 
and release only a small amount of neurotransmitter, which can be determined 
by the synaptotagmin subunit expressed (Wang et al, 2003). Occasionally, a flick­
ering fusion pore is followed by a large rapid release event (Alvarez de Toledo 
et al, 1993; Albillos et al, 1997; Ales et al, 1999; Zhou et al, 1996). It has been sug­
gested that the flickering fusion pore is the physiological correlate of the mode of 
endocytosis Ceccarelli called "kiss-and-run," and the term has since been used to 
describe both a mode of release and a mode of endocytosis. Here, I will use the 
term "prolonged release" to denote the possibility of a prolonged, low-amplitude 
flux of neurotransmitter from a narrow fusion pore.
Amperometry and capacitance measurement is more difficult to apply to cen­
tral neurons, because the vesicles are smaller and glutamate and GABA cannot 
be measured with amperometry. Capacitance measurement of small clear vesicles 
from posterior pituitary nerve terminals has revealed that reversible fusion pores 
occur in 5% of release events (Klyachko & Jackson, 2002), and that these fusion 
pores have a low conductance. One study has reported the flickering release of 
dopamine from ventral midbrain neurons neurons as measured with amperom­
etry (Staal et al, 2004). However, studies addressing the possibility of prolonged 
release from glutamatergic synapses have relied on indirect methods.
Choi et al (2000) and Renger et al (2001) both recorded slow-rising AMPAR- 
mediated currents that they attribute to prolonged release of glutamate. Choi
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et al. (2000) suggests that a switch from prolonged to rapid release can underlie 
long-term potentiation (LTP) in the hippocampus, whereas Renger et al. (2001) 
show that the prolonged release is a feature of immature cultured synapses. 
The former study showed that the glutamate concentration changes after LTP, 
as assayed with the fractional block by low-affinity NMDA receptor antagonists, 
whereas the latter relied on monitoring changes in the kinetics of the synaptic 
current while showing no change in the response of glutamate receptors to exoge­
nously applied glutamate. The possibility of two distinct modes of vesicle fusion 
has also been investigated with the lipophilic dye FM1-43. Zakharenko et al. 
(2002) showed that following mGluR-mediated long-term depression (LTD) at 
the hippocampal CA3-CA1 synapse, destaining of FM 1-43 proceeded at a slower 
rate without a change in release probability, indicating that less dye was able to 
escape from fused vesicles. Studies of escape of FM 1-43 dye or pH changes asso­
ciated with fusion of single vesicles (measured with synapto-pHluorin) have con­
cluded that a minor (Zenisek et al, 2002) or a large (Aravanis et al, 2003; Gandhi 
& Stevens, 2003) proportion of vesicles may undergo kiss-and-run endocyto­
sis. Unfortunately, the timecourse of neurotransmitter release from these release 
events is unknown, and cannot readily be estimated from the rate of escape of 
FM1-43 or protons.
1.2.5 Multivesicular release
At active zones of central synapses, EM studies have shown that more than one 
vesicle is often docked to the presynaptic membrane (Schikorski & Stevens, 1997). 
However, it is controversial whether in response to a presynaptic action poten­
tial, at most one or more than one vesicle can be released at a single active zone. I 
will call these two possibilities the univesicular and the multivesicular hypothe­
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sis, respectively. Most studies investigating this question have examined whether 
the concentration of glutamate in the synaptic cleft changes with release probabil­
ity, which is predicted by the multivesicular but not the uni vesicular hypothesis. 
Perkel & Nicoll (1993) suggested that if the glutamate concentration changes, the 
relative contributions of AMPA and NMDA receptors to the postsynaptic current 
should change, based on the difference in the affinity for glutamate of these two 
receptor classes. They showed that changing the release probability with activa­
tion of presynaptic receptors or with inducement of LTP did not change the ratio 
of AMPA and NMDA-mediated currents at a hippocampal synapse, suggesting 
that release is limited to one vesicle per active zone.
It is also possible to assay the concentration of glutamate in the synaptic cleft 
by examining the block by rapidly equilibrating low-affinity competitive antag­
onists. Tong & Jahr (1994) found that the fractional block of NMDA currents by 
teh low-affinity antagonist L-AP5 changed when release probability was manip­
ulated with extracellular calcium or pharmacological agents at a cultured hip­
pocampal synapse. Wadiche & Jahr (2001) also found a large difference in the 
fractional block by 7-DGG when using short-term synaptic plasticity to change 
the release probability at the cerebellar climbing fibre to Purkinje cell synapse.
However, it is clear that at other synapses, multivesicular release does not 
happen. Silver et al. (2003) used two methods to investigate the number of 
released vesicles per active zone at the cortical layer 4-layer 2 synapse. First, they 
used quantal analysis to determine the number of discrete release sites underly­
ing the synaptic depolarisation, assuming a model of transmitter release where 
each release site functioned in an all-or-none manner. This number of release 
sites was found to correspond to the number to active zones detected using EM. 
Secondly, they found the block of the EPSP by 7-DGG to be independent of the 
release probability. Taken together, these studies indicate that multivesicular
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release can occur at some, but not all synapses. In chapter five, I will investi­
gate whether multivesicular release occurs under physiological conditions at the 
cerebellar MF-GC synapse, and whether it can occur at high release probability.
1.3 AMPA-sensitive glutamate receptors
Due to their rapid responses to glutamate, AMPARs are better suited to investi­
gating the dynamics of glutamate in the synaptic cleft than other ionotropic glu­
tamate receptors. AMPAR can be expressed natively on the soma (Jonas & Sak- 
mann, 1992; Hausser & Roth, 1997), in the dendrites (Hausser & Roth, 1997), and 
in the postsynaptic density (PSD; DiGregorio et al, 2002; Nusser, 2000). However, 
on some cells, such as the cerebellar granule cell, expression can be restricted to 
the postsynaptic density (DiGregorio et al, 2002). Hausser & Roth (1997) com­
pared the properties of glutamate receptors found on the soma and on the den­
drite, and found no difference in their properties. However, there is some evi­
dence that synaptic and extrasynaptic receptors may have different properties in 
cultured neurons from the CA1 region of the hippocampus. Forti et al (1997) 
measured a fast decay time constant of synaptic conductances of 0.6 ms, whereas 
Diamond & Jahr (1997) found a deactivation time constant of 2 ms in patches 
pulled from the soma in response to a brief impulse of glutamate, recorded at a 
similar temperature. However, it is possible that differences in culture prepa­
ration contribute to thee difference in timecourses. Estimates of the number 
of AMPARs in a single PSD using non-stationary noise analysis have varied 
between 30 and 80 (Silver et al, 1996c; Matsuzaki et al, 2001; Momiyama et al, 
2003). One study using immunocytochemistry found a range of 3-140 AMPARs 
per active zone (Nusser et al, 1998), and the number of AMPARs mediating the 
EPSC may depend on the distance from the soma (Smith et al, 2003).
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1.3.1 Single channel properties
The maximal open probability of AMPARs estimated with non-stationary noise 
analysis, is 0.7-0.8 (Silver et al, 1996c; Momiyama et al, 2003; Hausser & Roth, 
1997). Estimates of the open probability following synaptic release of a single 
quantum are lower than this, with most studies concluding that AMPA recep­
tors are not saturated during the mEPSC (Larkman et al, 1991; Silver et al, 
1996c; Ishikawa et al, 2002; McAllister & Stevens, 2000; Liu et al, 1999), but can 
be, following multivesicular release (Foster et al, 2002; Harrison & Jahr, 2003). 
AMPAR conductances have shown a large variability between studies (4-50 pS) 
when investigated with non-stationary noise analysis, and indeed, within a single 
preparation. Single channel studies of AMPARS activity have shown that a 
single receptor can have multiple discrete conductance levels, generally three 
(Rosenmund et al, 1998; Wyllie et al, 1993) but occasionally two to five (Smith 
et al, 2000). Rosenmund et al (1998) suggested that changing conductance levels 
reflected the binding and unbinding of agonists from each of four binding sites, 
and Smith & Howe (2000) showed that the single-channel conductance depends 
on the concentration of perfused agonist.
Several attempts have been made to model the responses of AMPAR channels 
with kinetic schemes. Although most of these have included two binding steps, 
one open state and two or more desensitised states (Jonas et al, 1993; Hausser & 
Roth, 1997), a model of AMPARs in the chick nucleus magnocellularis synapse 
has three open states, one fast, one slow, and one associated with desensitised 
states, all with equal conductances (Raman & Trussell, 1992, 1995). To account 
for recent single channel recordings, Robert & Howe (2003) proposed a model for 
AMPARs that includes four independent binding sites and three open states with 
unequal conductances that each require two, three and four bound glutamate
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molecules, respectively. A table with details of the 12 different kinetic AMPAR 
models used in this thesis is shown in Table 1.1, with the corresponding state 
diagrams in Figure 1.1.
1.3.2 Modulation of AMPAR properties
The properties of AMPARs can be modified by several mechanisms, including 
subunit selection, DNA splice variants, RNA editing and phophorylation. A 
38 amino acid cassette on the extracellular loop preceding M4 can exist in two 
splice varieties ('flip' and 'flop') in all four AMPAR subunits. Flip isoforms are 
expressed both in young and in adult animals, whereas the expression of flop 
increases with development (Mosbacher et al., 1994). These isoforms influence 
desensitisation properties. Mosbacher et al (1994) found that for GluR4, the 
homomeric receptors consisting of the flop isoform desensitised four times faster 
than the flip isoform in response to a long 1 mM step of glutamate. However, 
for GluRl, there was no difference in desensitisation time courses in the two iso­
forms, and in heteromeric channels, a flop isoform in GluR4 but not GluR2 con­
fers rapid desensitisation properties on the channel. Desensitisation in AMPARs 
can be reduced with the allosteric modulator cyclothiazide. Cyclothiazide sensi­
tivity also appears to be regulated by flip/flop isoforms (Partin et al, 1996). The 
C-terminus of GluR2 and 4 can also exist in two splice varieties each, with long 
and short tails. Comparatively less is known about the effects of long/short splice 
variants, although only short variant receptors are able to interact with the pro­
tein PICK1 (Dev et al, 1999), and long variants are preferentially delivered to the 
PSD following LTP (Kolleker et al, 2003).
AMPAR RNA from all subunits can undergo further editing at at least two 
sites. In the pore region of M2, a genomically encoded glutamine amino acid can
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Scheme Reference
■Ci'-50
(mM)
Ldes
(ms)
Cdea
(ms) Power Diagram
JMS Jonas et al (1993), set 1 0.76 3.12 0.90 1.74 A
DJ Diamond & Jahr (1997) 0.82 3.60 0.59 1.73 A
RH4 Robert & Howe (2003) 2.68 1.23 0.14 1.76 D
RT Raman & Trussell (1995) 3.93 0.72 0.20 1.38 C
WJ Wadiche & Jahr (2001) 0.62 2.24 0.76 1.54 B
GN Krampfl et al (2002) 1.84 0.69 0.27 1.79 A
JMS2 Jonas et al (1993), set 2 0.76 2.69 1.12 1.65 A
KO Koike et al (2000) 2.36 2.48 0.18 1.93 A
RN Krampfl et al (2002) 1.29 2.44 0.30 1.82 A
PM Partin et al. (1996) 2.04 0.72 0.30 1.42 A
HR Hausser & Roth (1997) 0.89 1.92 0.41 1.68 B
RH1 Robert & Howe (2003) 1.11 0.67 0.22 1.42 D
Table i.i: Kinetic models of AMPARs used in this thesis. The rate con­
stants have been adjusted to 37°C using a Qio of 1.25 for concentration- 
dependent steps (Nielsen et al, 2004) and 2 for non-concentration- 
dependent steps (Silver et al, 1996a). ECso, calculated from the dose- 
response curve generated using the average spillover [glut]cieft wave­
form (Figure 4.7) and fit with the Hill equation (1.4). r^es (desensitisa­
tion), determined from a long 1 mM glutamate pulse. (deactiva­
tion), determined from a 20 ^s 1 mM glutamate pulse. Power, deter­
mined from the same dose-response curve as the EC50, fit in the range 
corresponding to release probability 0-0.5. Diagram, State diagram for 
kinetic scheme (see Figure 1.1).
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0 Co Ci = = ±  C2 0
R « = ±  AR *==t A,R « = £  O-
Dq
R ♦ = £  AR 5 = ±  A,R « = £  A,R
D, « = ±  D2 «= = ±  D3
Figure l.i: State diagrams of AMPAR kinetic schemes. See Table 1.1 for 
details of the 12 published kinetic schemes for AMPARs used here. * 
denotes state transition depending on the agonist concentration.
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be exchanged for arginine (Q/R site) and immediately preceding the flip/flop 
cassette, arginine can be edited to glycine (R/G site; Seeburg, 1996). For GluR2, 
almost all RNA found in the postnatal brain has been edited on the Q /R site 
to arginine. Interestingly, unedited GluR2 is found in aged human neural tis­
sue (Nutt & Kamboj, 1994) and in patients suffering from amyotrophic lateral 
sclerosis (Kawahara et al, 2004). As previously mentioned, single channel prop­
erties can also be altered by phosphorylation. Editing of the Q/R site in GluR2 
in a single subunit dramatically reduces Ca2+ permeability of the entire recep­
tor. Since the unedited GluR2 is not expressed in the healthy adult brain, GluR2 
expression effectively regulates Ca2+ permeability of AMPARs (Jonas et al, 1994; 
Geiger et al, 1995). Inclusion of a single edited GluR2 subunit also confers a 
linear current-voltage relationship on the receptor, and a low single-channel con­
ductance. Inward rectification in unedited AMPARs is likely mediated by block 
of endogenous polyamines (Bowie & Mayer, 1995; Kamboj et al, 1995). Recovery 
from desensitisation is also affected by R/G editing (Lomeli et al, 1994). Phospho­
rylation of AMPA receptors (Derkach et al, 1999), which can mediate an increase 
the single channel conductance (Benke et al, 1998), can enhance the AMPAR- 
mediated response magnitude on a timescale faster than changes in receptors 
expression (Shi et al, 2001).
Taken together, these results indicate that cells can determine, and alter on 
a variety of timescales (from seconds to hours) the diverse kinetics of the fast 
response to synaptically released glutamate. At some synapses, these kinetics 
cannot be determined with rapid perfusion techniques, because AMPA recep­
tors are not expressed on the soma (DiGregorio et al, 2002). Photolytic uncaging 
of glutamate has previously been used to activate synaptic glutamate receptors 
(Matsuzaki et al, 2001; Pettit et al, 1997; Smith et al, 2003), but not to examine 
AMPAR kinetics. In chapter six, I will develop a quantitative framework for pre­
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dieting the concentration of glutamate and AMPAR response evoked by laser 
photolysis of chemically caged glutamate.
1.4 Glutamate spillover
1.4.1 Significance of glutamate spillover
Communication between pre- and postsynaptic neurons in a point-to-point man­
ner is a tenet of the classical model of synaptic transmission. However, the pos­
sibility that neurotransmitter, and in particular glutamate, released from one 
synaptic connection can diffuse to receptors at neighbouring active zones has 
received considerable interest in the last 20 years, since lateral synergism was 
shown for inhibitory inputs to goldfish Mauthner cell (Faber et al., 1985). This 
question has been examined from both experimental and theoretical approaches.
One reason for the intense interest in glutamate spillover is the prominence 
of LTP as a model for information storage in the brain. Spillover between neigh­
bouring synapses occurring to a significant extent will interfere with the indepen­
dent operation of individual synaptic contacts, and therefore lower the reliability 
or capacity of stored information in the brain (Barbour & Hausser, 1997). How­
ever, it is also possible that spillover could in some circumstances be beneficial for 
information processing, for instance in synchronising network activity (Schoppa 
& Westbrook, 2001) or lowering the variability of synaptic transmission by aver­
aging over a large number of release sites (Kullmann et al, 1996; DiGregorio et al, 
2002).
Whether or not spillover between neighbouring active zones occur, diffusion 
out of the active zone is likely to be an important determinant for the activation 
of receptors that are located at the periphery of the synapse, such as autorecep­
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tors (Scanziani et al, 1997) and postsynaptic metabotrobic receptors (Brasnjo & 
Otis, 2001). Glutamate has also been shown to activate high-affinity metabotropic 
receptors on neighbouring synapses (Semyanov & Kullmann, 2000; Mitchell & 
Silver, 2000b). Spillover may also contribute to the waveform of the EPSC (DiGre­
gorio et al, 2002; Otis et al, 1996), which is important for information processing 
in the brain, because it determines such basic properties as temporal precision 
and reliability (Cathala et al, 2003; Galarreta & Hestrin, 2001; Harsch & Robinson, 
2000) and the gain of rate-coded signals (Mitchell & Silver, 2003). It is therefore 
important to examine whether spillover contributes to the shape of this wave­
form, and whether the magnitude of spillover can be actively regulated.
1.4.2 Experimental evidence for glutamate spillover
The first evidence for spillover of glutamate came from recordings from large 
synapses. Trussell et al (1993) found that in the presence of cyclothiazide, the 
waveform of the EPSC depends on the release probability, such that at low release 
probability the decay is faster than at high release probability. In addition, the 
mEPSC have a faster decay than the evoked EPSC, both with and without cycloth­
iazide. Although this observation was very similar to that of Hartzell et al (1975) 
at the neuromuscular junction, Trussell et al (1993) explained this acceleration in 
terms of diffusion rather than receptor activation. They suggested that the glu­
tamate concentrations following release of a small number of quanta decay more 
rapidly in the synaptic cleft, because the packet of glutamate is surrounded by 
a region with a low concentration on all sides, thus leading to faster disspation 
through a larger concentration gradient. At high release probability, however, 
glutamate released at the centre of the synapse is surrounded by more glutamate 
from neighbouring release sites, and only glutamate at the edge of the synapse
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sees a large concentration gradient. Silver et al. (1996c) gave a similar explanation 
of the release-probability dependence of the EPSC at the MF-GC, suggesting that 
at lower release probability, the mean distance between releasing active zones 
increase, thus increasing the effective distance glutamate would have to travel to 
activate receptors.
Spillover was proposed as an explanation for the difference in quantal content 
underlying AMPAR and NMDAR EPSCs and for silent synapses on CA1 cells in 
the hippocampus by Kullmann et al. (1996). Because NMD A receptors have a 
higher affinity for glutamate than AMPA receptors, it is possible that the stim­
ulation of synapses onto other cells can activate NMD A, but not AMPA, recep­
tors onto the cell recorded from. Kullmann et al. (1996) used voltage clamp of 
a specific cell to prevent induction of potentiation of the AMPA component by 
tetanic stimulation. However, they showed that the NMDA component to the 
same cell increased following tetanic stimulation, together with the AMPA field 
EPSP, which reflects the activity of many cells. These results were interpreted 
as a potentiation of the release probability onto different cells activating NMDA 
receptors by spillover. However, Asztely et al. (1997) found that the difference in 
the quantal content between that AMPA and the NMDA component was smaller 
at physiological temperature than at room temperature, at which previous exper­
iments had been performed. They attributed a large fraction of the discrepancy to 
the steep temperature dependence of glutamate transporter activation. Diamond
(2001) showed that small stimuli could evoke spillover onto CA1 NMDA recep­
tors cells using a combination of low-affinity antagonists, glutamate transporter 
blockers even at high temperature. However, he showed that spillover is affected 
to a large degree by postsynaptic glutamate transporters, which depend on the 
membrane potential. Thus spillover is almost absent in the resting state of the 
neuron.
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In the olfactory bulb, glutamate released from mitral cell dendrites activates 
NMDA receptors located on the same dendrite. Despite the absence of mitral cell- 
mitral cell anatomical connections, depolarisation of one mitral cell also leads to 
activation of NMDA receptors on neighbouring mitral cells (Isaacson, 1999). This 
current has a rise time of 61 ms compared to the 6.4 ms rise time of synaptically 
evoked NMDA currents on mitral cells (Isaacson, 1999) and is restricted to sets of 
mitral cells connected to the same glomerulus in the olfactory bulb (Urban & Sak- 
mann, 2002). Spillover of glutamate in the olfactory glomerulus can drive a 2 Hz 
synchronised oscillation between mitral cells, which is thought to be important 
for olfactory coding (Schoppa & Westbrook, 2001).
At the cerebellar parallel fibre to stellate cell synapse, brief high-frequency 
bursts of high-intensity stimulation can evoke a prolonged EPSC mediated by 
spillover of glutamate onto AMPA and NMDA receptors (Carter & Regehr, 2000). 
This EPSC is present at near-physiological temperature, and can be prolonged by 
block of glutamate transporters. By stimulating an indirect pathway, the authors 
were able to evoke an isolated spillover AMPAR EPSC with a rise time of 0.5- 
1 seconds. Marcaggi et al. (2003) showed that increasing the stimulus intensity, 
thus increasing the number of parallel fibres stimulated, prolongs the Purkinje 
cell non-NMDA EPSC in GLAST knock-out mice, consistent with the recruitment 
of indirect fibres. Blocking GLT-1 in wildtype mice has the same effect, indicating 
that both subtypes contribute to the removal of glutamate from the synaptic cleft.
Mitchell & Silver (2000b) showed that stimulation of glutamatergic MFs in 
the cerebellar granule cell layer leads to decreased release of GABA from Golgi 
cell axons in the cerebellar glomerulus. This effect is mediated by the activa­
tion of mGluRs, which are present on the Golgi cell axon terminal (Ohishi et al., 
1994). Since there are no direct MF-Golgi axon synaptic connections, this effect is 
likely to be mediated by spillover of glutamate. The slow-rising AMPAR EPSC at
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the MF-GC synapse, which may be mediated by glutamate spillover (DiGregorio 
et al., 2002), will be discussed below in detail.
Taken together, these observations indicate that spillover of glutamate alone 
can activate NMDARs and mGluRs. However, the evidence for AMPAR activa­
tion by glutamate spillover is more indirect and it is uncertain to what extent 
such activation occurs in isolation under physiological conditions, or whether it 
is an artifact of intensive, synchronised stimulation of multiple fibres. While at 
large synapses it is clear that spillover may be able to shape the EPSC, it is uncer­
tain whether postsynaptic receptors could be activated alone, and if so to what 
extent this might occur. Some indications of spillover, such as a dependence of the 
concentration of glutamate in the synaptic cleft on the release probability, or the 
presence of slow-rising currents, are also consistent with multivesicular release 
or prolonged release of glutamate. Indeed, many studies of spillover (DiGrego­
rio et al, 2002), fusion pore modulation (Choi et al, 2000; Renger et al, 2001) and 
multivesicular release (Wadiche & Jahr, 2001) have found it difficult to experi­
mentally differentiate between these mechanisms (Jahr, 2003). In chapter three I 
will develop a general method for distinguishing between prolonged release and 
spillover of glutamate.
1.4.3 Theoretical studies of glutamate spillover
In parallel with experimental studies of glutamate spillover, several investiga­
tors have developed detailed models of synaptic function to examine whether 
spillover is possible on theoretical grounds. The use of these models is partly jus­
tified by the difficulty of making direct recordings of cell pairs that are not directly 
connected but have close synaptic connections, and partly by the variety of alter­
native hypotheses faced by experimental studies of spillover. However, these
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studies have produced inconclusive results due to the many unknown parame­
ters in biophysical models of synaptic function. Whether glutamate spillover is 
seen in a model depends on the geometry in which diffusion occurs and the dis­
tance between release and detectors, the amount of released glutamate per vesicle 
and the number of released vesicles, the location, concentration and kinetics of 
glutamate transporters, the kinetics and location of postsynaptic receptors, and 
the diffusion coefficient of glutamate in the synaptic cleft.
Simulations of large synapses have often approximated the diffusional space 
as the region bound by two infinite and parallel planes separated by the cleft 
width (Holmes, 1995; Otis et al, 1996; Xu-Friedman & Regehr, 2003). These stud­
ies have concluded that diffusion of glutamate can strongly activate neighbour­
ing synapses, both when the simultaneous release of direct and distant synapses 
are considered (Otis et al, 1996) or when release of one vesicle at a distance is 
considered alone (Holmes, 1995; Xu-Friedman & Regehr, 2003). Simulations of 
geometries pertaining to synapses on spines, such as in the hippocampus or cere­
bellar molecular layer, are more difficult to implement. In the absence of an accu­
rate reconstruction of high-resolution EM images, abstractions of spiny synapses 
have been represented explicitly by a three-dimensional city-block architecture 
(Franks et al, 2003). Alternatively, it is possible to treat the extracellular space as 
a porous medium, which can be described with the two parameters a (extracellu­
lar volume fraction) and A (tortuosity; Nicholson & Sykova, 1998). a < 1 scales 
up the absolute glutamate concentration by
[glutamate] effective =  fe lu t a m a t e lreal
OL
(1.7)
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whereas A lowers the effective diffusion coefficient by
^effective (1.8)
Both ol and A can be measured by comparing the diffusion of fluorescent tracers 
or small inorganic molecules in brain tissue to diffusion in free solution, or from 
averaged EM images (Rusakov & Kullmann, 1998a). These parameters can be 
incorporated into an analytical solution for diffusion in three dimensions (Bar­
bour & Hausser, 1997). Simulations of spiny synapses have come to a variety 
of conclusions about whether ionotropic glutamate receptors can be activated by 
spillover, with studies predicting negligible (Barbour, 2001; Franks et al., 2003) 
or measurable (Rusakov & Kullmann, 1998a; Rusakov, 2001) activation. It is at 
present not clear whether geometrical differences (Barbour, 2001) or the distribu­
tion of glutamate transporters (Rusakov, personal communication) contribute to 
these differences.
1.4.4 The diffusion coefficient of glutamate in the synaptic cleft
These theoretical studies of glutamate diffusion have concluded that the value 
chosen for the diffusion coefficient of glutamate in the synaptic cleft (Dgiut) has 
a large impact on the magnitude of both local and distant receptor activation. 
The diffusion coefficient of glutamate in free solution is often taken to be equal 
to that of glutamine, which was measured as 0.76 ^m2/m s at 25°C (Longsworth, 
1953). Glutamate and glutamine have nearly identical molecular weights (147.1 
and 146.15 g/mol, respectively) and very similar chemical structures. However, 
it has been suggested that the diffusion coefficient of small ions could be different 
in the synaptic cleft than in free solution. This assumption has been justified on 
two grounds: buffering by transporters or receptors and viscosity of the extra­
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cellular solution. Buffering of glutamate will slow down the diffusion out of the 
synaptic cleft, and indeed it is possible to calculate an effective Dgiut based on the 
concentration and binding site kinetics (Rusakov & Kullmann, 1998b; Trommer- 
shauser et al, 1999). However, as (Barbour, 2001) points out, this can be an inac­
curate approximation. For instance, lowering Dgiut will increase the activation of 
local and distant receptors. In contrast, the introduction of buffers will always 
decrease receptor activation when modelled explicitly. The explicit modelling of 
buffers is therefore likely to be the most accurate representation of buffering and 
is also the most widely used.
There is far more disagreement about the possibility of diffusion in the synap­
tic cleft being influenced by a viscosity caused by large macromolecules. Rusakov 
& Kullmann (1998b) suggested that two factors contribute to the total tortuos­
ity: a geometric component due to the synaptic ultrastructure, which would only 
appear when not explicitly simulating a full reconstruction that could come from 
electron microscopy; and a residual viscous component due to the presence of 
macromolecules in the extracellular solution. The experimentally measured tor­
tuosity in the hippocampus is 1.6 (Nicholson & Sykova, 1998), while Kume-Kick 
et al (2002) were unable to obtain a tortuosity higher than 1.225 in simulations of 
a variety of abstract geometries. This would imply a slowing of Dgiut to 50-60% 
due to viscous tortuosity, although it has been proposed that the introduction of 
dead-end pores in the theoretical simulations could increase geometric tortuosity 
(Hrabetova & Nicholson, 2004). The observation that it is possible to slow the 
diffusion of neurotransmitter by the introduction of inert macromolecules (Min 
et al, 1998; Perrais & Ropert, 2000) suggests that it is at least physically possi­
ble that any endogenous macromolecules present in the synaptic cleft, such as 
integrins, adhesion molecules and ion channels, slow diffusion compared to free 
solution (Sykova, 2001).
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There is also some circumstantial experimental evidence that the diffusion 
coefficient of glutamate could be lower in the synaptic cleft than in free solu­
tion. The diffusion coefficient is proportional to the resistivity of solution to an 
ion. Kiessling et al. (2000) grew red blood cells on silicon circuitry, and found 
that the specific resistivity of the space between the circuitry and the cell was 
four-fold lower than in free solution. However, it is uncertain how applicable 
this is to the diffusion of glutamate, as the glycohelix of the red blood cell could 
present charge-specific interactions that do not slow glutamate. Overstreet et al.
(2002) investigated the GABA concentration profile in the synaptic cleft using a 
low-affinity antagonist, and found that the slow decay could only be explained 
by an effective diffusion coefficient more than 20-fold lower than in free solution, 
although buffering by GABA transporters could have contributed to this decay.
Thus, the theoretical and experimental grounds for supposing a lower dif­
fusion coefficient in the synaptic cleft than in free solution are uncertain, and 
some investigators have suggested that in the absence of evidence that diffusion 
is slowed due to factors other than buffering and geometric viscosity, theoretical 
studies of synaptic function should use the diffusion coefficient from free solution 
(Barbour, 2001). In chapter four, I will present evidence that diffusion coefficient 
in the synaptic cleft is three-fold lower than in free diffusion.
1.5 The cerebellar mossy-fibre to granule cell synapse
1.5.1 Anatomy
The cerebellar cortex consists of three layers: the granule cell layer, the Purkinje 
cell layer and the molecular layer. Glutamatergic mossy fibres, originating from 
a variety of sources throughout the brain, form synaptic connections in the gran­
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ule cell layer onto granule cells and Golgi cells. Of these, the former are small, 
densely packed cells that make glutamatergic connections onto Golgi cells and 
Purkinje and intemeurons of the molecular layer. Golgi cells are large intemeu- 
rons that provide inhibitory input to granule cells. The sole output of the cere­
bellum is the GABAergic projections from Purkinje cells to the deep cerebellar 
nucleus (Shepherd, 2004). Mossy fibres form synaptic connections to granule 
cells in large structures known as glomeruli. Each mossy fibre can participate 
in several different glomeruli, thus forming en-passant synaptic boutons known 
as mossy fibre rosettes along their axon. One glomerulus can innervate approx­
imately 50 different granule cells in the rat cerebellum, and each granule cell 
receives innervation from 4-5 different glomeruli (Hamori & Somogyi, 1983). The 
granule cell sends one dendrite to each glomerulus, but in adult animals, each 
dendrite forms a different claw-like structure where each digit has a single PSD 
(Jakab & Hamori, 1988). The whole glomerulus is wrapped in a glial sheath that 
expresses glutamate transporter GLAST (Chaudhry et al., 1995). The anatomical 
structure undergoes several changes through development (Hamori & Somogyi, 
1983). The mossy fibre surface becomes increasingly invaginated and claws from 
the same dendrite become increasingly separated in the glomerulus. At the same 
time, the number of synaptic contacts decreases, which continues months after 
birth.
The density of synaptic contacts on the mossy fibre surface has previously 
been inferred indirectly from two-dimensional sections of the glomerulus (Sil­
ver et al, 1996c; DiGregorio et al, 2002). However, measurements of the near­
est neighbour distances in sections are likely to overestimate the true intersite 
distance, as closer neighbours in other section may be missed. The most realis­
tic estimate of the density of active zones therefore comes from the only three- 
dimensional reconstruction to include PSDs, from Xu-Friedman & Regehr (2003).
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This analysis revealed that in 18-day old rats there are 2.5 active zones per jim2 
on the mossy fibre surface.
1.5.2 The MF-GC synapse as a model for glutamatergic transmis­
sion
Recordings of synaptic currents in granule cells initially attracted attention due 
to the excellent voltage-clamp conditions that can be imposed on this cell using 
the patch clamp. Silver et al. (1992) reported a mean rise time of 200 }is for mEP- 
SCs and 410 ^s for evoked EPSCs, both recorded in APV. Correction for the cell- 
electrode circuit (see chapter 2) gave an upper limit of 95 }is for the rise time of 
the conductance underlying the mEPSC. This rise time is faster than that of non- 
NMDA mEPSCs recorded in other preparations (e.g. Jonas et al., 1993). In addi­
tion, without APV and extracellular Mg2+, individual NMDA receptor openings 
can be resolved in the EPSC. The rise times of these openings are very close to the 
rise time predicted from the cascaded cell-electrode and apparatus filters, indicat­
ing that the cell behaves as a single electrical compartment (Silver et al, 1996b).
A second advantage of the MF-GC synapse as a model synapse is the abil­
ity to stimulate a single mossy fibre reliably. Silver et al. (1996c) showed that 
electrical stimulation with a patch pipette in the granule cell layer evoked all-or- 
none EPSCs in individual voltage-clamped granule cells. While it is impossible to 
exclude, on the basis of this observation, the possibility that extracellular stimu­
lation can stimulate a fixed set of fibres, quantal analysis has found an agreement 
in the statistics of neurotransmitter release following all-or-none stimulation of 
mossy fibres and the average number of PSDs on granule cells (Sargent et al, in 
preparation). In addition, the sparseness of MFs innervating a single GC in the 
granule cell layer may act to isolate afferent fibres. In the hippocampus and the
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cerebellar molecular layer, it is much more difficult to reliably stimulate a single 
fibre (McAllister & Stevens, 2000).
A subset of synaptic connections at the MF-GC synapse are mediated by a 
single release site, both in younger (Silver et al, 1996c) and 25-day old (Sargent 
et al, in preparation) rats. Such a connection opens the possibility of studying the 
variability of quantal EPSCs, which can then be contrasted with the variability 
between release sites. This variability can also be used to predict the occupancy 
and the single-channel conductance underlying the EPSC (Silver et al, 1996c), and 
whether the quantal EPSC summate linearly or non-linearly with other current 
components (Sargent et al, in preparation). It is also possible to use single release 
sites to distinguish desensitisation from presynaptic depression as contributions 
to paired-pulse plasticity, although this has not yet been examined.
These advantages combined make the granule cell a very attractive model for 
studying the mechanisms underlying the waveform of the fast EPSC in the central 
nervous system. In addition, a considerable amount of existing and emerging 
knowledge makes it possible to start modelling synaptic processes in detail.
1.5.3 Determinants of the timecourse of the AMPAR EPSC
The MF-GC non-NMDA EPSC, which is entirely mediated by AMPA receptors, 
has a multi-exponential decay (DiGregorio et al, 2002). A large proportion of 
this decay is mediated by spillover, which will be discussed below. However, the 
mEPSC, which is thought to be mediated by direct release of glutamate alone, still 
has at least a dual-exponential decay (Silver et al, 1996a). The fast decay is slightly 
slower than the timecourse of deactivation in patches pulled from cultured gran­
ule cells, and the slow decay is slower than the timecourse of both deactivation 
and desensitisation. The evoked waveform is accelerated by Kyn (DiGregorio
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et al, 2002). The decay of the mEPSC accelerates in older animals (Wall et al, 
2002), which contributes to enhanced temporal precision of the granule cell EPSP 
(Cathala et al, 2003).
Although recent studies (Sargent et al, in preparation) indicate that the num­
ber of release sites mediating the evoke MF-GC EPSC, as measured with quantal 
analysis, is similar to the number of anatomical release sites, previous results 
indicate that mEPSCs can be mediated by multiquantal release events. Wall & 
Usowicz (1998) found that in 39-day old, but not 11-day old, rats, the amplitude 
distribution showed clearly distinct peaks that might be expected from the release 
of an integral number of quanta. They also found a positive correlation between 
amplitude and rise time, as might be expected if large events are mediated by 
slightly asynchronous multivesicular release. It is unclear if these multivesicular 
mEPSCs are released at the same or at different release sites. If this release occurs 
at the same release site, it is possible that AP-evoked release could also lead to 
multivesicular release. However, different studies have not been able to replicate 
the peaks in the mEPSC amplitude distribution (Cathala et al, 2003).
1.5.4 Spillover of glutamate and GABA at the MF-GC synapse
Silver et al (1996c) suggested, based on the release-probability dependence of 
the EPSC decay at multi-site, but not single site, synapses that released gluta­
mate could activate different synaptic contacts onto the same cell (intrasynaptic 
spillover). It was also suggested that spillover could be responsible for saturation 
of a subset of the multi-site synapses in 12-day old rats.
Spillover of GABA released from Golgi cells onto high-affinity GABA recep­
tors was proposed to contribute to the inhibitory postsynaptic current (IPSC) in 
granule cells (Rossi & Hamann, 1998). As well as the decay of the evoked IPSC
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being slower than the decay of the spontaneous IPSC, the evoked currents con­
sisted of two distinct classes: a fast rising, fast decaying and large-amplitude 
class, and a class of IPSCs with slow rise times (10s of milliseconds), slow decays 
and low amplitudes. This latter class of events were preferentially sensitive 
to furosemide, an antagonist for the high-affinity GABA subunit cc6. Rossi & 
Hamann (1998) proposed that spillover of GABA onto receptors on the granule 
cell being recorded from underlies this current.
DiGregorio et al. (2002) showed that evoked AMPAR-mediated EPSCs in 25- 
day old rats fall into two similar classes, although on a faster timescale. Slow- 
rising AMPAR-mediated events have rise times less than 1 millisecond, but 
slower than the ~0.2 ms rise time of fast-rising events. Slow-rising events were 
identified on the basis of their rising phase and averaged, together with failures, 
to form the 'slow-rising EPSC' that was contrasted with the 'mean EPSC/ which 
included all events regardless of their rise time. The slow-rising EPSC had a slow 
decay and peak amplitude smaller than the mean EPSC (the mean amplitude 
ratio was 0.34), but appears to determine the decay of the mean EPSC, similar to 
the GABAergic current described by Rossi & Hamann (1998).
DiGregorio et al. (2002) showed that both the slow-rising and the mean EPSC 
were mediated entirely by AMPA receptors and were not influenced by inade­
quate voltage clamp. The authors proposed that due to the stochastic nature of 
transmitter release, occasionally all the release sites connected to the granule cell 
recorded from would fail, which would reveal activation by a slowly rising gluta­
mate concentration originating from neighbouring release sites. Consistent with 
this spillover hypothesis for the slow-rising current, this component is prefer­
entially blocked by Kyn. Reductions in [Ca2+]0 accelerate the decay of the mean 
EPSC, as previously described for currents to which spillover contribute. In addi­
tion, reductions in [Ca2+]0 decrease the amplitude ratio of the slow-rising to mean
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EPSC. Although block of glutamate transporters does have a small influence on 
the decay of the EPSC, this effect is only apparent 2-3 ms after the beginning of 
the EPSC and does not change the peak amplitude of the slow-rising EPSC.
As for spillover in the hippocampus (Kullmann et al, 1996), the MF-GC slow- 
rising current has a lower variability relative to the mean EPSC. Based on the dif­
ference in the coefficient of variation early and late in the mean EPSC, DiGrego­
rio et al (2002) estimated that the slow-rising component originates from at least 
three times as many release sites as the fast-rising component. Due to its slow 
decay, the slow-rising component also mediates at least half of the total synapti- 
cally evoked charge transfer, indicating that it plays a large role in transducing 
signals from mossy fibres to granule cells.
Nevertheless, it is uncertain how the very large spillover activation of 
AMPARs following single-fibre activation can be reconciled with the modest acti­
vation of AMPARs previously seen experimentally and predicted theoretically in 
other preparations. Moreover, DiGregorio et al. (2002) were unable to exclude the 
possibility that the slow-rising current was mediated by prolonged release of glu­
tamate rather than spillover. If prolonged release originates from a single vesicle, 
the fusion pore diameter would have to be sensitive to [Ca2+]0, and the lower 
variability would be unexplained. However, these difficulties for a prolonged 
release mechanism could be overcome by supposing that the slow-rising current 
originates from many vesicles at each active zone, each slowly releasing a small 
amount of glutamate. If either the number of such partially released vesicles, or 
the amount they release, is related to the release probability (i.e. the probability of 
full, rapid fusion), a non-linear activation of postsynaptic receptors could explain 
the [Ca2+]0 sensitivity of the slow-rising EPSC.
Even if spillover is responsible for the slow-rising EPSC, the observations 
discussed above do not exclude that multivesicular release, if it occurs at this
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synapse, contributes to the acceleration of the EPSC decay in low [Ca2+]0. It is 
also unknown whether a model based only on spillover and univesicular release 
could explain quantitatively the non-linearity of the EPSC, as proposed by DiGre­
gorio et al. (2002), or whether experimental evidence can be produced for such a 
hypothesis. However, if the slow-rising EPSC is mediated by diffusion between 
active zones, it could open up the possibility of using experiments, together with 
modelling, to constrain some of the unknown parameters in studies of synaptic 
function.
CHAPTER
TWO
Experimental and Theoretical Procedures
2.1 Dissection
Twenty-five day-old Sprague-Dawley rats were decapitated and the head cooled 
in ice-cold slicing solution (see below) during removal of the brain. The skull 
was cut open using a smaller pair of scissors and the brain placed on a petri-dish 
coated at the bottom with ~3 mm thick layer of hardened Sylgard and filled with 
slicing solution. Two needles were used to fix the brain to the Sylgard bottom. 
The meninges were removed with a pair of fine tweezers, and the cerebellum 
was separated from the cerebrum and the brainstem with a razor blade. Two 
parasaggital cuts were made to isolate the central (vermal) section of the cerebel­
lum. The vermis was glued to the bottom of a tissue chamber of a vibratome-type 
slicer (DSK or Leica), and this chamber was filled with ice-cold slicing solution 
which was changed at regular intervals. 200-250 pim parasaggital cuts were made 
with a razor blade attached to the vibratome-type slicer. After a slice was cut from 
the block of tissue, it was transferred to an incubating chamber containing slicing 
solution at 32 °C. After 45 mins incubation, the slices were transferred to room
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temperature and stored until used in slicing or recording solution.
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2.2 Solutions
Both recording and slicing solutions were based on the standard extracellular 
solutions for electrophysiological recordings from brain slices (Sakmann & Stu­
art, 1995). The slicing solution (table 2.1) contained relatively low concentration 
of sodium and calcium, in order to limit neural excitability and neurotoxicity 
(Geiger et al, 2002).
The intracellular solutions used were based on Bean (1992). A caesium-based 
intracellular solution with methyl sulfate at the main anion was used for some 
initial experiments, but did not yield recordings with appreciably lower back­
ground noise than an equivalent potassium-based solution. To accommodate 
recent findings that intracellular [Ca2+] regulates AMPAR mobility (Borgdorff 
& Choquet, 2002), the amount of CaCl2 added to the internal solution "K-intemal 
1" was calculated to yield a final free [Ca2+] of 60 nM, corresponding to the mea­
sured resting [Ca2+] in granule cells (Kirischuk et al, 1996), using the program 
MaxChelator (h ttp ://www.stanford.edu/~cpatton/maxc.html).
All recordings were made in the presence of (concentration in ^M): APV (10), 
7-chlorokynurenic acid (20), strychnine (0.5), SR-95531 (Gabazine; 10). The fol­
lowing agents were used as pharmacological manipulations: Kynurenic acid 
(1000), TBOA (200), E4CPG (20), CPPG (20), CGP 52432 (2) and LY 341495 (2). 
Dextran 43 kDa was added in a concentration of 5% w /v  (~1 mM). Kyn, strych­
nine and dextran were obtained from Sigma, and all other pharmacological 
agents from Tocris.
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Compound Concentration (mM)
Recording solution Slicing solution
NaCl 125 85
KC1 2.5 2.5
NaH2P04 1.25 1.25
NaHC03 26 25
CaCl2 2 0.5
MgCl2 1 4
Glucose 25 25
Sucrose - 63
pH 7.3 7.3
Osmolality 315 315
K-intemal 1 K-internal 2 Cs-internal
KMeS04 110 110 -
CsMeS04 - - 110
HEPES 40 40 40
NaCl 4 4 4
EGTA 5 0.5 0.5
CaCl2 1.78 - -
KC1 - 1 1
NaGTP 0.3 0.3 0.3
MgATP 4 4 4
pH 7.3 7.3 7.3
Osmolality 285 285 285
Table 2.1: Intracellular and extracellular solutions used in electrophysi- 
ological experiments.
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2.3 Slice visualisation
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Slices were placed under an Olympus upright microscope during experiments. 
Each individual slice was placed in the recording chamber on a stainless steel 
washer covered with thin nylon threads to form a net (the "trampoline"). A 
"harp", that is a square U-shaped flattened platinum wire with nylon strings 
attached, was placed on top of the slice, such that the latter was immobilised 
between the harp and trampoline. Recording solution was perfused at a rate of 
1.5-2 mL/sec, and was heated to ~45 °C. The temperature in the bath was moni­
tored and was between 35 and 38 °C in all recordings.
The Olympus microscope was initially set up for Kohler illumination, and the 
slice was visualised through a 60x objective. An infra-red long-pass filter was 
inserted in between the slice and the light source, and the differential interfer­
ence contrast components of the microscope were adjusted to give granule cells 
an artificial three-dimensional appearance for maximal contrast. The image was 
captured with a video-rate CCD camera (Hamamatsu). Contrast was further 
enhanced using an electronic contrast enhancement box (Hamamatsu).
Under the microscope, different regions of the cerebellar cortex of the cerebel­
lum can clearly be distinguished. The granule cell layer is positioned between 
the Purkinje cell layer and the white matter, and contain densely packed granule 
cells. Healthy granule cells have a smooth appearance and an irregular shape, 
unlike dead granule cells, which look granulated and round.
2.4 Patch-clamp recordings
Borosilicate glass pipette were pulled in a vertical (Narashige) or horizontal (Sut­
ter) multistage pipette puller, and the tip was firepolished. When filled with
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intracellular solution, a 5 mV voltage step applied between the inside of the elec­
trode and the bath solution passed a 0.5-0.8 nA current, indicating that the elec­
trodes had resistances of 6-10 MO. The pipette was controlled electrically by an 
Axoclamp 200B patch clamp amplifier and mechanically by Luigs & Neumann 
micromanipulators. Upon immersion in the bath, a positive pressure was applied 
to the pipette to avoid contamination of the tip. This pressure was maintained as 
the pipette was lowered into the slice and advanced towards a healthy-looking 
granule cell to clean the surface of the cell membrane (Sakmann & Stuart, 1995). 
When the pipette tip is very close to the cell surface, a "dimple" appears in the cell 
membrane. At this point the pressure is changed to a small negative pressure to 
establish a seal with the cell membrane on the order of 1 GO (Hamill et al., 1981). 
Electrical access to the interior of the cell is provided by short, sharp suction to 
establish the whole-cell configuration.
The passive electrical properties of neurons can be idealised as a capaci­
tor, representing the cell membrane, in parallel with conductances with various 
reversal potentials (Figure 2.1). A "simple" neuron could for instance have a leak 
conductance, which is independent of the membrane potential, active conduc­
tances for generating the action potential, and synaptic inputs for which the con­
ductance input depends on the concentration of neurotransmitter in a complex 
manner (see below). For glutamate-activated non-NMDA receptors, the reversal 
potential is close to 0 mV (Colquhoun et al., 1992).
If the membrane potential is set at a fixed value ("voltage clamp") below the 
threshold for activation of voltage-gated conductances, the capacitative current 
is zero at steady-state, synaptic conductances can be measured in isolation when 
the synapse is stimulated. The ideal voltage clamp is a pure voltage source in 
series with an ammeter and the cell-equivalent circuit. The synaptic current can 
be directly read from the ammeter when the synapse is stimulated. In practice,
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the real voltage clamp circuit deviates from the ideal case (Figure 2.1), and this can 
introduce artifacts in the measurement of membrane currents. Most importantly, 
electrical access to the internal cell compartment is often limited, which intro­
duces a resistor in series with the voltage source. If glass electrodes are used to 
make the recording, a capacitative current can arise between the electrode and the 
extracellular solution. Moreover, a leak current can arise at the interface between 
the glass electrode and the cell membrane. On modem amplifiers, it is possible 
to compensate for the capacitative current of the electrode without introducing 
additional noise.
A large leak current associated with intracellular recordings is problematic 
because it introduces noise in the recordings, and puts considerable stress on the 
cell's mechanisms for ionic regulation. However, recordings with very low leak 
current can be established with the patch clamp technique, where the electrode 
tightly seals to the cell membrane before the membrane inside the pipette is rup­
tured. Thus, the cell membrane outside the pipette opening is left intact.
Therefore, the most important deviation from the ideal case for the purpose 
of recording EPSCs from granule cells is the error introduced by the series resis­
tance. This will introduce three types of error in voltage clamp recordings (John­
ston et al., 1994):
1. When imposing a step-like voltage change on the cell, the actual membrane 
potential will be filtered with a comer frequency of (2nRsCm)~l• However, 
since recording the EPSC often does not involve changing the command 
voltage, this error can be ignored.
2. There is a voltage drop over the series resistance, which can be calculated 
by Ohm's law, and changes the holding potential and therefore the driving 
force of AMPA receptors. In the worst case the EPSC at the MF-GC synapse
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Figure 2.1: The realistic voltage clamp circuit uses an operational ampli­
fier with a feedback resistor as a voltage source. The recorded mem­
brane current (Iciamp) can be distorted by uncompensated pipette 
capacitance (Cp), the series resistance (Rs) and a leak resistance (Rl)-
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is 200 pA (DiGregorio et ah, 2002). For a 35 MO series resistance, this will 
give a change in the holding potential of 7 mV, a 10% error. This is therefore 
only likely to influence recordings of large currents from cells with large 
series resistances.
3. Recorded currents will be low-pass filtered by the RC filter comprising the 
series resistence and the cell membrane capacitance, again giving a comer 
frequency of {2nRsCm)~l . Again, for a 35 MO series resistance and a 4 pF 
cell, this will give a filter frequency of 1.1 kHz, for which the step response 
has a rise time of 272 }is. This can introduce a very significant error in 
recording events with fast rise times, even in recordings from cells as small 
as the granule cell.
The calculated errors all assume that the input conductance is negligible com­
pared to the series conductance. Series resistance errors can be corrected for, dur­
ing or after recordings, but not without introducing noise (Traynelis, 1998). It is 
therefore desirable to make recordings with as low and stable series resistances as 
possible. Junction potentials, which arise from a difference in the mobility of the 
ions in the intracellular and extracellular solutions, were not corrected for (Neher,
1992).
2.5 MF stimulations
Mossy fibres were stimulated with an electrode with a tip size slightly larger 
than the patch electrodes, filled with extracellular solution. A voltage step of 
amplitude 5-80V and at least 40 }is durations was applied between the stimulat­
ing electrode and a stimulus ground wire, made of platinum and located in the 
bath opposite the patch clamp ground electrode. Once a whole-cell configura­
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tion on a granule cell had been established, the stimulating electrode was moved 
around in the granule cell layer until a single mossy fibre input was found. The 
stimulation voltage and duration was lowered as far as possible, and the location 
optimised, to minimise the changes of stimulating multiple fibres and minimis­
ing the stimulation artifact. For recording EPSCs, mossy fibres were stimulated 
at 0.5-5 Hz with single or double pulses.
2.6 Diffraction-limited uncaging of glutamate
For the preliminary results from glutamate uncaging described in chapter 6 
(recorded in collaboration with D. A. DiGregorio), the patch pipette contained 10- 
20 jiM Alexa 488 or 594. Isolated claws of granule cell dendrites were illuminated 
with a mercury lamp and fluorescence was captured with a cooled CCD camera 
(Hamamatsu).
A second pipette with an opening ~10 times larger than the patch pipette 
was used to perfuse the granule cell dendrite with MNI-glutamate. A positive 
pressure of 5-15 mBar was applied to the back of this pipette, which contained 
recording solution but with (in mM) NaCl 110, NaHCC>3 2, HEPES 40,4-methoxy- 
7-nitroindolinyl-glutamate (MNI-glutamate) 10 and 0.01 APV. MNI-glutamate is 
a caged glutamate compound that is cleaved by the absorption of a photon of 
UV light (photolysis). MNI-Glutamate has a fast rate of photolysis and does not 
interact with glutamate receptors in its caged form (Canepari et al., 2001). Occa­
sionally, the perfusion included Alexa 488 or 594 to trace the extent of local per­
fusion.
A continuous-mode Argon laser (Innova 1328; Coherent) with a wavelength 
of 351 nm was gated by both a mechanical shutter and an acousto-optical tun­
able filter (AOTF). A single-mode fibre (Oz Optics) connected the laser with the
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microscope, where it was adjusted to overfill the back aperture of a lOOx objec­
tive (1.0NA; Olympus). The location of the spot was adjusted with motors, which 
were calibrated with respect to the CCD image by capturing fluorescence result­
ing from laser illumination of bath-applied fluorescein.
2.7 Data acquisition
Synaptic currents recorded with the Axoclamp 200B amplifier were filtered to 
10 kHz with the built-in four-pole Bessel filter, and further filtered by a custom- 
made 10 kHz eight-pole Bessel filter, to give a total filter frequency of 7.1 kHz. 
This signal was digitised at 100 kHz by a 18-bit ITC18 (Instrutech) or a 16-bit 
NIDAQ 6052 analogue to digital converter. Data acquisition was controlled by 
Axograph 4 software on a Apple computer, or Nclamp (an acquisition program 
written in Igor Pro) on a PC.
2.8 Data analysis
Synaptic currents were analysed using Neuromatic or Synaptix, both running in 
Igor Pro on PCs. EPSCs were aligned on the artifact, and baselined using a 3 
ms window immediately preceding the artifact. Analysis was restricted to time- 
stable events, as assayed with a Spearman rank-order correlation test (Silver et al, 
1996c) on the current averaged over a 100 }is window centred on the peak of the 
mean EPSC.
In some experiments, 500 traces of the stimulus artifact below the threshold 
for synaptic stimulation was recorded from each cell before the beginning of the 
experiment. Occasionally, the stimulation artifact distorted a recording to such an 
extent that there was no period of zero-level current before the rise of the EPSC.
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In that case, a recorded subthreshold artifact could be scaled to match the time­
course of the pre-EPSC current due to stimulation artifact and then be subtracted 
from the entire trace. Alternatively, in cells in which a subthreshold artifact was 
not available, a single or double exponential function could be fit to the pre-EPSC 
artifact. An extrapolation of the fit into the time of the EPSC could then be sub­
tracted from the entire recording.
Events were separated into failures and successes. For this purpose, two 1 ms 
windows were defined (Figure 2.2). One ("EPSC window") was placed so as to 
include the peak of the EPSC in its first half. The second window ("background 
window") was placed before the artifact, such that its midpoint was defined by 
the reflection of the midpoint of the first window in the midpoint of the win­
dow used for baselining. If there are low-frequency components in the noise, 
this procedure ensures that the contribution of background variance to these two 
windows are similar. Successes were identified by the average current during the 
EPSC window being at least 3 standard deviations of the background window 
below zero. Occasionally, a stricter criterion of 5 standard deviations was used to 
isolate successes in low [Ca2+]0.
EPSCs were then separated into slow-rising and fast-rising based on a method 
described by DiGregorio et al. (2002). The successes were separated into fast- 
rising and slow-rising events by a two-step process. First, a Gaussian function 
was fitted to a histogram of the measured 10-90% or 20-80% rise times of all suc­
cesses. Events with rise times longer than five standard deviations above the 
mean (of the parameters of the gaussian fit) were considered putative slow-rising 
currents. Of these, some had long rise times because of asynchrony in release 
rather than having a smooth slow rising phase. The former were excluded from 
the slow-rising group by measuring the peak derivative in the rising phase, and 
passing events with peaks less than -60 to -100 pA/m s to the fast-rising group.
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Figure 2.2: Windows for subtracting the baseline current, estimating the 
baseline noise, and separating failures from successes, displayed with 
a fast-rising success, a slow-rising success, and a failure trace.
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In addition, all failures were considered slow-rising. Rise times and derivatives 
were measured after digital filtering with the 25 passes of the binomial algorithm 
(Marchand & Marmet, 1983), corresponding to a final comer frequency of 2.5 
kHz (including the 7.1 kHz pre-acquisition filtering but not considering the cell- 
electrode circuit.)
The mean EPSC is defined as the average of all stimuli, and the slow-rising 
EPSC as the average of slow-rising currents including failures. We also defined 
the fast-rising EPSC as the mean EPSC minus the slow-rising EPSC. The fail­
ure probability of the fast-rising component is defined as the ratio of slow-rising 
events to the overall number of stimuli. To improve the estimate of the time-to- 
peak and amplitude of slow-rising currents, we fitted them with the following 
equation (derived from Bekkers & Stevens, 1996):
The time-to-peak of the slow-rising current was measured as the time from the 
20% rise time of the mean EPSC to the peak of the fitted slow-rising EPSC. Values 
are states as mean ± standard error of the mean, and statistical tests were done 
with Student's paired two-tailed f-test unless stated otherwise.
2.9 Brownian motion and Fick's laws
Diffusion is a process that redistributes uneven concentrations (the "diffusant") 
in a volume of gas or aqueous solution (the "solvent"). Eventually, in the case of 
simple diffusion, the diffusant will be evenly distributed throughout the entire 
volume. Diffusion was first studied quantitatively as a macroscopic property by
A\ 1 -  exp A 2 exp + (1 -  A 2) exp
(2 .1)
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Thomas Graham, who discovered that the transfer of diffusant during a fixed 
time interval is proportional to the initial mass. Fick proposed in 1855, based on 
Graham's studies, a law of diffusion analogous to the laws of conduction of heat 
and electrical charge, namely that the transfer of mass by diffusion between two 
volume elements is proportional to the concentration difference and inversely 
proportional to the separation of the elements (Weiss, 1996). This law is written 
as:
where /  is the flux of particles in the x-direction, C is the concentration, and D 
is a constant of proportionality know as the diffusivity, diffusion constant or 
(throughout this thesis) the diffusion coefficient. If flux is defined as the trans­
fer of mass, concentration or number of particles per unit time through a unit
transmission at a single contact, it is often convenient to use units of ^m2/ms.
Robert Brown unwittingly stumbled across the microscopic properties of dif­
fusion in an experiment in 1827. He dissolved some pollen seeds in water and 
peered down at the solution in a microscope. Inside the pollen seeds he observed 
small particles exhibiting erratic motion. Brown's experiments showed that the 
movement was unrelated to vitality of pollen grain, but did not elucidate its phys­
ical basis.
Albert Einstein concluded based on theoretical considerations that individ­
ual molecules would show thermal agitation. Temperature above absolute zero 
confers a positive kinetic energy and thus motion on molecules suspended in 
solution or gases. Einstein predicted that in a solution, the solute particles would 
collide randomly with solvent molecules, causing an apparently erratic motion.
(2.2)
area, D will have units of length2/time. When applying diffusion to fast synaptic
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It should be noted that Einstein did not present his work as a theoretical founda­
tion of Brown's observations, and it is still controversial whether the movement 
of particles within the pollen was due to thermal agitation. In modern terms, 
"Brownian motion" refers to the motion predicted by Einstein rather than that 
observed by Brown.
Einstein proved furthermore that Fick's laws can be derived from Brownian 
motion, thus unifying the microscopic and macroscopic notions of diffusion. He 
used the following argument (Berg, 1992; Koch, 1998): say particles can only be 
in discrete locations separated by dx. We choose a time interval dt such that a 
molecule in x at t moves to the voxel x -  dx with probability 50%, and to the 
voxel x -f dx with probability 50% at t + dt. At time t, all the molecules in x must 
equal the sum of half the molecules in adjacent voxels at previous timesteps. For 
two locations separated by dx:
N(x, t)  = N(x -  dx, t  — dt) / 2 + N(x + dx,t -  d t ) / 2 (2.3)
Thus, the net transfer of particles across the boundary at x + will equal
N(x, t)  N(x  + dx,t) (2.4)2 2
If this boundary has area A,  the flux across this boundary is
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for a small dx.
Fick's second law, or the diffusion equation, can be derived from the first law. 
In a row of rectangular volumes separated by dx, the net influx of particles into 
a voxel with a centroid at x + 4^  during the time interval dt is the difference 
between the flux into the voxel at the interface at x and the flux out of the voxel 
at the interface to the next voxel at x + dx:
A n = (J(x,t) — J(x + dx))dx2dt (2.7)
Similarly, this net change in the number of molecules can be expressed as a con­
centration difference:
An = (C(x 4- d x / 2, t -f dt) — C(x + d x / 2, t))dx3 (2.8)
If the total number of molecules is preserved, we can equate these two expres­
sions to find
C(x + dx/2,  t + dt) -  C(x -I- dx/2,  t) _  f(x, t)  -  J(x + dx,t)
(2.9)
dt dx
J(x + dx,t) -  }(x, t )
dx
When dt and dx are small,
ac a/
¥  =  (210)
If we differentiate Fick's first law with respect to distance, assuming that D is 
constant
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and combining this with (2.10) yields Fick's second law, or the diffusion equation:
dC d2C
W  =  d x 1 ( Z U )
which can be used to predict the concentration time-course.
2.10 Analytical solutions to the diffusion equation.
Before the advent of the digital computer, the only feasible way of calculating 
concentration timecourse (C(f)) shaped by diffusion was by an analytical solu­
tion to the diffusion equation. The disadvantage of using this approach is that 
a new solution has to be derived for each particular geometry. However, if this 
obstacle can be overcome, an analytical solution provides a (usually) computa­
tionally efficient and accurate solution. Moreover, an analytical solution can give 
insights into the influence of individual parameters which do not easily follow 
from alternative methods for solving the diffusion equation. I will illustrate this 
point with a simple model of neurotransmitter diffusion (similar to an argument 
in Xu-Friedman & Regehr, 2003).
In the brainstem, several synapses consist of a large presynaptic bouton acti­
vating a single postsynaptic cell (Forsythe & Bames-Davies, 1993; Trussell et ah,
1993). It is not unreasonable, to a first approximation, to assume that an amount 
of neurotransmitter released at the centre of this synapse, would behave as if it 
was freely diffusing in a region bound by two parallel and impermeable planes 
separated by a short distance. If we make the further assumptions that the dis­
tance between these planes is short, compared to the mean displacement of neu­
rotransmitter on the timescale we are interested in and that the release of neu­
rotransmitter is fast, we can ignore the transsynaptic dimension and treat this
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problem as diffusion in a single plane following instantaneous release at a point. 
In this case the diffusion equation has the following solution (Crank, 1975):
Q r2C(r,t) — -—— exp— —— (2.13)v ' 4:7iDt F 4 Dt v '
where r is the distance from the location of release and Q is the total amount 
released. If we are interested in the relationship between the peak of the neu­
rotransmitter concentration and, for instance, D or r, we begin by deriving an 
expression for ^  at a fixed r:
30 _  Q(r2 -  4Dt) exp ^  
dt 16 D2n t3 (2.14)
At the concentration peak, ^  = 0 which simplifies to
tpeak ~  (2-15)
We may also be interested in C(r, tpea)t) which is simply obtained by combining 
(2.13) and (2.15)
c {r,iVea>d p _ r iexP n iL  (Z16)
4D 4D
This derivation reveals that the peak concentration at any distance r is indepen­
dent of the diffusion coefficient, which is perhaps intuitively surprising.
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2.11 Finite difference solutions
The difficulty associated with solving the diffusion equation in complex, three- 
dimensional geometries make the application of analytical solutions to synaptic 
transmission challenging. Indeed, an analytical solution may not exist at all. In 
contrast, the appearance of the digital computer made solutions based on numer­
ical integration feasible. Most often, these approaches are based on dividing both 
space and time into discrete units (voxels and time steps, respectively), where the 
concentration associated with a voxel represents the concentration at the centre 
of the voxel. At each time step the concentration at each voxel is then calculated 
based on previously made calculations. In the simplest case, space is divided up 
in to square (2D) or cube (3D) voxels arranged in a regular grid, and a invariant 
time step is adopted, which is often dictated by the numerical solution algorithm. 
The simplest such algorithm is the explicit finite-difference, which is simply the 
application of Euler's method for numerical integration to the diffusion equation. 
For an ordinary differential equation,
I will derive the explicit finite-difference scheme for two dimensions from Fick's 
first law. The derivation extends trivially to three dimensions. A derivation based 
on the second law is given by Crank (1975) and leads to the same result.
The two-dimensional plane has been divided into square voxels of side length 
dx and the (infinite) matrix of concentrations C(i,j) is known at t. The flux
(2.17)
Euler's rule states that
(2.18)
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subsequent timesteps, it is necessary that the stability factor
(two dimensions) 
3 D dt (three dimensions) (2.23)
be less than 0.5 (Crank, 1975). On the other hand, if dt is small, more compu­
tations are performed, which will make the overall integration time consuming. 
In addition, since computers are able to store and calculate with real numbers 
to only a finite accuracy, each computation introduces a round-off error. The 
total error, being the sum of the round-off and truncation errors, as a function 
of dt, can therefore take a U shaped curve (Boyce & DiPrima, 2000). This shape 
was found in the concentration amplitude at late times (Figure 2.3A) when the 
numerical integration routine was written in Fortran 95 using the REAL*8 rep­
resentation of floating-point numbers and the Salford FTN95 compiler (Salford 
Software). However, for numerical integration using the Intel C Compiler and 
double-precision arithmetic, there was no evidence of a large dependence on the 
stability factor of the concentration either at the peak or at late times (Figure 2.3B). 
All diffusion simulations presented in this thesis were performed using the Intel 
C Compiler and double-precision arithmetic, and a stability factor of 0.4. It is 
possible to improve on the accuracy and speed of the explicit scheme. Many of 
these improved solutions involve writing expressions in which C(t + dt) appear 
on both sides of the equation and cannot be isolated. In this case these equa­
tions must be written out for all voxels and then solved iteratively using methods 
from linear algebra. This is straightforward for one-dimensional diffusion, which 
yields the Crank-Nicholson form (Crank, 1975) but more difficult in two and three 
dimensions. The benefit is usually that the scheme is unconditionally stable, i.e. 
there are no restrictions on dt similar to (2.23).
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Figure 2.3: Influence of stability factor on calculated glutamate concen­
tration waveforms. A, Glutamate concentration at the time of the peak 
(left axis, dotted line) and after 2 ms (right axis, solid line), for different 
values (0.1-0.5) of the stability factor, using the Salford FTN95 compiler 
and the REAL*8 data type. B, Average spillover [glut]cieft calculated 
with the Intel C Compiler and double-precision arithmetic with sta­
bility factors of 0.05-0.5. The average of the concentration waveforms 
were subtracted from each waveform.
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2.12 Boundary conditions
The previous analysis assumed an unbounded geometry. It is not clear from this 
analysis how an algorithm, which can feasibly be implemented in a computer 
program, would handle the concentrations at the edge of the necessarily finite 
geometry. Two possible solutions to this problem are to assume that the boundary 
absorbs the diffusant, or that it forms an impermeable boundary. Both of these 
solutions involve defining a row of fictitious voxels beyond the boundary of the 
solvent (Crank, 1975).
An absorbent boundary can be combined with the explicit finite-difference 
scheme if edge voxels are set to a fixed value. Thus, one would calculate the 
concentrations for the voxels neighbouring the fictitious row of edge voxels using 
(2.22), but assume that the edge voxels have a constant concentration, typically 
zero or a chosen resting concentration. A disadvantage of this method is that 
the total concentration of diffusant is not constant (concentration is lost at the 
edges) and so it becomes difficult to verify that there are no unintended losses of 
diffusant elsewhere in the model.
Reflective (impermeable) boundaries require that there be no flux across the 
boundary, i.e. J = 0 at the edge. According to (2.19), if D > 0, this will only 
happen if Cedge — Cneighbour- Practically, this can be done with a fictitious row of 
voxels beyond the edge. These voxels are, again, not updated for each timestep 
using (2.22). Rather, at the end of each timestep, the voxels with the fictitious 
edge concentrations are set equal to the concentrations of their respective neigh­
bours, such that for the next timestep, when the neighbour is updated for the 
next timestep, the flux between it and the fictitious voxel is zero (Figure 2.4A). 
However, this "trick" will only work for concave corners. If the geometry con­
tains an internal impermeable obstacle, there will be some fictitious voxels inside
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Figure 2.4: Different types of boundaries in finite-difference simulations. 
A, edge bounaries give only concave corners B, a geometry with an 
internal obstacle giving convex corners.
Chapter 2. Experimental and Theoretical Procedures 86
this obstacle which will form convex corners (Figure 2.4B), i.e. have more than 
one non-fictitious neighbour. If these (permeable) neighbours are not equal in 
concentration, it is not clear what value the fictitious voxel should adopt after 
each timestep.
For a general approach to impermeable obstacles, including edge boundaries, 
we return to the derivation of (2.22) from (2.19). As above, Ja ->b=0 implies 
Ca =Cb- If we cancel Cedge with one of the four Cneighbour/s the end, in the 
case of 2D diffusion with one neighbouring impermeable voxel L:
This argument is similar if M has more than one impermeable neighbour. We 
simply drop concentration terms from these neighbours, and set the factor of 
CM(t) to the number of permeable neighbours.
A simple way to implement this algorithm is to define a binary matrix S, here 
defined for three dimensions:
where (i,j,k) identifies a voxel in a three-dimensional grid. (2.22) then becomes:
Cm(£ + dt) = CmW + ~dx2 (Cu(0 + Cd(0 + Cr(£) -  3Cm(0) (2.24)
1 i f  (i,j,k) is permeable 
0 i f  (i,j,k) is impermeable
(2.25)
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where
S — Si+l,j,k "h S i —l,j,k S i,j+ l,k "F ^ i , j—l,k ^i,j ,k+l "F ^ i , j , k - l (2.2 7)
This method can also be used to implement edge boundaries if we define a row 
of S,->y>jt=0 at the edge. The stability criterion is the same as for (2.23).
2.13 Chemical reaction kinetics
In classical thermodynamics, the Gibbs free energy of a molecule determines the 
reactions in which the molecule can participate. In a typical reaction, for instance,
one can calculate the Gibbs energy of the left hand side, and the right hand side. 
Only if the Gibbs energy of the products is less than that of the reactants can the 
reaction occur at all. For a reversible reaction, such as
the Gibbs energy can furthermore predict the equilibrium concentrations of the 
reactants and the products, in that the equilibrium constant K is equal to the ratio 
of Gibbs energies of the left and right hand sides of the equation. Nevertheless, 
the Gibbs energy cannot predict how long one must wait for such a system to 
reach equilibrium. The rate of reaction is instead related to the activation energy, 
which is the energy barrier that must be exceeded for the reaction to occur. Empir­
ically, the reaction rate k is often found to be determined by the Arrhenius equa-
2H2 + 0 2 -> 2H20 (2.28)
2H20 H30 + + OH (2.29)
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tion:
(2.30)
where Ea is the activation energy, R the gas constant and T the temperature.
A central assumption of classical chemical kinetics is that individual 
molecules can exist in a finite number of discrete states, and that transitions can 
occur between at least some of these states (Colquhoun & Hawkes, 1995). Patch- 
clamp recordings have confirmed that for ion channels, there are at least two 
discrete states, namely closed or open (Neher & Sakmann, 1976). Although some 
individual ion channels can open in some states with sub-maximal conductance, 
these conductance levels themselves appear as discrete states rather a continuum 
between closed and open (e.g. Rosenmund et al, 1998; Wyllie et al, 1993), thus 
reinforcing the validity of the classical kinetic view. In this view, reaction kinet­
ics is concerned with the speed (or, in the case where it is possible to observe a 
single molecule, the probability) of rate transitions. It is a further assumption that 
the transition rate depends on the identity of the currently inhabited and future 
state, and perhaps the current state of the environment, such as for instance the 
presence of a ligand, but not the history of past rate transitions.
The law of mass action states that the rate at which a chemical reaction or 
a rate transition proceeds is proportional to the product of the reactants. The 
constant of proportionality is known as the rate constant. For instance, agonist 
binding to a receptor can be formulated as follows, following Del Castillo & Katz
(1957):
A + R ^  AR (2.31)
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Thus, by the law of mass action,
^  = -k'[A][R] +  k"[AR]
89
(2.32)
and
^ p  = k'[A][R]-k"[AR] (2.33)
Where k' and k" are the forward and backward rate constants, respectively. 
Instead of evaluating the concentration of free and bound receptors, it is often 
convenient to consider the proportion of the total amount of receptors which are 
bound and free (pr and p^R where P r + P a r = !)• We can therefore write
= k'[A]pr -  k"par = k'[A](l -  pAr) -  k"par  
=  - p A R (k'[A] + k") -hk'[A] (2.34)
This differential equation is straightforward if [A] is constant, but if it is a time- 
variant function [ A] ( t )  shaped by diffusion, it is much more difficult to solve. It is 
therefore more convenient to turn to numerical solutions developed for ordinary 
differential equations.
As for the diffusion equation, the simplest solutions are based on a regular 
discretisation of time and the application of Euler's rule. Thus (2.34) becomes:
P a r {1 + d t )  — P a r W  +  d t  - ( — p A R ( t ) ( k ' [ A ] ( t )  + k/;) + k'[A](f)) (2.35)
A more efficient method of solving ordinary differential equations is the Runge- 
Kutta family of solutions. These rely on a series of intermediate evaluations 
within each timestep. As such, there is more work done for each timestep, but
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timesteps can be much bigger without compromising accuracy. For the second 
order Runge-Kutta method and the ordinary differential equation (2.17),
k ^ d t - F i m j )
k-2 — dt • F(f(t) + t + y  )
f ( t  + dt) = f ( t ) + k 2
(2.36)
and the fourth-order Runge-Kutta scheme:
k\ = dt ■ F(f(t),  t)
k2 — dt ■ F(f(t)  +  ^ , t  + y ) 
k3 = dt-F(f(t) + k^ ,t + q) 
k4 = dt • F( f  (f) + k^, t + dt)
(2.37)
Although this requires four evaluations of F(f(t),t) per timestep rather than one, 
twenty-fold larger timesteps can be taken to achieve the same accuracy as with 
the Euler method.
For kinetic schemes that are more complex than (2.31), such as those that have 
been proposed for AMPARs (see Figure 1.1), the law of mass action must be eval­
uated once for each reaction leading away from each state for each time step. It is 
convenient to store the rate constants in a matrix, such as the Q-matrix described 
by Colquhoun & Hawkes (1995):
where kq is the rate constant for transition from state i to j. Colquhoun & Hawkes 
(1995) found it convenient to set Qu such that the sums of the rows are zero, 
but this is not necessary for the finite-difference solution outlined here. For each
Qi j  =  kg (2.38)
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timestep, for state i, which has non-zero transitions with, for instance states j and 
m, we can then use Euler's rule to calculate
Pi { t  -f- d t )  — P i ( t )  d t  • Qi j P i  ~t“ d t  • Qj i Pj  d t  ■ Q i m pi  T- d t  • Q miPk (2.39)
or the Runga-Kutta equivalent. In addition, in a complex kinetic scheme, some 
rate constants have to be multiplied by the concentration of agonist (similarly to
It is possible to use the trial-to-trial variability of the postsynaptic response to 
deduce the number of channels and their open probability (Sigworth, 1980). In
channel conductance ii,...,ijt, and at time t these open states are occupied with 
probabilities pi(t),...,p*.(t), the current and variance at time t are given by:
(Sigworth, 1980). It is therefore possible to predict the theoretical variance-mean 
relationship using finite-difference modelling (Figure 2.5A).
However, if we want to simulate the effect of cell-electrode filtering on the 
mean-variance relationship, it is necessary to resort to stochastic modelling of 
individual ion channels, because filtering depends not just on the Popen/ but also 
on the mean open length. This is illustrated in Figure 2.5B, which shows the 
mean-variance relationship predicted from finite-difference modelling, the fil­
tered relationship, and the mean-variance relationship predicted by stochastic 
simulations with filtering of individual traces corresponding to a typical MF-GC 
cell-electrode circuit. The variance-mean traces are similar without filtering, but
k' in 2.32).
the general case where N identical channels each have k open states with single
m  = u L p km
k (2.40)
L P k W k
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differ when filtering is added.
In a Monte-Carlo simulation, individual channels are assumed to be in one 
of the possible discrete states in the kinetic scheme. As in the finite-difference 
simulations, time is divided into discrete time steps, and in each time step the 
probability of transition into neighbouring states is calculated. The probability 
of a transition from state i to state j occurring in the time interval dt is approxi­
mately equal to k,-ydt (Colquhoun & Hawkes, 1995). But if ky,- is large, in theory 
the channel could make the transition back to i in the same time interval. It is 
therefore necessary to keep dt sufficiently small, which can be verified by testing 
the predicted current against the finite-difference prediction.
2.14 Optical Point Spread Function
In order to model concentration changes following uncaging of glutamate, we 
are interested in the intensity of illumination I (x , y , z ) in the diffraction-limited 
microscope when the light is focused at (xo,yo) and the focal plane is at Zq. We 
define a normalised optical coordinate system ( u ,  v )  by
2tt . , .v = — rsma. (2.41)A
and
Q JT
u  =  — ( z  -  z q ) sin2(a/2) (2.42)A
where r is the distance from (x ,y ) to (*o,yo), A is the wavelength, and oc is the 
maximal angle of light emitted through the lens (Wilson, 1990). For an evenly
Chapter 2. Experimental and Theoretical Procedures
<^Q.
0)Oc
03>
12
10
8
6
4  Finite Difference
 Monte Carlo
2
0
0 2010 155
Current (-pA)
<^Q.
CDOCCDL.CO>
12 +4 kHz filtering
10
8
6
4
2
0
0 2010 155
Current (-pA)
Figure 2.5: Effect of filtering on the predicted variance-mean relation­
ship. A, variance-mean relationship predicted for a 1 ms ImM con­
centration step and the WJ kinetic scheme, at 37°C. The grey line indi­
cates the relationship predicted for finite-difference simulations, and 
the black line that predicted for Monte Carlo simulations. B, as for A 
but including a 4 kHz filter, corresponding to a 2 pF cell with 20 MO 
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illuminated circular aperture of radius a, we additionally define
1 p <  1
P(p) = { (2.43)
0 p >  1
where p = d/a  and d is the distance from the centre of the aperture.
In that case,
I(u,v) = \h(u,v)\2 (2.44)
and
h(u' v  ^ = 2 J  exP(~2~)Jo(vP)p‘iP (2-45)
where /o is the Bessel function of the First Kind (Wilson, 1990). The integral can 
be numerically integrated using the trapezoidal rule.
2.15 Reaction-diffusion modelling
The numerical integration of the diffusion equation is very time-consuming. For 
calculating the average response from several stochastic release sites, it is not fea­
sible to calculate the cleft glutamate concentration ([glut]cieft) from the diffusion 
equation for every trial. It is therefore desirable to simply these simulations.
Under conditions of linear diffusion, the concentration response to multiple 
sources will equal the linear sum of the concentration responses to the individ­
ual sources alone. Linearity holds for simple diffusion, i.e. that described by 
the diffusion equation in any environment in the absence of buffering, with any 
waveform of release from sources with fixed locations and where the amount of
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diffusant released is independent of the amount of diffusant present in the envi­
ronment. Thus, for simulations of [glut]cieft arising from multiple stochastic and 
asynchronous release sites, it is possible to calculate the [glut]cieft arising from 
each release site alone, and then to add these up for releasing sites to give a total 
[glut]cieft for a given trial, shifting [glut]cieft from individual sites in time to sim­
ulate release latency. The AMPAR response to the total [glut]cieft for that trial 
can then be calculated as described above. This simulation ignores the effect of 
buffering of glutamate by AMPARs (see chapter 3 and 4).
Linear diffusion does not always hold, for instance when taking into account 
buffering (chapter 4) or glutamate uncaging (chapter 6). For the correct simula­
tion of buffering, the amount of diffusant that binds to the buffer must not be 
able to diffuse into different compartments until it is released from the buffer 
again. For correct simulations of uncaging, it is important to track depletion of 
the caged compound. Concentration fluctuations due to chemical reactions are 
incorporated in finite-difference solutions of the diffusion equation by calculat­
ing the net transfer of concentrations using a finite-difference equivalent of the 
law of mass action at each timestep and for each compartment. In the case of 
uncaging, this net transfer is then added to the concentration of free glutamate 
and subtracted from the concentration of free cage. In the case of buffering, two 
mass action calculations are made per time step, one for the on rate, and one for 
the off rate. The difference of the amounts transferred from these two calcula­
tions gives the net transfer which is added to the concentration of bound buffer 
and subtracted from both the concentration of free buffer and the free glutamate 
concentration.
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2.16 Optimisation
Optimisation is the problem of finding a set of parameters (p\ , ..., pn) such that 
the function f ( p \ , . . . , p n) known as the fitness is minimised. Optimisation is 
applied to two problems in this thesis: In chapter 3, the [glut]cieft that medi­
ates a Popen(t) is calculated, given an AMPAR kinetic scheme. In chapter 6, I fit 
an AMPAR kinetic scheme to recorded P0pen(t), given calculated [glut]cieft wave­
forms. In order to convert the Popen(t) waveform(s) to a scalar fitness, I calculated 
the squared sum of differences between the fitted and expected values.
The [glut]cieft waveform was optimised by changing the amplitudes of 100 
equally spaced points over 10 ms using the Levenberg-Marquardt algorithm 
(Press et al., 1993) in Igor Pro (WaveMetrics). AMPAR kinetic rate constants were 
optimised using a stochastic search algorithm (Vanier & Bower, 1999), with a 
Gauss-Newton (Mardis & Sibert, 1998) step every 20th trial.
The principle behind these algorithms are similar: the current guess
for an optimal set of parameters (pi , . . . , pn)i are associated with a fitness 
f { p \ , ..., pn)i = f i • Based on the fitness and (pi, ..., pn)i a new set of param­
eters (p i,. . . , p n)' are produced and the corresponding f '  is evaluated. If / '  < 
fit (Pi/- • -fPn)i+i are set to (p i , . . . , pny  and the procedure is repeated. The 
Levenberg-Marquardt and Gauss-Newton algorithms calculate (p\ , ..., pn)' from
and . Because these algorithms are deterministic, f  > fi indicates the pres­
ence of a minimum, and the iterations end. These algorithms can therefore "get 
stuck" in local minima. This problem can be circumvented by using the stochas­
tic search algorithm, which determines the next guess (pi , . . . , pn)' by adding a 
vector of gaussian noise with mean 0 and a given standard deviation (here set 
such that the coefficient of variation is 0.05-0.4). I f / '  > /,-, (p\ , ..., pn)i are there­
fore merely retained as the next guess and the iterations continue. The stochastic
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algorithm continues until a sufficient number of iterations have been performed 
or until a set threshold for /  has been reached. This algorithm does not neces­
sarily become trapped in local minima. In addition, since adding gaussian noise 
to (p i,.. . ,pn)i is much less time consuming than evaluating and A much 
larger number of iterations can therefore be achieved with the stochastic search 
algorithm compared to the Levenberg-Marquardt or Gauss-Newton algorithms.
CHAPTER
THREE
Predictions of the effect of slowing diffusion on 
synaptic currents at the MF-GC synapse
3.1 Introduction
At central glutamatergic synapses the rapid rise time of AMPAR-mediated synap­
tic currents (Finkel & Redman, 1983; Forti et al., 1997; Geiger et al., 1997; Sil­
ver et al., 1992) and time course of displacement of competitive antagonists 
(Clements, 1996; Diamond & Jahr, 1997) suggest that glutamate release can occur 
on a rapid timescale. However, AMPAR-mediated conductances with slow rise 
times (Choi et al., 2000; Renger et al., 2001; Carter & Regehr, 2000; DiGregorio 
et al, 2002; Schoppa & Westbrook, 2001) indicate the presence of prolonged low 
concentrations of glutamate in the synaptic cleft.
At least two mechanisms could produce prolonged low concentrations of 
neurotransmitter: prolonged local release (PLR) via a narrow fusion pore, also 
known as 'slow kiss-and-run/ and diffusion of neurotransmitter from distant 
sites ('spillover'). However, previous studies have not been able to experimen­
tally differentiate between these two mechanisms (Choi et al., 2000; DiGrego-
98
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rio et ah, 2002; Renger et ah, 2001). Studies reporting altered modes of vesi­
cle recycling in glutamatergic synapses have also not been able to measure the 
time course of glutamate release. Therefore, glutamate release through a narrow 
fusion pore could, at least in principle, give rise to a cleft concentration ([glut]cieft) 
similar to one that might be expected from spillover of glutamate, and thus it is 
not possible to distinguish between these two mechanisms based on the kinet­
ics of the postsynaptic response or manipulations of receptor function. Here I 
demonstrate with simulations that lowering the diffusion coefficient in the synap­
tic cleft (Dglut) has different effect on currents generated by spillover and PLR, 
and can therefore be used as a general method to distinguish the mechanism 
underlying slow-rising currents.
3.2 Results
I first examined whether PLR and spillover of glutamate are physically plausible 
as mechanisms for slow-rising AMPAR-mediated currents using simulations of 
glutamate release, diffusion and receptor activation at the MF-GC synapse.
3.2.1 Geometry of the diffusional space at the MF-GC synapse
Cerebellar MF terminals are large with hundreds of active zones (Jakab, 1989; 
Jakab & Hamori, 1988; Xu-Friedman & Regehr, 2003) contacting approximately 
50 different GCs. The 3-5 claw-like structures at the end of a GC dendrite each 
receive one synaptic contact. To develop a realistic model of glutamate diffusion 
within the MF-GC cleft, I constructed a simplified three-dimensional diffusional 
space that captured the essential anatomical features of this synaptic connection 
including the diffusional sink of the extracellular space between claws. Figure 
3.1Ai shows a schematic representation of part of the diffusional space where
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long rectangular columns represent dendritic claws, the grey surface represents 
the MF terminal membrane, and the spheres indicate locations of release sites. 
The dimensions are illustrated in Figure 3.1Aii, which shows a cross-section of 
part of the model geometry, the model contained a regular array of 49 release 
sites with a synaptic cleft width of 20 nm (Xu-Friedman & Regehr, 2003). The 
distance between a PSD and its nearest neighbouring PSD has previously been 
measured as 0.46 }im in the serial EM sections of the 18-day old rat glomeru­
lus. However, the mean intersite distance is likely to be larger than the distance 
between nearest sites. I therefore calculated the intersite distance from the PSD 
density (2.5 sites/} i m 2; Xu-Friedman & Regehr, 2003), which gave an estimate of 
0.64 }im.
An assumption of linear diffusion in the synaptic cleft in the model is justified 
by several strands of evidence. Block of glutamate transporters does not affect the 
mean EPSC waveform at early times or the amplitude of slow-rising currents rel­
ative to the mean EPSC at the MF-GC synapse (DiGregorio e t  a l ,  2002). Moreover, 
glutamate transporters are located on glial cells (Chaudhry e t  a l . ,  1995), which are 
distant from MF release sites (DiGregorio e t  a l ,  2002; Xu-Friedman & Regehr, 
2003), and buffering by the glutamate binding sites on AMPARs is thought to 
make negligible contributions to postsynaptic currents (Barbour, 2001). Rapid 
local release (RLR) of a vesicle at an individual release site was simulated by 
releasing 4000 glutamate molecules (Riveros e t  a l ,  1986) instantaneously into a 
single voxel.
3.2.2 Simulations of EPSCs arising from distant release sites
To examine whether measured slow-rising currents could arise from glutamate 
spillover, I modelled rapid release from many spatially distributed release sites
Chapter 3. Predictions o f the effect of slowing diffusion 101
B
■
■ ■
■ ■ ■
■ ■ ■ <5>
Aii
O O O
2 nm 0.62 |im < ► 0.02 (xm
 Mean
—— Slow-rising
0.02
2 ms
Figure 3.1: Simulation of glutamate diffusion and receptor activation for 
rapid local and distant release at the MF-GC synapse. Ai, Schematic 
representation of part of the 3D geometry used for simulation of glu­
tamate diffusion. Spheres denote presynaptic release sites, grey shad­
ing indicates presynaptic membrane and columns represent dendritic 
claws. Glutamate was detected over the central postsynaptic density 
(dark grey square). Aii, Cross-section of the 3D geometry illustrating 
the sinks created by the space between dendritic claws. B, Top view of 
the actual diffusional space (12x12 claws) showing the location of the 
glutamate source (circle) and multiple detection sites (filled squares) 
used to calculate concentration transients from each site. I calculated 
the [glut]cieft waveform arising from multiple sites by summating the 
individual waveforms detected from each of the 10 different release 
site to central PSD distances (squares) in our diffusional geometry. C, 
Simulated mean and slow-rising responses expressed as AMPAR open 
probability for the geometry in A. Responses were calculated with the 
WJ scheme and a Dgiut=0.5 /un2/ms. Inset, population mean EPSC and 
slow-rising current recorded from granule cells at 37°C from DiGrego­
rio et al. (2002). Scale bar 10 pA and 2 ms.
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(Figure 3.1Ai, spheres) and detected glutamate at a single PSD (Figure 3.1Ai, 
square). It was possible to simplify the computation of the glutamate concen­
trations, since several sites had the same distance to the PSD (Figure 3.IB). This 
was achieved by calculating the contribution to [glut]cieft from release at each site 
by sampling a single release event at multiple different synaptic locations (Figure 
3.1B). For these initial simulations I used a value of Dgiut of 0.5 ^m2/m s (half the 
diffusion coefficient of glutamine in aqueous solution at 37°C; calculated from 
Longsworth, 1953). To simulate vesicular release following an action potential, 
each release site was modelled stochastically using the measured release proba­
bility and latency distribution for vesicular release (0.46 and 54 }is, respectively; 
Sargent et ah, in preparation). For each trial, the [glut]cieft waveform was calcu­
lated by summing the glutamate concentrations arising from all sites that released 
on that trial. Since the kinetic properties of GC AMPARs are largely unknown, 
as they are absent from the soma (Silver et al., 1996a) and non-synaptic regions of 
the dendrites (DiGregorio et ah, 2002), I used an AMPAR model from cerebellar 
Purkinje cells (Wadiche & Jahr, 2001, adjusted from 33°C to 37°C) to calculate the 
channel response from the [glut]cieft. AMPAR activation is expressed as an open 
probability waveform (P0pen(t)), since this does not require assumptions about 
the single-channel conductance or the number of receptors in a PSD. Simulations 
exhibited a rapidly rising P0pen(t) when release occurred from the site opposite 
the central PSD, and a slow-rising Popen(t) when this local release site failed (Fig­
ure 3.1C). The slow-rising P0pen(t) simulated under these conditions had a 10-90% 
rise time (0.58 ms) and an amplitude, relative to the mean Popen(t) (0.41), compa­
rable to measured slow-rising and mean EPSC averaged across the population 
(Figure 3.1C, inset; from DiGregorio et ah, 2002). It is clear from these simulations 
that a spillover mechanism based on rapid release from distant sites can, in prin­
ciple, generate the slow-rising AMPAR-mediated EPSC observed at the MF-GC
Chapter 3. Predictions o f the effect of slowing diffusion 103
synapse.
3.2.3 Simulations of EPSCs arising from prolonged local release
Constructing a model of synaptic transmission mediated by PLR of glutamate 
requires a time course of release from single vesicles that could mediate slow- 
rising currents. Since there are no measurements of this time course for gluta- 
matergic synapses, I estimated the [glut]cieft waveform from the measured slow- 
rising EPSC, and used this waveform to derive a neurotransmitter release time 
course. To accomplish this, the recorded population average slow-rising EPSC 
(DiGregorio e t  a l . ,  2002, Figure 3.2C inset) was first expressed as P0pen(t) (Figure 
3.2Ai). The Popen at the peak of the slow-rising EPSC was calculated by
D n  \ — PrPQl-QEPSCsi0W(t2)
Pof ,m{h)  -  E PSCfas t ( t l )
where Pr is the release probability, L q  is the ratio of stimulus-aligned and rise- 
aligned quantal currents (0.84; Sargent e t  a l ,  in preparation) and Pq is the esti­
mated P0pen of the quantal event (0.45 ; Silver e t  a l ,  1996c), ti and t2 refer to the 
time of the peaks of the fast-rising (EPSCfast) and slow-rising (EPSCsi0W) EPSCs 
(DiGregorio e t  a l ,  2002). P tP q L q  thus gives average Popen underlying the fast- 
rising component, taking release probability into account. This gave a peak Popen 
of 0.05 for the slow-rising EPSC.
I then used a least squares optimisation algorithm to search for the [glut]cieft 
waveforms for which the AMPAR P0pen(t) response was most similar to that 
underlying the measured slow-rising current (Figure 3.2Ai; see chapter 2). Since 
the properties of the AMPARs are likely to influence the estimate of the under­
lying glutamate waveform, I used temperature adjusted native AMPAR models 
from brain regions where they have been studied in detail: cerebellar Purkinje
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Figure 3.2: Estimation of cleft glutamate concentration and prolonged 
local release time course from slow-rising EPSCs. Ai, Measured 
slow-rising current, expressed as AMPAR open probability (P0pen(t)) 
together with optimised Popen(t) waveforms for the WJ, JMS and DJ 
kinetic schemes. All waveforms overlie. Aii, Concentration wave­
forms underlying optimal P0pen(t) waveforms in i. B, Measured slow- 
rising Popen(t) and optimised P0pen(t) waveform for the RT scheme. 
C, Local glutamate release time course calculated by deconvolv­
ing the concentration waveform derived using the WJ scheme with 
the impulse response function for local release calculated from the 
3D geometry in Figure 3.1 A for different values for Dgiut (units of 
^m2/ms).
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cells (Wadiche & Jahr, 2001, WJ), CA1 cultures (Diamond & Jahr, 1997, DJ), CA3 
pyramidal neurons in hippocampal slices (Jonas et al, 1993, Set 1; JMS) and audi­
tory brainstem (Raman & Trussell, 1995, RT). The AMPARs underlying the RT 
scheme include GluR4y/op (Ravindranathan et al, 2000), which are thought to be 
expressed in GCs (Mosbacher et al, 1994). These models covered the wide range 
of desensitisation characteristics across cell types (Raman et al., 1994) and had a 
4-fold range of EC50 (Table 1.1). Figure 3.2Ai shows the best fits to the P0pen(t) of 
the slow-rising EPSCs using the WJ, JMS, and DJ AMPAR kinetic models (traces 
overlie). The [glut]cieft concentration derived from the three models had rapid 
rise times (10-90%, 0.27-0.38 ms) and all had a similar shape and peak (116-157 
}iM, Figure 3.2Aii), with a decay that could be fit with dual exponentials with 
Ti= 0.28-0.32 ms and T2=12-45 ms. In contrast, the P0pen(t)s generated with the 
rapidly desensitising RT kinetic scheme was unable to reproduce the slow-rising 
EPSCs from the MF-GC synapse (Figure 3.2B), and thus the RT scheme was not 
used for further simulations of PLR.
In the absence of buffering and uptake, removal of glutamate from the synap­
tic cleft is determined by diffusion alone. The [glut]cieft waveform thus equals 
the convolution of the timecourse of release and the impulse response function 
of glutamate decay. It is therefore possible to calculate the glutamate release time 
course by deconvolving (Press et al, 1993) the [glut]cieft waveform underlying 
the slow-rising EPSC with the [glut]cieft waveform following instantaneous local 
release in the MF-GC synaptic geometry (Figure 3.1A). Figure 3.2C shows the 
deconvolved local release time courses, derived from the [glut]cief t waveform for 
the WJ kinetic scheme for three values of Dgiut. The decay for each waveform 
was initially rapid (ri =0.32-0.35 ms) with a slower prolonged tail (T2=18-21 ms). 
These release time courses are within the range of calculated durations of emp­
tying of small clear vesicle through a narrow fusion pore (Klyachko & Jackson,
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2002). Depending on the initial value of Dgiut, the integral of the glutamate release 
rate corresponds to 2.6-8.4 vesicles per EPSC (over 10 ms; WJ scheme), consistent 
with the observed lower relative variability of the slow-rising EPSC than the fast- 
rising component (DiGregorio et a l, 2002). These models of PLR and spillover 
demonstrate that both are physically plausible mechanisms for the slow-rising 
current at the MF-GC synapse.
3.2.4 Simulating the effects of slowing diffusion on spillover
Since one of the key differences between currents produced by transmitter 
spillover and PLR is the distance over which glutamate diffuses, it is possible 
that changing the mobility of glutamate could be used to distinguish between 
these mechanisms. Figure 3.3A shows a simulation of the effect of slowing dif­
fusion on spillover-mediated [glut]cjeft. Lowering Dgjut from 1.0 (the value in 
free solution) to 0.5-0.1 }im2/m s  had no effect on the peak glutamate concen­
tration (130 jiM), but slowed the time-to-peak of the [glut]cieft waveform by up 
to 997 gs (Figure 3.3A). The AMPAR-mediated P0pen(t) responses to these con­
centration waveforms (WJ kinetic scheme) are shown in Figure 3.3B. Lowering 
Dg^t to 0.1 f<m2/m s increased the peak Popen by 124% and delayed the current 
onset, increasing the time-to-peak of spillover-mediated currents by 110%. Figure 
3.3C shows the time-to-peak of the spillover P0pen(t) for different kinetic schemes 
as a function of Dgiut. Changes in Dgiut in the mid-to-high range led to small 
changes, while in the lower range, even small reductions in Dgiut caused substan­
tial increases in the time-to-peak. The peak amplitude of the spillover-mediated 
Popen(t)/ shown in Figure 3.3D, increased monotonically over the entire range of 
simulated Dgiut. The slowing in the time-to-peak of spillover-mediated Popen was 
also observed over a wide range of molecules per vesicle (2000-6000; see Figure
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3.4).
Popen (t) mediated by RLR also increased in amplitude when diffusion is 
slowed (Figure 3.5A) as previously predicted (Rusakov & Kullmann, 1998a) and 
observed (Min et al, 1998). Changes in the peak AMPAR Popen mediated by RLR 
were more pronounced than the increase in spillover-mediated Popen, increasing 
more steeply over the full range of Dgiut (Figure 3.5B). These simulations suggest 
that lowering Dgiut will increase the time-to-peak and increase the amplitude of 
slow-rising currents mediated by spillover.
3.2.5 Simulating the effects of slowing diffusion on prolonged 
local release
Figure 3.6A shows the effect of slowing diffusion on a [glut]cieft mediated by PLR. 
Lowering Dgiut from 1.0 to 0.5-0.1 ^m2/m s markedly increased the amplitude of 
the [glut]cieft transients (derived with the WJ kinetic scheme) from 116 to up to 
811 ^M by retarding diffusion out of the cleft. However, the shape of concen­
tration transients arising from PLR was relatively insensitive to lowering Dgiut, 
with the peak slowing by only 154 gs. Figure 3.6B shows that the large amplitude 
increases are also preserved in the AMPAR responses, with the peak amplitude 
increasing by up to 707%. In contrast to spillover, the time-to-peak of the Popen(t) 
decreased by 39% when Dgiut was lowered, due to the concentration-dependence 
of the AMPAR response rise time. This decrease in the time-to-peak (Figure 3.6C) 
and the increase in the peak Popen (Figure 3.6D) were observed consistently when 
lowering Dgjut from 1.0 ^m2/ms. Since our estimate of the release time course 
depends on the initial Dglut, these simulations were repeated with initial Dgjut 
values of 0.2,0.3 (Figure 3.6CD, open symbols) and 0.5 ^m2/ms. In general, these 
simulations showed that the time-to-peak decreased and the amplitude increased
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Figure 3.3: The effect of slowing diffusion on simulated spillover. A, 
Simulated average glutamate concentration and B, AMPAR open 
probability (P0pen(t)) for spillover using Dgiut of 1.0, 0.5, 0.25 and 
0.1 }im2/m s  and the WJ kinetic scheme. These spillover concentra­
tions and Popen waveforms were calculated without release latency or 
stochasticity. Filled circles indicate the peak. Transients had times- 
to-peak of 0.93, 1.14, 1.41, 1.96 ms, respectively. C, Time-to-peak 
and D, peak amplitude of simulated slow-rising Popen(t) mediated by 
spillover as a function of Dgiut, for the three different kinetic schemes.
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as above. However, some simulations with an initial Dgiut of 0.2 or 0.3 /im2/m s 
exhibited a small increase in the time-to-peak (<5%). Under these low initial Dgiut 
conditions, amplitude increases were still 100-200% for a 50% reduction in Dgiut. 
These simulations suggest that in contrast to spillover, lowering Dgiut will gen­
erally decrease the time-to-peak of slow-rising currents mediated by PLR. How­
ever, in those cases where the time-to-peak is slightly increased by lowering Dgiut, 
the peak amplitude of these currents will be increased dramatically.
To test a wider range of conditions, I examined the effect of lowering Dgiut on 
release waveforms of different durations and amplitudes. Figure 3.7A shows a 3D 
plot of the relationship between the change in the time-to-peak of Popen(t) gener­
ated with step-shaped release events of different duration (0.1-10 ms) and release 
rate (102-104 molecules/ms) for the WJ model. These simulations covered a wide 
range of peak Popen values (10_6-0.34). As for the simulations above, the time- 
to-peak of currents mediated by PLR usually remained the same or decreased 
on lowering Dgiut from 0.5 to 0.25 ]im2/ms. As the release time course becomes 
brief (<1 ms), the time-to-peak began to increase when lowering Dgiut. In those 
cases where the time-to-peak increased more than 5%, large increases (>100%) 
in the peak amplitude were again observed (Figure 3.7B). Moreover, their initial 
time-to-peak is rapid (> 2-fold faster than slow-rising currents in the GC). I also 
verified that calculating Popen(t) in the model by averaging [glut]cieft over the PSD 
did not mask an increase in the time to peak, by examining currents generated by 
discrete annular receptor distributions in the PSD following PLR.
3.3 Discussion
These simulations of spillover and prolonged release show that lowering Dgiut 
has different effects on the time-to-peak and amplitude of slow-rising EPSCs aris-
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Figure 3.6: The effect of slowing diffusion on simulated prolonged local 
release. A, Simulated concentration waveforms resulting from pro­
longed local release (PLR) for Dgiut of 1.0, 0.5, 0.25 and 0.1 pm 2/m s. 
The release time course in this panel was determined from the mea­
sured slow-rising EPSC, for an initial Dgiut of 1.0 ^m2/m s and the 
WJ kinetic scheme. B, Open probability responses to the concentra­
tion waveforms in A for PLR, using the WJ kinetic scheme. Filled 
circles indicate peaks, with times-to-peak of 0.92, 0.85 0.73 and 0.57 
ms, respectively. C, Time-to-peak and D peak amplitude of simulated 
slow-rising P0pen(t) mediated by PLR as a function of Dgiut, for the 
three different kinetic schemes. The release time courses were deter­
mined with an initial Dgiut of 1.0 f/m2/m s (filled symbols) and 0.3 
}im2/m s  (open symbols).
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Figure 3.7: The effect of slowing diffusion on simulated prolonged local 
release with a range of rates and amplitudes. A, Relative change in 
the time-to-peak of the P0pen(t) when lowering Dgiut from 0.5 to 0.25 
\im2/m s for the WJ scheme. The release time courses were step­
shaped of duration 0.1 to 10 ms and amplitude 102-104 molecules/ms. 
The times-to-peak in this panel were measured from the beginning of 
glutamate release. B, Relative change in peak amplitude of P0pen(t) 
mediated by different time courses of local release, as in A.
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ing from these two mechanisms. Agents that lower glutamate mobility can there­
fore be used to determine whether spillover or PLR underlie slow-rising currents 
under a wide range of physiologically plausible initial conditions.
This approach for separating local release from distant release relies on slow­
ing glutamate diffusion in the synaptic cleft. A reduction in Dgiut slows the 
[glut]cieft waveform arising from distant sites and the time-to-peak of P0pen(t) 
mediated by spillover but has little effect on the time-to-peak of P0pen(t) gener­
ated by PLR because of the short distances over which glutamate diffuses within 
the active zone. Slowing Dgiut does, however, substantially enhance the accumu­
lation of locally released glutamate by slowing diffusion out of the cleft, leading 
to a substantial enhancement of the peak [glut]cieft. Changing Dgiut has little effect 
on the shape of the [glut]cieft waveform mediated by PLR, because it is domi­
nated by the release time course. In contrast, the peak [glut]cieft resulting from 
spillover is independent of Dgiut. The modest increases in the predicted peak 
Popen of spillover responses on lowering Dgiut result from the slower [glut]cjeft 
waveform, which enhances receptor activation. It should be noted that at short 
intersite distances, the dextran-induced slowing will be small, and may be com­
parable to the speeding due to channel kinetics and therefore would be difficult 
to distinguish spillover from PLR.
CHAPTER
FOUR__________________________________________
Modulation of glutamate mobility reveals the 
mechanism underlying the slow-rising EPSCs and the 
rate of diffusion
4.1 Introduction
Having established a general method for distinguishing between prolonged local 
release and spillover as mechanisms for slow-rising currents, I proceeded to 
apply this method to experimental recordings from granule cells in acute slices. 
The method is based on lowering Dgiut, and its practical applicability is thus con­
tingent on the availability of a suitable agent that can modulate diffusion.
Large macromolecules present in the cytoplasm are known to slow diffusion 
compared to free solution (Ellis, 2001). Macromolecules consisting of glucose 
chains of various lengths, called dextrans, are used by single-celled organisms 
to store energy and constitute an ingredient in processed food. Inclusion of 5% 
dextran 40 kDa increases the viscosity of ACSF from 1.05 to 2.45 mPa-s (Min et al., 
1998). Perfusion of this solution enhances synaptic responses mediated by acti-
115
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vation of local and distant receptors (Min et al, 1998) as expected for a reduction 
in the diffusion coefficient.
According to the Stokes-Einstein relationship, the diffusion coefficient is 
inversely related to viscosity (Weiss, 1996), but an assumption of this law is that 
the diffusant is much larger than the solvent. The opposite holds for glutamate 
diffusion in the presence of dextran, so the Stokes-Einstein relationship cannot 
predict the change in Dgiut from the impact of dextran on the viscosity.
Although it may be possible to calculate the change in mobility from the vol­
ume fraction occupied by dextran (Rusakov & Kullmann, 1998b), it is unclear 
how to apply such a calculation to changes in Dgiut in the synaptic cleft induced 
by dextran. The concentration of, and volume occupied by, endogenous macro­
molecules and thus the mobility of glutamate in the synaptic cleft under initial 
conditions are unknown. Furthermore, it is uncertain if the restriction in dif­
fusion imposed by endogenous macromolecules would add linearly to further 
restrictions in diffusion imposed by dextran. Thus, both the initial value of Dgiut 
and the change imposed by dextran are difficult to predict based on the existing 
literature. Here, I demonstrate that the change in the amplitude of the local rapid 
components, and in the time-to-peak of the spillover component can together be 
used to calculate both the initial value, and the change in dextran, of Dgiut.
4.2 Results
4.2.1 Slowing diffusion at the mossy fiber-granule cell synapse 
with dextran
To examine the mechanism underlying slow-rising currents at the MF-GC 
synapse, I slowed glutamate diffusion by adding ImM (5% w/v) of the macro­
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molecule dextran (43 kDa) to the extracellular medium while recording evoked 
EPSCs from GCs. Slow-rising AMPAR EPSC were separated from fast-rising cur­
rents on the basis of rise time and fitted slow-rising currents with equation (2.1) 
to determine the amplitude and time-to-peak. The mean and isolated slow-rising 
EPSCs before and during dextran perfusion are shown in Figure 4.1 A for a repre­
sentative cell. Perfusion of dextran resulted in an increase in the time-to-peak 
of the isolated slow-rising EPSC (25% for this cell), with an average increase 
of 17.6±7.1% (time-to-peak 1.35±0.14 ms in control, 1.56±0.17 ms in dextran; 
p=0.04, n=9; Figures 4.1 A,B). The time-to-peak of the mean EPSC, which is dom­
inated by the fast-rising component (DiGregorio et al, 2002), did not slow sig­
nificantly (0.34±0.04 ms in control, 0.35±0.05 ms in dextran; p=0.56, n=9; Fig­
ure 4.1C). The absence of a change in time-to-peak of the mean EPSC excludes 
the possibility that the effect of dextran on slow-rising currents was caused by 
changes in filtering properties of the cell-electrode circuit or a change in the prop­
erties of the postsynaptic receptors.
In contrast to model predictions for RLR (Figure 3.5), the amplitude of the fast- 
rising EPSC was unaltered in the presence of dextran (-34.3±9.3 pA in control, 
-32.1±11.1 pA in dextran; p=0.34, n=9; Figure 4.ID). The failure rate of the fast- 
rising component (12.9±1.3% in control, 25.0±2.3% in dextran; p=0.04, n=9; Fig­
ure 4. IE) also increased, indicating a decrease in release probability in the pres­
ence of dextran. I therefore tested whether dextran-induced slowing of the slow- 
rising EPSCs could be accounted for by lowering the release probability. Figure 
4.IF shows slow-rising EPSCs recorded in 2 and 1.5 mM [Ca2+]0 normalised to 
their peak amplitude. The mean EPSC peak amplitude recorded under these con­
ditions decreased from -49.3 pA to -20.7 pA, respectively (p<0.001; Figure 4.IF, 
inset). However, there was no change in the time-to-peak of slow-rising EPSC 
(1.32±0.10 ms in 2 mM, 1.43±0.19 in 1.5 mM [Ca2+]0; p=0.42, n=8) demonstrat-
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Figure 4.1: Dextran application increases the time-to-peak of slow-rising 
EPSCs at the MF-GC synapse. A, Mean AMPAR EPSC and slow-rising 
EPSCs recorded in control solution (black trace) and in the presence 
of dextran (grey trace). The traces were aligned on the 20% rise time 
of the mean EPSCs (open triangle). The slow-rising current was fit­
ted with equation 1 in control (green) and in dextran (red). Filled cir­
cles indicate the peak. B, Summary plot of the change in time-to-peak 
of the slow-rising EPSC in dextran. B-E, individual cells indicated in 
grey, average measurement in black. C, Summary plot of the change in 
time-to-peak of the mean EPSC in dextran relative to control. D, Sum­
mary plot showing effect of dextran on the amplitude of the fast-rising 
EPSC. E, Summary plot showing effect of dextran on the failure prob­
ability of the fast-rising component. F, Normalised slow-rising EPSCs 
recorded in 2 and 1.5 mM [Ca2+]0, aligned on the 20% rise point of 
the mean EPSC, together with fits. Filled circles indicate peaks. Inset, 
mean EPSCs recorded in 2 and 1.5 mM [Ca2+]0; calibration bar: 10 pA, 
1 ms.
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ing that the slowing of the time-to-peak of slow-rising EPSCs in the presence of 
dextran is insensitive to release probability. The slowing of the time-to-peak in 
these preliminary experiments is consistent with the idea that slow-rising EPSCs 
arise from spillover of glutamate.
Since presynaptic metabotropic receptors have been shown to reduce gluta­
mate release from MFs in cerebellum (Mitchell & Silver, 2000a, T.A. Nielsen and 
R.A. Silver, unpublished observations) and the activation of presynaptic meta­
botropic receptors can be enhanced in dextran (Min et al, 1998), it is possible 
that the dextran-induced reduction in release probability could be abolished by 
mGluR and GABAb receptor antagonists. Figure 4.2A shows the time course of 
the effect of dextran on the amplitudes of EPSCs (running average of 20) recorded 
in the presence of metabotropic antagonists E4CPG, CPPG, CGP 52432 (CPG) and 
LY 341495 (LY). Figure 4.2B and C show that in the presence of dextran, both 
the amplitude of the mean EPSC and the time-to-peak of the slow-rising EPSC 
increased by 26% in this cell and this effect was reversible. Across all cells, the 
amplitude of the fast-rising EPSC increased significantly with dextran in the pres­
ence of metabotropic antagonists (Figure 4.2D, 14±4%; p<0.01, n=9). Although 
the amplitude of the slow-rising current tended to increase, this was not signifi­
cant (Figure 4.2E, 24±11%; p=0.06, n=9). Moreover, the failure rate of fast-rising 
events was unaffected by dextran in the presence of metabotropic antagonists 
(p=0.12, n=9; Figure 4.2F) consistent with the idea that transmitter retention in 
the presence of dextran reduced release probability by activating presynaptic 
receptors. On average the time-to-peak of the slow-rising current was slowed 
by 22±7% (p=0.014, n=9; Figure 4.2G), not significantly different from the slow­
ing observed in the absence of metabotropic antagonists (p=0.65, unpaired t-test). 
In 6 cells where recordings lasted after returning to control solution, the peak 
amplitude of the fast-rising EPSC returned to 91% of control, significantly differ­
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ent from in dextran (p=0.02). In 3 of 4 cells where long recordings were made and 
dextran slowed currents by more than 5%, the time-to-peak returned to at least 
within 5% of the control value; with an average washout of 73% for all 4 cells.
4.2.2 Effect of dextran on quantal EPSCs
To examine the effect of dextran on local release in the absence of slow-rising 
currents, quantal successes were isolated under low release probability condi­
tions (1 mM [Ca2+]0) when the chances of releasing multiple quanta per trial are 
small (<5%; Silver, 2003) and slow-rising currents are minimal. The recordings 
were made in the absence of metabotropic receptor antagonists. Figure 4.3Ai 
and ii shows isolated, aligned successes recorded in 1 mM [Ca2+]0 control solu­
tion and in dextran, respectively. Dextran increased the quantal amplitude by 
27±8% (p=0.02, n=6; Figure 4.3B) from a control value of 22.0±2.9 pA and there 
was no change in the failure rate (90±2% in control, 93±2% in dextran; p=0.17, 
n=6). The time-to-peak of quantal EPSCs did not change in dextran (191 ±15 
pis and 196±19 pis, respectively; p=0.63, n=6). The potentiation was no differ­
ent from that observed for the fast-rising EPSC in the presence of metabotropic 
blockers (p=0.12; unpaired f-test). Since the fast-rising EPSC is defined as the dif­
ference between the mean EPSC and the slow-rising EPSC, the similar increase in 
the amplitude of fast-rising and quantal EPSCs indicates that the fast-rising and 
slow-rising current components sum linearly at the peak of the mean EPSC. rw 
of the quantal EPSCs did not change significantly in dextran, although there was 
a trend towards acceleration (0.98 ±0.07 ms in control, 0.73 ±0.18 ms in dextran; 
p=0.08, n=7). The present results, which show that slow-rising currents slow by 
20% in the presence of dextran indicate that they arise from glutamate spillover 
from distant sites, rather than PLR of glutamate, which would predict at most a
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Figure 4.2: The effect of dextran on EPSCs in the presence of metabo­
tropic receptor antagonists. A, Running average (n=20) of the EPSC 
amplitude during wash-in and wash-out of dextran for an individual 
cell. B, Mean EPSC traces before (green), during (red) and after (blue) 
dextran perfusion measured for periods indicated in A. C, Slow-rising 
EPSCs measured before, during and after dextran perfusion for same 
cell, fitted with eqn (2.1). Colors as for B, filled circles indicate the peak. 
The traces were aligned on the 20% rise point of the mean EPSC (open 
triangle). D, Summary plot of the relative change in fast-rising EPSC 
amplitude during dextran. E, Summary plot of the relative change in 
the amplitude of slow-rising currents in dextran. F, Summary plot of 
the failure probability in control and dextran. G, Summary plot of the 
relative change in the time-to-peak of slow-rising EPSCs in dextran.
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5% increase in the time-to-peak. Moreover, dextran had little effect on the ampli­
tude of slow-rising currents, which is also consistent with a spillover mechanism.
4.2.3 Effect of dextran on the activity of glutamate
I also examined the effect of adding 43 kDa Dextran (1 mM) to the extracellular 
solution. This had little effect on the osmolality (1.1%; consistent with Parsegian 
et al, 1995) as measured with a vapour pressure osmometer (Wescor, USA) and 
is therefore unlikely to change the extracellular volume fraction of the tissue. 
However, dextran has been proposed to reduce the volume fraction of the free 
solution due to molecular overcrowding (Perrais & Ropert, 2000; Rusakov & 
Kullmann, 1998b). I therefore tested whether the effective concentration of glu­
tamate was affected by dextran by comparing the change in osmolality when 
lOmM Na-glutamate was added to control solutions and to solutions containing 
dextran. The absence of any significant difference in the change in osmolality 
with the addition of Na-glutamate (11.6±2.4 and 11.6±3.4 mOsm, respectively, 
mean±S.D., n=5-8 for each measurement; p>0.95, unpaired f-test) suggests that 
the activity of glutamate is unaffected by dextran.
4.2.4 Estimation of Dgiut under control conditions and in dextran
Having established that spillover underlies slow-rising EPSCs I then explored the 
properties of glutamate diffusion at the MF-GC synapse. Since the simulations in 
chapter 3 indicate that lowering Dgiut affects the time-to-peak of the slow-rising 
current and the amplitude of the RLR component differentially (Figure 4.4A), it 
was possible to make an estimate of Dgiut under control conditions and in the 
presence of dextran from our experimental observations. For each initial value 
of Dglut between 0.1 and 1.0 ^m2/m s I calculated the values of Dgiut in dextran
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Figure 4.3: Dextran increases quantal current amplitude. A, Fast-rising 
EPSC successes recorded in low [Ca2+]0 in control (i) and dextran (ii), 
with individual currents aligned on their 10% rise time. The fraction 
of failures for this cell was >82% under the two conditions. A-B, indi­
vidual cells indicated in grey, average measurement in black. B, Sum­
mary plot of the change in the mean quantal amplitude in the presence 
of dextran across cells.
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that reproduced the experimentally observed change in time-to-peak of the slow- 
rising EPSC (19.9%, p=0.001, n=18 pooled from experiments with and without 
metabotropic blockers) and increases in the fast-rising EPSC amplitude (19.2%, 
p=0.0005; n=15 pooled from recordings of normal and low [Ca2+]0; Figure 4.4A). 
Figure 4.4B shows the relationship between the initial Dgiut and the Dgiut in dex- 
tran derived from the change in the time-to-peak of the spillover current and the 
change in amplitude of the RLR component for the WJ scheme. The intersection 
of these curves represents a unique pair of values for Dgiut in control and dextran 
where the experimentally observed changes in time-to-peak and quantal ampli­
tude in dextran were both observed. This approach gave values of Dgiut in control 
solution of 0.23, 0.36 and 0.22 ^m2/m s for the JMS, DJ and WJ kinetic schemes. 
The retardation of Dgjut in dextran was 35-40%. These results suggest that Dgiut 
is substantially lower than in free solution.
I attempted to narrow the range of the Dgiut estimates by taking into account 
the fact that some kinetic schemes better matched the measured properties of the 
MF-GC EPSC. To include as many properties of AMPARs as possible, Dgiut was 
predicted, as described above, for 12 published kinetic schemes based on fast 
agonist application experiments (see Table 1.1). For each scheme, I then compared 
the following characteristics of simulations to experimental data: the decay time 
course of the local component (Figure 4.5A, weighted over 3 ms), the time-to-peak 
and peak amplitude of the spillover P0pen(t) (Figure 4.5BC), and the amplitude 
ratio of RLR to spillover components (Figure 4.5C). Simulations were carried out 
for each channel, at the Dgiut estimated with that scheme, and the goodness-of-fit 
was assessed from the x 2 value (Figure 4.5D). The mean value of Dgiut obtained 
across the 12 channel models, weighted by I / # 2, gave a value for Dgiut of 0.33 
^m2/m s and a slowing of diffusion in dextran by 36%. This approach provides 
an estimate of Dgjut that is weighted by its ability to predict the experimentally
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Figure 4.4: Estimation of the diffusion coefficient of glutamate in the 
synaptic cleft. A, Simulated time-to-peak of spillover (grey) and the 
peak amplitude of the rapid local release component (black) as a func­
tion of Dgiut for the WJ kinetic scheme. Dotted lines indicate the loca­
tions on the curves where both the experimentally observed changes in 
these parameters occur for the same change in Dgiut (arrows). B, Plot 
showing relationship between the initial Dgiut and the value Dgiut in 
dextran required to replicate our experimental findings of 20% slow­
ing in the time-to-peak of the slow-rising EPSC (grey) and the 19% 
increase in the quantal amplitude of the fast-rising EPSC (black), for 
the WJ kinetic scheme. Dashed lines show relationships for the exper­
imental values ±  SEM.
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Figure 4.5: Estimation of the diffusion coefficient of glutamate in the 
synaptic cleft with different AMPAR kinetic schemes A, Simulated 
responses to rapid local release, using the Dgiut predicted as in (B) for 
each of 12 different temperature compensated kinetic schemes. Mean 
quantal waveform under control conditions, expressed as P0pen(t) 
(black trace). B, Simulated spillover Popen(t), as (C), together with fit 
of measured population slow-rising EPSC expressed as Popen(t) (using 
equation 1; black trace). C, Time-to-peak (T2P), ratio of rapid local to 
spillover peak Popen amplitudes (AmpR), peak spillover Popen (Spill 
P0), weighted decay of rapid local Popen(t) (tw; over 3 ms) of simulated 
PoPen(t) using Dglut estimated for each kinetic scheme, normalised to 
the experimentally observed value. D, Goodness-of-fit of T2P, AmpR, 
Spill Po, and rW/ expressed as I / # 2, for each kinetic scheme plotted 
against estimated Dgiut.
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measured properties of local and spillover currents at the MF-GC synapse. Of all 
AMPAR schemes tested the HR had the lowest x 2 (Figure 4.5D) and gave a value 
of Dgiut of 0.29 pim2/m s. Ten of the 12 schemes, including those with the lowest 
X2, gave values of Dgiut below 0.5 }im2/m s  (Figure 4.5D). The weighted mean 
method was applied to calculate the error in the estimate of Dgiut arising from the 
variability in the experimental data. When the change in the time-to-peak and 
EPSC amplitude in dextran were varied by ± 1 S.E.M., Dgiut ranged from 0.24 
to 0.46 /im2/m s (Figure 4.4B), and the reduction in Dgiut in dextran was 30-42%. 
While it is difficult to rule out the possibility that an uncharacterised AMPAR 
at the MF-GC synapse exhibits characteristics that are different from published 
models and gives a substantially different value of Dgiut, these results suggest 
that that Dgiut is 0.33±0.13 ]im2/ms.
To assess the accuracy of the estimate of Dgiut I examined how it was influ­
enced by model parameters that are not well defined for the MF-GC synapse 
in P25 rats. I report both the weighted mean measure of Dgiut, since it takes 
into account the possibility that the best fitting channel is different under differ­
ent model conditions, and the HR scheme, which had the lowest x 2. First, the 
influence of a range of synaptic vesicle glutamate concentrations centred on that 
estimated in cortex (200±100 mM; Burger et ah, 1989; Riveros et al, 1986; Xu- 
Friedman & Regehr, 2003) was examined. This value corresponds to 4000±2000 
molecules in a 48 nm MF vesicle (Palay & Chan-Palay, 1974; Xu-Friedman & 
Regehr, 2003). Dglut was 0.20 }im2/m s  and 0.44 }im2/m s, for 2000 and 6000 
molecules, respectively, for the weighted approach and 0.16 ^m2/m s and 0.41 
^m2/m s for the HR kinetic scheme. When using an upper bound for the dura­
tion of acetylcholine release estimated by Stiles et al (1996) rather than instan­
taneous release, the estimates of Dgiut were 3% lower and 0.2% higher, respec­
tively. Popen(t) responses following RLR and spillover, both taking into account
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the release probability and the latency distribution, with instantaneously released 
glutamate and with the slower release timecourse, for Dgiut=0.35 ^m2/m s and the 
HR scheme, are shown in Figure 4.6A. I also examined the sensitivity of Dgjut to 
the estimate of release probability, since it influences both the peak concentra­
tion of glutamate arising from spillover and the estimate of the peak slow-rising 
Popen- Reducing or increasing the release probability by 50% had little effect on 
the estimate of Dgiut, changing it by only 6% and 4%, respectively To account 
for potential changes in the intersite distance between PI8 and P25 (Hamori & 
Somogyi, 1983) I increased the intersite distance to 0.80 }im (calculated from the 
change in number of synapses per MF profile). This increased Dgiut by 18% and 
14% (see Figure 4.6B for spillover and RLR P0pen(t))- Electron micrographs sug­
gest the distance between membranes in the regions between active zones is 
either approximately equal (Jakab & Hamori, 1988; Palay & Chan-Palay, 1974) 
or less (Xu-Friedman & Regehr, 2003), which may be due to fixation. I there­
fore simulated diffusion in a geometry where the cleft width was halved outside 
the active zone (to 10 nm; Figure 4.6C). With this geometry the weighted mean 
Dg^t increased to 0.43 and 0.50 ^m2/ms. Finally, adding 200 glutamate bind­
ing sites (Robert & Howe, 2003) per active zone to mimic glutamate buffering by 
AMPARs had little effect on the estimated Dgiut, giving an 1.7% and 0.2% increase 
for the weighted mean and HR model, respectively. Figure 4.6D shows the small 
change in Popen(t) introduced by adding buffers to the model. These simulations 
of uncertainties in model parameters suggest that Dgiut is between 2 and 5-fold 
lower than free solution.
Chapter 4. Modulating and estimating Dgiut 129
A B
 Instantaneous
release 
 o=39 m s1
0.16' 0.16'  Site spacing=0.64 pm
 Site spacing=0.80 pm
0.140.14
0 . 12 ' 0 . 12 '
0 . 10 ' 0 . 10 '
Q. 0.08' cl 0.08'
0.06' 0.06'
0.04 0.04'
0 .02 - 0 .02 '
0.00 0 .00 '
0.0 0.5 1.0 1.5 2.0 2.5 3.00.0 0.5 1.0 1.5 2.0 2.5 3.0
C D
 No buffering
 AMPAR buffering
 Uniform cleft width
 Narrow cleft width
outside the PSDs
0.16
0 .20 -
0.14'
0 . 12-
0.15-
0 . 10 -C£ocI CL 0.08'a.
0 . 10 -
0.06'
0.04'0.05'
0 .02 '
0 .00 '0 .00 '
0.0 0.5 1.0 1.5 2.0 2.5 3.00.5 1.0 1.5 2.00.0
ms ms
Figure 4.6: Simulated fast-rising and spillover Popen under different 
manipulations used to test robustness of estimate of Dgiut. A, Simu­
lated fast-rising and spillover Popen with instantaneous release (black), 
and the release timecourse estimated by Stiles et al. (1996) at the NMJ 
(red). B, Fast-rising and spillover Popen with the intersite distance at 
0.64 (black) and 0.80 (red) }im. C, Fast-rising and spillover Popen with 
uniform cleft width (black) and a cleft width of 10 nm outside the PSD 
(red). D, Fast-rising and spillover Popen with (red) and without (black) 
buffering by 200 AMPAR-like (Robert & Howe, 2003) binding sites per 
PSD.
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4.2.5 The concentration of glutamate in the synaptic cleft
Having estimated Dgiut/ I calculated the components underlying the mean 
spillover [glut]cieft waveform. Figure 4.7 shows individual concentration wave­
forms from each of the 10 distinct release locations shown in Figure 3.IB, which 
had different amplitudes and rise times but converged at late times. The [glut]cieft 
waveform following rapid local release alone had a complex decay waveform 
that was difficult to fit with a multi-exponential function. The closest fit was a 
sum of three exponentials with Ti=20 }is (84%), T2=145 ^s (15%) and r^= 3.6 ms 
(0.005%). In the absence of local release the average spillover concentration (i.e. 
the sum of all individual transients scaled by the release probability and con­
volved with the latency distribution) reached 129 }iM and had a 10-90% rise time 
of 198 jis. These values are comparable to those obtained by fitting the experi­
mentally measured slow-rising current (Figure 3.2Aii). Its decay could be approx­
imated with a dual exponential function with Ti=1.47 ms (67%) and T 2 = 1 3 .3  ms 
(33%). Comparison of the [glut]cieft waveforms arising from individual release 
sites with the average response (Figure 4.7) shows that the rise and peak of the 
spillover waveform is determined predominantly by a few close sites. In con­
trast, the slow decay of the [glut]cieft waveform is determined by the summa­
tion of glutamate from many, more remote sites. The prediction of [glut]cieft aris­
ing from spillover will be least accurate at late times because glutamate uptake 
(DiGregorio et al, 2002) and sites more remote than those we have simulated may 
contribute to the waveform.
4.3 Discussion
I have used the macromolecule dextran to slow diffusion in cerebellar slices and 
examined changes in EPSCs. These results indicate that transmitter spillover,
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Figure 4.7: Simulated [glut]cieft from each of the 10 distinct release 
locations (Figure IB) in our simulations with the weighted Dgiut 
of 0.33 pm 2/m s  (black lines). Thick grey line shows average 
[glut]c/^ fproduced by spillover.
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rather than PLR underlies the slow-rising AMPA EPSC at the MF-GC synapse. 
Moreover, the present results provide the first experimental estimate of the dif­
fusion coefficient of glutamate in the synaptic cleft and suggest that it is approxi­
mately one third of the value in free solution at physiological temperature.
4.3.1 Limitations in estimating Dgiut
This approach for estimating Dgiut/ which involves a perturbation of glutamate 
diffusion in the cleft, relies on quantification of both the synaptic currents and 
the anatomy of the MF-GC synapse. Uncertainties in the estimate of Dgiut arise 
largely from the AMPAR model, the number of molecules per vesicle, the intersite 
distance and the experimental error. These parameters affect the estimate of Dglut 
because they alter the sensitivity of either the occupancy of the RLR response 
or the time-to-peak of spillover P open (t), to changes in Dgiut. The [glut]cieft aris­
ing from RLR is governed by diffusion out of the active zone, while spillover is 
determined predominantly by diffusion between active zones. The estimation of 
Dgiut in the synaptic cleft therefore assumes that the diffusion coefficient in these 
two regions is similar. Since it is unknown whether this assumption is accurate, I 
examined how differences in Dgiut inside and outside the active zone affected the 
estimate of Dgiut. Simulations of nonuniform glutamate diffusion where Dgiut in 
the active zone was set to between 75% and 25% of the Dgiut in regions between 
active zones show that diffusion in the perisynaptic region must be less than free 
solution in order to explain experimental results. For simulations where Dgjut was 
four-fold lower inside the PSD than outside, the weighted Dgiut was estimated 
as 0.49 ]im2/m s outside the PSD and 0.12 ^m2/m s inside the PSD. Moreover, 
these simulations suggest that estimates made assuming a uniform Dgiut provide 
a value of Dgiut that is approximately midway between the Dgiut values within
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and between active zones, when these are assumed to be different.
The approach to estimating Dgiut assumes that dextran does not slow the rate 
of diffusion within the fusion pore as this would increase the time-to-peak of the 
postsynaptic current. This is unlikely given dextran is an inert macromolecule 
and that its hydrodynamic radius (7.3 nm; Nicholson & Tao, 1993) is much larger 
than the estimated fusion pore radius for microvesicles in kiss-and-run release 
mode (0.3 nm; Klyachko & Jackson, 2002). It is possible that dextran could inter­
act with pores with larger diameters. However, the fact that there was no slowing 
of quantal currents argues against this possibility. Our method also assumes that 
dextran does not affect the volume of the extracellular space. If, as a result of dex­
tran perfusion, the distance between pre-and postsynaptic membranes decreased, 
the amplitude of the RLR response should increase as observed experimentally. 
However, simulations show that halving the distance between pre- and postsy­
naptic membranes outside the active zone decreased the time-to peak of the slow- 
rising current by 4% and thus cannot account for the experimental results.
CHAPTER
FIVE___________________________________________
Nonlinear activation of AMPARs determines the EPSC 
time course
5.1 Introduction
At synapses with independent stochastic release sites such as the snake NMJ 
(Hartzell et al., 1975) the synaptic current waveform is the arithmetic sum of the 
currents induced at individual active zones. Changing the release probability 
will therefore not change the shape of the synaptic current waveform. However, 
at several glutamatergic synapses in the central nervous system, the shape of the 
EPSC does depend on the release probability. In the auditory brainstem (Trussell 
et al, 1993; Neher & Sakaba, 2001), in cultured hippocampal neurons (Mennerick 
& Zorumski, 1995), at the cerebellar climbing fibre to Purkinje cell synapse (Taka- 
hashi et al, 1995; Silver et al., 1998; Wadiche & Jahr, 2001) and at the cerebellar 
MF-GC synapse (Silver et al., 1996c; Wall et al, 2002; DiGregorio et al., 2002) the 
EPSC decay accelerates at low release probability.
A number of possible mechanisms have been proposed that could medi­
ate this waveform change. Firstly, the effect could be mediated by the differ-
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ent behaviour of the presynaptic terminal in different calcium concentrations, 
such that either the timecourse of glutamate release from a single vesicle, or the 
latency distribution of vesicular release changed with [Ca2+]0. Secondly, gluta­
mate buffering by transporters or receptors can change the shape of the concen­
tration waveform depending on the absolute level of glutamate in the synaptic 
cleft (Takahashi et al., 1995). Thirdly, it has been proposed that high occupancy 
of receptors following multivesicular release can produce non-linearities in the 
EPSC waveform (Wadiche & Jahr, 2001). It has also been suggested that lowering 
release probability can change the shape of the average glutamate concentration 
waveform following stochastic release from multiple sites, either by increasing 
the effective distance between releasing sites (Silver et al., 1996c) or by increas­
ing glutamate concentration gradients in the synaptic cleft causing faster gluta­
mate dissipation (Trussell et al., 1993). Lastly, spillover of glutamate could activate 
receptors at neighbouring synapses in the supralinear part of their dose-response 
curve (Hartzell et al., 1975).
Here, I used recordings of EPSCs at different levels of [Ca2+]0 and pharma­
cological manipulations to distinguish between these possible mechanisms, and 
present a quantitative interpretation of the dependence of the waveform shape 
on the release probability, which can be replicated in a model based on simple 
diffusion and receptor activation.
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5.2.1 Mean and spillover EPSC waveform at reduced release 
probability
Currents were recorded from granule cells voltage clamped with the whole-cell 
configuration of the patch clamp. Mossy fibres were stimulated extracellularly 
in ACSF solutions containing between 2 and 1 mM [Ca2+]0 and antagonists 
for NMD A, GAB A and glycine receptors, perfused at 36-37 ° C. Reductions in 
extracellular calcium decreased the mean and spillover EPSC amplitudes (Figure 
5.1AC) as expected for a decrease in release probability (Katz, 1969).
DiGregorio et al (2002) reported that in this preparation, lowering the extra­
cellular calcium concentration accelerates the decay and preferentially decreases 
amplitude of isolated spillover currents. In order to elucidate the mechanism 
underlying this effect, I recorded synaptic currents from granule cells in 2, 1.5, 
1.25 and 1 mM [Ca2+]0 (4 concentrations, n=12, 3 concentrations, n=l). Fig­
ure 5.1 A shows the overall mean EPSC recorded from a representative cell in 
all four levels of [Ca2+]0. When these EPSC waveforms are normalised to the 
peak value (Figure 5. IB), the acceleration of the decay in low [Ca2+]0 becomes 
clear. In this cell, isolated spillover currents (Figure 5.1C) were also preferentially 
reduced with lower release probability, compared with Figure 5.1 A. The EPSC 
decay can be quantified by the normalised integral, which equals the weighted 
time constant (rw) of a multiexponential function. A plot of the normalised inte­
gral against the EPSC amplitude recorded for each [Ca2+]0, pooled across all cells, 
show that for most cells, the EPSC decay accelerates in low [Ca2+]0. On average, 
rw decreased 4±6%, 10±7% and 19±9% in 1.5,1.25 and 1 mM [Ca2+]0 relative to 2 
mM [Ca2+]0 (One-way analysis-of-variance, p<0.05). However, two cells showed
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Figure 5.1: Release probability dependence of the mean EPSC wave­
form and the relative amplitude of slow-rising currents. A, mean EPSC 
waveforms recorded from a representative cell in 2,1.5,1.25 and 1 mM 
[Ca2+]0. B, as A but normalised to the peak amplitude. C, slow-rising 
currents isolated from the same recordings as A. D, weighted decay in 
each conditions from all (n=13) cells, plotted against the peak ampli­
tude normalised to the value in 2 mM [Ca2+]0. E, isolated slow-rising 
currents plotted against the peak amplitude of the mean EPSC for each 
condition in each cell, each normalised to the value in 2 mM [Ca2+]0. 
Thick black line, averages for 2,1.5,1.25,1 mM [Ca2+]0 across cells
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slower decays in lower release probability. These two cells, and three other cells 
that accelerated in low [Ca2+]0, did not have isolated slow-rising currents, and 
therefore could not be included in the subsequent analysis.
The preferential reduction in spillover-mediated currents over the mean EPSC 
at lower release probability can be quantified by plotting the peak amplitude of 
the spillover EPSC against the mean EPSC amplitude, both normalised to their 
amplitude in 2 mM [Ca2+]0 (Figure 5.1E). On this plot, a supra-linear activation 
of spillover currents with respect to the mean EPSC appears below the line with 
unity slope in individual cells (grey lines) as well as the average responses (black 
line).
5.2.2 The mechanism underlying the non-linearity of spillover 
current amplitudes
A release probability dependence of the EPSC waveform could in principle be 
mediated by presynaptic mechanisms, if the decay is determined by delayed 
release of glutamate. "Delayed release" could in this context mean either full 
release of quanta, such that the latency distribution has a prolonged timecourse, 
or prolonged release through a narrow fusion pore. If either of these processes 
are sensitive to changes in the release probability, they could influence the shape 
of the mean EPSC waveform. I have shown in chapter 4 that the slow-rising cur­
rent is not mediated by prolonged local release. Although it is possible that an 
unidentified mechanism could regulate the concentration of glutamate spillover, 
for instance a release probability-dependent buffer, such a mechanism is unlikely 
(buffering by glutamate transporters will be discussed below). The latency dis­
tribution of vesicular release can also influence the EPSC waveform (Atluri & 
Regehr, 1998). Two observations argue against the possibility: recordings from
Chapter 5. Nonlinear activation of AMPARs 139
synaptic contacts with single release sites in younger rats found no change in 
the width of the latency distribution in low [Ca2+]0 and these distributions did 
not contain prolonged extensions (Silver et al, 1996c). In the present recordings, 
there is no significant difference in the 10-90% rise time (which is determined 
by the latency distribution and the quantal EPSC rise time) of the mean EPSCs 
recorded in 2 and 1.25 mM [Ca2+]0 (0.20±0.01 and 0.21 ±0.01 ms, respectively; 
p=0.44, n=9). Moreover, the non-linear reduction in the slow-rising EPSC in low 
[Ca2+]0 is likely to explain the change in the mean EPSC waveform, since it deter­
mines the EPSC decay (DiGregorio et al, 2002). Since I have shown in chapter 
four that spillover underlies the slow-rising EPSC, presynaptic mechanisms are 
unlikely to mediate the non-linearity of the slow-rising EPSC with respect to the 
mean EPSC.
DiGregorio et al. (2002) previously showed that there is no significant effect of 
glutamate transporter blockers on the ratio of spillover and mean EPSC ampli­
tudes, which indicates that glutamate transporters have a limited role in the pref­
erential reduction of spillover EPSCs at low release probability. However, gluta­
mate transport blockers do have a significant effect on the weighted decay of the 
EPSC. In addition, if the glutamate transporters are saturated and have a limited 
capacity, the proportional effect of transporters on the spillover EPSC could be 
minimal at high release probability, but increase at lower release probabilities.
To examine the role of glutamate transporters in the acceleration of the 
EPSC at low release probability, I recorded synaptic currents in the pres­
ence of the non-specific competitive glutamate transporter blocker DL-threo-/3- 
benzyloxyaspartate (TBOA; 200 }iM). If glutamate transporters contribute to the 
acceleration of the EPSC decay in low [Ca2+]0, this acceleration should disappear 
or be less prominent in TBOA. However, in the presence of TBOA, the weighted 
decay accelerated by 19.3%±7.1% (p=0.02; n=12; Figure 5.2ABC) when lowering
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Figure 5.2: Effect of glutamate transporter blockers on the release- 
probability dependence of the EPSC waveform. A, mean EPSCs 
recorded in 2 and 1.25 mM [Ca2+]0, both in the presence of glutamate 
transporter blocker TBOA. B, as A but normalised to the peak ampli­
tude. C, summary plot of weighted decays in 2 and 1.25 mM [Ca2+]0, 
both in the presence of TBOA. D, TBOA enhances a prolonged current 
evoked with 5 pulses at 100 hz.
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[Ca2+]0 from 2 to 1.25 mM. This acceleration was not significantly different from 
that observed without TBOA (p=0.37). I repeated the positive control for TBOA 
action described in DiGregorio et al (2002) by comparing the response to five 
pulses at 100 Hz in 2 mM [Ca2+]0 with and without TBOA. The normalised inte­
gral over 60 ms increased significantly in TBOA (p=0.05, n=7; Figure 5.2D). There 
was a trend towards a reduction in the amplitude of the EPSC evoked by the first 
pulse (average reduction, 93.7±2.8% in TBOA compared to control; p=0.07, n=7) 
consistent with a previously reported small change in the release probability in 
TBOA (DiGregorio et a l, 2002) that may be mediated by a mechanism similar 
to the dextran-induced decrease in release probability (chapter 4). These results 
indicate that glutamate transporters do not contribute to the non-linearity of the 
EPSC decay.
Glutamate can also be buffered in the synaptic cleft by glutamate receptors. In 
these experiments, NMDA receptors are blocked using competitive antagonists 
which are likely to occupy most of the glutamate binding sites, but AMPARs and 
mGluRs are unblocked. However, block of 50% of the AMPAR-mediated current 
with GYKI53655 (DiGregorio et al, 2002), and full block of mGluRs (unpublished 
observations, T.A. Nielsen & R.A. Silver) do not alter the EPSC waveform, argu­
ing that buffering by these receptors is minimal. In addition, modelling predicts 
that AMPAR buffering has a minimal effect on receptor activation (chapter 4). 
Taken together, these observations indicate that glutamate buffering is unlikely 
to mediate the non-linearity of the slow-rising EPSC.
Studies of different central glutamatergic synapses indicate that in response to 
a presynaptic action potential, a release site can release at most one (Silver et al, 
2003; Perkel & Nicoll, 1993) or multiple (Wadiche & Jahr, 2001; Oertner et al, 
2002) quanta of neurotransmitter. At a synapse of the latter ("multivesicular") 
type, if the response of postsynaptic receptors is non-linear, the EPSC waveform
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resulting from a small number of released quanta may have a different shape 
than that resulting from a larger number of quanta. This possibility had previ­
ously been proposed (Wadiche & Jahr, 2001) to account for the release probability- 
dependence of the climbing fibre to purkinje cell EPSC shape. One possible mech­
anism for the change in waveform is that at high release probability, the recep­
tors are saturated during the EPSC peak and thus unable to follow linearly the 
[glut]cieft (Foster et al., 2002). To test whether multivesicular release occurs at the 
MF-GC synapse, I recorded EPSCs in 2 and 1.25 mM calcium with and without 
kynurenic acid (Kyn) from 7 cells. This reduction in [Ca2+]0 caused the mean 
EPSC amplitude to decrease from -43.9 ±13.4 to -15.7 ±4.2 pA (p=0.03, n=7; Fig­
ure 5.3AB). In these cells, the fractional block of Kyn was no different in the two 
different levels of [Ca2+]0 (54.1 ±5.4% and 53.7±3.3%, respectively; p=0.94, n=7; 
Figure 5.3ABC). These data show that the glutamate concentration mediating the 
peak EPSC is independent of the release probability, which is inconsistent with 
the multivesicular model of glutamate release at this synapse. Since the change 
in EPSC amplitude in different release probabilities is larger than that used by 
Wadiche & Jahr (2001), and the fractional block of the low-affinity antagonist is 
similar, it is unlikely that the present experiment failed to detect multivesicular 
release due to insensitivity. It is therefore unlikely that multivesicular release 
contributes to the release probability dependence of the EPSC waveform at 2 mM 
[Ca2+]0 and below.
It is possible that multivesicular release could occur at higher release proba­
bilities. To investigate the mechanism underlying uni vesicular release at 2 mM 
[Ca2+]0, I compared the effect of Kyn in physiological and high release proba­
bility evoked with stimulation in 8 mM [Ca2+]0 (Figure 5.4AB). Increasing the 
[Ca2+]0 from 2 to 8 mM increased the mean EPSC amplitude from -39.1 ±15.5 pA 
to -67.5±22.6 pA (p=0.003, n=7). Under these conditions, there was again no sig-
Chapter 5. Nonlinear activation ofAMPARs
2mM [Ca]:--------Con- Kyn
B
5 pA
2 ms
1.25mM [Ca]:— Con*— ■ Kyn
4
2 ms
2 mM 1.25 mM 
2+
[Ca *]0
Figure 5.3: Fractional block of kynurenic acid in different release prob­
abilities. A, mean EPSCs recorded in 2 mM [Ca2+]0 with (Kyn) and 
without (Con) kynurenic acid. B, as A, but in 1.25 mM [Ca2+]0. C, 
fractional block induced by kynurenic acid in 2 and 1.25 mM [Ca2+]0. 
D, mean EPSCs recorded in 2 and 1.25 mM [Ca2+]0 with and without 
kynurenic acid, all normalised to the peak EPSC amplitude.
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nificant difference in the fractional block of Kyn at the two different release prob­
abilities (62.6±4.1% and 53.7±5.2%, in 2 and 8 mM [Ca2+]0/ respectively; p=0.22, 
n=7; Figure 5.4C). This finding indicates that even at high release probability, 
release is restricted to a single quantum per active zone, and is consistent with 
the recent demonstration of univesicular release at a high-probability synapse 
(Silver et al, 2003).
5.2.3 Non-linear receptor activation in a model based on simple 
diffusion
The results from experiments with low-affinity competitive antagonists and glu­
tamate transporter blockers allowed me to construct a model of synaptic trans­
mission based on univesicular release from local and distant release sites. In the 
absence of buffers, the diffusion equation predicts linear summation of responses 
to release of neurotransmitter. As an illustration of this principle, Figure 5.5A 
shows the average glutamate concentration at different release probabilities pre­
dicted from a diffusion model that includes release latency and an abstraction 
of the MF-GC synaptic geometry (see chapter 3.) The concentrations waveforms 
from multiple release probabilities are shown on a logarithmic scale. On this plot, 
a vertical shift indicates that the amplitude, but not the shape, of the waveform 
changes with lower release probability.
In order to examine whether a simulation of synaptic currents would pre­
dict the acceleration of the mean EPSC decay shown in figure 5.IB, I simulated 
the response of an AMPAR kinetic scheme to many trials with stochastic, asyn­
chronous release (Figure 5.5B). The normalised mean Popen responses show an 
acceleration from tw=1.71 at a release probability (Pr) of 0.46 to ^=1.39 at Pr=0.12 
(normalised integral over 4 ms). Simulated spillover currents also show a prefer-
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Figure 5.4: Fractional block of kynurenic acid at near-physiological and 
high probabilities. A, EPSC amplitude during wash-in and out of 
Kyn and 8 mM [Ca2+]0. Bi, mean EPSCs recorded in 2 mM [Ca2+]0 
with (Kyn) and without (Con) kynurenic acid. Bii, as Bi, but in 8 
mM [Ca2+]0. Biii, mean EPSCs recorded in 2 and 8 mM [Ca2+]0 with 
and without kynurenic acid, normalised to the peak EPSC amplitude 
recorded in control (without Kyn). C, fractional block induced by 
kynurenic acid in 2 and 8 mM [Ca2+]0.
Chapter 5. Nonlinear activation ofAMPARs 146
_3CT) 2 -
0 . 1 -
2 -
0.01 —I
0 1 2 3 4 5
■8
if)
75 0.8 —
E 
o c
(0 
Q)Q.
O 0.4 -  w
CLIll
~  0 .2 -
CL 0.0-I
1 2 3 40
time (ms) time (ms)
0.12 -
o5 0 .10 -  
>
f  0 .0 8 -
~ |  0 06 ~  
Q-° 0.04 H <0
0.00-1
‘‘"c
&o
Q.
0.04 -
«
TJ
3
0 .0 3 -
Q.
E
(0
<D
0 .0 2 -
>
O 0.01 -
w 0 .0 0 -_l------ 1------ 1------ [—
0.0 0.2 0.4 0.6 0.8
Release probability
1.0
1  1--------1--------1----
0.00 0.05 0.10 0.15
EPSC amplitude (P0Den)
0.20
Figure 5.5: Simulations of diffusion and receptor activation at differ­
ent release probabilities. A, average glutamate concentration from the 
model described in chapter three at release probabilities 0.06, 0.12, 
0.22, and 0.46, including asynchronous release. B, Simulations of 
receptor activation following stochastic, asynchronous release. The 
Popen waveforms have been normalised to the peak response. Also 
shown, the spillover Popen waveforms, scaled by the same normalisa­
tion factor as the mean Popen waveforms. C, peak Popen for AMPAR 
activation by spillover following stochastic, asynchronous release, as 
a function of release probability. Inset, the same plot on a log-log 
graph indicates a power-law relationship. D, spillover Popen at vari­
ous release probabilities between 0.06 and 0.46 plotted against mean 
Popen amplitude. Black line is power-law fit.
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ential sensitivity to release probability, as indicated by reduction in the spillover 
Popen responses that are scaled together with the normalised mean response.
I investigated the influence of release probability on the amplitude of spillover 
currents by constructing a dose-response curve for spillover that averages the 
response to stochastic and asynchronous release over many trials for each release 
probability (Figure 5.5C). A double logarithmic plot (Figure 5.5C, inset) reveals 
that this dose-response curve fits a power law (A(Pr)n) well, with A=0.12 and 
n=1.39 for this kinetic scheme, i.e. activation is in the supra-linear part of the 
dose-response curve. Finally, I plotted the amplitude of isolated spillover Popen 
against the mean Popen amplitude in Figure 5.5D, which shows the same non­
linear profile as the experimental data (Figure 5.IE).
These simulations strongly indicate that the activation of postsynaptic AMPA 
receptors by spillover in the non-linear region of the dose-response curve can 
in principle account for the acceleration of the EPSC decay and the preferential 
reduction of spillover currents in low calcium.
5.2.4 Non-linearities of synaptic receptors.
Given the above findings, I explored the possibility of a quantitative interpreta­
tion of the plot of spillover against mean EPSC amplitude (Figure 5.IE). Since 
the concentration underlying the peak AMPAR does not depend on the release 
probability, changes in the release probability will be proportional to changes in 
the fast-rising EPSC amplitude. Therefore, the abscissa of Figure 5.IE is propor­
tional to release probability. In addition, the lack of effect of glutamate transporter 
blockers on the relative amplitude of spillover currents indicates that diffusion is 
linear on the timescale of 1-2 ms, which includes the peak of spillover currents. 
Since spillover arises from many release sites from which glutamate summates
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in the synaptic cleft, the [glut]cieft mediated by spillover is proportional to the 
release probability and therefore to the mean EPSC amplitude at a given synapse 
for a fixed set of conditions. This argument implies that it is possible to inter­
pret Figure 5. IE as a dose-response curve for activation of AMPARs by glutamate 
spillover. Since the Hill equation, which is classically used to fit dose-response 
curves, requires a maximal response, I fit the synaptic dose-response curves with 
a power function instead. In addition, the spillover current was subtracted from 
the mean EPSC to minimise the contribution of spillover to the measured EPSC 
amplitude (Figure 5.6).
The average power from power-law fits to individual spillover-mean EPSC 
plots was 1.51±0.19 (p=0.03 different to 1; n=9). It is also possible to measure 
the average power by normalising both spillover and mean EPSC amplitudes to 
their value in 2 mM [Ca2+]0, and to fit a single power law to the total population 
of spillover-mean EPSC amplitude points (Figure 5.6, black line). This approach 
gives a slightly lower value of 1.41.
5.3 Discussion
I have shown that the EPSC gradually accelerates under conditions of succes­
sively lower release probabilities, and that this is accompanied by a preferential 
reduction in measured spillover currents. These properties are replicated in a 
model with simple diffusion and activation of model AMPARs. In the model, 
this is caused by the non-linearity of the dose-response curve for spillover. I have 
shown using pharmacological agents that two alternative interpretations, namely 
glutamate uptake and multivesicular release, cannot account for the non-linearity 
of the EPSC waveform at the MF-GC synapse. In addition, given that multi­
vesicular release does not occur at this synapse, a plot of the spillover amplitude
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Figure 5.6: Dose-response curve for synaptically recorded slow-rising 
currents. Isolated slow-rising currents plotted against the peak ampli­
tude of the mean EPSC, with the amount of slow-rising current at the 
time of the mean EPSC peak subtracted, for each condition in each cell, 
each normalised to the value in 2 mM [Ca2+]0. Dotted lines indicated 
power-law fits to curves from each cell. Black line indicated global 
power-law fit to all points.
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against the mean EPSC can be interpreted as a dose-response curve for spillover 
which can be fit with a power function. This gives a power of 1.4-1.5.
The power obtained from plots of spillover vs. fast-rising EPSC amplitude 
(1.4-1.5) is closely associated with the Hill coefficient of AMPARs if the nonlinear­
ity in the spillover EPSC is caused by the activation of AMPARs in the supralinear 
part of the dose-response curve. Fits of either power laws and Hill equations to 
dose-response curves obtained from simulations with AMPAR kinetic schemes 
indicate that both the Hill coefficient and the power depends on the portion of 
the dose-response curve that is included in the fit, with the power being 0.1 units 
lower than the Hill coefficient, which decreases when higher concentrations are 
included in the fit of the Hill equation. Thus the present results would predict a 
Hill coefficient of synaptic AMPARs of 1.5-1.6. Experimentally determined dose- 
response curves obtained from rapid perfusion of glutamate onto patches with 
AMPARs have reported Hill coefficients between 0.88 (Raman & Trussell, 1992) 
and 1.4 (Jonas et ah, 1993). When constructing dose-response-curves from simula­
tions using AMPAR kinetic schemes using the spillover concentration waveform 
predicted in chapter 4, I obtain power coefficients of 1.65±0.05 (see Table 1.1). 
Thus, the Hill coefficient predicted by synaptic recordings fall within the range 
of Hill coefficients expected from the existing literature on AMPARs.
Given the absence of alternative mechanisms that can explain both the non- 
linearity of the slow-rising EPSC and the change in the EPSC waveform with 
release probability, the most parsimonious explanation for these observations is 
the non-linear activation of AMPARs by glutamate spillover, which is observed 
in a simple model of glutamate diffusion and published kinetic schemes for 
AMPARs. Furthermore, the quantitative predictions of the relationship between 
isolated slow-rising EPSC amplitude, and mean EPSC amplitude, are similar 
to those observed in the experiments. However, a stronger conclusion could
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be reached if the dose-response curve of synaptic AMPARs could be measured 
directly and be shown to fit a power law similar to that predicted from the mea­
surement of slow-rising EPSCs. Since GC AMPARs are located exclusively in 
PSDs on synaptic terminals, such a dose-response curve cannot be measured with 
conventional methods. However, novel techniques based on photolysis of caged 
glutamate directly in the synaptic cleft could possibly be used to investigate the 
kinetics of synaptic receptors. In chapter 6, 1 will develop a quantitative frame­
work for predicting uncaging-evoked receptor activation, and assess whether it 
is possible to measure a dose-response curve with uncaging.
Not all cells tested accelerated to the same extent. Out of the 13 tested cells, 2 
showed broader waveforms in low [Ca2+]0. It is possible that not all synapses are 
being activated by spillover in the supralinear region, and that high occupancy 
of spillover activation gives a sublinear dose-response curve. An alternative pos­
sibility is that desensitisation can form an opposing process as seen in the chick 
nucleus magnocellularis synapse, where without cyclothiazide, the EPSC decay 
does not slow in low [Ca2+]0 (Trussell et al, 1993). At the MF-GC synapse, record­
ings of EPSCs in [Ca2+]0 that are both higher and lower than the physiological 
level indicate that the normalised integral of the evoked EPSC has an inverse-U 
shaped form with its peak at 2 mM [Ca2+]0 and acceleration in higher release 
probabilities (Sargent et al., in preparation).
CHAPTER
SIX_____________________________________________
Development of a framework for investigating synaptic 
receptors with photolytic uncaging of glutamate
6.1 Introduction
The previous chapters have shown that the kinetics of postsynaptic glutamate 
receptors play a prominent role in shaping the synaptic response. The absence 
of a kinetic scheme for GC AMPARs places a limit on the completeness the MF- 
GC synapse as a model for synaptic biophysics. Unfortunately, AMPARs are not 
expressed on the GC soma and thus a kinetic scheme cannot be constructed from 
rapid perfusion of glutamate on outside-out patches or single-channel record­
ings. In addition, the discovery that AMPARs can be regulated by proteins 
localised in the PSD (Ziff, 1997) raise the general problem for synaptic physiology 
that synaptic and extrasynaptic receptors may have different properties, and so 
far, only the kinetics of extrasynaptic receptors have been investigated in detail. 
The application of light-sensitive caged neurotransmitters (Matsuzaki et al., 2001; 
Canepari et al, 2001) therefore raises the possibility of activating synaptic recep­
tors with a rapidly applied and repeatable glutamate waveform.
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The [glut]cieft waveform evoked with uncaging is less amenable to quantita­
tive analysis than the square waveform of glutamate during rapid perfusion. As 
with the [glut]cieft waveform evoked by synaptic release, it is difficult to predict 
a priori the shape of the uncaging-evoked waveform, which will be influenced by 
the synaptic geometry, the diffusion coefficient of the caged glutamate compound 
as well as Dgiut, the optical point-spread function and the kinetics of photoly­
sis. The [glut]c|eft waveform following uncaging is difficult to measure directly, 
but it can be examined using diffusion-reaction simulations. Previous studies 
have investigated the glutamate concentration waveform following uncaging in 
"empty" space and without the postsynaptic activation of receptors (Pettit et al., 
1997; Kiskin & Ogden, 2002).
The size of the illumination volume is dependent on the optical properties of 
the microscope used, but can be minimised in three different ways: by using a 
two-photon microscope, which decreases the volume of uncaging by relying on 
the simultaneous absorption of two low-energy photons to evoke photolysis; by 
including two cages on each active molecule, thus requiring the absorption of two 
photons for every released active molecule; or with a diffraction-limited ultra­
violet (UV) microscope, which has a more complex illumination function and 
achieves a high resolution due to the short excitation wavelength. At present, 
the caged glutamate compound with the most efficient photolysis kinetics (4- 
methoxy-7-nitroindolinyl-glutamate; MNI-glutamate) has a poor cross-section 
for two-photon absorption (Kiskin et al, 2002), and large AMPAR activation can­
not be achieved without the presence of cyclothiazide (Matsuzaki et al., 2001), 
which increases the affinity of AMPARs. MNI-glutamate can, however, be effi­
ciently uncaged with UV light (Canepari et al., 2001). Present doubly caged glu­
tamate molecules have low efficiency (Pettit et al, 1997).
The purpose of the present study is to build on the diffusion model developed
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in chapter 3 to predict the [glut]cieft waveforms and patterns of AMPAR activation 
evoked with diffraction-limited UV uncaging in the MF-GC synapse. I will use 
this model to examine which experiments are feasible using glutamate uncaging. 
In particular, I will address whether it is possible to use uncaging to test the pre­
dictions about Dgiut and the shape of the dose-response curve of AMPARs from 
chapter 4 and 5, respectively. In addition, I will examine whether it is possible to 
investigate AMPAR kinetics using glutamate uncaging.
6.2 Results
6.2.1 The model
In order to examine the glutamate concentration waveforms evoked with UV 
uncaging of MNI-glutamate, I constructed a model of uncaging based on the 
geometry of the MF-GC synapse described in chapter 3 together with diffusion of 
both the glutamate and the caged compound, and a photolysis reaction. In gen­
eral, photolytic uncaging consists of two sequential reactions (Kiskin & Ogden, 
2002):
CageR + h t / i  CageR* Cage + R (6.1)
where R is the released, active compound, and CageR* is an intermediate prod­
uct. Recent experiments have indicated that the second reaction ("dark reaction") 
is very fast for nitroindoline-caged compounds (including MNI-glutamate), with 
kp = 5 x 106 s_1 (Morrison et al, 2002). The dark reaction is therefore unlikely 
to be rate-limiting, and the rate constant of photolysis can be assumed to be pro­
portional to the light intensity. Since the point-spread function in the diffraction- 
limited UV microscope is on the order of the size of a PSD, ke cannot be assumed
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to be location-independent in the synaptic geometry. I used the ideal illumination 
function (2.44) of the confocal microscope (Wilson, 1990), but stretched it in lateral 
and axial dimensions to match the full-width at half maximum (FWHM) mea­
sured in a real microscope with a 1.0NA objective with scans of fluorescent beads 
(resolution lateral x axial in nm: 242 x 1160 (measured; DiGregorio, Nielsen & 
Silver, in preparation); 242 x 926 (predicted)). The larger point spread function 
of the real microscope is likely to come from aberrations in the objective.
There are three principal unknown parameters in this model: the rate of cage 
excitation (and therefore photolysis); the orientation of the illumination spot with 
respect to the synaptic geometry; and the kinetic scheme mediating the Popen 
response to the uncaging-evoked [glut]cieft waveform. The rate of photolysis is, 
as stated above, proportional to the light intensity and therefore depends on the 
location. Because both the absolute light intensity and ratio of intensity to the 
rate constant are unknown, I introduced an arbitrary factor kj, where ke=ki x 
I{u,v) (see equation 2.44). Since MNI-glutamate can be very efficiently uncaged 
with UV light, we will consider values of kj in the range lOMO4 ms-1. If the 
centre of the optical spot is coincident with the centre of the PSD, the optical axis 
could form any angle with the orientation of the dendrites (see Figure 3.1 A). I 
will consider the two extreme cases where the optical axis is parallel (r=0°) or 
perpendicular (r=90°) to the orientation of the dendrites. Illumination functions 
with these two orientations are shown in Figure 6.1, together with a cross-section 
of part of the synaptic geometry. Since I showed in chapter four that the responses 
of the HR AMPAR kinetic scheme to [glut]cieft best matches the recorded MF-GC 
EPSC, I will use this kinetic scheme in all figures unless otherwise stated.
Dgiut was taken to be the weighted average from chapter 4 (0.33 ^m2/ms), and 
the diffusion coefficient of MNI-glutamate was calculated from Dgiut by assuming 
a 1/3 power relationship between mobility and molecular weight (Weiss, 1996).
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Figure 6.1: Cross-section of the point spread function along the opti­
cal axis. The synaptic geometry is superimposed on the point spread 
function, with orientations r=0° and r=90°.
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The [glut]c|eft waveform was averaged over a 0.2x0.2 square PSD, as in chap­
ter 3. As previously, I assumed that the buffering by AMPARs is negligible and 
that diffusion is linear (see chapter 3 and 4). The MNI-glutamate concentration 
was set to 10 mM in all permeable voxels before the uncaging pulse. A different 
initial [MNI-glutamate] due to incomplete local perfusion will scale calculated 
[glut]cieft linearly and therefore not affect the conclusions of this chapter.
I initially simulated uncaging during a 20 ps light pulse with kj=50 ms-1, for 
which the AMPAR response to the uncaging-evoked [glut]cieft is similar in the 
case where r=0°, in amplitude to the response evoked with the instantaneous 
release of 4000 molecules into a single voxel. [Glut]cieft waveforms following 
instantaneous release, and uncaging with r=0° and r=90° with the PSD and spot 
centres in the same location are shown in Figure 6.2A, and in Figure 6.2A inset on 
a logarithmic timescale. In comparison to instantaneous release, the uncaging- 
evoked waveforms show a more prolonged timecourse that is sensitive to the 
spot orientation. The weighted mean time constant from the concentration peak 
is 0.19 ms with r=0° and 0.46 ms with r=90°. The peak concentration amplitude, 
3.83 and 4.98 mM respectively, is also sensitive to the spot orientation. Figure 6.2B 
shows Popen(t) responses to the [glut]cjeft waveforms from Figure 6.2A. Changing 
the spot orientation from 0° to 90° increases the peak Popen amplitude from 41% to 
58%. The P0pen(t) also has a faster decay timecourse with r=0° compared to r=90°, 
with the weighted decays being 0.71 and 1.0 ms, respectively. Nevertheless, both 
waveforms are slower than that evoked with instantaneous release, which has a 
weighted decay of 0.66 ms. It is therefore likely that glutamate uncaging under 
the simulated conditions will evoke a more slowly decaying [glut]cieft than synap- 
tically released glutamate.
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Figure 6.2: Concentration and P open waveforms evoked with uncaging 
and instantaneous release. A, [ g lu t] ^  waveforms following local 
instantaneous release and 20 gs uncaging with kj=20 ms-1 and spot 
orientations of 0° and 90°. B, P open responses to concentration wave­
forms from A, using HR kinetic scheme.
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6.2.2 Saturation of the excitation reaction
In order to examine whether the concentration waveforms evoked with brief light 
pulses scaled linearly with the light intensity as previously suggested (Pettit et al., 
1997), I simulated glutamate uncaging with a range of values for kj from 10 to 104. 
The resulting [glut]cieft waveforms are shown in Figure 6.3A. Waveforms evoked 
with high values of kj reach peak concentrations close to the maximum of 10 mM, 
indicating that almost all the available MNI-glutamate at the spot centre is con­
verted to glutamate. These waveforms, normalised to their peak value, are shown 
in Figure 6.3B. The shape of the waveform is highly dependent on the intensity, 
with tw increasing from 0.15 at kj=10 ms-1 to 2.59 at ki=104 ms”1. A plot of the 
[glut]cieft waveforms on a logarithmic timescale (Figure 6.3A, inset) indicates that 
saturation of the glutamate occurs on a very rapid timescale for high values of kj. 
The Popen responses to these concentration waveforms are shown in Figure 6.3C. 
rw for the Popen responses increased to 2.02 ms for kj=10000 ms”1. To examine 
whether the non-linearity in the [glut]cieft waveform would influence the peak 
Popen response, I constructed two dose-response curves. In the first, I plotted the 
peak Popen response against k\ for simulated uncaging as described above. The 
second dose-response curve covered a similar range of kj, but the concentration 
waveforms used were instead those obtained by scaling the waveform evoked 
with ki=10 ms”1 linearly by the increase in kp The difference in these two dose- 
response curves, shown in Figure 6.3D, shows that non-linearities in the [glut]cieft 
waveform affect the peak Popen response even at the intensities required to evoke 
responses of similar magnitude to the mEPSC.
These simulations indicate that high light intensities can saturate the uncaging 
process. Furthermore, even for relatively low light intensities, due to the satu­
ration of the photolytic reaction, increasing intensity does not scale linearly the
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Figure 6.3: Saturation of excitation reaction following uncaging. A, 
[glut]c]eft waveforms following 20 }is uncaging, spot orientations of 
0°, and values of ki ranging from 5 to 10000. B, [glut]cieft waveforms 
from A, normalised to their peak value. Inset, the same [glut]cieft 
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responses (HR scheme) to [glut]cieft waveforms in A. D, red trace, rela­
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[glut]cjeft waveform. It is therefore unlikely that the full dose-response curve for 
synaptic receptors can be measured accurately by changing the light intensity in 
an uncaging experiment. However, it is possible that the non-linearity of the foot 
can be measured with a relatively small error when using as low light levels and 
as high [MNI-glutamate] as possible.
I examined the effects of saturation of the photolysis reaction on the spatial 
distribution of glutamate by simulating uncaging at a range of distances from 
the glutamate-detecting PSD. Popen responses to [glut]cjeft waveforms evoked at 
intervals of 100 nm are shown in Figure 6.4A. Responses to distant uncaging spot 
locations have slower rise times and lower amplitudes. The peak Popen as a func­
tion of distance between the uncaging spot and PSD centres are shown in Fig­
ure 6.4B (left) for two different values of k\ and r=0° and 90°. A conventional 
measure of the spatial extent is the full width at half maximum (FWHM). The 
half-maximums are indicated in Figure 6.4B by vertical lines and increase both 
with higher values of kj and with r=90° compared to r=0°. These half maxima 
correspond to FWHMs of the peak response of 540 -  1537 nm. To examine the 
direct contribution of photolysis saturation to the degradation of spatial localisa­
tion in the absence of non-linear postsynaptic receptors, I calculated the FWHM 
of the glutamate distribution in the synaptic cleft at the end of a single uncaging 
pulse. The instantaneous glutamate concentration, as a function of distance from 
the uncaging spot centre, is shown in the right panel of Figure 6.4B, with the half 
maxima shown by vertical lines. For r=0°, the FWHM of glutamate was 363 and 
419 nm for k\ of 30 and 300 m s-1, respectively. For r=90°, the same FWHMs were 
388 and 533 nm, respectively.
Since the FWHM depends on the uncaging intensity k\ and can be measured 
experimentally, it is possible that the spatial profile of glutamate can be used to 
calibrate kj. In order to assess the dependence of the relationship between FWHM
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Figure 6.4: Dependence of spatial localisation on uncaging intensity. A, 
Popen waveforms evoked by placing the optical spot in locations with 
distances from the PSD of 0-1.4 ]Am, with kj=30 m s-1 and r=0°. B, 
left, instantaneous glutamate concentration profile at the end of the 
uncaging pulse. Vertical lines indicate half maxima. Right, peak P open 
amplitudes following uncaging at different distances from the PSD 
with ki=30-300 m s-1 and spot orientations of 0° and 90°. C, full width 
at half maximum (FWHM) measured from uncaging at different dis­
tances from the PSD for different kinetic schemes and uncaging inten­
sities (k). D, FWHM of the reciprocal of the 10-90% rise time of the 
Popen(t), for different kinetic schemes and values of k\.
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and kj on the postsynaptic channel kinetics, I repeated the simulations from Fig­
ure 6.4A with kj from 10 to 104 and the 12 different kinetic schemes described 
in Table 1.1. These revealed overlapping distributions of FWHM for different kj, 
such that kj could not be predicted from the FWHM without knowing the specific 
channel kinetics. However, there was no overlap in FWHMs for larger than 10- 
fold differences in kj. It may therefore be possible to infer the order of magnitude 
of kj from the FWHM, assuming that other parameters in the model, such as for 
instance the geometry, are accurate.
The results of these simulations are consistent with recent experimental mea­
surements of the FWHM of the uncaging-evoked EPSC (DiGregorio, Nielsen 
& Silver, in preparation). By uncaging in different locations in the cerebellar 
glomerulus with three different intensities, measured FWHMs of the GC response 
ranged from 350 nm for the smallest intensity to 1500 nm for the largest intensity. 
These data confirm that UV uncaging can be sufficiently efficient to saturate the 
photolytic reaction, and that the values for kj simulated are of an order that can 
be attained experimentally.
One strategy for a direct measurement of Dgjut is to investigate the spatial 
dependence of the rise time of the postsynaptic response. To investigate the influ­
ence of channel kinetics on the relationship between distance and rise time, I 
re-examined the simulations of Popen evoked by uncaging at different distances 
from the PSD. In order to obtain a bell-shaped curve of the spatial dependence 
of the Popen rise time, I calculated the reciprocal of the 10-90% rise time for each 
uncaging event, and then calculated the FWHM of this measure plotted against 
the distance between uncaging and PSD centres. These calculated FWHMs of 
the spatial dependence of the rise time are shown for different kinetic schemes 
and a range of values for kj in Figure 6.4D. These relationships are more com­
plex than the similar plots for the peak Popen/ with some kinetic schemes show­
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ing a U-shaped relationship and others monotonically increasing the FWHM as a 
function of kj. However, it is clear from this graph that if neither kj nor the kinetic 
scheme are known, it will be difficult to derive any information about parameters 
of the model, such as Dgiut, from the spatial dependence of the rise time alone.
It is still possible, however, that uncaging can be used to investigate the kinet­
ics of postsynaptic receptors, which I have shown are important in interpreting 
the change in the EPSC waveform with dextran application. The remainder of 
this chapter will examine, with simulations, which properties of glutamate recep­
tors can be addressed with uncaging.
Previous studies have shown that photodamage is an important considera­
tion in using uncaging as an experimental tool (Kiskin et al, 2002). It is pos­
sible that photodamage depends both on the intensity and the duration of laser 
light, as would be the case assuming first-order kinetics of the photodamage reac­
tions. It is therefore of interest to find the most efficient distribution of light for 
the kinetic properties of the cage, postsynaptic receptors and properties of diffu­
sion. For the measurement of deactivation kinetics or for reproducing a mEPSC 
with uncaging, it is advantageous to produce a [glut]cjeft waveform that is as 
rapidly decaying and spatially localised as possible. Thus, I examined how a 
given integral of light can best be distributed to obtain these conditions. I used 
an uncaging pulse with 20 pis duration, kj=50 ms-1 and r=0° as a starting con­
dition (see Figure 6.2A). I then increased the uncaging duration to 50, 100, 200 
and 500 pis, and scaled the intensity down to preserve the integral of light over 
the uncaging duration. The resulting [glut]cieft waveforms, shown in Figure 6.5A, 
all increase in amplitude throughout the uncaging duration. The weighted decay 
time constants for these waveforms, measured from the peak concentration, are 
plotted against uncaging duration in Figure 6.5D (thick grey line). The concentra­
tion decay increases with uncaging duration. The Popen response amplitudes to
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these waveforms (Figure 6.5B) initially increase with longer uncaging durations 
before they fall again. The rise times increase and the decays slow for longer 
uncaging durations, as expected. I examined the spatial localisation of uncaging 
using the method outlined above and in Figure 6.4. Peak Popen responses as a 
function of the distance between the uncaging spot and PSD centres are shown in 
Figure 6.5C. The FWHM of the P0pen response as a function of uncaging duration 
is shown in Figure 6.5D (thin black line). The FWHM is relatively insensitive to 
uncaging duration below, but not above, 100 }is. Thus, for practical purposes, 
responses following a 100 f/s light pulse are likely indistinguishable from a 20 }is 
pulse with 5 times larger intensity.
6.2.3 Desensitisation properties
The rate of entry into desensitisation is typically measured in rapid perfusion 
experiments by exposing receptors to a prolonged uniform glutamate concen­
tration waveform (Raman & Trussell, 1992; Jonas et al, 1993; Silver et al, 1996a; 
Hausser & Roth, 1997). Previous modelling has suggested that continuous 
uncaging with a two-photon laser in free solution can lead to a step-like glu­
tamate concentration waveforms if the diffusion coefficients of the caged and 
uncaged glutamate are identical (Kiskin & Ogden, 2002). This is due to the dif­
fusion of glutamate out of the uncaging volume being balanced by diffusion of 
caged glutamate into the uncaging volume. To investigate whether it is possi­
ble to evoke a step-like [glut]cjeft with the difference in diffusion coefficients of 
glutamate and MNI-glutamate assumed here, based on their mass ratio, and in 
the MF-GC synaptic geometry, I simulated a 10 ms light pulse at a range of val­
ues for kj with r=0° and r=90°. The [glut]cieft waveforms evoked in this manner 
are shown in Figure 6.6A and B. [Glut]cieft evoked at low uncaging intensities
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increase for the first 2-4 ms, although their slope decreases with time. However, 
uncaging with intermediate to high intensities (>100) leads to [glut]cieft wave­
forms that are mostly flat throughout the 10 ms light pulse. These conclusions 
hold for both spot orientations, although the attainment of flat [glut]cieft wave­
forms occurs more rapidly and at lower intensities when r=90°. To examine the 
dependence of steady-state glutamate levels on the uncaging intensity, I plotted 
the [glut]cieft level attained after 10 ms uncaging against k\ for r=0° and r=90° 
(Figure 6.6C). The rotated spot orientation (r=90°) shows much less dependence 
on kj than the upright spot orientation (r=0°). Thus, it can be difficult in some 
circumstances to regulate the absolute level of steady-state glutamate evoked by 
long uncaging durations.
Recovery from desensitisation is classically measured from the response to 
a test pulse of glutamate at varying time delays following a conditioning pulse 
that induces desensitisation. If both the conditioning pulse and the test pulse are 
evoked by uncaging, it is possible that the conditioning pulse may deplete MNI- 
glutamate such that test pulses given at short inter-pulse intervals may release 
a smaller amount of glutamate and thus lead to inaccuracies in estimating the 
amount of desensitisation induced, and the timecourse of recovery. To investi­
gate the kinetics of MNI-glutamate recovery following an uncaging pulse, I cal­
culated the MNI-glutamate concentration following a 20 }is uncaging pulse with 
ki=50 to 1000 ms-1 and r=0° and 90° (Figure 6.7AB). The MNI-glutamate and 
glutamate concentrations at the PSD are shown in Figure 6.7A for kj=200 ms-1 
and r=0°, showing depletion of local MNI-glutamate on a fast timescale during 
the uncaging pulse. The recovery from this depletion on a logarithmic timescale 
is shown in Figure 6.7B. These curves indicate that for ki=50-200 ms-1, MNI- 
glutamate recovery is almost complete after 1-2 ms. However, for ki=1000 ms-1 
for both spot orientations, there can be depletion of up to 7.9% after 5 ms and
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5.5% after 10 ms. Since recovery of depression is likely to occur on a timescale 
of 10's of ms (Jonas et a l, 1993; Hausser & Roth, 1997), cage depletion is likely to 
introduce a minimal error.
6.2.4 Mean-variance analysis
The number of channels (N) in a PSD and P0pen underlying the mEPSC are of 
special interest because they cannot be inferred from experiments on excised 
patches even if the kinetics properties of synaptic and extrasynaptic receptors 
were the same. These can be measured in the synapse using non-stationary noise 
analysis (Sigworth, 1980) on EPSCs (Robinson et al., 1991; Silver et al, 1996c), or 
immunogold labelling (Nusser et al, 1998). The approach used by Silver et al 
(1996c) requires a subset of synapses with saturated receptors, which may not be 
generally available at most synapses. Anatomical techniques only reveal N, and 
assume a specific antibody binding efficacy. Glutamate uncaging, in contrast, can 
in principle reveal the single channel conductance i, N and Popen from multiple 
trials of uncaging of a fixed amount of glutamate.
However, filtering can influence non-stationary analysis (Heinemann & Conti, 
1992). For rapid perfusion techniques, the effect of filtering on estimated single­
channel parameters is minimal because the patch area is small and the access 
resistance is small. While the granule cell acts as a single electrical compartment, 
the access resistance and the whole-cell capacitance still exert some filtering on 
recorded synaptic waveforms (Silver et al, 1992,1996c). A high quality recording 
with, for instance, an access resistance of 20 MO from a small cell (2 pF) would 
filter recorded currents to 4 kHz. To investigate the effect of this level of filtering, 
I simulated the Popen response to 20 }ts uncaging with ki=1000 ms-1 and r=90° 
with a Monte-Carlo algorithm (see chapter 2), and filtered individual trial to 2-4
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kHz before calculating the mean and variance. The mean-variance relationships 
before and after filtering are shown in Figure 6.8A. The rising phase of the simu­
lated current is strongly influenced by filtering. The falling phase of the currents 
is also attenuated in the variance amplitude for all levels of filtering. When fitting 
the parabolic relationship cr2=i2PopenN (l-P 0pe«) to these traces, N  is increased by 
4%, 3% and 6% for 2,3 and 4 kHz filtering relative to the unfiltered case. The peak 
Popen estimated from the fits are increased by 11%, 13% and 12%, respectively and 
i reduced by 15%, 17% and 21%, respectively. These simulations indicate that esti­
mates the peak Popen and i from non-stationary analysis are affected by filtering, 
but that N is only slightly overestimated. These conclusions are contingent on the 
kinetics properties of AMPARs, which may in GCs be different from the kinetic 
scheme used here.
While neighbouring PSDs are densely packed in the cerebellar glomerulus, 
they contact different postsynaptic cells. However, each granule cell contacts the 
mossy fibre terminal at multiple sites. It is therefore possible that uncaging onto 
one PSD will activate postsynaptic receptors at a second PSD within the same 
glomerulus. To investigate the effect of activating two PSDs, one local and one 
distant, on the mean-variance relationship, I used the Popen response waveforms 
from Figure 3B, which are evoked with uncaging further away from the PSD 
in steps of 100 nm, as the distant response to uncaging. These mean-variance 
curves were calculated with no filtering. The summed mean-variance responses 
to uncaging locally and distally are shown in Figure 6.8B, for ki=1000 ms-1 and 
r=0°. These relationships indicate that at close inter-site distances, the mean- 
variance plot is parabolic and identical in shape to the case for the single site 
(compare with Figure 6.8A), although twice as large. As the second site moves 
further away, the mean-variance relationship takes a non-parabolic shape with a 
vertical rise in variance near the peak current. At longer intersite distances (>1
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Figure 6.8: Effects of filtering and multiple glutamate-sensing PSDS 
on the simulated non-stationary mean-variance relationships follow­
ing uncaging. A, Mean-variance plot following 20 ms uncaging with 
ki=1000 ms-1 and r=0 ° , with no filtering and 2-4 kHz filtering, assum­
ing 50 receptors with a single-channel conductance of one. Double 
arrows indicate forward direction of time. B, Mean-variance plot for 
the sum of simulated currents from two PSDs, each with 50 receptors, 
with one PSD located at the uncaging spot centre and the second PSD 
at various distances of 0-1.4 m, in increments of lOOnm.
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fim), the shape is again parabolic and indistinguishable from the local uncaging 
alone. Thus, close neigbouring PSDs are likely either not to influence the estima­
tion of single-channel parameters, or to be identifiable by non-parabolic mean- 
variance shapes.
Recent studies of single AMPA receptors indicate that multiple open states 
with different conductances mediate the current response to glutamate, and that 
the conductance depends on the number of glutamate molecules bound to each 
AMPA receptor. Heterogeneous conductance states may complicate the interpre­
tation of parabolic mean-variance plots. I simulated the mean-variance relation­
ship to a 20 }4S uncaging pulse with ki=1000 ms-1 and r=0°, using the kinetic 
scheme proposed by Robert & Howe (2003), which has three conducting states 
(Figure 6.9Ai), and 50 receptors. In this mean-variance relationship, shown in 
Figure 6.9Aii, the falling phase closely, but not exactly, mirrored the rising phase. 
Parabolic fits with a simple binomial model assuming one conductance state gave 
N=58.6 and 69.39 for the rising and falling phase, respectively, compared to the 
real N=50. However, there may be different representations of the configuration 
of the open states that more accurately describe the behaviour of single AMPA 
receptors. For instance, it is possible that glutamate can bind to additional sub­
units while the receptor is in a lower conductance state. I examined how this 
possibility may influence the mean variance relationship by adding direct transi­
tions between open states with the same rate of binding as for the closed states 
(Figure 6.9Bi). These transitions enhanced a directionality in the mean-variance 
relationship (Figure 6.9Bii), such that the variance during the rising phase was 
higher than that during the falling phase. Parabolic fits to the rising phase gave 
N=49.7, close to the real value. However, fits to the decay phase gave N=84.0, 
68% above the real value. The inaccuracies introduced by multiple conductance 
states are not, however, specific to uncaging-evoked mean-variance relationship,
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and must also be considered when interpreting mean-variance plots from excised 
patches or synaptic connections with single release sites.
6.2.5 Rate constant fitting
Having established the conditions under which kinetic data can be obtained from 
uncaging, I examined the feasibility of adjusting the AMPAR kinetic rate con­
stants to obtain a kinetic scheme for GC AMPARs. I started with the state dia­
gram proposed by Hausser & Roth (1997), and their rate constants were likewise 
the starting point for the kinetic optimisation, since they best fit the MF-GC EPSC 
(chapter 4). The cost function for optimisation was the sum of square errors of six 
waveforms, weighted equally. These included the normalised quantal waveform 
(recorded in chapter 4; Figure 6.10A), the entry into desensitisation following a 
prolonged uncaging pulse (Figure 6.10B), the paired pulse depression introduced 
by a brief uncaging pulse with three different amplitude and 10 ms inter-pulse 
interval (Figure 6.10C); and paired pulse depression induced by two uncaging 
pulses of equal amplitude with 50 ms inter-pulse interval (Figure 6.10D; DiGre- 
gorio, Nielsen & Silver, in preparation). The paired pulse depression at 10 ms was 
measured with three different amplitudes for the first pulse with relative inten­
sities of 1, 3.6 and 10, and a relative intensity of 10 for the second pulse. Entry 
into desensitisation and the paired-pulse depression at 50 ms was measured with 
a relative intensity of 10.
In order to emphasise the paired-pulse ratios as measured from the peak P0pen, 
I weighted a 0.3 ms window around the peaks of the first and second pulses 
10 times higher than the rest of the waveform. In addition, since a population 
waveform was not available for the paired-pulse depression at 50 ms, the entire 
weight of that waveform was in a 0.3 ms window around the peak of the second
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Figure 6.10: Rate constants for a kinetic scheme can be optimised to 
uncaging data. A-D, red dotted line, measured population wave­
forms (DiGregorio, Nielsen & Silver, in preparation) used as target 
for optimisation, blue solid line, response of best fit for kinetic rate 
constants. A, normalised quantal EPSC waveform (measured in chap­
ter 4). Model simulation based on Dgjut=0.33^m2/ms) and instanta­
neous release of 4000 molecules. B, entry into desensitisation. Target 
was measured with 5 ms uncaging pulse, which gave a flat current 
response in cyclothiazide. The response to a 20 ms, 10 mM glutamate 
pulse was simulated. C, paired-pulse depression with 10 ms inter­
pulse interval and with relative intensities of 1, 3.6 and 10 on the first 
pulse and 10 on the second pulse. Simulations with ki=100 m s^1 for 
relative intensity of 10. D, paired-pulse depression with 50 ms inter­
pulse interval and pulses of equal amplitude, with relative intensity 
10 (compared to C). Also shown, response of HR scheme (green). E, 
normalised spillover P0pen(t).
Chapter 6. Investigation of AMPARs with glutamate uncaging 177
pulse. Since the exact timing of laser light with respect to the recorded EPSC was 
unknown, an offset (for which the duration was a free parameter) was added at 
the beginning of the uncaging concentration waveforms. A similar offset was 
added to the beginning of the concentration waveform following RLR. Initially, a 
range of values for k\ were tried to match the relative light intensity of 10 in exper­
iments. When kj was set to 100 for this condition, the fitting produced P0pen(t) 
that corresponded more closely to the observed currents than for ki=500 or 1000. 
The Popen mediating the largest uncaging-evoked current was set to the prelimi­
nary estimate of 70%.
The resultant kinetic scheme after 40000 trials showed very close fits to the 
timecourses of entry into desensitisation (Figure 6.10B), and most of the paired 
pulse ratios (Figure 6.10CD), as measured by the peak Popen- The fit to the time- 
course of the quantal EPSC (Figure 6.10A) was less close, but the closest fit from 
the model still had two distinguishable time constants (t i =0.49 ms (85%) and 
12=3.14 ms; £2=0.045 for exponential fit) rather than a single exponential decay 
(closest fit, t =0.79; #2=4.97). The largest discrepancy between the optimised 
model and the data was in the P0pen(t) evoked with low-intensity uncaging (Fig­
ure 6.10C). Over the first 10 ms of the P0pen(t) evoked with a relative intensity 
of 10, the model predicted an integral that was 0.3% larger than that of the mea­
sured Popen (t). However, for the P0pen(t) evoked with a relative intensity of 1, the 
predicted integral was 47% smaller than that measured.
To assess the relevance of the optimised kinetic scheme to MF-GC synaptic 
transmission, I used this scheme to calculate the Popen(t) response to the average 
spillover [glut]cieft waveform calculated in chapter 4. This P0pen(t) response had a 
large peak amplitude, reflecting the lack of information to constrain the affinity of 
the AMPAR kinetic scheme. However, when normalised, it shows a timecourse 
that reflects the measured spillover current more closely than that mediated by
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the HR scheme (Figure 6.10D). It is expected that a kinetic scheme closely mim­
icking GC AMPARs produce a more slowly decaying spillover P0pen(t), due to 
the absence of glutamate transporters in the diffusion model. It is possible that 
the incorrect affinity of the kinetic scheme also contributes to the slow decay of 
the spillover-mediated Popen(t).
6.3 Discussion
I have shown that under conditions of high probability of uncaging, there is a 
non-linear relationship between the light intensity and [glut]cieft due to saturation 
of the photolysis reaction. This non-linearity changes the shape of the [glut]cieft 
waveform and the spatial distribution of glutamate with intensity, making it dif­
ficult to directly measure the full dose-reponse curve or Dgiut using glutamate 
uncaging. However, uncaging can be used to obtain reliable estimates of the 
desensitisation of AMPARs and single-channel properties. It is therefore likely to 
be able to provide many constraints on a kinetic scheme for synaptic AMPARs.
The finding that glutamate profile evoked with high-intensity uncaging for 
20 ]4S are little different from those evoked with lower intensity uncaging for 100 
}is may be of interest in the choice of light sources for glutamate uncaging. If the 
aim of a study is to replicate the mEPSC, it may thus be adequate to choose a laser 
that can generate sufficient photolysis in 100 ]is. Such a light source may be more 
economical, have a longer lifetime, or be easier to maintain than a more powerful 
laser. However, photodamage may be more sensitive to the peak intensity than 
to the laser duration (Kyagova et al, 1991). In that case, it may be advantageous 
to use a longer uncaging duration with lower intensity even if a high-intensity 
light pulse is available.
The prediction that glutamate uncaging cannot replicate the waveform of
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the mEPSC is not consistent with a previous study indicating that two-photon 
uncaging of glutamate onto cultured hippocampal neurons show the same wave­
form as the mEPSC (Matsuzaki et al, 2001). Different studies show a two-photon- 
evoked EPSC that is more prolonged than the mEPSC (Smith et al, 2003). It is 
possible that due to the enhanced axial resolution of the two-photon microscope 
or a difference in the synaptic geometry, [glut]cieft waveforms evoked by Mat­
suzaki et al. (2001) have a faster decay and are therefore indistinguishable from 
the mEPSC. Alternatively, the preparation used by Matsuzaki et al. (2001) may 
have slower postsynaptic receptors or poor voltage clamp, such that differences 
in mEPSC and uncaging-evoked EPSC waveforms are not measurable. Gluta­
mate uptake, which is absent from the model of uncaging, may also enhance 
removal of glutamate after 2-3 ms at the MF-GC synapse. This process may be 
faster at other synapses.
Uncaging experiments are likely to tightly constrain the desensitisation prop­
erties of the kinetic scheme, since simulations indicate that flat waveforms or 
paired pulses of similar amplitude can be evoked with uncaging. While the pro­
longed presence of glutamate in the synaptic cleft following uncaging makes it 
difficult to evoke a step-like waveform of short duration, deactivation kinetics 
can be approximated by fitting the mEPSC. The fitting procedure for AMPAR 
rate constants can be further improved by direct measurements of the rate of cage 
excitation kj in vitro (Canepari et al, 2001) and measurement of the precise timing 
of laser light relative to the uncaging evoked EPSC, which will provide a better 
constraint of the activation kinetics. In addition, measurements of the timecourse 
of entry into desensitisation at different concentrations would further constrain 
the desensitisation kinetics (Hausser & Roth, 1997).
I have shown that changes in the absolute level of [glut]cieft following both 
short and prolonged uncaging durations are difficult to control with changes
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in the light intensity due to saturation of the photolytic reaction. However, by 
changing the concentration of MNI-glutamate in the synapse prior to uncaging, 
it may be possible to change [glut]cieft linearly following uncaging with a fixed 
intensity. Since bath perfusion of MNI is often prohibitively expensive, MNI- 
glutamate is often applied with a local perfusion pipette, which makes it diffi­
cult to change the concentration in a controlled manner. One possible solution is 
to use a double-barrelled iontophoretic perfusion system with MNI-glutamate in 
one barrel but not the other. By calibrating this system such that the proportion of 
MNI-glutamate-containing solution can be regulated without changing the over­
all flow-rate, it is possible the regulate the MNI-glutamate concentration without 
risking artifact from slice movement due to different application pressures. Such 
a system would allow the investigator to measure the dose-response curve of 
synaptic receptors. Alternatively, measurement of the shape of the dose-response 
curve in the supralinear region may be possible using high [MNI-glutamate] and 
low-intensity light pulses.
CHAPTER
SEVEN
Discussion
The work presented in this thesis used a combination of electrophysiological 
experiments and diffusion-reaction modelling to examine diffusion of neuro­
transmitter in the synaptic cleft and activation of AMPARs by glutamate released 
locally and at a distance. The main findings are:
• Both spillover and prolonged local release of glutamate are plausible mech­
anisms for the slow-rising EPSC in at the cerebellar MF-GC synapse. These 
two mechanisms can be distinguished by lowering Dgiut.
• Lowering Dgiut with the macromolecule dextran reveals that spillover is 
responsible for the slow-rising current and the quantal EPSC is not satu­
rated. Dextran perfusion decreases the release probability by enhancing the 
activation of presynaptic receptors.
• The increase in the amplitude of the quantal EPSC and in the time-to-peak 
of the spillover-mediated EPSC are most consistent with diffusion in the 
synaptic cleft being three-fold slower than in free solution. Although the 
estimate of Dgiut is influenced by uncertainties in synaptic parameters, it is 
at least two-fold lower than in free solution.
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• The fractional block of a low-affinity competitive antagonist is independent 
of the release probability, which indicates that at most one vesicle can be 
released per active zone per action potential.
• An observed acceleration of the EPSC decay at low release probabilities is 
likely due to non-linear activation of postsynaptic receptors at the foot of 
the dose-response curve, rather than saturation of glutamate transporters.
• Saturation of glutamate photolysis in an uncaging experiment can broaden 
the spatio-temporal profile of glutamate. Uncaging is well-suited to mea­
sure desensitisation kinetics, which can be combined with synaptic record­
ings to constrain a kinetic model of synaptic GC AMPARs.
In the following chapter, these findings will be discussed in a broader context of 
synaptic function.
7.1 How is glutamate released?
Classic studies of the NMJ have indicated that neurotransmitter is released in 
packets (Katz, 1969) or vesicles (Heuser & Reese, 1973), release is limited to active 
zones (Heuser & Reese, 1973), and released packets do not interact (Hartzell et al, 
1975). At central synapses, where the probability of release can be high (Gulyas 
et al, 1993; Silver et al, 2003; Dobrunz & Stevens, 1997), it is controversial whether, 
in response to an action potential, single (Faber et al, 1985) or multiple (Wadiche 
& Jahr, 2001) vesicles can be released at single active zones. Experiments with 
low-affinity antagonists and optical measurements have led to different conclu­
sions at different synaptic preparations (Perkel & Nicoll, 1993; Tong & Jahr, 1994; 
Wadiche & Jahr, 2001; Oertner et al, 2002; Silver et al, 2003). Previous studies 
of multivesicular release at the MF-GC have also come to different conclusions.
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Wall & Usowicz (1998) suggested that under certain conditions, multiple release 
events can mediate the spontaneous EPSC. On the other hand, Silver et al. (1996c) 
found synapses in young rats where the amplitude of successes was independent 
of the release probability, indicating that in at least a subset of synaptic contacts, 
release is all-or-none. Neither of these studies directly addressed the possibility 
of release of multiple quanta at the same active zone across the population of 
GCs.
Rapidly equilibrating competitive antagonists can be used to detect whether 
[glut]cjeft depends on the release probability, because they block AMPARs to an 
extent that depends on the agonist concentration (Diamond & Jahr, 1997). I 
have used the low-affinity antagonist Kyn to test whether multivesicular release 
occurs in 25-day old rats. The identical fractional blocks of the EPSC in differ­
ent release probabilities are consistent with the univesicular release under near- 
physiological conditions. Several other observations support this conclusion. The 
linear summation of Popen following spillover and local release inferred in chapter 
4 indicates that rapid local release activates AMPARs in the linear region of their 
dose-response curve, which is not the case at a synapse with multiquantal release 
(Foster et al, 2002). MF-GC synapses with single release sites can also be found 
in 25-day old rats (Sargent et al, in preparation), and these recordings confirm 
that summation of spillover and local release is linear at the peak of the EPSC. 
Together with the results from the fractional block of Kyn in different release 
probabilities, these observations indicate that at most one vesicle is released per 
active zone per presynaptic action potential at the MF-GC synapse. The obser­
vation that at high [Ca2+]0, the fractional block of Kyn does not change indicates 
that even at high release probabilities, multiple vesicles do not fuse at the same 
active zone.
This interpretation assumes that perfusion of Kyn does not in itself lead to
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changes in the release probability. Wadiche & Jahr (2001) showed that 7-DGG 
does not change release probability by recording transporter currents from glial 
cells. The present experiments did not include a similar control for the effect of 
Kyn on release probability. Traditional indicators for release probability, such as 
coefficient of variation and paired-pulse ratio, are not appropriate here because 
Kyn changes the desensitisation characteristics of AMPARs (Wong et al, 2003) 
and affects the proportion of current mediated by spillover, which has a dif­
ferent variability to the fast-rising component (DiGregorio et al, 2002). It may 
therefore only be feasible to examine the possibility of a Kyn-induced change in 
release probability indirectly. Kyn could block presynaptic NMD A (Casado et al, 
2000), AMPA (Lee et al, 2002), kainate (Delaney & Jahr, 2002) and nicotinic a7 
(Carpenedo et al, 2001) receptors. NMDA and cc7 receptors are blocked by APV, 7- 
chlorokynurenic acid and strychnine in the present MF-GC experiments. The lack 
of change of the AMPAR-mediated EPSC waveform by a sub-saturating concen­
tration of AMPAR antagonist GYKI53655 (DiGregorio et al, 2002) argues against 
control of the release probability by presynaptic AMPARs at this synapse. The 
recent development of specific antagonists for kainate receptors (More et al, 2003) 
makes it possible to explore the effect of their activation on glutamate release at 
the MF-GC synapse, although they are typically activated poorly by single shock 
stimulation (Delaney & Jahr, 2002), as in the present experiments. Thus, it is not 
likely that Kyn changed the release probability in the experiments in chapter five.
It is unclear how to reconcile the present results with the finding of Wall et al
(2002) that spontaneous events recorded in sodium channel blockers can be medi­
ated by multiple release events with distinct quantal peaks. Even if release of 
multiple vesicles mediate spontaneous EPSCs, it is not clear if these vesicles are 
released at the same or at different release sites. These events may reflect spuri­
ous activity, e.g. release of Ca2+ from internal stores (Emptage et al, 2001) in MFs
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that reflects cell death in slices and can thus coordinate several release sites in 
the glomerulus. Cathala et al. (2003) found no evidence of quantal peaks in the 
amplitude distribution of spontaneous events recorded in physiological [Ca2+]0 
and temperature.
The apparent heterogeneity in the maximal number of vesicles that can be 
released in response to an AP at a single active zone (Perkel & Nicoll, 1993; Tong 
& Jahr, 1994; Auger et al, 1998; Wadiche & Jahr, 2001; Oertner et al, 2002; Silver 
et al, 2003) may reflect a functional divergence in the manner in which infor­
mation can be transmitted by the synapse. Activity in the cerebellar climbing 
fibre, where mulitvesicular release occurs (Wadiche & Jahr, 2001) reliably leads to 
multiple spikes in the dendritic tree of the Purkinje cell, and controls the induc­
tion of synaptic plasticity (Ito, 1989). Although glutamate release on subsequent 
APs is depressed following presynaptic activity (Silver et al, 1998), the EPSC is 
depressed by a smaller magnitude than the release probability due to saturation 
of postsynaptic receptors following to multiquantal release, thus enhancing the 
reliability of the synapse (Foster et al, 2002). At the MF-GC synapse, such a mech­
anism would decrease the effect of presynaptic modulation by e.g. mGluRs (chap­
ter 4) and GABAg receptors (Mitchell & Silver, 2000a). It is therefore possible that 
synapses where the release probability is physiologically modulated and influ­
ences postsynaptic activity are more likely to show uni vesicular release.
7.2 What is the mechanism underlying the slow- 
rising current?
While the rapid rise time of AMPAR-mediated currents (e.g. Silver et al, 1992) 
indicates that glutamate can be released very rapidly, slow-rising AMPAR-
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mediated currents can also be observed at central synapses (Choi et al, 2000; 
Renger et al, 2001; DiGregorio et al, 2002; Schoppa & Westbrook, 2001). Direct 
measurements of narrow fusion pores in neurosecretory cells (Alvarez de Toledo 
et al, 1993; Klyachko & Jackson, 2002) led to the hypothesis that at least some of 
the slow-rising EPSCs at central synapses could be caused by prolonged vesicu­
lar release of glutamate. Spillover of glutamate is also likely to activate receptors 
on neighbouring synapses under some conditions (Otis et al, 1996; Rusakov & 
Kullmann, 1998a), and can therefore also mediate currents with slow rise time 
due to the distance travelled by glutamate.
The experiments of DiGregorio et al (2002) showed that the slow-rising 
AMPAR-mediated EPSC at the cerebellar MF-GC synapse is consistent with a 
spillover mechanism. Nevertheless, a model based on prolonged release from 
multiple vesicles can also be consistent with the results of the experimental 
manipulations published in DiGregorio et al (2002), as described in section 1.5.4. 
Given the inconsistent predictions by theoretical models of the magnitude of 
activation of AMPARs by glutamate spillover, it is difficult to determine, based 
on existing literature, whether the slow-rising current is mediated by the same 
release mechanism as the fast-rising component, albeit at a distance, or whether 
a new release mechanism should be postulated. Chapter 3 describes the devel­
opment of a new method for distinguishing between PLR and spillover based on 
slowing diffusion in the synaptic cleft.
Based on the present experiments and simulations, I found that the behaviour 
of the slow-rising current as a result of manipulating diffusion was best described 
by the spillover model, rather than the prolonged local release model. The 
method for distinguishing between prolonged release and spillover relies on 
observing a slowing in time-to-peak in currents that are mediated by spillover, 
but not prolonged release, when lowering Dgiut. For very low values of initial
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Dg^t (5-fold lower than free solution), the model of prolonged release occasion­
ally gave small increases in the time-to-peak that were smaller than 5% when 
lowering Dgiut 50%. It is possible that if an even lower initial value for Dgiut 
had been chosen, the increase in the time-to-peak of currents mediated by pro­
longed release could be larger, or perhaps even consistent with the 20% slow­
ing observed in the experiments. Several observations indicate that this is not 
likely to be relevant to the MF-GC synapse. Firstly, as indicated in chapter 3, the 
increases in the amplitude of currents mediated by prolonged release upon low­
ering Dgiut is large under these condition, which was not the case in the exper­
imentally observed dextran-induced changes in the slow-rising EPSC. Secondly, 
the release timecourse derived assuming an initial Dgiut of 0.2 ^m2/m s was very 
fast and approached the estimate for the timecourse of acetylcholine release at the 
NMJ (Stiles et al, 1996). Thus, it is unlikely that lower values for the initial Dgiut, 
which would lead to faster estimates for the timecourse of glutamate release, 
could sustain EPSCs with both fast and slow rise times. Thirdly, increases in 
the time-to-peak of currents mediated by prolonged release were only observed 
with the scheme proposed by Jonas et al. (1993), which desensitises more slowly 
for larger glutamate concentrations. In experiments on isolated AMPARs, desen­
sitisation occurs more rapidly (Colquhoun et al, 1992; Hausser & Roth, 1997) or 
independently of the glutamate concentration. The increase in the time-to-peak 
of currents mediated by PLR may therefore be an artifact of approximations in 
the JMS kinetic scheme.
There may be other models based on two different release mechanisms that 
can account for the effect of dextran on slow-rising EPSCs. For instance, pro­
longed release may occur ectopically (Matsui & Jahr, 2003), such that the rise of 
the [glut]cieft is determined both by diffusion and by slow release. Since active 
zones are densely packed at the MF-GC synapse, ectopic release sites mediating
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the slow-rising current would have to be located at most 0.32 jim  from active 
zones and thus dextran would have to induce a large change in Dgiut to explain 
the experimentally observed slowing in the slow-rising current.
In fact, the reduction in Dgiut predicted by the dextran-induced increase in 
the time-to-peak of the slow-rising EPSC and in the quantal amplitude is consis­
tent or slightly larger than an experimental estimate of this reduction (Watanabe 
et al, 1996). The estimated reduction in Dgiut is also in the range of predictions 
of the slowing based on theoretical considerations based on the volume taken 
up by dextran molecules (Min et al, 1998; Perrais & Ropert, 2000). However, 
if diffusion is slower in the synaptic cleft than in free solution (see below), the 
dextran-induced reduction in diffusion in free solution may not translate to an 
equivalent fractional slowing in Dgiut. Further evidence for the slowing of diffu­
sion in dextran comes from a recent study showing that replenishment of Ca2+ 
depleted from the synaptic cleft following synaptic activity, which can mediate a 
form of synaptic depression, is reduced by dextran perfusion (Rusakov & Fine,
2003).
In addition to slowing the spillover waveform, dextran increases the [glut]cieft 
following local release. An assessment of whether this leads to an enhanced 
postsynaptic response provides a direct test of receptor saturation under phys­
iological conditions. However, as it is possible that dextran changes the release 
probability, such a test must be accompanied by appropriate controls. One recent 
study interpreted a dextran-induced decrease in heterosynaptic modulation of 
IPSCs in the hypothalamus as the result of a reduction in spillover (Piet et al,
2004). According to the simulations in chapter 3, lowering the diffusion coef­
ficient should enhance, not reduce, postsynaptic receptor activation. The results 
published by Piet et al (2004) may be mediated by a change in presynaptic release 
probability, by the masking of heterosynaptic modulation by saturation of GABA
Chapter 7. Discussion 189
receptors, or by desensitisation of the IPSCs during the rising phase.
The attribution of a spillover mechanism to the slow-rising EPSC, together 
with determination of Dgiut and the abstract MF-GC synaptic model, provides 
a quantitative framework for predicting the effect of experimental and physio­
logical modulation of the slow-rising EPSC, which contributes at least half of 
the AMPAR-mediated charge transfer at the MF-GC synapse (DiGregorio et al, 
2002). Release through a narrow fusion pore can be regulated by for instance 
Ca2+ influx (Ales et al., 1999) or synaptic plasticity (Choi et al., 2000). On the 
contrary, spillover in a fixed geometry is much more difficult to regulate endoge­
nously or exogenously. Although the relative contribution of spillover to synap­
tic transmission can be regulated by global changes in the release-probability or 
affinity of postsynaptic receptors, these effects on the spillover current are indi­
rect consequences of large changes in overall synaptic efficacy.
7.3 Why is spillover so prominent at the MF-GC 
synapse?
The magnitude of activation of low-affinity receptors by spillover from neigh­
bouring synapses is likely to be influenced by several factors, including the prop­
erties of diffusion in the synaptic environment, the amount of neurotransmitter 
released and the mechanisms whereby it can be removed from the synaptic cleft, 
and the kinetics of postsynaptic receptors. Several observations suggest that the 
MF-GC synapse is uniquely shaped to be able to detect spillover.
Some theoretical studies of glutamate diffusion into the three dimensional 
hippocampal neuropil suggest that glutamate is not likely to activate low affinity 
receptors at neighbouring synapses (Barbour, 2001; Franks et al., 2002). How­
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ever, when diffusion within a planar space with no diffusional sinks for gluta­
mate is simulated, neighbouring PSDs are strongly activated (Otis et al, 1996; Xu- 
Friedman & Regehr, 2003). I compared the peak glutamate concentration attained 
from the distant release of a single vesicle in the abstract MF-GC geometry with 
predictions from previous modelling studies, accounting for differences in vesic­
ular content, intersite distance and release time course. Compared to simulations 
of the [glut]cieft for MF-GC geometry, a planar geometry produced a 51% greater 
peak concentration (Holmes, 1995), while a 3D model of parallel fiber synapses 
incorporating the porous neuropil (Rusakov, 2001) produced a concentration 5- 
fold lower than that at the MF-GC synapse. Simulations of spillover currents in 
hippocampus (Barbour, 2001) were nine-fold smaller than for simulations with 
the MF-GC geometry with the same kinetic scheme and Dgiut. It is therefore 
likely that the MF-GC synaptic morphology, which is intermediate between a 
planar geometry and those used for simulating synapses on spines, contributes 
to prominent spillover.
A previous study of the MF-GC synapse at a younger developmental stage 
(PI2) did not observe isolated slow-rising event in response to MF stimulation 
(Silver et al, 1996c), although at this developmental stage, glutamate spillover 
does activate high-affinity mGluRs on inhibitory terminals in the glomerulus 
(Mitchell & Silver, 2000b). While it is possible that developmental changes in 
AMPAR affinity and kinetics contribute to the later emergence of spillover onto 
AMPARs, changes in the anatomy of the glomerulus may also contribute to the 
maturation of receptor activation. At earlier developmental stages, synaptic con­
tacts from from each granule cells are located on same dendritic process, such 
that neighbouring release sites in the glomerulus are likely to contact the same 
granule cell (Hamori & Somogyi, 1983). Thus, while spillover may exist at this 
stage, for which there is indirect evidence (Silver et al, 1996c), it is likely to be
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intrasynaptic, and failures of all direct release sites do not lead to slow-rising 
currents. At later developmental stages, the dendritic process differentiates into 
"claws" that each contain one PSD, contacting the MF terminal at separate loca­
tions (Jakab, 1989), where neighbouring active zones are likely to contact different 
granule cells. Spillover may be further enhanced by the increasingly invaginated 
MF surface.
The large number of active zones per terminal (~191-440; Xu-Friedman & 
Regehr, 2003) together with the intermediate release probability (Sargent et al, 
in preparation) ensures the spillover [glut]cieft is high, compared to simulations 
of release of single vesicles at a distance. In addition, since spillover alone acti­
vates AMPARs in the nonlinear part of their dose-response curve, the spillover- 
mediated Popen increases supralinearly with the number of vesicles released, indi­
cating that comparisons with simulations of the release of single vesicle may also 
underestimate the magnitude of spillover activation relative to activation by local 
release. Furthermore, the inability of glutamate transporters to remove glutamate 
from the cleft on the millisecond timescale (Overstreet et al, 1999; DiGregorio 
et al, 2002) also contributes to prominent glutamate spillover.
The geometry used in simulations in this thesis is an abstraction of the true 
MF-GC synapse. For simulating [glut]cieft waveforms and Popen evoked by synap- 
tically released glutamate, the abstraction may deviate comparatively little from 
a more realistic representation, because simple diffusion is insensitive to local 
curvatures as long as the true path length is represented correctly. For instance, 
in a slightly more realistic representation of the MF-GC synapse, the presynaptic 
membrane -  here a sheet -  may be represented as the surface of a hemisphere, 
with the dendrites oriented perpendicularly to the spherical surface. Such a 
change in geometry is likely to have a small impact on [glut]cieft and Popen(t) 
because the total path length for diffusion changes little. For uncaging however,
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such a model may give very different predictions from the model used in chap­
ter 6, because the spot function, with respect to permeable and non-permeable 
space, would change significantly. In the ideal case, after an uncaging experi­
ment, one would reconstruct the whole glomerulus recorded from using serial 
electron microscopy. Unfortunately this process is extremely time-consuming. 
There still is not a single full reconstruction of a whole cerebellar glomerulus, 
including all the GC dendrites, in the literature. An additional error is introduced 
in simulations of both synaptically released glutamate and uncaging in regularis­
ing the locations of release sites and dendrites, such that the nearest neighbour is 
always 0.64 }im instead of the distribution measured by Xu-Friedman & Regehr
(2003). This inaccuracy is likely to underestimate the rise time of the spillover
Popen(t)-
The role of glutamate spillover in synaptic information processing is still 
unclear. It has previously been proposed that averaging over more release sites 
gives the MF-GC response a greater reliability (DiGregorio et al., 2002). How­
ever, it is difficult to predict a priori the effect of reducing synaptic variability 
on information processing through granule cells. Non-linear detectors, includ­
ing neurons with action potentials, can display stochastic resonance, where the 
signal-to-noise ratio can have an inverse-U shaped dependence on the variability 
of the input, such that at low noise levels, additional noise can aid signal detec­
tion. It is therefore possible that spillover at the MF-GC synapse degrades the 
ability of granule cells to relay signals. On the other hand, it is also possible that 
the variability arising from stochastic release from a small number of release sites 
is larger than the optimal level of noise, and that reducing this variability with 
spillover enhances signal detection in granule cells.
Spillover may help in synchronising the granule cells that receive inputs from 
the same glomerulus. A recent study implemented a network model of realistic
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MFs, GCs and Golgi cells without spillover at the MF-GC synapse, and found 
that feedback inhibition from Golgi cells caused synchronous oscillations in the 
granule cell layer (Maex & De Schutter, 1998). It is possible that spillover may 
act as an additional mechanism of GC synchronisation. However, it is also pos­
sible that the increase in synaptic reliability due to spillover is introduced at the 
expense of the temporal precision of the MF-GC response, which is enhanced by 
the fast decay of the quantal EPSC (Cathala et al, 2003). The impact of glutamate 
spillover on timing in the GC layer is unlikely to be fully understood before exist­
ing network models are updated to include the slow-rising EPSC. The quantifica­
tion of the release probability-dependence of the amplitude of this EPSC is likely 
to facilitate the implementation of a phenomenological description of spillover 
activation of AMPARs.
7.4 How does the rate of glutamate clearance influ­
ence synaptic transmission?
The timecourse of the decay of glutamate in the synaptic cleft has been the sub­
ject of intense study, because it determines the mechanisms underlying the decay 
of the EPSC. The rate of glutamate clearance has been experimentally estimated 
from synapses on cultured cells from the effect of low-affinity competitive antag­
onists as a dual exponential decay with Ti=0.1 ms and T2=l.0-2.1 ms (Clements, 
1996; Diamond & Jahr, 1997). These decays are slower than those predicted from 
theoretical models (Eccles & Jaeger, 1958; Wahl et al, 1996), leading to the conclu­
sion that barriers to diffusion in the micro-environment of the synapse slow the 
rate of clearance. Blocking buffering by glutamate transporters prolongs the mea­
sured lifetime of glutamate in the cleft, and thus buffering cannot account for the
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slowed clearance (Diamond & Jahr, 1997). In fact, it is likely that this discrepancy 
would be even larger if experimentally measured decay rates were compared to 
three-dimensional simulations of the synapse rather than planar geometries.
I have presented evidence that diffusion of glutamate in the synaptic cleft at 
the MF-GC synapse is substantially slower than in free solution. The increase in 
the time to peak of the slow-rising EPSC and in the amplitude of the quantal EPSC 
together indicate that diffusion in the synaptic cleft is three-fold slower than in 
free solution. This conclusion is based the existence of a unique set of values for 
Dg^t in control and in dextran that can explain the change in both the quantal and 
the spillover-mediated EPSC, for a given set of model parameters. The existence 
of a unique intersection point on the graph in Figure 4.4B is fortuitous and may 
not necessarily occur in the relevant range for a similar analysis, although it did 
for all the conditions tested in chapter 4. In addition, the change in Dgiut was 
sufficiently large compared to the experimental uncertainty in measuring quantal 
amplitude and the time-to-peak of slow-rising EPSCs.
The largest uncertainties in estimating Dgiut comes from the difficulty in pre­
dicting the shape of time-to-peak of the spillover EPSC and the amplitude of 
the quantal EPSC with respect to Dgiut given the uncertainties in model param­
eters. These parameters include the channel kinetics, the number of glutamate 
molecules per vesicle, and details of the synaptic geometry including the pos­
sibilities of increased inter-site distances with development and a smaller cleft 
width outside the PSD. In order to improve the estimate of Dgiut, I took advan­
tage of the variability in the resemblance of predicted P0pen(t) to the measured 
MF-GC EPSCs. Weighting each scheme according to its ability to predict the 
EPSC timecourse allowed the estimates from individual kinetic schemes to be col­
lapsed into one overall estimate for Dgiut. A smaller variability in the estimate for 
Dg^t arose from uncertainties in the MF-GC geometry or the number of molecules
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in a synaptic vesicle. While these uncertainties did influence the exact estimate 
of Dgiut/ they did not affect the conclusion that diffusion is substantially slower 
in the synaptic cleft than in free solution. It is also possible that the true MF-GC 
synapse is best represented by a combination of two or more of the manipulations 
of the synaptic model presented in chapters 3 and 4. Since it is impossible to test 
every combination of parameter values in the model, I attempted to choose the 
most likely or well-characterised default values, and examine the effect of manip­
ulations in individual parameters. The estimate for Dgjut can be revised as new 
information becomes available.
The difference between the estimate of Dgjut at the MF-GC synapse and that in 
free solution is not due to geometric tortuosity (Nicholson & Sykova, 1998), since 
the intersite distance used in the model was measured along the surface of the 
presynaptic membrane (Xu-Friedman & Regehr, 2003), and the model includes 
diffusional sinks between neighbouring dendrites, thus explicitly accounting for 
the full path length of diffusion. Previous measurements have shown that the 
bulk tissue tortuosity (A) in the GC layer of the cerebellum is 1.77 (Rice et al., 
1993) corresponding to an apparent diffusion coefficient 3-fold less than for aque­
ous solution. This includes macroscopic geometrical factors such as diffusion 
around cells, which account for a slowing of 1.5 fold (A =1.225; Kume-Kick et al, 
2002), leaving a 2-fold slowing by microscopic factors including Dgiut. If the dif­
fusion properties of the extracellular space are similar to those in the synapse 
this value is consistent with the upper estimate for Dgiut of 0.5 ]im2/ms. How­
ever, the mean value for Dgiut of 0.33 //m2/m s suggests that diffusion is slower in 
the glomerulus than in the surrounding extracellular space, which may comprise 
the majority of the extracellular volume in the GC layer. Although the mecha­
nisms underlying glutamate mobility in the synapse are unknown, it is possible 
that macromolecules, such as ion channels and constituents of the extracellular
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matrix, contribute to slowing glutamate diffusion (Sykova, 2001). However, dif­
fusion could also be slowed by an unidentified glutamate binding protein that 
has a much greater capacity than AMPARs and transporters. Under these condi­
tions the estimate of Dgiut would reflect an effective diffusion coefficient (but see 
Barbour, 2001; Zador & Koch, 1994).
At the MF-GC synapse, other factors may contribute to a slow decay of the 
[glut]cieft waveform. The restriction of glutamate transporters to the periphery of 
the synapse (Chaudhry et al, 1995; Xu-Friedman & Regehr, 2003) may limit the 
ability of buffering to prolong the lifetime of glutamate in the cleft, but will also 
limit glutamate removal. In addition, the geometry of the synapse will lead to 
prolonged retention of glutamate compared to synapses on spines, and the glial 
sheath may slow removal of glutamate over the long timescales of equilibration 
of glutamate within the whole glomerulus.
The simulations in chapter 4 indicate that the peak spillover [glut]cieft is pre­
dominantly mediated by sites that are closer than 0.9 j4m from the detecting PSD. 
At the peak of the spillover-mediated Popen(t)/ more distant sites contribute to 
receptor activation. Nevertheless, the most distant sites in the model, which are 
2.7 }im from the detecting PSD, contribute less than 0.1% of the concentration 
at the time of the peak of the spillover Popen(t). It is therefore likely that the 
closest sites determine the peak amplitude of activation by glutamate spillover, 
consistent with the estimate that three times the number of local sites mediate the 
slow-rising EPSC (DiGregorio et al, 2002).
Based on the estimate of Dgiut and the synaptic geometry, the diffusion model 
predicts three decay time constants of 20 }is, 145 }is and 3.6 ms following local 
release alone. The faster time constant does not exist in the previous estimates of 
the decay of [glut]cieft (Clements, 1996; Diamond & Jahr, 1997), but may be too 
fast to measure with low-affinity antagonists. This suggestion is consistent with
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the lower peak amplitude in those estimate (ImM) compared to chapter 4 (8.3 
mM), with the fast time constant accounting for 84% of the [glut]cieft waveform in 
chapter 4. The last two time constants are similar to the previously estimated time 
course, although slightly slower. This may reflect the MF-GC geometry, which is 
intermediate between a plane and synapses on spines.
A low Dgiut has implications for the independent operation of neighbouring 
synaptic contacts, since the [glut]cieft waveform mediated by spillover slows as 
Dgiut is lowered without a decrement in the amplitude. The simulations in chap­
ter 3 show that this produces a larger spillover-mediated postsynaptic activation 
than would be expected for diffusion in free solution. In addition, a low Dgiut may 
enhance the ability of spillover to induce AMPAR desensitisation and thus will 
influence short-term synaptic plasticity (Xu-Friedman & Regehr, 2003). A Dgiut 
that is lower than in free solution will also produce a slower transmitter concen­
tration waveform following rapid local release (Franks et al., 2002; Rusakov & 
Kullmann, 1998a). This will increase the occupancy of the postsynaptic recep­
tors and thus the amplitude of synaptic current. At the MF-GC synapse, I found 
no significant difference in the time-to-peak or decay time constants of quantal 
currents in control and dextran, indicating that the shape of the quantal current 
is relatively insensitive to Dgiut. These results together with the diffusion model 
suggest that the decay of [glut]cieft is faster than the decay of the quantal current. 
A diffusion coefficient substantially below free solution could therefore allow this 
synapse to operate with fewer molecules per vesicle, without compromising the 
rapid kinetics associated with low-affinity receptors. The results of chapter 4 indi­
cate that slowing diffusion with dextran enhances synaptic currents and the acti­
vation of presynaptic metabotropic receptors. The mobility of neurotransmitters 
is therefore an important determinant of both pre- and postsynaptic efficacy.
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7.5 What do we know about the GC AMPAR kinet­
ics?
This thesis has demonstrated that AMPAR kinetics are important determinants of 
the waveform of the EPSC, and are essential in linking diffusion modelling with 
neural function. Unfortunately, GCs do not express AMPARs somatically and 
so a kinetic scheme cannot be constructed from recordings from excised patches. 
Inferences about the kinetic properties about synaptic receptors must therefore 
be made indirectly.
In situ hybridisation studies have suggested that in rodents, the GC layer 
expresses exclusively mRNA for GluR2 (or B) and GluR4 (or D) (Fragioudaki 
et al, 2002), although there is evidence for expression of all subunits in human 
granule cells (Tomiyama et al, 1999). In adult rats, a mixture of flip and flop iso­
forms are expressed in GCs (Mosbacher et al, 1994). Since inclusion of a single 
GluR4flop subunit confers rapid desensitisation properties on AMPARs, it has 
been assumed (Xu-Friedman & Regehr, 2003) that GC AMPARs share the prop­
erties of nucleus magnocellularis AMPARs, where GluR4flop is expressed (Ravin- 
dranathan et al, 2000) and receptors densensitize with a time constant of 0.5 ms 
(Raman & Trussell, 1992).
Synaptic and patch recordings have confirmed the predictions that GC have 
linear IV relationships as expected for inclusion of GluR2 subunits (Silver et al, 
1996c), but have come to inconsistent conclusions about the timecourse of desen­
sitisation. Silver et al (1996a) found a slow timecourse of entry into desensiti­
sation compared with the synaptic current, although Wall et al (2002) recorded 
a faster entry into desensitisation. The interpretation of these studies is com­
plicated by kinetic studies being confined to patches pulled from cultured cells 
rather than slices. Indeed, Wall et al (2002) suggest that desensitisation proper­
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ties may change with maturation in vitro. It is therefore uncertain how recordings 
from patches relate to the MF-GC synapse in situ.
By examining Popen waveforms simulated with the Dgiut predicted by each 
scheme, I found that the channel described by Hausser & Roth (1997) best pre­
dicts the timecourse and the amplitude of both the fast-rising and the slow-rising 
EPSC. However, the HR model is based on recordings made at room temperature, 
with rate constants extrapolated to physiological temperature with the value of 
Qio measured by Silver et al. (1996a) in cultured GCs. The HR model is based on 
patches pulled from cerebellar Purkinje cells, and AMPARs in this cell type were 
also investigated at higher temperature (32-35 °C) but at the same developmental 
stage (Wadiche & Jahr, 2001). Thus, the existence of models for the same recep­
tors at different temperatures allows a more detailed investigation of the effect of 
temperature on individual rate constants. In fact, most rate constants were iden­
tical in the HR and the WJ models, including rates of association, dissociation 
and gating in undesensitised states, arguing that the temperature sensitivity of 
these rates is low. That the HR model fits GC AMPAR currents better than the WJ 
model argues that GC AMPARs have faster kinetics than those of Purkinje cells.
The finding that dextran enhances the quantal EPSC provides direct evidence 
that AMPARs at the MF-GC synapse are not saturated, which has previously been 
inferred at this (Silver et al., 1996c) and other (Larkman et al, 1991; Forti et al, 
1997; Liu et al, 1999; McAllister & Stevens, 2000; Ishikawa et al, 2002) synapses. 
However, non-saturation is consistent with activation in supralinear, linear and 
sublinear regions of the dose-response curve. The experiments described in chap­
ters 4 and 5 have indicated that the quantal EPSC is located on the linear, and the 
slow-rising EPSC on the supralinear, part of the dose-response curve. While the 
conclusion that the quantal EPSC is in the linear region is an indirect inference 
from the similar increases in the quantal EPSC and the spillover-subtracted fast-
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rising EPSC in dextran, it is consistent with recent recordings from synapses with 
single release sites in P25 rats (Sargent et al, in preparation). Supralinear activa­
tion of AMPARs by spillover of glutamate will be discussed below.
Photolytic uncaging of glutamate greatly expands the range of experiments 
that can be performed on synaptic receptors. I have shown in chapter six that a 
kinetic scheme for synaptic glutamate receptors can be constructed using a com­
bination of glutamate uncaging, mEPSC recordings, and diffusion-reaction sim­
ulations. Preliminary results indicate that desensitisation is relatively modest. 
This conclusion is consistent with the finding from chapter 3 that kinetic schemes 
with rapidly desensitising properties such as the RT scheme cannot reproduce 
the spillover waveform except at very low occupancies (~5-fold lower than mea­
sured). Uncaging is also likely to provide an estimate of the number of receptors 
in a single PSD and the occupancy following quantal release, if high receptor 
occupancies can be saturated with uncaging.
A full kinetic scheme is ideally constrained by the measurements of time- 
courses of activation, deactivation, entry into desensitisation, recovery from 
desensitisation, the dose-response curve and the maximal Popen (Diamond & 
Jahr, 1997). Based on the simulations from chapter 6, deactivation and the dose- 
response curve are the most difficult to measure using uncaging alone. Including 
a fit to the quantal EPSC waveform may help constraining the rate deactivation, 
and the dose-response curve may be more tightly constrained by measuring the 
value for in vitro. It is therefore possible that a kinetic model based on uncaging 
data can be almost as accurate as one based on outside-out patches.
The calculation of uncaging-evoked [glut]cjeft timecourses depends on both 
the synaptic geometry and Dgiut. In the absence of better measurements, I have 
used the abstract geometry introduced in chapter 3 and the value of Dgiut mea­
sured in chapter 4. Since the measurement of Dgjut depends both on the kinetic
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scheme and the synaptic geometry, it is possible that the conditions mediating 
the MF-GC EPSC are very different from the range I tested in chapter 4, and the 
Dg^t estimate of 0.33 ^m2/m s is grossly in error, leading to an inaccurate esti­
mate for uncaging-evoked [glut]cieft waveform and thus the kinetic parameters 
of AMPARs. While it may be difficult to avoid the pitfalls of circularity in these 
experiments due to the lack of data about the MF-GC geometry and AMPAR 
kinetics, it may at least be possible to show internal consistency by predicting 
Dgiut, using the method described in chapter 4. If future studies report a full 
reconstruction of the cerebellar glomerulus, including GC dendrites, the model 
dependence on an abstract geometry can be removed.
A full characterisation of the kinetics of GC AMPARs, together with the results 
of the present chapters, will constitute a significant progress in our understand­
ing of synaptic transmission in presenting a model synapse in which all param­
eters necessary to reconstruct the evoked EPSC have been measured in the same 
preparation and under similar, near-physiological conditions. This model can 
then be used to further explore aspects of information processing and model 
synaptic disorders, such as for instance ischemia (Rossi et al, 2000) or cerebellar 
ataxia (Hashimoto et a l, 1999). This model can be further extended by an appro­
priate model for short-term synaptic plasticity (Dittman et al, 2000; Tsodyks & 
Markram, 1997; Magleby, 1987) and a more realistic geometry incorporating glu­
tamate transporters. Such an extended model, by predicting the postsynaptic 
response throughout a train of presynaptic activity, can significantly extend our 
understanding of the influence of biophysical parameters on information pro­
cessing (Fuhrmann et al, 2002).
All the kinetic schemes tested in chapter 4 were activated to some extent by 
glutamate spillover, some more so than the response seen in the synapse. It is 
therefore not necessary to postulate that GC AMPARs have special properties
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(e.g. higher affinity) that allow them to detect spillover from neighbouring release 
sites. However, it is still possible that the balance between rapid excitation fol­
lowing local release and prolonged activation following spillover is unique in 
the GC. For instance, the slow entry into desensitisation may allow glutamate 
spillover to activate AMPARs even following RLR on a single trial. It is also pos­
sible that the kinetics of GC AMPARs give a specific ratio of local-to-spillover 
activation that is optimised for stochastic resonance, synchronisation, or balance 
between reliability and precision.
7.6 Why does the EPSC waveform change with 
release probability?
At classic synapses where each release site acts as independent all-or-none units, 
changes in the release probability scale the synaptic waveform linearly. However, 
changes in the EPSC waveform with release probability occur at some (Trussell 
et al, 1993; Takahashi et al, 1995; Silver et al, 1996c, 1998) but not at all cen­
tral synapses (Isaacson & Walmsley, 1995; Diamond & Jahr, 1995). As discussed 
above, it is likely that some synapses do not see spillover and at most one vesicle 
can be released per active zones, satisfying the criteria for independent synaptic 
contacts (Silver et al, 2003). However, at some synapses where spillover is likely 
to be prominent, the EPSC waveform also scales with release probability under 
physiological conditions (Trussell et al, 1993). At the chick nucleus magnocellu- 
laris synapse, the linear scaling of the waveform is likely to be due to a balance 
of two opposing effects: spillover and desensitisation.
In chapter 5 ,1 presented evidence for non-linear activation of receptors being 
the mechanism responsible for the release probability-dependence of both the
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relative amplitude of the slow-rising EPSC and the shape of the mean EPSC 
waveform. In this model, diffusion of glutamate is linear, i.e. the concentration 
response to the release of several vesicles at different locations equals the sum of 
each of the concentration responses to the release of those vesicles alone. This 
is not the case when comparing the unitary response to release of a single vesi­
cle to the concentration following multiple release events smeared by a latency 
distribution. However, when averaging over several trials, the waveform shape 
is independent of the release probability and therefore the number of vesicles 
released, provided that the distribution of latencies and release locations do not 
depend on the release probability. A previous study compared the [glut]cieft fol­
lowing local release of a single vesicle to the [glut]cieft following release of both 
a local vesicle and multiple additional vesicles released at a distance, and found 
that the [glut]cjeft waveform is influenced by the additional distant release sites 
(Otis et al, 1996). This situation is most likely to approximate an experiment 
in which the stimulation intensity is increased, thus recruiting additional fibres 
(Marcaggi et ah, 2003), but not the change of [glut]cieft with release probability. 
At a large synapse with many release sites, such as the Calyx of Held, spon­
taneously released glutamate will therefore reach receptors at the neighbouring 
synapse to the same extent as glutamate released following an action potential. 
This is also the case at the MF-GC synapse, but here, glutamate spillover fol­
lowing spontaneous release will activate receptors on dendrites from different 
cells. Thus, at large synapses with one-to-many connectivity, such as the MF-GC 
synapse, the mEPSC can be assumed to represent direct release in the absence of 
spillover, assuming that spillover mEPSCs cannot be resolved in the noise. At 
large synapses with one-to-one connectivity, this may only be true if spillover 
from a single vesicle produces negligible activation at postsynaptic receptors due 
to their non-linear dose-response.
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Why do AMPARs have Hill coefficients larger than one? The classic inter­
pretation of the Hill coefficient is that it reflects the number of binding sites per 
receptor. Thus, with a Hill coefficient of 1.5, synaptic AMPARs might be expected 
to have more than one glutamate binding sites. Clements et dl. (1998) performed a 
more sophisticated analysis of the activation kinetics of excised patches stepped 
from antagonist to agonist solutions, and also found that the macroscopic cur­
rents were best fit by assuming two, rather than one or three, binding sites. 
This line of reasoning was strongly challenged by single-channel recordings of 
AMPARs showing that their activation involves a procession through three con­
ductance states, of which the lowest level has a bi-exponential lifetime distribu­
tion, consistent with binding of four glutamate molecules to reach full opening. 
This effect could probably be accounted for by a model with only two binding 
states, such as for instance by changing some of the conductance levels in the 
three open states of the model presented by (Raman & Trussell, 1995), which 
has two binding sites and three open states of equal conductance. However, 
the finding that the average conductance level depends on the glutamate con­
centration (Smith & Howe, 2000) strongly argues in favour of the hypothesis that 
different conductance levels reflect the binding of different numbers of glutamate 
molecules to individual receptors. The Hill coefficient between one and two in the 
foot of the dose-response curve may reflect the number of glutamate molecules 
required to activate the lowest conductance state of the receptor, rather than the 
total number of binding sites per glutamate receptor.
Even in the case of a kinetic mechanism similar to the single-conductance 
models of AMPARs, it is unlikely that the Hill coefficient will equal the number 
of binding sites. This equality holds in the case of simultaneous binding which is 
physically implausible. The Hill coefficient may also equal the number of binding 
sites if binding to one site strongly increases the affinity of a second site (positive
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cooperativity; Weiss, 1997). The Hill coefficient is therefore more readily inter­
preted as an indicator of cooperativity rather than the number of binding sites. In 
addition, the concentration waveform and agonist identity can also influence the 
Hill coefficient (Raman & Trussell, 1992; Colquhoun et al, 1992).
Due to non-linear receptor activation, physiological processes that change 
the release probability at the MF-GC synapse will also change the shape of the 
synaptic conductance waveform. Long-term modifications in synaptic plasticity 
(D'Angelo et al, 1999) and those induced by activation of presynaptic receptors 
(Mitchell & Silver, 2000a) will therefore alter the contribution of spillover to the 
EPSC, such that a given change in the release probability has a non-linear effect 
on the synaptic charge transfer. While the complete effect of spillover on synaptic 
integration is unclear (see discussion above), changes in release probability will 
have a knock-on effect on any role that spillover plays in reliability, precision and 
synchronisation.
The release probability can also be changed by the recent history of synaptic 
activity. Most MF-GC synapses are depressing, although a subset show facili­
tation (Sola et al, 2004). It is therefore possible that for the majority of cells, a 
burst of activity in the MF leads to synaptic waveforms that are not only suc­
cessively decreasing in peak amplitude, but also show acceleration of the decay. 
The type of behaviour might also be expected a priori from the cyclothiazide- 
treated nucleus magnocellularis synapse, which is depressing and shows the 
same release probability dependence of the EPSC waveform as the MF-GC 
synapse. In fact, the opposite is the case: at inter-pulse intervals of less than 
10 ms, the response to the second pulse in a paired pulse protocol has a slower 
decay than to the first (Trussell et al, 1993). Although the authors of this study did 
not interpret either this result or the release probability dependence of the EPSC 
waveform as non-linear receptor activation, they did suggest that the paradoxi­
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cal broadening of the second pulse was due to summation of residual glutamate 
in the synaptic cleft from the first pulse with glutamate spillover from the sec­
ond pulse. This hypothesis is, however, still feasible with non-linear receptor 
activation as the mechanism mediating non-linear responses to glutamate in the 
synaptic cleft. It is therefore possible that synaptically depressed EPSC would 
show the same behaviour at the MF-GC synapse.
While spillover at the MF-GC synapse may aid in information processing at 
the MF-GC synapse (see above), at synapses onto spines in the hippocampus, the 
neocortex, and the cerebellar molecular layer, spillover may degrade the storage 
capacity of the network (Barbour & Hausser, 1997). Indeed the geometry and 
more potent glutamate transporters favour smaller spillover activation at these 
synapses (see above). Although various mechanisms for synchronisation exists 
in the cortex (Singer, 1999) and hippocampus (O'Keefe & Recce, 1993), glutamate 
spillover from multiple presynaptic release sites is likely to be more synchronised 
when released from a single fibre than from multiple fibres, and thus summation 
of spillover from multiple vesicles is more likely to occur in the latter rather than 
the former case. Due to a non-linear dose-response curve, the AMPAR may act 
as a coincidence detector, responding to larger, more meaningful stimuli while 
filtering out small desynchronised responses that are likely to reflect activation 
of different synapses. The non-linear response to small glutamate concentrations 
may be a convenient activation mechanism suited to both small, tightly packed 
synapses where spillover is likely to degrade signal processing, and synapses 
with large presynaptic terminals where spillover can enhance signal processing, 
although the magnitude of this effect may be small.
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7.7 What are the determinants of the AMPAR-EPSC
synaptic waveform?
Activation of AMPARs is the principal mechanism of fast excitation in the central 
nervous system. The waveform of the AMPAR-mediated EPSC can be modu­
lated by physiological processes and influences properties of synaptic integra­
tion. But do we understand at all the mechanisms that determine this waveform? 
Jonas & Spruston (1994) proposed a classification of central synapses based on the 
mechanisms of their EPSC decay: it may be determined only by deactivation in 
the absence of glutamate in the synaptic cleft; only by desensitisation in the pro­
longed presence of glutamate; or by a slower removal of glutamate, that causes a 
decay that is shaped by a combination of the glutamate decay, deactivation and 
desensitisation. As at the MF-GC synapse, a change in the EPSC waveform indi­
cates that glutamate removal contributes to the EPSC decay. The experiments in 
this thesis have established that non-linear activation of AMPARs by glutamate 
spillover can mediate a release probability-dependence of the EPSC waveform. 
These findings contrast with observations at the NMJ, where it is thought that 
the decay of EPSC is mediated by deactivation alone (Magleby & Stevens, 1972).
The relative contributions of deactivation and desensitisation to the decay of 
the quantal EPSC are still unknown, in part due to the absence of sufficiently 
selective inhibitors of AMPAR desensitisation. The quantal EPSC at the MF-GC 
synapse has a dual-exponential decay as at some (Wadiche & Jahr, 2001) but not 
all (Hestrin, 1992; Geiger et ah, 1997) glutamatergic synapses. I have showed that 
when fitting the rate constants of an AMPAR kinetic scheme, it is possible to 
obtain a dual-exponential response similar to the quantal EPSC. Whether the sec­
ond time constant reflects the prolonged presence of glutamate in the synaptic 
cleft following quantal release or is part of the intrinsic decay of the receptor may
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be determined by recording quantal EPSCs in Kyn.
The EPSC rise time is likely to be determined by receptor kinetics rather than 
the [glut]cieft timecourse, for both quantal EPSCs and spillover EPSCs. The cal­
culated spillover [glut]cieft has a rise time of 198 }is, which is four times faster 
than recorded EPSCs (DiGregorio et al, 2002). This hypothesis is consistent with 
the similarity of activation kinetics with quantal EPSC rise time at other synapses 
(Trussell et al, 1993). The slow rise time of spillover EPSC likely arises from a 
low rather than a slowly rising [glut]cieft, although the slow decay of the spillover 
[glut]cieft may lead to accumulated receptor activation.
Several studies have stressed the importance of the EPSC waveform in synap­
tic integration. The rise and decay kinetics of the synaptic conductance wave­
form determine the magnitude of subthreshold voltage fluctuations, which in 
term determines whether inhibition has a subtractive or divisive effect on the 
firing rate (Mitchell & Silver, 2003). Synaptic conductances with rapid decays 
also allow a cell to charge more quickly than the membrane time constant (Koch, 
1998), which may contribute to enhanced precision of the EPSPs (Harsch & Robin­
son, 2000; Galarreta & Hestrin, 2001). The simulations shown in Figure 4.5 indi­
cate that despite a slow rate of glutamate clearance, the decay of quantal AMPAR 
EPSCs can be very rapid.
These findings indicate that specific receptor properties regulate the response 
to synaptically released glutamate, allowing this response to be modulated on 
a fast timescale. Nevertheless, development of the synaptic geometry (Hamori 
& Somogyi, 1983), which determines the [glut]cieft waveform, can contribute to 
maturation of the synaptic response, in particular by regulating the contribution 
of glutamate released at a distance to the synaptic current. Future studies are 
likely to clarify the mechanisms whereby modulation of the EPSC waveform can 
alter information processing over multiple timescales.
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