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Abstract
We give the asymptotic distribution of the zeros of Jacobi-Pin˜eiro polynomials
and multiple Laguerre polynomials of the first kind. We use the nearest neighbor
recurrence relations for these polynomials and a recent result on the ratio asymp-
totics of multiple orthogonal polynomials. We show how these asymptotic zero
distributions are related to the Fuss-Catalan distribution.
1 Introduction and main results
In this paper we obtain the asymptotic distribution of the zeros of two families of multiple
orthogonal polynomials: the Jacobi-Pin˜eiro polynomials and the multiple Laguerre poly-
nomials of the first kind [9, Ch. 23], [2], [19]. These are two families of multiple orthogonal
polynomials for which explicit formulas are known and which are useful for a number of
applications. For instance, the zeros of Jacobi-Pin˜eiro polynomials (and Wronskian-type
determinants of Jacobi-Pin˜eiro polynomials) form the unique solution of certain Bethe
Ansatz equations [14] and multiple orthogonal polynomials are also useful for investigat-
ing determinantal point processes [10]. Recently the Jacobi-Pin˜eiro ensemble and the
multiple Laguerre ensemble were introduced for random matrix minor processes related
to percolation theory [1] which are based on the Jacobi-Pin˜eiro and multiple Laguerre
polynomials of the first kind.
Let ~n = (n1, n2, . . . , nr) ∈ Nr be a multi-index of size |~n| = n1 + n2 + · · · + nr.
The Jacobi-Pin˜eiro polynomials P~n, with parameters ~α = (α1, . . . , αr) and β, are type
II multiple orthogonal polynomials on [0, 1] for r Jacobi weights, i.e., P~n is a monic
polynomial of degree |~n| satisfying∫ 1
0
P~n(x)x
kxαj (1− x)β dx = 0, k = 0, 1, . . . , nj − 1,
for j = 1, 2, . . . , r, where β > −1 and αj > −1 for 1 ≤ j ≤ r. They were introduced
by Pin˜eiro for β = 0 [17]. A multi-index ~n is normal if the monic multiple orthogonal
polynomial P~n of degree |~n| exists and is unique. All multi-indices for Jacobi-Pin˜eiro
polynomials are normal when αi−αj /∈ Z because then the measures form an AT-system
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[9, §23.1.2]. The polynomials are given by the Rodrigues formula
(−1)|~n|
r∏
j=1
(|~n|+ αj + β + 1)nj (1− x)βP~n(x)
=
r∏
j=1
(
x−αj
dnj
dxnj
xnj+αj
)
(1− x)|~n|+β, (1.1)
where the product of the differential operators can be taken in any order, since these
operators are commuting [9, §23.3.2]. Multiple Laguerre polynomials of the first kind L~n
are given by the Rodrigues formula
(−1)|~n|e−xL~n(x) =
r∏
j=1
(
x−αj
dnj
dxnj
xnj+αj
)
e−x, (1.2)
where the product of the differential operators can be taken in any order [9, §23.4.1]. If
the parameters ~α = (α1, α2, . . . , αr) are such that αi > −1 for every i and αi − αj /∈ Z
(1 ≤ i, j ≤ r), then all multi-indices are normal and the polynomials satisfy the following
orthogonality properties∫ ∞
0
L~n(x)x
kxαje−x dx = 0, k = 0, 1, . . . , nj − 1,
for j = 1, 2, . . . , r. An explicit expression is given by
L~n(x) =
n1∑
k1=0
· · ·
nr∑
kr=0
(−1)|~k| n1!
(n1 − k1)! · · ·
nr!
(nr − kr)!
×
(
nr + αr
kr
)(
nr + nr−1 + αr−1 − kr
kr−1
)
· · ·
(|~n| − |~k|+ k1 + α1
k1
)
x|~n|−|
~k|. (1.3)
We will obtain the asymptotic distribution of the zeros of these multiple orthogonal
polynomials by using a result on the asymptotic behavior of the ratio of two neighboring
polynomials [21]. This result uses the nearest neighbor recurrence relations for multiple
orthogonal polynomials
xP~n(x) = P~n+~ek(x) + b~n,kP~n(x) +
r∑
j=1
a~n,jP~n−~ej(x), 1 ≤ k ≤ r,
where ~ej = (0, . . . , 0, 1, 0, . . . , 0) with 1 in the jth entry, and some knowledge about the
asymptotic behavior for the recurrence coefficients a~n,j, b~n,j (1 ≤ j ≤ r). The ratio asymp-
totic behavior for Jacobi-Pin˜eiro polynomials will be obtained in Section 2 and for multiple
Laguerre polynomials of the first kind in Section 5. The asymptotic distribution of the
zeros of Jacobi-Pin˜eiro polynomials will be obtained in Section 4, where the following
result will be proved. We will use the multi-index ~1 = (1, 1, . . . , 1) so that the diagonal
index is (n, n, . . . , n) = n~1.
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Theorem 1.1. Let 0 < x1,rn < x2,rn < · · · < xrn,rn < 1 be the zeros of the Jacobi-Pin˜eiro
polynomial Pn~1 with multi-index n~1 = (n, n, . . . , n). Then for every continuous function
f on [0, 1] one has
lim
n→∞
1
rn
rn∑
k=1
f(xk,rn) =
∫ 1
0
f(t)vr(t) dt,
where the density vr on [0, 1] is given by means of a density wr on [0, cr] as
vr(x) = crwr(crx), cr =
(r + 1)r+1
rr
,
and with the change of variables
xˆ = crx =
(
sin(r + 1)ϕ
)r+1
sinϕ
(
sin rϕ
)r , 0 < ϕ < π
r + 1
,
the density wr is
wr(xˆ) =
r + 1
π
1
|xˆ′(ϕ)|
=
r + 1
πxˆ
sinϕ sin rϕ sin(r + 1)ϕ
(r + 1)2 sin2 rϕ− 2r(r + 1) sin(r + 1)ϕ sin rϕ cosϕ+ r2 sin2(r + 1)ϕ.(1.4)
The density wr is in fact the uniform density on [0,
π
r+1
] in the variable ϕ since
∫ cr
0
f(xˆ)wr(xˆ) dxˆ =
∫ pi
r+1
0
f(xˆ(ϕ))wr(xˆ(ϕ))|xˆ′(ϕ)| dϕ = r + 1
π
∫ pi
r+1
0
f(xˆ(ϕ)) dϕ.
In this sense Theorem 1.1 is the extension to multiple orthogonal polynomials of the
equidistribution result for zeros of orthogonal polynomials [18, Thm. 12.7.2] for the case of
Jacobi-Pin˜eiro polynomials. In fact, the same asymptotic distribution of zeros will hold for
all multiple orthogonal polynomials for which the nearest neighbor recurrence coefficients
behave as in (2.3)–(2.4), provided the zeros of neighboring polynomials interlace. We have
plotted the density vr on [0, 1] for 1 ≤ r ≤ 5 in Figure 1.
Observe that
xˆ = cr −
(
r + 1
2
)
crϕ
2 +O(ϕ4), ϕ→ 0,
and
xˆ =
(
r + 1
sin π
r+1
)r+1(
π
r + 1
− ϕ
)r+1
+O
((
π
r + 1
− ϕ
)r+2)
, ϕ→ π
r + 1
,
so that the density vr behaves as (xˆ = crx)
vr(x) = O(ϕ−1) = O
(
(1− x)−1/2) , x→ 1,
and
vr(x) = O
((
π
r + 1
− ϕ
)−r)
= O
(
x−
r
r+1
)
, x→ 0.
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Figure 1: The asymptotic zero densities vr for Jacobi-Pin˜eiro polynomials: r = 1 (solid),
r = 2 (dash), r = 3 (dash dot), r = 4 (long dash), and r = 5 (dots).
Hence the densities vr have a square root singularity at 1 but a higher order singularity
at 0 when r > 1, which means that the zeros are more dense near the endpoints 0 and
1, and even more so near 0 than near 1 when r > 1. For r = 1 the density v1 is the
well-known arcsin density on [0, 1],
v1(x) =
1
π
1√
x(1 − x) , 0 < x < 1,
which is the equilibrium measure for [0, 1] in logarithmic potential theory. For r = 2 the
density can explicitly be written as
v2(x) =
√
3
4π
(1 +
√
1− x)1/3 + (1−√1− x)1/3
x2/3
√
1− x , x ∈ (0, 1),
and this asymptotic zero distribution was already found in [3, Thm. 2.5]. The moments
of wr are integers given by∫ cr
0
xnwr(x) dx =
r + 1
π
∫ pi
r+1
0
x(ϕ)n dϕ =
(
(r + 1)n
n
)
, n ∈ N = {0, 1, 2, . . .},
which follows from [16, Remark 3.4].
For multiple Laguerre polynomials we need to use a scaling to prevent the zeros from
going to infinity. The appropriate scaling is to divide all the zeros of L~n by |~n|, so that
we are in fact investigating the zeros of Ln~1(rnx) for the multi-index n~1 = (n, n, . . . , n)
on the diagonal. In Section 6 we obtain the asymptotic distribution of the scaled zeros,
where we prove the following result.
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Theorem 1.2. Let 0 < x1,rn < x2,rn < · · · < xrn,rn be the zeros of the multiple Laguerre
polynomials Ln~1 with multi-index n~1 = (n, n, . . . , n). Then for every continuous function
f on [0, cr/r] one has
lim
n→∞
1
rn
rn∑
k=1
f
(xk,rn
rn
)
=
∫ cr
0
f(t/r)ur(t) dt, cr =
(r + 1)r+1
rr
,
where the density ur on [0, cr] is given by
ur(xˆ) =
1
rπ
(sin rϕ)r+1(
sin(r + 1)ϕ
)r , 0 < ϕ < π
r + 1
, (1.5)
where
xˆ =
(
sin(r + 1)ϕ
)r+1
sinϕ
(
sin rϕ
)r , 0 < ϕ < π
r + 1
.
The densities ur for 1 ≤ r ≤ 5 are plotted in Figure 2.
Figure 2: The asymptotic zero densities ur for multiple Laguerre polynomials of the first
kind: r = 1 (solid), r = 2 (dash), r = 3 (dash dot), r = 4 (long dash), and r = 5 (dots).
The density of the scaled zeros {xk,rn
rn
, 1 ≤ k ≤ rn} is therefore given by rur(rx) for
0 < x < cr/r. Note that the densities ur behave as
ur(xˆ) = O(ϕ) = O
(
(cr − xˆ)1/2
)
, xˆ→ cr,
and
ur(xˆ) = O
((
π
r + 1
− ϕ
)−r)
= O
(
xˆ−
r
r+1
)
, xˆ→ 0.
Hence the densities ur tend to zero as a square root near the endpoint cr and have the
same singularity near 0 as in the Jacobi-Pin˜eiro case. For r = 1 the density is the
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Marchenko-Pastur density [12]
u1(xˆ) =
1
2π
√
4− xˆ
xˆ
, 0 < xˆ < 4, (1.6)
which is also the known asymptotic distribution of the (scaled) zeros of Laguerre polyno-
mials (see, e.g., [6]). For r = 2 we have u2(xˆ) =
8
27
g(8xˆ
27
), where
g(y) =
3
√
3
16π
(1 + 3
√
1− y)(1−√1− y)1/3 − (1− 3√1− y)(1 +√1− y)1/3
y2/3
,
and the asymptotic zero distribution of the zeros of multiple Laguerre polynomials for
that case was already obtained in [3, Thm. 2.6]. An interesting observation is that the
moments of ur are given by∫ cr
0
xnur(x) dx =
1
n+ 1
(
(r + 1)n
n
)
, n ∈ N.
The simple expressions for the moments of wr and ur on [0, cr] is the main reason why we
prefer to express the asymptotic zero densities in terms of densities on [0, cr], rather than
on [0, 1] and [0, cr/r] respectively. In Section 3 we will show that these densities and the
asymptotic behavior of the ratio of Jacobi-Pin˜eiro and multiple Laguerre polynomials of
the first kind are related to the Fuss-Catalan distribution with density
gr(x) =
1
π
sin2 ϕ
(
sin rϕ
)r−1(
sin(r + 1)ϕ
)r , 0 < x < cr,
where
x =
(
sin(r + 1)ϕ
)r+1
sinϕ
(
sin rϕ
)r , 0 < ϕ < π
r + 1
,
for which the moments are the Fuss-Catalan numbers [7, p. 347]∫ cr
0
xngr(x) dx =
1
rn+ 1
(
(r + 1)n
n
)
, n ∈ N.
2 Ratio asymptotics for Jacobi-Pin˜eiro polynomials
The nearest neighbor recurrence relations are
xP~n(x) = P~n+~ek(x) + b~n,kP~n(x) +
r∑
j=1
a~n,jP~n−~ej(x), 1 ≤ k ≤ r,
where the recurrence coefficients are given by
a~n,j =
nj(nj + αj)(|~n|+ β)
(|~n|+ nj + αj + β + 1)(|~n|+ nj + αj + β)(|~n|+ nj + αj + β − 1)
×
r∏
i=1
|~n|+ αi + β
|~n|+ ni + αi + β
r∏
i=1,i 6=j
nj + αj − αi
nj − ni + αj − αi , 1 ≤ j ≤ r, (2.1)
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and
b~n,k = (|~n|+ β + 1)
∏r
j=1(|~n|+ β + αj + 1)
(|~n|+ nk + β + αk + 2)
∏
j 6=k(|~n|+ nj + β + αj + 1)
− (|~n|+ β)
∏r
j=1(|~n|+ β + αj)∏r
j=1(|~n|+ nj + β + αj)
, 1 ≤ k ≤ r. (2.2)
(see, e.g., [20]).
If we take the multi-index ~n = (⌊q1n⌋, . . . , ⌊qrn⌋), where qj > 0,
∑r
j=1 qj = 1, and ⌊·⌋
is the floor function (i.e., ⌊a⌋ = k whenever k ≤ a < k+1), then the asymptotic behavior
of the recurrence coefficients is
lim
n→∞
a~n,j =
qr+1j
(1 + qj)3
r∏
k=1
1
1 + qk
∏
i 6=j
1
qj − qi =: aj, 1 ≤ j ≤ r, (2.3)
and with a bit of elementary calculus
lim
n→∞
b~n,j =
r∏
k=1
1
1 + qk
(
r + 1−
r∑
k=1
1
1 + qk
− 1
1 + qj
)
=: bj , 1 ≤ j ≤ r. (2.4)
In order to have finite values of aj , we assume for the moment that qi 6= qj whenever
i 6= j, but later on we will take the limit qj → 1/r for every j. This passage to the limit
is allowed since the asymptotic distribution of the zeros is continuous in the parameters
(q1, . . . , qr), which can be shown as in [4, Thm. 2]. We will use the notation
p(~q) =
r∏
k=1
1
1 + qk
, s = r + 1−
r∑
k=1
1
1 + qk
,
so that
aj = p(~q)
qr+1j
(1 + qj)3
∏
i 6=j
1
qj − qi , bj = p(~q)
(
s− 1
1 + qj
)
. (2.5)
According to [21, Thm. 1.1], the ratio asymptotics for the Jacobi-Pin˜eiro polynomials
with multi-index ~n = (⌊q1n⌋, . . . , ⌊qrn⌋) will then be given by
lim
n→∞
P~n+~ek(x)
P~n(x)
= z(x)− bk, 1 ≤ k ≤ r, (2.6)
uniformly on compact subsets of C\ [0, 1], where z is the solution of the algebraic equation
(z − x)Br(z) + Ar−1(z) = 0 (2.7)
for which z(x) − x → 0 when x → ∞. In [21] the convergence was given uniformly on
compact subsets of C\R, but since all the zeros of Jacobi-Pin˜eiro polynomials are in [0, 1],
the Stieltjes-Vitali theorem can be used to extend the uniform convergence to compact
subsets of C\ [0, 1]. Here Br(z) =
∏r
j=1(z− bj) and Ar−1 is the polynomial of degree r−1
for which
Ar−1(z)
Br(z)
=
r∑
j=1
aj
z − bj .
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The latter means that the residue of Ar−1/Br at bj is given by aj :
aj =
Ar−1(bj)
B′r(bj)
=
Ar−1(bj)∏
i 6=j(bj − bi)
. (2.8)
Observe that ∏
i 6=j
(bj − bi) = p(~q)
r
(1 + qj)r−2
∏
i 6=j
(qj − qi),
so that the condition on the residues (2.8) becomes
Ar−1(bj) =
(
p(~q)qj
1 + qj
)r+1
, 1 ≤ j ≤ r. (2.9)
This is a Lagrange interpolation problem. If we use (2.5) to write qj in terms of bj , then
qj =
1
s− bj/p(~q) − 1,
so that
p(~q)qj
1 + qj
= p(~q)(1− s) + bj , 1 ≤ j ≤ r.
The interpolation problem (2.9) then becomes
Ar−1(bj) =
(
bj + p(~q)(1− s)
)r+1
, 1 ≤ j ≤ r,
hence Ar−1(z) is a polynomial of degree r− 1 interpolating the polynomial
(
z + p(~q)(1−
s)
)r+1
at the points bj (1 ≤ j ≤ r). If we take the limit where qj → 1/r for every j, then
p(~q)→
(
r
r + 1
)r
=: p, s→ 2r + 1
r + 1
, bj → p
(
s− r
r + 1
)
= p,
hence all the interpolation points coincide. It is well known that the Lagrange inter-
polating polynomial for which all the interpolation points coincide corresponds to the
Taylor polynomial of degree r − 1 of the function f(z) = (z + p(1 − s))r+1 around the
common interpolation point p. This Taylor polynomial of degree r − 1 is the polynomial(
z + p(1− s))r+1 of degree r+1 from which we subtract the last two terms of the Taylor
expansion around p:
Ar−1(z) =
(
z + p(1− s))r+1 − (z − p)r+1f (r+1)(p)
(r + 1)!
− (z − p)r f
(r)(p)
r!
=
(
z + p(1− s))r+1 − (z − p)r+1 − (r + 1)p(2− s)(z − p)r. (2.10)
The algebraic equation (2.7) for multi-indices on the diagonal then becomes
(z − x)(z − p)r + (z + p(1− s))r+1 − (z − p)r+1 − (r + 1)p(2− s)(z − p)r = 0,
which simplifies to
x(z − p)r =
(
z − pr
r + 1
)r+1
. (2.11)
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3 Relation with the Fuss-Catalan numbers
Recently the Fuss-Catalan distribution and other related distributions (Raney distribu-
tions) appeared as limiting distributions of eigenvalues and singular values of certain
random matrices [5], [15], [16]. In this section we will show how the ratio asymptotics in
(2.6) is related to the Stieltjes transform of the Fuss-Catalan distribution. The weights
wr and ur in Theorem 1.1 and 1.2 cannot be identified with the Fuss-Catalan distribution
or any of the Raney distributions (except u1, which is the Catalan distribution) because
their behavior near the endpoints of the interval differs from the behavior of the Raney
distributions given in [13].
If we scale the variables xˆ = crx and zˆ = crz, where
cr =
(r + 1)r+1
rr
=
r + 1
p
,
then the algebraic equation (2.11) becomes
xˆ(zˆ − r − 1)r = (zˆ − r)r+1. (3.1)
If we define
ω =
zˆ − r
zˆ − r − 1 , zˆ =
(r + 1)ω − r
ω − 1 , (3.2)
then the algebraic equation becomes
ωr+1 + xˆ− xˆω = 0. (3.3)
This is the algebraic equation for the generating function G(1/xˆ) of the Fuss-Catalan
numbers [7, p. 347] [16, Eq. (3.12)]. As in [16, §3], we assume that a solution exists of
the form ω = ρeiϕ, where ρ > 0 and ϕ is real. Then inserting this in (3.3) gives
ρr+1ei(r+1)ϕ + xˆ− xˆρeiϕ = 0.
This gives for the real and the imaginary part
ρr+1 cos(r + 1)ϕ+ xˆ− xˆρ cosϕ = 0, (3.4)
ρr+1 sin(r + 1)ϕ− xˆρ sinϕ = 0. (3.5)
From (3.5) we find
xˆ = ρr
sin(r + 1)ϕ
sinϕ
, (3.6)
and inserting this in (3.4) gives
ρ(xˆ) =
sin(r + 1)ϕ
sin rϕ
, (3.7)
from which
xˆ =
(
sin(r + 1)ϕ
)r+1
sinϕ
(
sin rϕ
)r . (3.8)
Observe that ρ(x) > 0 for 0 < ϕ < π
r+1
, and xˆ is a monotonically decreasing function
mapping [0, π
r+1
] into [0, cr]. So for xˆ ∈ [0, cr] there is a solution ρeiϕ of the algebraic
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equation (3.3). The conjugate function ρe−iϕ is also a solution for xˆ ∈ [0, cr]. In fact both
solutions are the boundary value of a function ω which is analytic on C \ [0, cr] and
ω+ = lim
ǫ→0+
ω(xˆ+ iǫ) = ρe−iφ, ω− = lim
ǫ→0+
ω(xˆ− iǫ) = ρeiφ, (3.9)
because this ω is G(1/xˆ) = xˆF (xˆ), where F is the Stieltjes transform of the Fuss-Catalan
distribution
F (z) =
∫ cr
0
gr(y)
z − y dy, z ∈ C \ [0, cr],
with gr the Fuss-Catalan density, and a Stieltjes transform has the property that
ImF (z)
{
< 0, Im z > 0,
> 0, Im z < 0.
.
Observe that
1
z − p = limn→∞
P~n(x)
P~n+~ek(x)
is the Stieltjes transform of a probability measure on [0, 1], since we have
P~n(x)
P~n+~ek(x)
=
|~n|+1∑
j=1
cj,~n
x− xj,~n+~ek
,
and cj,~n > 0 because the zeros of P~n and P~n+~ek interlace [8, Thm.2.1], and
∑
cj,~n = 1
since we are dealing with monic polynomials. With the change of variables xˆ = crx and
zˆ = crz it follows that
1/(zˆ − r − 1) =
∫ cr
0
dµ(y)
xˆ− y
is the Stieltjes transform of a probability distribution µ on [0, cr]. Note that (3.2) implies
1
zˆ − r − 1 = ω − 1 = xˆF (xˆ)− 1,
where F is the Stieltjes transform of the Fuss-Catalan distribution,
F (xˆ) =
1
xˆ
∞∑
n=0
1
rn+ 1
(
(r + 1)n
n
)
1
xˆn
,
so that 1/(zˆ − r − 1) is the Stieltjes transform of the probability measure for which the
moments are the Fuss-Catalan numbers shifted by one∫ cr
0
yn dµ(y) =
1
r(n+ 1) + 1
(
(r + 1)(n+ 1)
n+ 1
)
,
and hence this probability distribution has a density xˆgr(xˆ), where gr is the Fuss-Catalan
density
gr(xˆ) =
1
π
sin2 ϕ(sin rϕ)r−1(
sin(r + 1)ϕ
)r , 0 < ϕ < π
r + 1
,
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where xˆ is given in (3.8). In particular this gives
1
zˆ − r − 1 =
∫ cr
0
ygr(y)
xˆ− y dy.
The weight is explicitly given by
xˆgr(xˆ) =
1
π
sinϕ sin(r + 1)ϕ
sin rϕ
, 0 ≤ ϕ < π
r + 1
,
with xˆ as in (3.8).
4 Proof of Theorem 1.1
So far we found that for ~n near the diagonal (i.e., nj/n→ 1/r for every j) one has
lim
n→∞
P~n+~ek(x)
P~n(x)
= z(x)− p = 1
cr
(zˆ − r − 1), (4.1)
uniformly for x on compact subsets of C \ [0, 1], or xˆ on compact subsets of C \ [0, cr].
However we are interested in the asymptotic behavior of
1
|~n|
P ′~n(x)
P~n(x)
,
where the prime ′ denotes the derivative with respect to x, because the limit will give the
Stieltjes transform of the asymptotic distribution of the zeros of P~n. By taking derivatives
with respect to x in (4.1) we find
lim
n→∞
P~n+~ek(x)
P~n(x)
(
P ′~n+~ek(x)
P~n+~ek(x)
− P
′
~n(x)
P~n(x)
)
= z′ =
zˆ′
cr
,
uniformly for x on compact subsets of C \ [0, 1]. Together with (4.1), this gives
lim
n→∞
(
P ′~n+~ek(x)
P~n+~ek(x)
− P
′
~n(x)
P~n(x)
)
=
zˆ′
zˆ − r − 1 .
If we use this result successively for each k, 1 ≤ k ≤ r, then we find for multi-indices on
the diagonal n~1 = (n, n, . . . , n) and (n+ 1)~1 = (n+ 1, n+ 1, . . . , n+ 1)
lim
n→∞
(
P ′
(n+1)~1
(x)
P(n+1)~1(x)
− P
′
n~1
(x)
Pn~1(x)
)
=
rzˆ′
zˆ − r − 1 .
Then by taking averages (Cesa`ro’s lemma) we get
lim
n→∞
1
n
n−1∑
k=0
(
P ′
(k+1)~1
(x)
P(k+1)~1(x)
− P
′
k~1
(x)
Pk~1(x)
)
=
rzˆ′
zˆ − r − 1 ,
and since this contains a telescoping sum, this becomes
lim
n→∞
1
rn
P ′
n~1
(x)
Pn~1(x)
=
zˆ′
zˆ − r − 1 ,
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uniformly for x on compact subsets of C\ [0, 1], so that the right hand side is the Stieltjes
transform of the asymptotic zero distribution of the zeros of Pn~1 for n~1 = (n, n, . . . , n).
From the Stieltjes transform we can find the density by using Stieltjes’ inversion formula
2πivr(x) =
(
zˆ′
zˆ − r − 1
)
−
−
(
zˆ′
zˆ − r − 1
)
+
.
Taking derivatives in (3.1) (and recalling that xˆ = crx) gives
cr(zˆ − r − 1)r + xˆr(zˆ − r − 1)r−1zˆ′ = (r + 1) (zˆ − r)r zˆ′,
so that
zˆ′
zˆ − r − 1 =
cr
xˆ
zˆ − r
zˆ − 2r − 1 .
Writing this in terms of ω using (3.2) gives
zˆ′
zˆ − r − 1 =
cr
xˆ
ω
−rω + r + 1 .
Now use ω+ = ρe
−iϕ and ω− = ρe
iϕ to find the density
vr(x) =
r + 1
πx
ρ sinϕ
|rρeiϕ − r − 1|2 ,
and clearly vr(x) = vr(xˆ/cr) = crwr(xˆ), with the weight in (1.4). Observe that xˆ :
[0, π
r+1
]→ [0, cr] is a monotonically decreasing function with
xˆ′(ϕ) =
−xˆ
sinϕ sin rϕ sin(r + 1)ϕ
|(r + 1) sin rϕ− eiϕr sin(r + 1)ϕ|2
so that
wr(xˆ) =
r + 1
π
1
|xˆ′(ϕ)| , 0 < ϕ <
π
r + 1
.
5 Ratio asymptotics for multiple Laguerre polynomi-
als of the first kind
The nearest neighbor recurrence relations for multiple orthogonal polynomials of the first
kind are given by
xL~n(x) = L~n+~ek(x) + b~n,kL~n(x) +
r∑
j=1
a~n,jL~n−~ej(x), 1 ≤ k ≤ r,
where the recurrence coefficients are given by
a~n,j = nj(nj + αj)
r∏
i=1,i 6=j
nj + αj − αi
nj − ni + αj − αi , 1 ≤ j ≤ r, (5.1)
and
b~n,k = |~n|+ nk + αk + 1, 1 ≤ k ≤ r. (5.2)
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(see, e.g., [20]). We can now proceed as in the case of Jacobi-Pin˜eiro polynomials. The
recurrence coefficients are somewhat easier but they are unbounded so that we need to
use a scaling. Suppose again that ~n = (⌊q1n⌋, . . . , ⌊qrn⌋), where qi 6= qj whenever i 6= j.
It then follows that
lim
n→∞
a~n,j
n2
= qr+1j
∏
i 6=j
1
qj − qi =: aj , 1 ≤ j ≤ r,
and
lim
n→∞
b~n,j
n
= 1 + qj =: bj , 1 ≤ j ≤ r.
According to [21, Thm. 1.2] we then have
lim
n→∞
L~n+~ek(nx)
nL~n(nx)
= z(x)− bk, 1 ≤ k ≤ r, (5.3)
uniformly on compact subsets of C\[0,∞), where z is the solution of the algebraic equation
(z − x)Br(z) + Ar−1(z) = 0,
where Br(z) =
∏r
j=1(z − bj) and Ar−1 is obtained from
Ar−1(z)
Br(z)
=
r∑
j=1
aj
z − bj .
The uniform convergence on compact subsets of C\R in [21] can be extended to C\ [0,∞)
because the zeros of multiple Laguerre polynomials of the first kind are on [0,∞). One
can even extend this further to C\ [0, cr/r] since all the scaled zeros are dense on [0, cr/r],
but we will not need this here. Observe that∏
i 6=j
(qj − qi) =
∏
i 6=j
(bj − bi),
so that we get the interpolation condition
Ar−1(bj) = q
r+1
j = (bj − 1)r+1, 1 ≤ j ≤ r.
Hence Ar−1(z) is the Lagrange interpolating polynomial of degree r − 1 for the function
f(z) = (z − 1)r+1 for the interpolation points b1, . . . , br. Now let qj → 1/r for every j,
then
bj → r + 1
r
,
and Ar−1(z) will be the Taylor polynomial of degree r − 1 around r+1r for the function
f(z) = (z − 1)r+1. This gives
Ar−1(z) = (z − 1)r+1 −
(
z − r + 1
r
)r+1
− r + 1
r
(
z − r + 1
r
)r
.
The algebraic equation for multi-indices near the diagonal then becomes
x
(
z − r + 1
r
)r
= (z − 1)r+1. (5.4)
The change of variables rz = zˆ and rx = xˆ gives the same algebraic equation as in (3.1).
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6 Proof of Theorem 1.2
As in Section 4 we use
L′
n~1
(x)
Ln~1(x)
=
n−1∑
k=0
(
L′
(k+1)~1
(x)
L(k+1)~1(x)
− L
′
k~1
(x)
Lk~1(x)
)
,
where k~1 = (k, k, . . . , k) and (k+1)~1 = (k+1, k+1, . . . , k+1). However, because of the
scaling, we need to consider (observe that |n~1| = rn)
L′
n~1
(rnx)
rnLn~1(rnx)
=
n−1∑
k=0
(
L′
(k+1)~1
(rnx)
rnL(k+1)~1(rnx)
− L
′
k~1
(rnx)
rnLk~1(rnx)
)
,
so that we can not use Cesa`ro’s lemma to get the asymptotic behavior. We modify the
proof as follows. For k
n
≤ t < k+1
n
one has ⌊nt⌋ = k, hence the sum can be written as an
integral
L′
n~1
(rnx)
rnLn~1(rnx)
= n
∫ 1
0
(
L′
(⌊nt⌋+1)~1
(rnx)
rnL(⌊nt⌋+1)~1(rnx)
−
L′
⌊nt⌋~1
(rnx)
rnL⌊nt⌋~1(rnx)
)
dt,
and the integrand can be written as(
L(⌊nt⌋+1)~1(rnx)
rnL⌊nt⌋~1(rnx)
)′
/
(
L(⌊nt⌋+1)~1(rnx)
rnL⌊nt⌋~1(rnx)
)
.
So we need to know the asymptotic behavior of the ratio
lim
n→∞
L(⌊nt⌋+1)~1(rnx)
rnL⌊nt⌋~1(rnx)
.
If we change n to rn in Section 5 then for qj → 1r (1 ≤ j ≤ r) we get the multi-index
n~1 = (n, n, . . . , n) and (5.3) becomes
lim
n→∞
Ln~1+~ek(rnx)
rnLn~1(rnx)
= z(x)− r + 1
r
,
but we need to extend this for multi-indices containing the parameter 0 < t ≤ 1. For
this we need to use the following asymptotic behavior of the recurrence coefficients: if
~n = (⌊nq1⌋, ⌊nq2⌋, . . . , ⌊nqr⌋) and ~m = (⌊ntq1⌋, ⌊ntq2⌋, . . . , ⌊ntqr⌋), then
lim
n→∞
a~m,j
n2
= t2qr+1j
∏
i 6=j
1
qj − qi = t
2aj , 1 ≤ j ≤ r,
and
lim
n→∞
b~m,j
n
= t(1 + qj) = tbj , 1 ≤ j ≤ r.
The required asymptotic behavior is then for 0 < t ≤ 1
lim
n→∞
L~m+~ek(nx)
nL~m(nx)
= z(x, t)− tbk, (6.1)
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uniformly for x on compact subsets of C \ [0,∞), where z(x, t) satisfies the algebraic
equation (
z(x, t) − x)Br(z, t) + Ar−1(z, t) = 0,
with Br(z, t) =
∏r
j=1(z − tbj) = trBr(z/t) and
Ar−1(z, t)
Br(z, t)
=
r∑
j=1
t2aj
z − tbj ,
so that Ar−1(z, t) = t
r+1Ar−1(z/t). Here we used Ar−1(z) = Ar−1(z, 1) and Br(z) =
Br(z, 1), which are the polynomials in Section 5. If qj → 1r (1 ≤ j ≤ r) then bj → r+1r
(1 ≤ j ≤ r) and the algebraic equation for z(x, t) becomes
x
(
z(x, t)− tr + 1
r
)r
=
(
z(x, t)− t)r+1. (6.2)
Now change n to rn so that we can deal with the multi-index n~1 = (n, n, . . . , n). By going
from the multi-index n~1 = (n, n, . . . , n) to (n + 1)~1 = (n + 1, n + 1, . . . , n + 1) in r steps
(each time increasing one coefficient) we then get
lim
n→∞
L(⌊nt⌋+1)~1(rnx)
(rn)rL⌊nt⌋~1(rnx)
=
(
z(x, t)− tr + 1
r
)r
,
so that
lim
n→∞
1
rn
L′
n~1
(rnx)
rnLn~1(rnx)
=
1
r
∫ 1
0
d
dx
(
z(x, t) − t r+1
r
)r(
z(x, t)− t r+1
r
)r dt =
∫ 1
0
z′(x, t)
z(x, t)− t r+1
r
dt,
uniformly on compact subsets of C \ [0,∞), where the prime ′ means the derivative with
respect to x. This limit is the Stieltjes transform of the asymptotic zero distribution∫ cr/r
0
r
ur(rs)
x− s ds =
∫ cr
0
ur(y)
x− y/r dy,
and hence we have ∫ 1
0
z′(x, t)
z(x, t)− t r+1
r
dt =
∫ cr
0
ur(y)
x− y/r dy.
Observe that the change of variables rz = tzˆ and rx = txˆ transforms the algebraic
equation (6.2) to (3.1), so that z(txˆ/r, t) = tzˆ(xˆ)/r. From our analysis in Sections 2–4 we
found that
zˆ′
zˆ − r − 1 =
∫ cr
0
wr(s)
xˆ− s ds,
hence
z′(x, t)
z(x, t)− t r+1
r
=
r
t
∫ cr
0
wr(s)
rx
t
− s ds =
∫ cr
0
wr(s)
x− ts
r
ds.
Therefore ∫ 1
0
z′(x, t)
z(x, t)− t r+1
r
dt =
∫ 1
0
∫ cr
0
wr(s)
x− ts
r
ds dt
=
∫ 1
0
∫ tcr
0
wr(y/t)
x− y
r
dy
t
dt
=
∫ cr
0
1
x− y
r
∫ 1
y/cr
wr(y/t)
dt
t
dy,
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where we used the change of variables ts = y in the second equality and Fubini’s theorem
for the third equality. This means that
ur(y) =
∫ 1
y/cr
wr(y/t)
dt
t
=
∫ cr
y
wr(x)
dx
x
, (6.3)
and hence the asymptotic density of the scaled zeros ur is the Mellin convolution of the
density wr given in (1.4) and the uniform distribution on [0, 1]. This immediately gives
the moments∫ cr
0
ynur(y) dy =
∫ cr
0
xnwr(x) dx
∫ 1
0
tn dt =
1
n + 1
(
(r + 1)n
n
)
.
We still need to show that the density ur is given by the expression in (1.5). Observe that
the derivative of (1.5) with respect to ϕ is
r + 1
π
sinϕ(sin rϕ)r(
sin(r + 1)ϕ
)r+1 = r + 1πxˆ .
On the other hand, taking the derivative in (6.3) with respect to ϕ gives
dur(xˆ)
dϕ
= −wr(xˆ)
xˆ
xˆ′ =
r + 1
πxˆ
,
where we used (1.4) for the last equality. Thus, using ur(cr) = 0, we find that
ur(xˆ) =
1
rπ
(sin rϕ)r+1(
sin(r + 1)ϕ
)r .
7 Concluding remarks
There is yet another family of multiple orthogonal polynomials for which the asymptotic
distribution of the zeros is of the same flavor. These are multiple orthogonal polynomials
associated with Meijer G-functions, which appear in the study of products of Ginibre
random matrices [11]. The polynomials on the stepline for |~n| = n are given by
Pn(x) = (−1)n
r∏
j=1
(n+ νj)!
n∑
k=0
(
n
k
)
(−x)k
(k + ν1)! · · · (k + νr)! ,
and the asymptotic distribution of the scaled zeros {xk,n/nr, 1 ≤ k ≤ n} is given in [16,
Thm. 3.2]. The density is
gr(x) =
1
π
sin2 ϕ(sin rϕ)r−1(
sin(r + 1)ϕ
)r ,
where again
x =
(
sin(r + 1)ϕ
)r+1
sinϕ(sin rϕ)r
, 0 < ϕ <
π
r + 1
. (7.1)
This is the density of the Fuss-Catalan distribution, for which the moments are the Fuss-
Catalan numbers ∫ cr
0
xngr(x) dx =
1
rn+ 1
(
(r + 1)n
n
)
, n ∈ N.
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Observe that the density gr is a Mellin convolution of the density wr in (1.4) and the
beta(1
r
, 1) density:
gr(y) =
1
r
∫ 1
y/cr
wr(y/t)t
1/r−1 dt
t
=
1
r
∫ cr
y
wr(x)
(y
x
)1/r−1 dx
x
= y1/r−1
r + 1
rπ
∫ θ
0
dϕ
x1/r
, (7.2)
where
y(θ) =
(
sin(r + 1)θ
)r+1
sin θ(sin rθ)r
.
This can most easily be seen from
d
dϕ
(
(sinϕ)1/r+1(
sin(r + 1)ϕ
)1/r
)
=
r + 1
r
1
x1/r
,
with x given in (7.1), which enables a straightforward computation of the last integral
in (7.2). The case r = 1 corresponds to the asymptotic zero distribution of Laguerre
polynomials (the Marchenko-Pastur distribution (1.6)). The case r = 2 was obtained
earlier in [3] and corresponds to multiple orthogonal polynomials for modified Bessel
functions Kν and Kν+1. The weight is then explicitly given by g2(x) =
4
27
h(4x
27
), where
h(y) =
3
√
3
4π
(1 +
√
1− y)1/3 − (1−√1− y)1/3
y2/3
, 0 < y < 1.
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