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This is the first of two papers  on  multilinear problems, and  it is devoted to the 
worst case setting. A second paper  will analyze the average case setting. W e  show 
how to reduce the analysis of multilinear problems to linear subproblems. In 
particular, it is proven that adapt ion can help by  a  factor of at most k and  k-linear 
problems. The  error of multilinear algorithms is analyzed and  optimality proper- 
ties of spline algorithms for the Hilbert case are established. W e  illustrate our  
analysis with an  example of a  multilinear problem from signal processing. o  1990  
Academic Press. Inc. 
Most general  information-based complexity results have been  obtained 
for linear problems; see (Traub and  Wo iniakowski, 1980; Traub et al., 
1988). A linear problem is defined as approximation of a  linear operator S 
for elementsffrom a  balanced and  convex set. The  approximation to Sfis 
computed on  the basis of the evaluation of finitely many linear func- 
tionals. 
Nonlinear problems are usually difficult to analyze and  typically each 
problem has to be  dealt with separately. In this paper, we analyze a  class 
of mu ltilinear problems, i.e., problems with a  mu ltilinear operator S de- 
fined on  a  Cartesian product of balanced and  convex sets and  approxi- 
mated by the evaluation of finitely many linear functionals. Although 
mu ltilinear problems are nonlinear, they have many characteristics of 
linear problems. It is, therefore, possible to general ize the existing theory 
of linear problems to mu ltilinear problems. 
We  give an  example of a  mu ltilinear problem. Consider the correlation 
detection problem from signal processing; see (Carlson, 1975; Viterbi and  
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Omura, 1979). This problem involves the integration of the product of the 
incoming signals with a number of correlators. After all the integrals have 
been computed by the receiver, the correlator for which the integral at- 
tains its maximum value is chosen. The theory of multilinear problems 
can be applied to the optimal approximation of such integrals. 
More precisely, let us assume that the correlator signals have been 
sampled at a finite number of points, and that we can compute the inte- 
grals of the incoming signal over any finite period of time. The problem 
can be formulated as follows. Consider the approximation of the integral 
j-A fi(x)&(x)&, where the following types of information are available 
about functionsfi , fZ. Let N,(h) = [fi(xi), . . . , fr(x,,)] be information 
consisting of function values and let Nz(f2) = [& j&r)&, . . . , l$ 
fi(x)&] be integral information. We also assume that fr belongs to the 
class of functions with globally bounded first derivative, and that fi be- 
longs to the class of globally bounded continuous functions. Thus, the 
first class corresponds to the cot-relator signals and the second class corre- 
sponds to the incoming signals. Clearly, this problem corresponds to a 2- 
linear operator Sf = JA fi(x)fi(x)& forS = cfr , f2). 
One can ask whether it is possible to approach this problem as a linear 
one by approximating ~~f(x)dx forf = f f , I) without referring to a theory 
of multilinear problems. The answer is no becausej; and f2 belong to two 
different classes and different information about them is available. In 
particular, the values f(x) cannot be computed. 
The theory of multilinear problems offers the tools for finding the opti- 
mal approximation and determining the approximation error. The theory 
also allows us to address the problem of optimal information, which in our 
example corresponds to the optimal sampling. 
In this paper we study the complexity of multilinear problems in the 
worst case setting. In this setting, the error and cost of algorithm are 
defined by a hardest element. The c-complexity is understood as the mini- 
mal cost needed to compute an algorithm with at most e error. To obtain 
the e-complexity for multilinear problems we proceed as follows. We first 
show that the study of multilinear problems can be reduced to linear 
problems. Since many results and a vast literature for linear problems 
exist, this reduction enables us to use these results for multilinear prob- 
lems. In particular, we address the question of whether adaption is more 
powerful than nonadaption. For the linear case adaption can only help by 
a factor of at most 2. We generalize this result by showing that for k-linear 
problems adaption can be more powerful by a factor of at most 2k. 
We then study linear nonadaptive information and multilinear algo- 
rithms that use such information. It is known that for the linear case the 
cardinality of information must be at least equal to the index of the prob- 
lem to guarantee the existence of an algorithm with finite error. We gener- 
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alize this by introducing the index of a multilinear problem and prove the 
analogous result for the multilinear case. 
An important question that arises when the complexity of linear prob- 
lems are analyzed is whether there exists an optimal linear algorithm. This 
is because linear algorithms are relatively easy to compute and the com- 
putation cost is linear with respect to the number of information function- 
als. For the linear case it is possible to show that linear algorithms are 
optimal within a constant factor. We show that a similar result holds for 
multilinear algorithms. We also analyze the computational cost of multili- 
near algorithms. 
We then turn to the Hilbert case. It is well known that spline algorithms 
are optimal for linear problems. We show that for k-linear problems the 
spline algorithm is optimal to within a factor (2” - 1)/2k-’ E [1,2). 
We illustrate the study of complexity of multilinear problems by analyz- 
ing the complexity of the bilinear problem presented at the beginning of 
the introduction. We show that the &-complexity is equal to @(&-I). This 
can be achieved by sampling the first function at n = rs-‘1/2 equally 
spaced points and evaluating n = rs-‘1/2 integrals of the second function 
over equally spaced subintervals. The algorithm which approximates the 
problem to within E and whose cost is almost m inimal is bilinear and is 
equal to the sum of the products of the computed pieces of information. 
2. PROBLEM FORMULATION 
Let S be a k-linear solution operator 
S: FH G, (2.1) 
whereF= Fl x. ‘. x Fk is the Cartesian product of linear spaces F, , i = 
I 3 . . . , k, and G is a normed linear space. 
The k-linearity of S means that for fixed k - I argumentsf; , . . . ,A-‘, 
L+,, . . . , & the operator Scfi , . . . , A-‘, l , A+ I, . . . , h) is linear. 
For notational simplicity, we denote fr , . . . , A- I , fl+’ , . . . , h by f 
andS(f’, . . . ,Aml,o,J;-l, . . . ,fk)bySPandwedefineF’=Fl x.. . 
x Fi-’ x F;+, x . . . x Fk. Thusf E F’. 
Our aim is to approximate S(f) for some f = (fl , . . . ,$J from F = 
Fl x . . . x Fk , knowing only certain information aboutf. We assume that 
we can compute N(f), where IV, called the information operator, consists 
of k components, i.e., 
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N;: FiH [w”!, 
Ni = [L;,I 3 . . . 7 Li,n,lt 
(2.3) 
is the ith information operator with cardinality ni, i = 1, . . . , k; see 
(Traub and Woiniakowski, 1980). The information operator N is called k- 
component information. We define the cardinality it of N to be the sum of 
the cardinalities of its components, i.e., 
k 
n = 2 ni. 
!=I 
(2.4) 
We say that (ni, . . . , nk) is a partition of the k-component informa- 
tionN=[N,, . . . , NJ with respect to the cardinalities of its compo- 
nents iff 
ni=cardNi,i= 1, . . . ,k. (2.5) 
For given N = [N, , . . . , NJ, the algorithm @ is defined as any 
mapping 
a. [W”I x . . . x R”AH G (2.6) 
such that S(f) is approximated by @(N(f)). 
The measure of the quality of the approximation depends on the setting. 
In the worst case setting, the error of the algorithm is defined as 
@I@, N = SUP IIWVf)) - WI, 
fEF 
(2.7) 
where F = F, x . . *~FkandF;isasubsetofF~,fori= 1, . . . ,k.Let 
r(N, S, F> = itf P(@, N) (2.8) 
denote the sharp lower bound on errors of the algorithms that use infor- 
mation N. Due to a geometrical interpretation, r(N, S, fi is called the 
radius of information N; see (Traub and Woiniakowski, 1980; Traub et 
al., 1988). 
In this paper we choose a restrictive definition of multilinear problems. 
Namely by a multilinear problem (or a k-linear problem) we mean a 
problem with a k-linear solution operator defined on the set F that is a 
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Cartesian product of balanced and convex sets and k-component informa- 
tion consisting of linear functionals. For k = 1 this coincides with the 
definition of linear problems in (Traub and Woiniakowski, 1980; Traub, et 
al., 1988). 
3. WORST CASE SETTING 
In this section, we study the worst case setting for multilinear solution 
operators. In the first part, we show some general properties of k-compo- 
nent information and we compare the power of some nonlinear informa- 
tion to that of linear information. In particular, the power of adaptive 
information is analyzed. The second part deals with linear information. In 
the third part of this section, we analyze properties of the spline algorithm 
in the Hilbert case. In the last part we discuss the complexity for multili- 
near problems. 
3.1. Properties of Multilinear Solution Operators 
Let N by any k-component information operator. Define the diameter 
of N as 
d(S, N, F) = sup IIS - s(f)jj. 
JSEF 
Nf=Nf 
(3.1.1) 
It is known that d(S, N, F) differs from the radius of information by a 
factor of at most 2. It is easy to show that 
d(N, S, F) 2 supd(N;, S,, 6), i= 1,. . . ,k, (3.1.2) 
PEP 
where d(S,, N;, Fi) is the diameter of N; for the linear operator SY. 
Indeed, 
d(N, S, F) = sup IIS - S(.f')II 2 sup sup 
f%EF f ET’ h, ,h& 
IIs, - &Vz,)ll 
Nf=NJ’ N,h,=N,hz (3.1.3) 
= SUP d( Ni , SF 2 Fi). 
/ iEF 
The following theorem estimates the diameter of the k-component in- 
formation by the diameters of its components. 
THEOREM 3.1.1. For every k-component information N = 
[NI,. . . , Nk], the diameter of the multilineur operator S can be esti- 
mated as 
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Proof. The left-hand side of the inequality (3.1.4) follows directly 
from (3.1.2). To prove the right-hand side of (3. I .4) observe that 
4N, s, n = sup Ils(.f; 1 . . . ,A) - st.fl 9 . . . ,fh)ll 
J&C , 
WI = Nil, 
J=!. .k 
= sup IMfl + hr, . . . ,.fi + hh) - WI, . . . ,.fk>II 
11, -.(; -4 
J;.J;f;E4, 
N, I; = NJ, 
j-l... ,I 
= sup ((SOz, f2 + hz> . . . 3 h + hx) 
(3.1.5) 
+ S(.f,, hf, . . . ,fx + hk) + . . + + S(.f;, . . . >Jx 1, hdll 
N,l;-41; 
,-I.. ,h 
. . . 7 .fx + hdil 
= i Sup SUP IlS,lChA 
i; I rEE’ /I,-/:-~, 
/; ../;m 
hi/,-N,/, 
I 
This completes the proof of Theorem 3. I. 1. n 
We now turn our attention to specific nonlinear information. We con- 
sider the class of information operators such that the set of the elements 
having the same information is an affine space; i.e., {f E F : N(J’) = y} is 
an affine space for y E N(F). 
First, we consider the case when k = 1; i.e., the solution operator S is 
linear and the information N consists of only one component. 
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Let us define the set C as 
C = (h E F: 3f,f E F: Nf = Nf’, h = &(f-f)}. (3.1.6) 
We now prove the theorem which gives some optimal properties of linear 
information. 
THEOREM 3.1.2. Let F be a balanced and convex subset of F. Assume 
that there exists a linear subspace X C F such that codirn X (r card N and 
X fl F C C. Then for every linear information operator Nlin such that ker 
Nlin = X we have 
card Nlin 5 card N, 
d(N”“, S, F> I d(N, S, F). 
(3.1.7) 
Proof. Let Nlin be any linear information operator such that ker N”” = 
X. Then it is obvious that card Nlin = codim X 5 card N. Since F is 
balanced and convex, from (Traub and Woiniakowski, 1980, p. 54) we 
known that 
d(N”“, S, F) = 2 sup JJSh]] 5 2 sup Ilf(S(f) - S(f ‘>)II = d(N, S, F>. 
1:f’EF 
Pq= hy 
(3.1.8) 
The proof is complete. l 
REMARK 3.1.1. The operator Nlin does not depend on S. 
Proof. If follows directly from the definition of sets C, F  and from the 
proof of Theorem 3.1.2. n 
We generalize Theorem 3.1.2 to the multilinear case, i.e., when k r 1. 
THEOREM 3.1.3. Let F be the Cartesian product of balanced and con- 
vex sets Fi. Let N = [Nl , . . . , Nk] be a k-component information opera- 
tor such that for each information Ni 9 i = I, . . . , k, all the assumptions 
of Theorem 3.1.2 are satisfied (i.e., for each N = Ni there exists X = Xi, 
etc.). Then for every linear k-component information operator Nlin = 
WL,I, . . . , NL,J such that ker N]‘” = Xi, i = I, . . . , k, we have 
card N!‘” 5 card N. I I? i= 1,. . . ,k, 
(3.1.9) 
i d(N”“, S, F) 5 d(N, S, F). 
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Proof. Fori= 1, . . . , k, let C; be the set defined as in (3.1.6) with N 
= N;, F = Fi. Let X; be a linear subspace of Fi defined as in Theorem 
3.1.2 for C = Ci, F = Fi. By applying Theorem 3.1.2 to any linear 
operator ,‘$ and using Remark 3. I. I, we obtain that for every linear opera- 
tor Np, such that ker Np = Xi, i = 1, . . . , k, the inequality 
d(N]‘“, AYJ”l, Fi) 5 d(Ni, Sp, Fi), VfGF (3.1.10) 
holds, the card Nii” 5 card Ni, i = 1, . . . , k. 
From Theorem 3.1.1. and from (3.1.10) we have 
This completes the proof. n 
We now show that Theorem 3.1.3 holds for k-component adaptive in- 
formation. By k-component adaptive information we mean the informa- 
tion operator N” = [NT, . . . , Nf] such that each component NT is 
adaptive information of the form 
NXh) = [Li.l(h)5 Li,2(h;Yi,l). . . . 3 Li,n,(h; Yi,l t * . . .Yi,n,)lv Vh E Fi, 
(3.1.12) 
where yi,j = Li,j(h;yi,l , . . . , yi,j-r) and Li,j are linear functionals with 
respect to the first argument; see (Traub and Woiniakowski, 1980). 
Fori= 1, . . . , k, we define nonadaptive linear information operators 
W’“(h) = [Li.i(h), Li,2(h;O), . . . 7 Li.n,(h;O, * * . 7 011, Vh E Fi. 
(3.1.13) 
Let Xi = ker N$, and let C; be defined by (3.1.6) for N$. In order to 
verify that Xi n Fi C C;, it is sufficient for each h; E Xi II Fi to take in 
(3.1.6)s= hi,f = -hi. Observe that card N)O” 5 card NF. It is easy to 
see that the K-component information operator 
N”“” = [NY”, N2”“, , . . , A$““] (3.1.14) 
is linear and it satisfies all the assumptions of Theorem 3. I .3. Hence, we 
conclude that 
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(3.1.15) 
Thus we proved the following theorem. 
THEOREM 3.1.4. If the set F is a Cartesian product of balanced and 
convex sets, then for k-linear solution operators, adaptive information 
can be at most 2k times more efjcient than nonadaptive information. 
3.2. Linear Information 
In this part we study k-component linear information N = [Nr , . . . , 
NJ; i.e., each component N; of the information is a linear operator. We 
give necessary conditions for the diameter of linear information to be 
finite. At the end of this section, we discuss optimality of linear informa- 
tion. 
From this point on we assume that Fis the Cartesian product of Fi, i = 
1 3 . * . > k, where each F; is of the form 
F; = (fj E  F; : ~~T;f;~~ 5 l}. (3.2.1) 
Here, Ti, Ti: Fi + H;, is a linear operator and H; is a normed linear space. 
The operator T is called a restriction operator. We prove 
THEOREM 3.2.1. Assume that ker Nj fl ker Tj CE n, E F, ker S,,l for 
some i E [l, k]. Then d(N, S, F) = +x. 
Proof. There existsp E P such that ker N; n ker Ti b: ker SF. This 
means that there exists Ei such that Ei E ker Ni II ker T; and hi & ker S,f, .
Hence for arbitrary c E R we have 
(3.2.2) 
If we let c go to +m, we get that d(Ni, Sp, Fi) = +m. NOW from Theorem 
3.1.1 we obtain that d(N, S, F) = +m; see also (Traub and Woiniakowski, 
1980, p. 31) for k = 1. n 
We now obtain the m inimal cardinality of information with a finite 
diameter. For linear problems, the m inimal cardinality is determined by 
the index of the problem; see (Traub and Woiniakowski, 1980, p. 32) for 
k = 1. We extend the definition of the index to multilinear problems. 
Let 
ker T; = (ker T; f~ n ker SP) @  Ai(Ti, S), 
f,EF’ 
(3.2.3) 
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where Ai( T, S) is an algebraic complement of ker T; rl f-I, E p ker S, in the 
subspace ker T;. 
We say that I = (Ii, . . . , Ik) is an index for the K-linear problem (S, 
F) iff 
Zi = dim Ai(Tj, S), i= 1,. . . ,k. (3.2.4) 
THEOREM 3.2.2 ff N = [N;, . . , , Nk] is any k-component liEear 
information such that card N; < li for some i, I 5 i 5 k, then d( N, S, F) = 
+m. 
To prove this we need the following lemma. 
LEMMA 3.2.1. Let X be u linear space and let A and B be linear 
subspaces of X. Then codim A < dim B implies that A n B f (0). 
Proof of Lemma 3.2.1. Assume that codim A < dim B and A fl B = 
(0). Let C be an algebraic complement of (A $ B). It is easy to show that 
C fl A = C fl B = 0. Thus, X = C $ A @ B. Hence, B is an algebraic 
complement of (C CBA). This means that dim B = codim (C @ A) % codim 
A. The contradiction completes the proof. n 
We can now come back to the proof of Theorem 3.2.2. 
Proof of Theorem 3.2.2. Note that card N; - codim ker Ni. If codim 
ker N; > dim A;( Ti, S), then Lemma 3.2,1 yields that ker Ni fl Ai( Ti 7 S) f 
0. This means that ker Ni n ker Ti c n, E F, ker sP. Hence, from Theorem 
3.2.1. we have d(N, S, F) = Sm. The proof is complete. n 
We comment on optimal linear information. Define Ai to be a class of 
permissible functionals for the ith component of the k-component infor- 
mation; i.e., L E Ai iff L(fJ can be computed for all fi E Fi. Let 
Wnl,. . . , nk) denote the class all linear k-component information with 
partition (n I , . . . , nk) such that each component consists of functionals 
from its permissible class. Let Y(n) denote the class of all linear k-compo- 
nent information with cardinality n ; i.e., 
Y(n) = U *(n,, . . . , ne). ,!I. .nr n,+...i,z~=,, 
Wesaythatd(ni, . . . , nk; S, F) is the minimal diameter with respect 
to the partition (n,, . . . , nk) iff 
d(nl,, . . ,nx;S,F)= inf d(N, S, F). (3.2.5) 
NE’Y(n,.....ni) 
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We say that d(n; S, F) is the minimal diameter with respect to cardinality 
n iff 
d(n; S, F> = inf d(N, S, F). (3.2.6) 
NEYI?!) 
Let N = [RI, . . . , flal, N E q(n, , . . . , nb). be the information 
satisfying the condition 
sup d(R; ) S, ) F;) = inf 
r+ 
sup d(Ni 3 s, 5 C), i= 1.. . . ,k. 
IV, - linear Y EF 
card A’, = n, 
(3.2.7) 
The directly from Theorem 3.1.1 it follows that 
; d(iv, s, F) 5 d(n,, . . . , nk; S, F). (3.2.8) 
Similarly if N = [A,, . . . , llj,], I%’ E Y(n), satisfies the condition 
i SUP d(Ni 1 Sy, Ff) = inf i SUP d(Ny’, Sv, Fi), (3.2.9) 
i= I jyF’ ,1,.....“~ i=l f&G 
,I,4 . ..+.,(“,I 
wherec’, i = 1, . . . , k, are defined by (3.2.7), then 
l d(lCT, S, F) 5 d(n, S, F). (3.2.10) 
Thus, the information Nis almost optimal with respect to the diameter 
among all information with the same partition, and the information fi is 
almost optimal among all information with the same cardinality. We be- 
lieve that, in general, it might be easier to construct the components of @ 
or l\j then to construct the optimal information directly. The reason is that 
while we construct the components we can restrict the analysis to linear 
problems only. This approach is illustrated in Section 3.4. 
We now discuss the error of multilinear algorithms that use linear infor- 
mation. For k = 1, in general, linear algorithms are not optimal. However, 
it is sometimes possible to construct a linear algorithm whose error differs 
from the radius by a constant factor that depends only on the restriction 
operator and the kernel of information; see (Traub and Woiniakowski; 
1980, p. 60). We show that a similar result can be also obtained for 
multilinear algorithms approximating multilinear problems. 
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Consider linear k-component information N = [N, , . . . , Nx]. Let the 
algebraic complement of ker Nj be spanned by some vectors <i,, , . . . , 
(i,n,, for i = I, . . . , k. Without loss of generality we can assume that 
Li.p(si.y) = 6,df, i=I,. . . 
For each y; E R nl we define hj(yi) = 
, k,p, y = 1, . . . , IZ;. (3.2.11) 
ci = sup Il~iC.fi - ~(~i(fi~~)ll ) a; = S”P IITi(~(~i(.f-i)))ll 
.f:ll7,r,l/~~ IITif~ll l:ll7,.f,ll~‘I II Tifill ’ 
fori= 1, . . . , k. Assume c’; and a; are finite. Consider the algorithm 
@M(Y) = S(hl(Yl), . . . , hk(yI)). Y = WI = [Yl, . . . 1 Yxl. 
(3.2.12) 
Obviously @M is a multilinear mapping. Observe that 
e(@M, N) = S"p Ils(.t^, - @,~(N(f))ll 
/EF 
5 i: sup IlS(~I(~l(fl))~ . . . , A;-Iuv-,(.f-I)), 
;:I h,=/,-h,LN,(I;)) 
l;EF, 
j=l. . ..n. 
hiv.fi+I, . . . ,f&>ll 
k 
(3.2.13) 
5 2 c;aj . . . . . ai- sup sup IlS.j$~;)ll 
i= 1 JTF h, -.,; -1; 
J; .,f,-', 
N, 6 = NrL 
where b = maxi {c;a I . . . . . Ui- r}. This and Theorem 3.1. I yields 
r(N, S, F) -= e(aM, N) 5 k . b . d(N. S, F, i 2k . b . r(N, S, F). 
(3.2.14) 
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O f course, the constant b depends only on the restriction operators T; and 
ker Ni. 
3.3. Optimality Properties of Spline Algorithms in Hilbrrt Spaces 
In this part we analyze the error of the spline algorithm in the Hilbert 
case. That is, we assume that the range space H; of the restriction opera- 
tor Ti defined by (3.2.1) is a Hilbert space. It is known that for linear 
problems, i.e., k = 1, the spline algorithm minimizes the error among all 
algorithms using the same information; see (Traub and Woiniakowski, 
1980, pp. 68-77). 
The definition of the spline gi = u,(yi) interpolating yi E N;(F;), i = 1, 
. . . , k, is 
N;(u;) = Yi, 
II Tiu ill = min II~i.fill~ 
./iEP, 
NJ’, = N,<r, 
(3.3.1) 
It is known that (T; exists if T;( ker Ni) is closed and 
IITifil12 = llTiUil12 + lITihil12~ V,fj E Fj, Njfj = N;cJ;, i = 1, . . . 3 k, 
(3.3.2) 
where hi = h - vi E ker Nj. 
For a multilinear problem, the spline algorithm is defined as 
WY,, . . * 1 Y/J = S(Ul(YlL . . . 3 Ur(Yr)h 
Vy=(y,, . . . 3 ye) E N(F). (3.3.3) 
For simplicity we donote a”(y) = S(C). 
We now show that if the diameter of the information is finite then the 
spline algorithm is uniquely defined. Indeed, let u = ((T, , . . . , crk) and 
77=(7r,, . . . ) 7~k) be splines interpolating y ; i.e., vi, rj interpolates yi 
fori= I,. . . . , k. The elements T;oj and 7’jri are orthogonal to Tj(ker 
Nj). Let hi = ni - CJ;. The N;hi = 0 and Tihi = 0, i = 1, . . . , k. Thus h, 
E ker Nj n ker Tj. This and Theorem 3.2.1 yield that h; E ker SP, Vy E 
F’, i = 1, . . . ) k. In particular, S(uI, . . . , vi-l, hi, u;+~ + 
hi+,, . . . , u!, + hL) = 0. Thus, we have 
S(T) = S(u, + h,, . . . , UL + hL) 
= S(hj, ~2 + h2* . . . 3 ut + hA) + S(U~, h2, . . , , UI + hk) 
+ . . . + S(u,, . . . , UL-1, h/J + S(u,, . . . , ul) (3.3.4) 
= S(u). 
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This proves the uniqueness of the sphne algorithm; compare with (Traub 
and Woiniakowski, 1980, p. 75) for k = 1. 
We now analyze the optimality of the sphne algorithm. 
THEOREM 3.3.1. The spline algorithm is almost optimal, i.e., 
e(as, N) 5 ck r(N, S, F), (3.3.5) 
where ck = (zk - 1)/2k-’ E [ 1, 2)for k = 1, 2, . . . . 
To prove this theorem we need the following lemma. 
LEMMA 3.3.1. Consider the set of all sequences S = {si}fz, such that s; 
is equal to 1 or -1. Letp,, . . . , py be any numbers that 1 % p, < . . . < 
py 5 k and 1 5 q 5 k. Then there are exactly 2”-, sequences such that 
sp;..:spq=- . 1 
Proof of Lemma 3.3.1. Observe that with each sequence S such that 
sp, . . . . . spy = -I we can associate the sequence S’ such that s; = s,!, 
i # pr and s;, = -sP,. Obviously si, . . ’ . . s& = 1. Since the correspon- 
dence is one to one and onto we conclude that there are 2”-, sequences for 
whtch sP, . . . . . spy = - 1. The proof is complete. n 
We are now ready to prove Theorem 3.3, I. 
Proof of Theorem 3.3.1. Let 
A,(h, . . . , hk) = S(u,(y,) + h,, . . . , G&Y& + hk) 
- S(cs,(y,), . . . 7 crn(Yd). 
Observe that for ~i = wi(yi) we have 
A.#,- . . . t hn) 
= S(h,, c2, c3, . . . , (T,J + . . . + S(CJ,, (TV, . . . , (TX-I, hd 
+ S(h,, hz, u3, . . . , uk) + . . . + S(o,, cr2, . . . , uke2, hip,, hk) 
+ S(h,, h2, h3, u4, . . . , ax) + . . . 
+ S(a1, (+2, . . . 7 (~~-37 h-2, hh-,, hr) 
+ . . . + S(h,, hZ, . . , h,J. 
(3.3.6) 
Let WJh,, hZ, . . . , hk; S) = t(A,(h,, . . . , ha) - A,(s,h,, . . . , 
skhk)), where S = {sJf=, and si = 1 or s, = -I, i = I, . . . , k. It is easy to 
see that 
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W,(h,, hz, . . . , hk ; S) = c S(x,, . . . , Xk), (3.3.7) Iryrk.l4p,<-.<p,5h: 
S,,.....S,u=-I 
where xi = hi if i E {p;, . . . , p,} and xi = u; otherwise. Using Lemma 
3.3.1 we obtain 
h S) = 2k-‘Ay(h,, . . . , hk), (3.3.8) 
where Dk denotes the set of all sequences {s;}~=,, such that JSiJ = 1 and 
there exists Sj = - 1. Note that Dk has 2” - 1 elements because only { l}b I 
does not belong to Dk. Now take any algorithm a. For each S, S E Dk, we 
have the inequality 
e(@, W 
= SUP SUP Ilw-> - @CY>II 
YEN(F) /EF 
Nf=y 
= sup SUP ll~h . 
YEN+) h,EkerN, 
//r,h,II’~l-IIT,u,II’ 
i=l,....h 
= sup SUP IIWJ-1, * 
YEN(F) hEkerN; 
IIT,h,ll’~l-llr,u,ll’ 
i-l,...,k 
= sup SUP tIW,h 
FEN(F) h,Ekerh’, 
II~,h,ll’~I -II~,uiil’ 
,=I....,k 
, uh) - Q(y) + A,(hl, . . . 7 h)t( 
, @k)  - @(y)  + A,(&, . . . 3 s&k)11 
.  3 h) - A,(s,h,, . . . , Skhk))I\ 
(3.3.9) 
Since Dk consists of exactly 2” - I sequences and because (3.3.8) holds, 
we conclude that 
e(@, N) 2 sup sup 
YEN@) h,E ker N, I/ 
& -c W,(h, . . . , hk; i)jj 
SEDA 
II~,h,ll’~~ -IlT,~,ll’ 
i=l.....k 
SUP /A,.h . . . , h)JI. 
h,EkerN, 
llT,h,ll’~l-llT,a,ll’ 
i=l....,k 
(3.3.10) 
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Note that 
W-) - @WY-) = S(f) - S(cr) = A#,, . . . , hd, Vf’E F, (3.3.11) 
where y = N(f) = N(a) and hi =.f; - (T;. i = I, . . . , k. This and (3.3.10) 
yield 
2x - I 
Since @ is arbitrary we have 
as claimed. n 
(3.3.12) 
(3.3.13) 
3.4. Worst Case Complexity .for Multilincw Problems 
In this section we define the complexity for multilinear problems. Then 
we show how to compute the complexity of the problem presented in the 
introduction using the analysis of Section 3.2. 
We assume that the model of computation is the same as that in (Traub 
and Woiniakowski, 1980, p. 83). That is, standard arithmetic operations 
are permissible and can be performed with unit cost. We also assume that 
the cost of computing the information functionals is constant and equal to 
c’. Thus, the cost of computing information is at least linear with respect to 
its cardinality. 
The &-complexity comp(c, S, ?‘) is defined as the minimal cost needed 
to compute approximations of ,Yfto within E. The cost of approximation of 
sfby an algorithm Q, using N consists of the cost of computing informa- 
tion N(f) plus the combinatorial cost of computing Q(y) given y = N(f). 
From the assumption on the cost of computing information functionals, 
we immediately conclude that the lower bound for the complexity is equal 
to cn, where n is the minimal cardinality of k-component information 
whose radius is at most E. 
We now comment on the cost of multilinear algorithms. Let QM be a 
multilinear algorithm of the form 
@M(Y) = %yi(Yl), . . . t yh(Yh)k 
where r;(yi) linearly depends on yi; i.e., ri(y,) = cy:, y;,,jrl;,,; for some 
elements V;J. We can compute QM(y) by computing ri( yi) in cost propor- 
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tional to ni and by computing S at the given element (yr(yr), . . . , 
yk( Ye)). Then the total cost is proportional to n, + . . . + rzk = n plus the 
evaluation of S. If the cost of the evaluation of S is finite (and hopefully 
not too large) then for large n the combinatorial cost of aM is roughly 
equal to the cardinality n. On the other hand, if the cost of the evaluation 
of S is large then we can compute QM by taking a multilinear combination 
of demerits g, ,,,,., pk = S(7) ,,,‘, , . . . , qh,pl); i.e., 
The elements gp,....,pk can be precomputed. If all elements g,,,,,,,,,,l are not 
zero then the sum contains nr * . . . . nh elements and therefore the 
combinatorial cost of the algorithm @M is proportional to n I * . . . . nk . 
However, if the number of nonzero elements gPI,,...pI is linear with respect 
to n then, obviously, the combinatorial cost of the algorithm 0~ is linear. 
As we see, the latter assumption holds for some multilinear problems. 
From this discussion one can derive a rather tight bound on the com- 
plexity. That is, suppose that n is the minimal cardinality of information N 
whose radius is at most E and whose cost is en. Assume further that there 
exists a multilinear algorithm that uses N, that can be computed in cost 
proportional to n, and whose error is less than E. Then the E-complexity is 
proportional to cn (since usually c % 1); i.e., comp(s, S, F) = cn. 
We now analyze the complexity of the multilinear problem presented in 
the introduction. 
Let F, be the set of functionsffrom WL such that lIf“l(X 5 1. Let FZ = 
{fi [0, l] --$ R, s: If(x)jdx 5 1). The bilinear (k = 2) solution operator is 
defined as the integral S(fr ,f2) = s: fr(x)fj x)&. The class A, of permis- 
sible information functionals for the first component consists of function 
values at points 10, 11. The class A2 of permissible information functionals 
for the second component consists of integrals over subintervals of 10, I]. 
That is, A, = {L:3xE [O, l],Lf=f(x),~~EF,}andA~ = {L:3a, h E [0, 
11, Lf = Ji f(x)&, by-E Fz}. 
We now find almost optimal information and establish the complexity 
bounds of our bilinear problem. We show that 
(3.4.1) 
Indeed, let xi = (i - 1)/n,, i = 1, . . . , n, + 1. Define the information 
operator N,(f) = [f((x, + x2)/2), . . . ,f((x,,, + ~,,,)/2)]. We have 
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(3.4.2) 
Observe that 
- 
i;f sup d(N, , S,,, F,) = 2 i,;f sup ’ h,(XMX)dX 
1 .fg& 
sup o 
1 .J”E& h,Eker N,nF-, 
IJ 
2 2 inf N, h,E;ewnP I(,’ hdx)dx / . (3.4.3) 
I I 
From (Traub and Woiniakowski, 1980, pp. 109-115), we have that the 
last infimum is attained for information RI and is equal to O(nI’). There- 
fore, from (3.4.2) and (3.4.3) it follows that 
We now show that 
(3.4.4) 
(3.4.5) 
Define the information operator as N*(fi) = [St; &(x)dx, . . . , .f:;; 
&(x)dx], where cli = (i - I)ln2, hi = ilnz, i = I, . . . , nz. Observe that 
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1 i -. (3.4.6) 
n2 
Let N2 be any information of cardinality n2 consisting of the functionals 
from the class A2; i.e., N2(f2) = [!“I &x)dx, . . . , s$fz(x)dx]. Let xl, 
x23 . . . 3 X2na+2 be an ordered sec$ence of numbers 0, a,, bt , u2, b2, 
. . . ,a nz, b,, , 1. Let & be the piecewise constant function such that h(x) 
= I iff x E [xi, (xi + xi+t)/2) and &(x) = - 1 iff x E ((xi + ~i,i)/2, xi+,]. 
Obviously % belongs to ker N2. Let f be any function from F1 such that 
f’(x) = 1 for x E [0, I]. It is easy to show that 
L 21~; f(x)h(x)dx / 
= C (Xi+! - Xi)’ 
i= I 
(3.4.7) 
Thus, (3.4.6) and (3.4.7) yield (3.4.5). From (3.4.4), (3.4.5), and Theorem 
3.1.1 follows (3.4.1). 
We can conclude that two-component information ?? = [m, , Iv,] is 
optimal to within a constant factor, and an almost optimal partition is 
obtained when two components have the same cardinality. Thus 
d(n, S, F) = e(t). (3.4.8) 
From this we can easily obtain the &-complexity comp(s, S, F) of the 
problem. From (3.4.8) it easily follows that 
comp(&, S, F) = 11(z), (3.4.9) 
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as F goes to 0. This lower bound is sharp. indeed, take n = [.F’] and the 
information operator &’ = [fi,, N2] with 
(3.4. IO) 
where xi = (i - 1)/m, i = I, . . . , m + 1 and m = [n/2]. By taking the 
algorithm 
we get that 
I 1 5%2m;n(&. (3.4.12) 
Clearly, @(N(j’, , f2)) can be computed in time O(m) = WE-‘). This to- 
gether with (3.4.9) yields 
comp(r, S, F) = @@. (3.4.13) 
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