Abstract-The problem of estimating continuous-domain autoregressive moving-average processes from sampled data is considered. The proposed approach incorporates the sampling process into the problem formulation while introducing exponential models for both the continuous and the sampled processes. We derive an exact evaluation of the discrete-domain power-spectrum using exponential B-splines and further suggest an estimation approach that is based on digitally filtering the available data. The proposed functional, which is related to Whittle's likelihood function, exhibits several local minima that originate from aliasing. The global minimum, however, corresponds to a maximum-likelihood estimator, regardless of the sampling step. Experimental results indicate that the proposed approach closely follows the Cramér-Rao bound for various aliasing configurations.
I. INTRODUCTION
C ONTINUOUS-DOMAIN autoregressive moving average (ARMA) processes are widely used in control theory and in signal/image processing and analysis. Typical examples of applications are system identification and adaptive filtering [1] , [2] ; speech analysis and synthesis [3] ; stochastic differential equations and image modeling [4] - [6] . Linear estimation theory for ARMA processes is closely related to Sobolev spaces [7] ; the reproducing kernel of a Sobolev space has a similar role in signal interpolation as the ARMA autocorrelation function has in linear minimum-norm estimator design. Further, Sobolev norms provide the continuous-domain regularization term in numerous inverse problems [8] - [12] and their relation to ARMA modeling suggests a parameterized modeling of continuous-domain signals. In practice, the available data is discrete and one is usually required to estimate the underlying continuous-domain parameters from sample values. Potential examples are continuous-domain structure modeling of physical phenomena, linear time invariant (LTI) system identification, as well as numerical analysis of differential operators.
The sampled version of a Gaussian ARMA process is a discrete-domain ARMA process whose zeros and poles are coupled in a nontrivial way [13] - [16] . Recent works on this subject fall in two broad categories: direct and indirect [17] , [18] . Direct methods consist first of parameterizing a discrete-domain model by the continuous-domain parameters. The discrete-domain model is then used to minimize a cost function that involves the available data. In this way, the required continuousdomain parameters are directly estimated by the minimization process. An example of such a method would be the replacement of derivative operators by finite-difference operations [19] - [23] . In [24] , a continuous-time AR model was recast into a discrete-time linear regression formulation rather than into a discrete-time ARMA process. The regressor elements were then shown to be linear combinations of the discrete-time output measurements. As the least square solution of this regression might result in a biased estimation, the authors of [24] suggest two methods for reducing the bias effect: imposing constraints on the finite difference weights, or, alternatively, compensating for the bias as the final stage of the estimation process. The advantage of these two methods is that they require no shifting of the data when approximating the derivative values, giving rise to a reduced computational complexity over other least square methods. In [25] , it is suggested to parameterize the autocorrelation sequence of the sampled process by applying the numerical decomposition method of Schur to obtain a state-space representation of the discrete-domain process. The cost function that has been proposed there minimizes the norm of the difference between a sampled version of the autocorrelation model and the autocorrelation sample values. Another example of a direct method consists of power-spectrum parameterization [26] , [27] . Indirect methods, on the other hand, rely on standard discrete-domain system identification methods such as the minimization of the prediction error variance. The discrete-domain system is then mapped to a continuous-domain one. The bilinear transform is one possible way of doing so, while alternative transformations are available, too [28] .
Motivated by the deterministic theory of LTI systems, we exploit in this work the mathematical formulation of exponential splines. These functions provide a formal link between continuous-domain convolution operators and their discrete-domain counterparts [29] , [30] and they will be shown to be suitable for describing sampled ARMA processes, too. A first study of this property was recently suggested in [31] for the autoregressive model. Considering an ideal sampling procedure, also known as instantaneous sampling, the autocorrelation sequence of the sampled process corresponds to sample values of the autocorrelation function of the original continuous-domain process. It then follows that both autocorrelation measures are of an exponential type, suggesting an exponential spline framework for describing the relation between an ARMA process and its sampled version. Another point is the Cramér-Rao bound. This bound converges to zero for any sampling interval value with increasing number of data points. In [32] , the use of an anti-aliasing filter was suggested prior to low-rate sampling for systems of high bandwidth. It was shown there that pole ambiguity can be resolved in certain cases while minimizing a cost function that is based on approximating the autocorrelation function. Maximum-likelihood estimators, however, were not investigated in this context. While many of the currently available estimation algorithms are focused on base-band power spectra, it seems possible to derive an estimator that overcomes aliasing. Such an estimator could prove useful to optical imaging when the acquisition device has limited resolution, and to compressed sensing in the context of a reduced number of measurements. Another potential application is resolution conversion in which low-resolution digital images are displayed on a high-resolution device [33] . From a numerical perspective, Whittle's likelihood function plays an important role in deriving frequency-based estimation algorithms. This function is often approximated by means of discrete Fourier transform values and by Riemann sums. Such an approximation is not necessarily optimal and there may exist better numerical schemes.
This work provides a rigorous derivation of a maximum-likelihood-based estimator of continuous-domain ARMA parameters from sampled data. It utilizes the exponential B-spline framework while introducing an exact zero-pole coupling for the sampled process. For that purpose, the relation between the autocorrelation function and the autocorrelation sequence is investigated in both time-and frequency domains. Based on this relation, it is shown that the Cramér-Rao bound can be made arbitrarily small by considering more sample values where the sampling interval can take an arbitrary value. The likelihood function of the sampled process is investigated, too. In particular, it is shown that this function possesses local minima that originate from aliasing. The global minimum, however, corresponds to the maximum-likelihood value. The only assumption that is made throughout this study is that the number of available samples is relatively large, allowing one to replace the whitening matrix by a digital filter. This approximation is shown to be valid when considering expected values of the likelihood function.
The paper is organized as follows. In Section II, we provide the mathematical conventions and notations that will be used throughout this work. In Section III, we describe the autocorrelation property of continuous-domain ARMA processes and its relation to the autocorrelation sequence of the sampled process. We then introduce in Section IV the Cramér-Rao bound for such processes. We propose a maximum-likelihood-based estimation approach in Section V and provide a detailed description of the estimation algorithm in Section VI. Experimental results are given in Section VII. 
III. ARMA PROCESSES AND SPLINES

A. ARMA Processes and Linear System Theory
A differential LTI system is fully described by a rational transfer function (3) where and are its zeros and poles, respectively. The system is causal and stable iff . If such a system is driven by continuous-domain white Gaussian noise, its output is a Gaussian ARMA process. The spectral density function of such a process is and the autocorrelation function is , where is the intensity of the noise and where is the impulse response of the system. Exponential splines provide a mathematical framework for relating continuous-domain LTI systems with their discrete-domain counterparts [29] , [30] . The dependence of on suggests that these splines may be equally helpful for relating continuous-domain and discrete-domain ARMA processes.
B. Motivating Example: First-Order AR Process
The autocorrelation function of a continuous-domain AR (1) process that has a pole at and a unit intensity innovation is a symmetric exponential (4) The spectral density function is then (5) Upon ideal, i.e., instantaneous sampling, the autocorrelation sequence of the corresponding discrete-domain process is (6) where a unit-time sampling interval was assumed for simplicity. The spectral density function of the sampled process is then (7) The important observation is that one is able to link the continuous-domain and the discrete-domain autocorrelations via the Shannon-like interpolation formula (see also Fig. 1 ) (8) where
is an interpolating basis function whose Fourier expression is (9) Observe that the latter expression is also equal to the ratio of (5) and (7) . The corresponding time-domain expression is .
The key property that will be exploited in this work is that is compactly supported, which is not directly apparent from the Fourier-domain expression (9) . In fact, is an exponential B-spline and the above method generalizes for higher order systems.
C. General Case
A continuous-domain ARMA process is fully characterized by its parameters vector (11) where and are the poles and the zeros of the process, respectively. The poles are assumed to have a strictly negative real part. The continuous-domain innovation process is assumed to be Gaussian and its intensity is . Additionally, . The Laplace transform of the corresponding autocorrelation function is given by (12) By performing the partial-fraction decomposition of (we are assuming for simplicity that the poles are simple), we find that (13) and we deduce that the autocorrelation function is a sum of exponentials (14) In cases where introduces pole multiplicity, would involve polynomial multiplications as given in Table I .
Ideally sampling a continuous-domain ARMA process yields a discrete-domain ARMA process. The autocorrelation sequence of the discrete-domain process is then given by the ideal samples of the autocorrelation function. For the partial decomposition of (14) and for a unit-time sampling interval, this sequence is given by (15) Given a sampled version of such a process, the log-likelihood function (48) was repeatedly minimized using different initial conditions; the initial conditions are the real and imaginary part of the poles one starts with, and they are indicated by the x and y axes respectively. A detailed description of the five ring-like regions is given in Table II.   TABLE II  DETAILED DESCRIPTION OF FIG. 2 Global minimum of the log-likelihood function.
Frequency of maximum response of 8 (j!).
Autocorrelation functions that consist of multiple poles can be discretized in a similar manner as given in Table I. ARMA models are closely related to generalized exponential B-splines. These finite-support functions stem from Green's functions of rational operators [30] . In our case, the Green's function is the autocorrelation function itself. Unlike [30] , however, this work introduces noncausal symmetric B-splines. Table II while considering a unit-sampling interval. These processes correspond to the local minima of Fig. 2 . The aliased spectrum shown here resembles each other in terms of their bandpass nature and in terms of the frequency of maximum response. Region 1, however, exhibits a low-pass signal, emphasizing the difference between the proposed ML-based estimation approach and other baseband methods. Table II .
Definition 1 (Symmetric Exponential B-Spline):
The exponential B-spline with parameters is specified by the following inverse Fourier transform: Observe that this function corresponds to the ratio between the ARMA power-spectrum and a discrete-domain AR powerspectrum with poles at . The exponential B-spline kernels have the following properties:
• compactly supported functions within the interval ; • bounded and symmetric functions; • smooth functions: the first derivatives are functions;
• integer shifts of B-spline kernels form a Riesz basis [34] ; • weighted sum of shifted B-spline kernels can reproduce exponential functions of the type (14); • the convolution of two exponential B-spline kernels yields another B-spline kernel of an augmented order. This property allows one to iteratively construct an exponential B-splines of any order.
Definition 2 (Localization Filter):
The localization filter with parameters is specified by the Laplace transform (17) Proposition 1: The autocorrelation function of an ARMA process with parameters can be written as (18) where is the exponential B-spline with parameters and the sequence is given in the -domain by (19) Proof: Take the Fourier transform of (18) and substitute (16) and (12) .
Definition 3: The discrete exponential B-spline kernel with parameters is given by and . We rely on the fact that ideal sampling preserves the autocorrelation values of the continuous-domain ARMA process. In such a case, also known as instantaneous sampling, the values of the discrete-domain process are given by the point wise values of the continuous-domain process at the sampling points. The power spectrum of the sampled process is then related to the continuous-domain power spectrum through aliasing and it can be described by means of a rational transfer function in the -domain [16] . The following Theorem utilizes the discrete exponential B-spline kernel of Definition 3 and provides a novel direct formula for extracting discrete-domain power spectrum from continuous-domain parameters.
Theorem 1: The discrete-domain ARMA process that is given by the ideal unit-interval samples of the continuous-domain process (12) has the following parameters: (20) where (21) roots of inside the unit circle (22) and where (23) is the variance of the discrete-domain innovation process.
Proof:
As is an all-pole filter, the zeros of (24) originate from the zeros of only. Those zeros appear in reciprocal pairs due to the symmetry property of . Also, the DFT of the sampled version of the exponential B-spline satisfies (25) and does not vanish on due to (16) . The function is of finite support so that has no poles. The symmetry property of indicates that the poles of appear in reciprocal pairs. It then follows that can be described by a minimum-phase filter. The finite-support property of and the structure of also guarantee that this minimum-phase filter has a rational transfer function. We further observe that (26) (27) where the superscript ' ' denotes a causal filter and where and . In particular, and has zeros only; those zeros originate from the roots of inside the unit circle. It then follows that (28) where is the required filter. Imposing the structure of (20) results in the expression for . Corollary 1: Let be known. Then, the autocorrelation function of a continuous-domain ARMA process is uniquely defined by its samples. Further (29) where the interpolation kernel is specified by its Fourier transform, (30) This is the generalization of (8) for arbitrary processes.
Proof: It was shown that and that . Dividing the two equations while recalling that yields the required result. The exponential interpolation function provides a means for interpolating continuous-domain ARMA models. It can also be interpreted as a spectral weighting function that relates the power-spectrum of the discrete-domain sampled process with the power-spectrum of the continuous-domain process it originates from. Unlike the polynomial-based weighting function of [27] , this weighting function is parameterized, allowing one to describe band-pass power-spectrum, too.
It is also possible to consider the mapping of continuous-to-discrete parameters for nonideal sampling procedures such as averaged sampling. In such cases, the continuous-domain process undergoes a continuous-domain filtering operation prior to the point-wise evaluation stage. The nonideal samples are given by (31) where is the stochastic process, is a function that characterizes the acquisition device, and . Theorem 2: Let describe a nonideal sampling procedure. If 1) and 2) for all , then the discrete-domain process that originates from uniform nonideal samples of the continuous-domain processes (12) can be realized by a causal and stable digital filter, applied to discrete-domain white Gaussian noise. The inverse filter is causal and stable, too.
Proof: By Young's inequality [35] 
The autocorrelation sequence of the nonideal samples is (33) where is the autocorrelation function of the continuousdomain ARMA process. It then follows that as (34) Because is composed of a finite sum of exponentially decaying functions, we have that . The -transform of has then an absolutely convergent Fourier series on the unit circle and it does not vanish there due to (ii). It has also real and strictly positive values there. For this reason, the function does not reach a value of zero when evaluated on the unit circle. According to Krein [36] , has a canonical factorization on the unit circle. That is, where . The symmetry property of the autocorrelation sequence implies that is symmetric on the unit circle and that is symmetric there, too. It then holds that , and that . The expression of corresponds then to a digital filter that is causal and stable. The inverse filter is stable and causal too, as its region of convergence includes both the unit circle and infinity. This stems from the fact that is nonzero and continuous on the unit circle as well as nonzero and holomorphic at infinity.
Theorem 2 allows for a relatively large class of sampling models to be considered. Among them are polynomial and exponential B-splines, truncated and nontruncated Gaussian functions, and continuous-domain derivative filters such as the Laplacian of a Gaussian.
IV. CRAMÉR-RAO BOUND
Let a continuous-domain process be given by its uniform samples only. Larsson and Larsson [38] provide closed-form expressions for the CRB of estimated continuous-domain parameters which utilize the state-space representation of the process. These expressions involve matrix inversion and eigenvalue decomposition, and when considering large data sets, Friedlander's approximate approach can be used instead [39] . The Fisher information matrix is given by (38) where . The CRB (Cramér-Rao Bound) is then the inverse of . Sampling interval dependency can be incorporated in the localization filter (17) by (39) where is the sampling interval. It then follows that is not dependent upon nor is the integrand of (38) . As the number of available samples becomes larger, the CRB becomes smaller regardless of . Such inverse proportionality with respect to was already pointed out in [38] for sampled AR processes. This observation implies that aliasing effects can be compensated for by taking more measurements. It further suggests that there exists an ML (Maximum-Likelihood) estimator that overcomes aliasing. Such an estimator has to take into account the fact that the discrete-domain poles and the zeros of are coupled, ensuring that it corresponds to the samples of the autocorrelation function .
V. MAXIMUM-LIKELIHOOD ESTIMATION
Motivated by the CRB, we approximate the log-likelihood function by means of a digital filter. The proposed approximation relies on the discrete-domain parameters of (20) , namely, . These parameters can be numerically calculated from in a straightforward manner as was shown in Section III. We, however, do not allow the continuous-domain poles of to differ by as such poles yield the same discrete-domain poles upon sampling. 
Definition 4:
Let be known and let be uniform ideal samples of the continuous-domain process (12) taken on a unitinterval grid. The probability density function of is (40) where is the autocorrelation matrix that corresponds to .
Definition 5: The corresponding log-likelihood function, including a sign inversion, is (41) Definition 6: Let be known. Then, the digital filter is given by its -transform where is given in (20) .
Definition 7: Let be known. Then (42) where (43) are the Fourier coefficients of . The constant can be interpreted by means of an inner product operation. Considering a discrete-domain ARMA power spectrum, we define the Fourier coefficients of its logarithm: (44) Recalling (20) 
where (48) Here, denotes discrete-domain convolution of an -length output sequence.
Proof: According to Szegő theorem for infinite Toeplitz matrices [40] - [42] , The constant provides also a means for describing the limiting behavior of the determinant. Writing (51) in a different form [42] (52) we observe that the right-hand-side of the equation is equal to the determinant up to multiplication by a constant; the important thing here is that this constant does not depend on or on .
As for the term that appears in , it may be approximated by digitally filtering and by calculating the energy of the output. A possible filter one can use is . This filter is guaranteed by Theorem 1 to exist, to be stable, and to be causal. The -length output of such a filter can be described by means of the lower triangular matrix (53) and it holds that . Following [43] , the two matrices and are asymptotically equivalent as grows. This stems from the fact that they both originate from the same power-spectrum . Such a power-spectrum gives rise to an infinite Toeplitz matrix and the matrix is defined by 1) truncating and 2) taking the inverse. The matrix is defined by 1) inverting , 2) finding its Cholesky decomposition, and 3) truncating the lower triangle matrix.
Asymptotic equivalence implies that the norm of the difference between the two matrices converges to zero with increasing values of . Focusing on a Toeplitz matrix , one can associate a discrete-time Fourier transform to the sequence , and for autocorrelation matrices, this transform corresponds to the power spectrum function. Asymptotic equivalence of two covariance matrices implies that the power spectrum of one matrix converges uniformly to the power spectrum of the other. In the context of this proof, the matrix describes a truncated version of the filter . As , its discrete-time Fourier transform uniformly converges to . This means that with increasing numbers of samples, the expression converges in the sense to . This fact stems from Parseval's property of the discrete-time Fourier transform. It then follows that the output is a stochastic process with a power spectrum that converges to a constant function. This constant is . The term is then an estimation for this value. The expression amounts to de-correlating the process and to estimating the variance of the uncorrelated process. The value of this variance is , too. It then follows that . The likelihood function approximation is related to Whittle's approximation of the log-likelihood function (41) [44] . Whittle's approximation is given by (54) and it holds that (55) (56) where the limit is required due to the use of finite-length convolution in . It then follows that . The integrals of Whittle's likelihood function are often approximated by Riemann sums that involve DFT values. DFT values of a finite-length signal, in this case , indeed coincide with the samples of its -transform on the unit circle. Nevertheless, this is not the case for the infinite sequences that are described by and by . The proposed approach, on the other hand, does provide an accurate evaluation of these integrals and the truncation error of the convolution operation is exponentially decreasing, providing a higher convergence rate than the Riemann sum method.
We propose in this work to estimate the ARMA parameters by minimizing the approximated likelihood function of Theorem 3 (57)
Our approach differs from currently available methods in several aspects. It considers exponential autocorrelation models for both the continuous-and the discrete-domain processes whereas several previous works considered polynomial models. It also establishes a link between the continuous-and the discrete-domain models by incorporating the sampling process into the problem formulation. This, in turn, allows for the discrete model to stem naturally from the continuous-domain formulation, while no a priori assumptions are made on the digital data. Further, the log-likelihood function suggested here holds true for any value of sampling interval, rather than describing the limiting case of . Additionally, the log-likelihood function considers discrete-domain data for determining continuous-domain statistics while no approximation of continuous-domain frequency spectrum or impulse responses is required.
The log-likelihood function (48) has several local minima, as demonstrated by Fig. 2 and by Table II . These local minima originate from aliasing and there exist several continuous-domain processes that result in similar discrete-domain power-spectrum upon sampling (see Fig. 3 ). These very processes generate the local minima. The peak response of these power spectra are distributed along the frequency axis in distinct bands as shown in Fig. 4 ; these frequency bands are [rad/time-unit] wide. This property suggests that every local minimum can be obtained by minimizing (48) while allocating initial conditions that correspond to a peak response at the required band, for instance, at where is the band index [31] . Another way of determining initial conditions will be described later. Following Theorem 3, the global minimum of (48) corresponds to a ML estimator and we suggest here to minimize the likelihood function using several initial conditions.
VI. THE ESTIMATION ALGORITHM
A. Proposed Approach
The algorithm is described in Fig. 5 while complementary information is given in Figs. 6 and 11 . The vector of parameters , which consists of the zeros and the poles of (12), can also be represented by the polynomial coefficients of its numerator and of its denominator. These coefficients are real numbers and the numerical optimization was carried out using this type of parameterization. For example, the power-spectrum of an AR(2) process having two poles is given by (58) where and . The proposed estimation algorithm aims at finding the coefficients , and the intensity of the innovation process . The dominant coefficient in this example (i.e., the one that changes substantially as the values of the poles change) is . It has the most prominent effect on the geometric distance between the coefficients one starts with (i.e., the initial conditions for extracting every local minimum) and the coefficients of the local minimum one ends up with. In cases where and are mutual complex conjugate, the coefficient corresponds to their module value, as demonstrated in Fig. 2 . Every location in the image corresponds to a different set of initial conditions. This set was then used for minimizing the proposed approximation of the likelihood function and the brightness at that point indicates the value it converged to upon minimization. Initial conditions were determined by choosing various complex values for the pole and the radial appearance of the image stems from its module. For the general case of an process, the parameters that are being optimized are , which gives rise to the following power-spectrum:
(59) The proposed algorithm finds local minima of the approximated likelihood function at consecutive frequency bands and chooses the minimum value among them. Obtaining different local minima requires sets of initial conditions, and we suggest here to choose bandpass power spectra that have peak responses at [rad/time-unit], where is the band index and where is determined by fitting the available data with a discrete-domain process and by extracting the frequency that corresponds to the maximum value of the power-spectrum. For arbitrary sampling-interval values, one should use instead of . While there are many ways of obtaining such a band-pass spectrum, we provide a constructive way of doing so in the Appendix. Initial values for can then be obtained by evaluating (14) at and equating it to the variance of the available data. The value of may be derived from known physical constraints of the problem at hand. When there is no such knowledge, this value can be determined during the execution of the estimation algorithm: following Table II , likelihood values of local minima exhibit monotonicity; they decrease towards the global minimum and then start to monotonically increase as a function of the band index . Such monotonicity then provides a decision rule for setting a value for . It is noted that this value does not depend on the size of the data or on the ARMA order. It is related to the sampling rate value. A single sampling interval value partitions the frequency axis into nonoverlapping segments which are wide, and for different sampling interval values a given continuous-domain model might be associated with different segments. Associating a segment with a power spectrum amounts to allocating the frequency of peak response to that segment. Every local minimum corresponds to a single segment and the choice of , which is the number of segment the algorithm examines, should take this partitioning into account.
B. Discussion and Relation With Prior Work
A precursor of Theorem 1 has been available for a while using the state-space representation. Several papers by Wahlberg, Söderström, and Ljung [14] , [15] , and [28] provide closed-form expressions for extracting discrete-time power spectrum from a given continuous-time model. These expressions involve exponentials of a matrix and integration of matrix elements; they also involve polynomial factorization that includes a parameterized inversion of a matrix. Larsson [45] derives explicit formulae for the first terms of the Maclaurin series of the variance and zeros of the sampled process as a function of the sampling interval variable . These formulae allow one to analyze convergence for the limiting case of . Autocorrelation functions of continuous-time ARMA processes are exponential splines, and the motivation for using such a parameterization stems from the fact that autocorrelation sequences of sampled processes are given by point wise values of these functions.
Properties of the ARMA likelihood function have been investigated by Åström and Söderström [46] . Relying on the equivalence of the maximum-likelihood estimator with the prediction error variance minimization estimator, they showed that the likelihood function of a discrete-domain ARMA process has a unique global minimum when enough parameters are used in the fitted model. Our approximated likelihood function (48) has a global minimum, too, although it does not necessarily coincide with the global minimum of [46] . The reason for that is the zero-pole coupling that is introduced by the sampling process.
The large data sets we are considering in the present work require approximation of the likelihood function, and several authors addressed this problem in the past. Tsai and Chan [47] express the likelihood function in terms of a product of independent Gaussian variables that correspond to the discrete-time innovation process. The innovation process corresponds to the prediction error values and it is obtained by a linear predictor. This predictor is recursively defined and it depends on pointwise evaluations of the autocorrelation function. Jones and Vecchia [48] rely on the Gaussian property of the sampled process and they express the likelihood function in terms of the autocorrelation matrix. Their approximated likelihood function uses the sample variance for estimating the innovation process while assuming distinct roots of the power spectrum. The autocorrelation matrix is them inverted by the nearest-neighbor approximation method. The likelihood formulation we consider in our work takes advantage of the fact that the samples are taken at fixed intervals and finds a digital filter that can be directly applied to the sampled data. The digital filter is then given in the -domain, allowing one to use a direct form realization.
The estimation algorithm we suggest in the present work is related to the works of Söderström [28] and of Larsson, Mossberg, and Söderström [17] . The author of [28] suggests three algorithms for computing the continuous-time counterpart of a known discrete-domain model. These algorithms can be utilized in indirect estimation approaches, for which the sampled data is used for estimating the discrete-domain model first. Two safeguards are noted in [28] , though: existence of a continuous-domain model is not guaranteed for all discrete-domain models, and uniqueness of the continuous-domain poles is not guaranteed, either. If one, however, restricts the imaginary part of the continuous-domain poles to be in the interval , as suggested in [28] , the poles can then be uniquely resolved. This uniqueness condition imposes an upper bound on the sampling interval . The authors of [17] introduce two estimation algorithms. The first algorithm relies on the indirect approach of [28] whereas the second algorithm consists of two steps: 1) replacing the differentiation operator by a difference operation and approximating the continuous-domain innovation by a discrete-domain white noise; 2) optimizing the discrete-domain model to minimize the variance of the discrete-domain innovation process.
Our approach to discretizing the continuous-domain model involves partial fraction decomposition and finite weighted sums. It provides a discrete-domain process whose autocorrelation sequence is in a perfect match with the point-wise values of the autocorrelation function. Additionally, the discrete-domain model we obtain by Theorem 1 is always guaranteed to have a continuous-domain counterpart. Our approach to the uniqueness problem does not impose restrictions on the sampling interval values. Instead, we are allowing for arbitrary values to be considered while exploiting the local minima properties of the likelihood function. In particular, we find several sets of estimated parameters, each corresponding to a local minimum, and choose the one that corresponds to the global minimum.
In terms of computational complexity, the proposed algorithm minimizes the likelihood function using several sets of initial conditions. Numerical optimization was also used in [27] , [47] , [48] and our algorithm repeats the optimization procedures several times. The number of repetitions, denoted in Fig. 5 , is determined by the number of the local minima one wishes to find and it is a user-dependent parameter. Our spline formulation allows for fast implementation as it involves the parameter mapping of Theorem 1 and a direct form implementation of the digital filter (20) .
VII. EXPERIMENTAL RESULTS
The proposed approach was implemented in Matlab using nonconstrained numerical optimization. It was compared with the polynomial B-spline estimator of [27] . Sampled signals were generated by filtering a discrete-domain Gaussian white noise with the digital filter (20) . Several sets of the parameters were considered. For every set, several Monte Carlo simulations were conducted; every simulation corresponds to a different sampling interval. Sampling-interval values were chosen so as to capture different aliasing configurations. A single Monte Carlo simulation involved 500 experiments and every experiment was carried out using sample values. The variance parameter was set to and was unknown to the estimation algorithm. The value of (42) was calculated using the first 500 terms in the infinite sum. The number of local minima that were examined was . The estimation error for a Monte Carlo simulation is the relative MSE (Mean Square Error) between the Fig. 8 . The CRB values were calculated according to [49] . We further describe in Fig. 9 the proposed exponential-based approach from a frequency-domain point of view, emphasizing the flexibility of the exponential B-spline model to adapt to band-pass power spectra. An ARMA(2,1) estimation comparison is given in Fig. 10 and in Table IV while considering various sampling aliasing configurations, too. We note that more sample values are required for the proposed estimation algorithm when the number of parameters increases. Also, the proposed algorithm relies on the fact that the number of samples is relatively large and there is a trade off between and . Our results indicate that the proposed approach outperforms the polynomial-based direct method while following the CRB for various aliasing configurations. It also guarantees that the estimated parameters correspond to a valid continuous-domain model whereas this property does not necessarily hold true for other discrete-domain-based methods, such as the minimization of the prediction error variance.
VIII. CONCLUSION
In this work, we have proposed an estimator for continuous-domain ARMA parameters from sampled data that is based on the likelihood function. It utilizes an exponential B-spline framework while introducing an exact zero-pole coupling for the sampled process. The relation between the autocorrelation function and the autocorrelation sequence of the sampled process was investigated in both time-and frequency domains. Our approach relies on the known fact that the Cramér-Rao bound can be made arbitrarily small by increasing the number of samples while fixing the sampling interval at an arbitrary value. The likelihood function of the sampled process was then investigated and it was shown to posses local minima that originate from aliasing. The global minimum was experimentally shown to corresponds to the maximum-likelihood value. The only assumptions that were made throughout this work are that the number of available samples is relatively large and that the model orders are known, allowing one to replace the whitening matrix by a digital filter. This approximation was then shown to be valid when considering expected values of the likelihood function. Experimental results indicate that the proposed exponential-based approach closely follows the Cramér-Rao bound for various aliasing configurations, while imposing no restrictions on sampling rate values.
APPENDIX ALLOCATION OF INITIAL CONDITIONS
The algorithm of Section VI repeatedly requires the allocation of band-pass power-spectrum. Each such allocation corresponds to a single local minimum extraction, and is based on equating the derivative of the power-spectrum to zero while substituting , where is the required frequency of maximum response. The coefficients of are then obtained by numerically minimizing the derivative value at . The initial value for the innovation variance is determined by the autocorrelation function of the model, which is the inverse Laplace transform of the power-spectrum, and by the variance of the available data. A description of the allocation workflow is given in Fig. 11 .
