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Abstrat
We study the deviation probability P (f(X)−E[f(X)] ≥ x) where f is a Lips-
hitz (for the Eulidean norm) funtion dened on R
d
and X is an α-stable random
vetor of index α ∈ (1, 2). We show that the order of this deviation is e−cxα/(α−1)
or e−cx
α
aording to x taking small values or being in a nite range interval. In
the seond part, we generalizes these nite range deviations to P (F −m(F ) ≥ x)
where F is a stohasti funtional on the Poisson spae equipped with a stable
Lévy measure of index α ∈ (0, 2) and where m(F ) is a median of F .
AMS 2000 Sujet Classiation. 60G70, 62G07, 62C20, 41A25.
Keywords and phrases. Conentration of measure phenomenon, stable random
vetors, innite divisibility.
1 Introdution and preliminaries
The purpose of these notes is to further omplete our understanding of the stable on-
entration phenomenon, by obtaining the nite range behavior of P (F − E[F ] ≥ x),
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Tehnology where part of this resear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(b) Email: houdremath.gateh.edu, Resear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with F = f(X) where f is a Lipshitz funtion and X is a stable random vetor or with
F a stohasti funtional on the Poisson spae equipped with a stable Lévy measure.
More preisely, in Setion 2, we onsider an α-stable random vetor X ∈ Rd of
index α ∈ (1, 2) and f : Rd → R a 1-Lipshitz funtion and we investigate deviation
probabilities with respet to the mean,
P (f(X)− E[f(X)] ≥ x), (1)
for all order of x. When x takes small values, the deviation (1) is bounded by e−cx
α/(α−1)
,
while in Setion 2.2 and 2.3, we give results for intermediate values of x, in whih ase
the bound is of order e−cx
α
. In the intermediate range ase, we extend the result of [4℄
whih hold for α lose enough to 2, to any α ∈ (1, 2). These results omplement the
(1/xα)behavior given for large values of x in [3, Th. 1, Th. 2℄ and [1, Th. 6.1℄ and
generalize [4, Th. 2℄ and [1, Th. 6.3℄.
In Setion 3, we further extend the intermediate range results to stohasti funtion-
als on the Poisson spae ΩR
d
of R
d
equipped with a stable Lévy measure. In this ase,
the deviations are expressed with respet to a median of the stohasti funtionals and
we reover as a speial ase the deviation of Lipshitz funtion of stable vetor of any
index α ∈ (0, 2). We also briey state the small values result for funtionals when α > 1.
The main ideas of the proof are present in Setion 2. In Setion 3, dealing with a
median rather than with the mean makes the argument more involved, this is the reason
for dealing rst with stable random vetor of index α ∈ (1, 2) in Setion 2.
The general sheme of proof is to deompose the stable random vetor X in two
independent omponents YR+ZR with R > 0 a level of trunation for the Lévy measure.
R is then hosen aording to the range of deviation we are interested in. We argue
similarly in Setion 3 with trunated onguration ωR = ω ∩ B(0, R), ω ∈ ΩRd , where
B(0, R) is the (Eulidean) ball of radius R entered at 0. In both ases, the remainder
is ontrolled alternatively.
2 Stable random vetor of index α > 1
In this part, we onsider an α-stable random vetor X ∈ Rd of index α ∈ (1, 2) and
f : Rd → R a 1-Lipshitz funtion with respet to Eulidean norm ‖·‖ and we investigate
the deviation (1). The vetor X has an innitely divisible law ID(b, 0, ν) with Lévy
measure given by
ν(B) =
∫
Sd−1
σ(dξ)
∫ ∞
0
1B(rξ)r
−1−αdr, B ∈ B(Rd). (2)
Its harateristi funtion is ϕX = e
φX
with
φX(u) = i〈u, b〉+
∫
(R∗)d
(
ei〈u,y〉 − 1− i〈u, y〉1||y||≤1
)
ν(dy),
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where (R∗)d = Rd \ {0}. Write X = YR + ZR where YR and ZR are two independent
innitely divisible random vetors with respetive harateristi funtions ϕYR = e
φYR
and ϕZR = e
φZR
whose exponents are given by
φZR(u) =
∫
||y||>R
(
ei〈u,y〉 − 1)ν(dy)
φYR(u) = i〈u, b˜〉+
∫
||y||≤R
(
ei〈u,y〉 − 1− i〈u, y〉1||y||≤1
)
ν(dy)
and b˜ = b− ∫
||y||>R
y1||y||≤1ν(dy). As in [3℄,
P (f(X)− E[f(X)] ≥ x)
≤ P (f(YR)−E[f(X)] ≥ x) + P (ZR 6= 0)
≤ P (f(YR)−E[f(YR)] ≥ x− |E[f(X)]− E[f(YR)]|) + P (ZR 6= 0)
≤ P (f(YR)− E[f(YR)] ≥ x− E[||ZR||]) + P (ZR 6= 0) (3)
where we use the fat that f is a 1-Lipshitz funtion. Also as in [3℄ (see (15)), we know
that
P (ZR 6= 0) ≤ 1− exp (ν(‖u‖ ≥ R))
= 1− exp
(
−
∫
‖u‖≥R
ν(du)
)
= 1− exp
(
−
∫
σ(Sd−1)
σ(dξ)
∫
‖rξ‖≥R
dr
r1+α
)
= 1− exp
(
−σ(S
d−1)
αRα
)
(4)
≤ σ(S
d−1)
αRα
. (5)
In order to study the deviation of f(YR), we shall apply in Setions 2.1 and 2.2 the
lemma given below. This lemma generalizes, to arbitrary order n ≥ 2, Lemma 2 in [3℄
whih orresponds to n = 2.
Lemma 1 Let f : Rd → R be a 1-Lipshitz funtion and YR ∈ Rd be a random vetor
whose Lévy measure νR is the stable one trunated at R > 0. Let δ > 0.
For any n ≥ 2, let un(α, δ) be the unique non-zero (thus positive) solution of
eu − 1− δ(n− 1)
2− α u = 0,
and let
u∗n(α, δ) = min
1<k<n−1+α
2
((
k!
δ(k + 1− α)
(n− k)(2− α)
)1/(k−1))
∧ un(α, δ). (6)
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Then for all
x ≤ x0 := (1 + δ(n− 1))σ(S
d−1)R1−α
2− α u
∗
n(α, δ), (7)
we have
P (f(YR)−E[f(YR)] ≥ x) ≤ exp
(
− (2− α)x
2
2(1 + δ(n− 1))σ(Sd−1)R2−α
)
. (8)
Remark 1 In the sequel, exept stated otherwise, δ is mainly taken to be 1 and
un(α, δ), u
∗
n(α, δ) will simply be denoted un(α), u
∗
n(α). δ > 0 will be used in Propo-
sition 2 and Remark 4 reovering the Gaussian deviation from the stable one by letting
δ → 0.
Proof. From Theorem 1 in [2℄, we know that
P (f(YR)− E[f(YR)] ≥ x) ≤ exp
(
−
∫ x
0
h−1R (s)ds
)
, x > 0 (9)
with the funtion hR given by
hR(s) =
∫
Rd
||u||(es||u||− 1) νR(dy), s > 0.
Using for any n ≥ 2,
esu − 1 ≤
n−1∑
k=1
sk
k!
uk +
esK −∑n−1k=0 skKk/k!
Kn
un, 0 ≤ u ≤ K, s ≥ 0, (10)
we have
hR(s) ≤
∫
Rd
( n−1∑
k=1
sk
k!
||u||k+1
+
esR −∑n−1k=0 skRk/k!
Rn
||u||n+1
)
νR(dy)
≤
n−1∑
k=1
sk
k!
∫
B(0,R)
||u||k+1 ν(dy)
+
esR −∑n−1k=0 skRk/k!
Kn
∫
B(0,R)
||u||n+1 ν(dy)
≤
n−1∑
k=1
(
αk −Rk−nαn−1
) sk
k!
+
αn+1
Rn
(esR − 1)
≤
n−1∑
k=1
(sR)k
k!
σ(Sd−1)R1−α(n− k)
(k + 1− α)(n+ 1− α) +
σ(Sd−1)R1−α
n+ 1− α (e
sR − 1)
4
≤
∑
1≤k<[n−1+α2 ]
(sR)k
k!
σ(Sd−1)R1−α(n− k)
(k + 1− α)(n+ 1− α) (11)
+
(
1 + n−
[
n− 1 + α
2
])
σ(Sd−1)R1−α
n+ 1− α (e
sR − 1),
where we set αk =
∫
B(0,R)
||u|| ν(du) = σ(Sd−1)
k−α
Rk−α and where the last line follows from
the fat that for k ≥ n−1+α
2
, the k-th summand in the above sum is bounded by the last
exponential term sine n− k ≤ k + 1− α.
For 1 < k < n−1+α
2
, set uk(α) =
(
k!
δ(n− 1)(k + 1− α)
(n− k)(2− α)
)1/(k−1)
and observe that
for sR ≤ uk(α), the k-th term in the max is bounded by δ times the rst one. Denote
also by un(α) the unique positive solution of
eu − 1− δ(n− 1)
2− α u = 0.
Next, let
u∗n(α) = un(α) ∧ min
1<k<n−1+α
2
uk(α).
For s ≤ 1
R
u∗n(α), all the terms in (11) are bounded by δ times the linear term, so that
hR(s) ≤ (1 + δ(n− 1))σ(S
d−1)R1−α
n + 1− α
δ(n− 1)
2− α sR ≤ (1 + δ(n− 1))
σ(Sd−1)R1−α
2− α sR.
Hene, for t ≤ x0 := (1 + δ(n− 1))σ(Sd−1)R1−α2−α u∗n(α), we an take
h−1R (t) =
(2− α)t
(1 + δ(n− 1))σ(Sd−1)R2−α ,
whih nally yields (8) from (9).
Remark 2 (on uk(α), un(α), u
∗
n(α), x0(n))
From now on and exept stated otherwise, δ = 1.
• The larger n, the worse the deviation (8) beomes.
• For n ≤ 3, the range 1 < k < n−1+α
2
, in the minimum dening u∗n(α) is empty and
thus u∗n(α) = un(α).
• As in (6.6) of [1℄, we have
log
n− 1
2− α < un(α) < 2 log
n− 1
2− α. (12)
Moreover, for n respetively larger than 5, 13, 18, observe that we have un(α) ≥
1, 2, 3.
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• It is easy to see that for k ≥ 2,
k!
n− 1
n− k
k + 1− α
2− α ≥ k!
3− α
2− α ≥ 3
k−1,
so that uk(α) ≥ 3 and sine moreover u2(α) = 2n− 1
n− 2
3− α
2− α ≤ 4
3− α
2− α , for n ≥ 3,
we have
n0 ≤ u∗n(α) ≤ 4
3− α
2− α,
and we an take
x0 = nn0
σ(Sd−1)R1−α
2− α ,
with n0 = 1, 2, 3, for respetively n ≥ 5, 13, 18.
• When n is xed and αր 2, we have for two onstants K1(n) and K2(n)
K1(n)
(2− α)2/(n+1) < min1<k<n−1+α
2
uk(α) ≤ K2(n)
2− α ,
so that, from (12), u∗n(α) = un(α) is at most of order log
n−1
2−α
.
2.1 Lower range for the stable deviation
The deviation (1) for small values of x is given by the following:
Proposition 1 Let X be a stable random vetor in Rd of index α ∈ (1, 2) and let
f : Rd → R be a 1-Lipshitz funtion. Then for all n large enough and for all
λ ∈

σ(Sd−1)
α− 1

1 +
√
2(α− 1)2nσ(Sd−1) 2−αα−1
α(2− α)

 , σ(Sd−1)
α− 1
(
1 +
α− 1
2− αnu
∗
n(α)
) , (13)
there exists x1(n, α, λ) > 0 suh that for all 0 ≤ x ≤ x1(n, α, λ),
P (f(X)−E[f(X)] ≥ x)
≤ exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(λ− σ(S
d−1)
α− 1 )
2
(x
λ
) α
α−1
)
+
σ(Sd−1)
α
(x
λ
) α
α−1 ≤ 1. (14)
In (14), our purpose is to investigate the order of deviation from the mean of Lipshitz
funtion of stable random vetor and for x small. The order obtained is essentially
exp
(−cxα/(α−1)) for some expliit onstant c. Note that the exponent α
α−1
of x in this
bound goes to 2 when α goes to 2, this is reminisent of the Gaussian ase. A more
preise statement is given in Remark 4 in onnexion with Gaussian bound of deviation.
Proof. In order to investigate deviation for small values of x, in this setion the
level of trunation is hosen by setting
x =
λ
Rα−1
6
where λ > 0 is as in the Proposition 1.
Set also u(R) = (λ− σ
α−1
)/Rα−1 = λ˜/Rα−1. Note that ZR has a ompound Poisson
struture and is the same in law as ZR =
∑N
k=0 Zk, where Z0 = 0, and the Zk, k ≥ 1, are
i.i.d. random vetors with law
νZR
ν{||u|| > R} and N is an independent Poisson random
variable with intensity ν{||u|| > R}. Hene, for any B ∈ B(Rd),
P (ZR ∈ B) =
+∞∑
n=0
e−ν{||u||>R}
n!
(ν{||u|| > R})nP
(
n∑
k=0
Zk ∈ B
)
. (15)
Thus,
E[||ZR||] ≤
+∞∑
n=0
e−ν{||u||>R}
n!
(ν{||u|| > R})nE
[
n∑
k=0
||Zk||
]
= E[||Z1||]e−ν{||u||>R}
+∞∑
n=1
ν{||u|| > R}n
(n− 1)!
= E[||Z1||] ν{||u|| > R}
=
∫
||u||>R
||u||ν(du) = σ(S
d−1)
α− 1 R
1−α. (16)
Moreover, we also have a lower bound as follows:
E[||ZR||] =
∫ +∞
0
P (||ZR|| > x)dx
=
+∞∑
n=0
e−ν{||u||>R}
n!
(ν{||u|| > R})n
∫ +∞
0
P
(∥∥∥∥∥
n∑
k=0
Zk
∥∥∥∥∥ > x
)
dx
≥ e−ν{||u||>R}ν{||u|| > R}
∫ +∞
0
P (||Z1|| > x)dx
= e−ν{||u||>R}ν{||u|| > R}E[||Z1||]
=
σ(Sd−1)
(α− 1)Rα−1 e
−σ(S
d−1)
αRα . (17)
From (16) and (17), we get
σ(Sd−1)
(α− 1)Rα−1 e
−
σ(Sd−1)
αRα ≤ E[||ZR||] ≤ σ(S
d−1)
(α− 1)Rα−1 . (18)
Next, we go bak to the study of
P (f(X)− E[f(X)] ≥ x) ≤ P (f(YR)− E[f(YR)] ≥ u(R)) + P (ZR 6= 0). (19)
For the seond summand, a bound is given in (5). For the rst summand, applying
Lemma 1, we have
P (f(YR)−E[f(YR)] ≥ u(R)) ≤ exp
(
− 2− α
2nσ(Sd−1)
u(R)2
R2−α
)
(20)
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as long as 0 < u(R) < nσ(S
d−1)R1−α
2−α
u∗n(α) that is as long as(
λ− σ(S
d−1)
α− 1
)
1
Rα−1
<
nσ(Sd−1)u∗n(α)
2− α R
1−α
that is for
λ <
σ(Sd−1)
α− 1
(
1 +
α− 1
2− αnu
∗
n(α)
)
. (21)
From (19) and (20), we have
P (f(X)− E[f(X)] ≥ x)
≤ exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(λ− σ(S
d−1)
α− 1 )
2
(x
λ
) α
α−1
)
+
σ(Sd−1)
α
(x
λ
) α
α−1
. (22)
The bound (22) makes sense if the right-hand side is smaller than 1, this is true at 0+
if
λ >
σ(Sd−1)
α− 1 +
√
2nσ(Sd−1)
α
α−1
α(2− α) , (23)
and (21), (23) are ompatible if
2(2− α)σ(Sd−1) 2−αα−1
αn
< u∗n(α)
2, (24)
and this is true if n is large enough or if α is lose enough to 2.
Remark 3 (Comments on the bound and on the range of Proposition 1)
• In fat, the bound (14) holds for all x > 0 but makes sense only for x < x1(n, α, λ).
• The value x1(n, α, λ) in the bound of the domain of Proposition 1 an be made more
preise: x1(n, α, λ) = λu0(n, α, λ)
α−1
α
where u0(n, α, λ) is the unique positive solution of
exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(λ− σ(S
d−1)
α− 1 )
2u
)
+
σ(Sd−1)
α
u = 1.
In partiular, we have
u0(n, α, λ) ≥ 2nσ(S
d−1)1/(α−1)
(2− α)(λ− σ(Sd−1)
α−1
)2
ln
(
α(2− α)
2nσ(Sd−1)α/(α−1)
(
λ− σ(S
d−1)
α− 1
)2)
so that we an take
x1(n, α, λ) = λσ(S
d−1)1/α
(
2n
(2− α)(λ− σ(Sd−1)
α−1
)2
ln
(
α(2− α)
2nσ(Sd−1)α/(α−1)
(
λ− σ(S
d−1)
α− 1
)2))α−1α
.
(25)
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• In order to optimize the bound (14) with repet to λ, observe that the rst summand
(whih gives the right order) gives the best bound for
λ = λ0(α) :=
ασ(Sd−1)
(2− α)(α− 1) .
Denote by ]λ1(n, α), λ1(n, α)[, the interval in (13).
We have λ0(α) ≥ λ1(n, α) if nσ(Sd−1)
2−α
α−1 ≤ 2α
α−1
and λ0(α) ≤ λ2(n, α) if nu∗n(α) ≥ 2 so
that usually
λ0(α) ≤ λ1(n, α)
and the best order should thus ours for λ = λ1(n, α). But for this hoie x1(n, α, λ) =
0 and the domain of deviation is empty. There is thus no optimal hoie for λ ∈
]λ1(n, α), λ1(n, α)[: for λ = λ1(n, α), the deviation is the best but the domain is empty,
while for λ = λ2(n, α) the domain is the largest but the deviation is the worst. See
below in Remark 5 for a deviation without extra parameter.
• In (14), the exponential is the main term of the bound. For any ε > 0, we thus
an rewrite (14), for x small enough
P (f(X)− E[f(X)] ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(λ− σ(S
d−1)
α− 1 )
2
(x
λ
) α
α−1
)
.
In fat, it gives the order of stable deviation for small values of x: roughly speaking, it
is in exp
(− cx αα−1 ).
Remark 4 (Gaussian deviation) We an reover the Gaussian deviation from the
bound (14) letting α goes to 2 properly. To this way and following [4℄, onsider a stable
random vetor X(α) whose Lévy measure has spherial omponent σ given by the sum of
Dira measures at the points (0, . . . , 0,±1, 0, . . . , 0) and with total mass σ(Sd−1) = 2−α.
The omponents of X(α) are thus independent and when α goes to 2, the vetor X(α)
onverges in distribution to a standard Gaussian random vetor W . Moreover, note that
when we take limit α → 2 with σ(Sd−1) = 2− α in (21) and (25), the ranges for λ and
for x in Proposition 1 beomes λ ∈ (0,∞) and x ∈ (0,∞) while the bound (14) beomes
exp(−x2/(2n)). This is not exatly the lassial bound for Gaussian deviation. But,
rst note that we ould replae n large in Proprosition 1 by α lose enough to 2 (see
inequality (24) in the proof). Then apply Lemma 1 with arbirary δ > 0 and take limit
α→ 2 in (14), we obtain similarly
P (f(W )− E[f(W )] ≥ x) ≤ exp
(
− x
2
2nδ
)
,
for any x > 0. Finally, letting δ → 0 yields the Gaussian deviation bound for all x > 0:
P (f(W )− E[f(W )] ≥ x) ≤ exp
(
−x
2
2
)
.
The same an be made from the intermediate regime of deviation studied in Setion
2.2, see the Remark 8.
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Remark 5 We an give a deviation bound for small values of x without introduing an
extra parameter λ as in Proposition 1. To this way, let ε > 0. For all n ≥ 5 (or for α
lose enough to 2), there exists x0(n, ε) > 0 suh that for all 0 ≤ x < x0(n, ε),
P (f(X)− E[f(X)] ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(
α− 1
α
) α
α−1
x
α
α−1
)
. (26)
The drawbak of this bound is its range sine we do not know expliitly x0(n, ε).
The proof follows the same lines of reasoning as that of Proposition 1 but with the
level of trunation hosen by setting
x = αE[||ZR||].
Set also u(R) = (α − 1)E[||ZR||] and study the summands of (19). Applying Lemma 1
and using
u(R)2
R2−α
=
(
α− 1
α
)2
x2
R2−α
≥
(
1
σ(Sd−1)
) 2−α
α−1
(
α− 1
α
) α
α−1
x
α
α−1 ,
the rst summand in the right hand side of (19) is bounded as follows
P (f(YR)−E[f(YR)] ≥ u(R)) ≤ exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(
α− 1
α
) α
α−1
x
α
α−1
)
as long as 0 < α−1
α
x = u(R) < nσ(S
d−1)R1−α
2−α
u∗n(α) that is as long as
E[||ZR||] < nσ(S
d−1)u∗n(α)
(2− α)(α− 1)R
1−α,
whih, from the right-hand side of (18), is true if
σ(Sd−1)
α− 1 <
nσ(Sd−1)u∗n(α)
(2− α)(α− 1) , that is if
nu∗n(α) > 2 − α, whih is true at least for α lose enough to 2 or for n ≥ 5 sine then
u∗n(α) ≥ 1. Using (5) for the seond summand in the right-hand side of (19), we derive
P (f(X)− E[f(X)] ≥ x) ≤ exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(
α− 1
α
) α
α−1
x
α
α−1
)
+
σ(Sd−1)
αRα
.
(27)
But from (18), when x goes to 0, we have R→ +∞ or R→ 0. Moreover, when x→ 0,
E[||ZR||]→ 0, so that ZR → 0 in L1(Rd) and ZR ⇒ δ0. This implies the onvergene of
νZR = νB(0,R)c to 0, from whih we derive R → +∞. Thus when x is small, the main
term in the bound (27) in given by the exponential. Sine the seond term goes to 0,
for any ε > 0, there is some x0(n, ε) suh that for x ≤ x0(n, ε), the bound (26) holds.
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2.2 Intermediate range for the stable deviation
In this setion, we study the deviation (1) for intermediate values of x. To this end, the
level of trunation is hanged in (3). Moreover in order to derive the Gaussian deviation
from the stable one as a limiting ase, we shall use Lemma 1 with parameter δ > 0. In
the limiting ase, δ will goes to 0. First, we an state:
Proposition 2 Let X be a stable random vetor in Rd of index α ∈ (1, 2) and let f :
R
d → R be a 1-Lipshitz funtion. Let δ > 0 and n ∈ N, n ≥ 2. Set nδ = (1+ δ(n− 1)).
Then for any ε satisfying
ε >
(2− α)e
2αnδ
, (28)
we have
P (f(X)− E[f(X)] ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nδσ(Sd−1)
(
x
1 + 2−α
2nδ(α−1)u1(nδ,α)
)α)
, (29)
for any x suh that
2nδσ(S
d−1)
2− α u1(nδ, α)
(
1 +
2− α
2nδ(α− 1)u1(nδ, α)
)α
< xα < (30)
2nδσ(S
d−1)
2− α
(
u2(nδ, α) ∧ u∗n(α, δ)/2
)(
1 +
2− α
2n(α− 1)(u2(nδ, α) ∧ u∗n(α, δ)/2)
)α
where u1(nδ, α) and u2(nδ, α) are the solutions of
eu − 2nδαε
2− α u = 0
and u∗n(α, δ) is given by (6).
Proof. First, using the right-hand side of (18), the bound (3) beomes
P (f(X)− E[f(X)] ≥ x) ≤ P
(
f(YR)− E[f(YR)] ≥ x− σ(S
d−1)
α− 1 R
1−α
)
+ P (ZR 6= 0).
Next hoose the level of trunation by setting
R
(
1 +
σ(Sd−1)
(α− 1)Rα
)
= x. (31)
We thus have
P (f(X)− E[f(X)] ≥ x) ≤ P (f(YR)−E[f(YR)] ≥ R) + P (ZR 6= 0). (32)
Applying Lemma 1 with x = R in (8) to estimate the rst summand in the right-hand
side of (32) and using (5) for the seond one, the bound (32) then beomes
P (f(X)− E[f(X)] ≥ x) ≤ exp
(
− (2− α)R
α
2nδσ(Sd−1)
)
+
σ(Sd−1)
αRα
. (33)
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as long as, using (7) with x = R,
Rα ≤ nδ σ(S
d−1)
2− α u
∗
n(α, δ). (34)
Next, we ompare the two summands in the right-hand side of (33). To do this, set
u = (2−α)R
α
2nδσ(Sd−1)
and let us ompare
2−α
2nαu
to e−u studying the funtion
hn,α(u) = e
u − 2nδαε
2− α u, (35)
Note that hn,α has a unique minimum at u0 = log
2nδαε
2−α
, whih is negative beause of
(28). We thus have
P (f(X)−E[f(X)] ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nδσ(Sd−1)
Rα
)
, (36)
for
2nδσ(S
d−1)
2− α u1(nδ, α) < R
α <
2nδσ(S
d−1)
2− α u2(nδ, α), (37)
and still under the ondition (34), with moreover R given by the relation (31).
We now express (36) and its onditions (34) and (37) in terms of x. Sine from (31)
R ≤ x ≤ R
(
1 +
2− α
2nδ(α− 1)u1(nδ, α)
)
, (38)
the deviation bound (36) beomes (29).
To express the range in terms of x, note that we have x = θ(Rα) with
θ(u) = u1/α
(
1 +
σ(Sd−1)
(α− 1)u
)
.
The funtion θ is an inreasing bijetion from [σ(Sd−1),+∞) to [ α
α−1
σ(Sd−1)1/α,+∞).
Then, note that σ(Sd−1) ≤ 2nδσ(Sd−1)
2−α
u1(nδ, α), that is
2−α
2nδ
≤ u1(nδ, α), whih is
equivalent to have hn,α(
2−α
2nδ
) ≥ 0 and h′n,α(2−α2nδ ) ≤ 0. Indeed, writing ε =
(2−α)e˜
2nδα
in (28),
with some e˜ > e, we have
hn,α
(
2− α
2nδ
)
= exp
(
2− α
2nδ
)
− αε = exp
(
2− α
2nδ
)
− 2− α
2nδ
e˜.
Let η(u) = eu − e˜u. Sine 2−α
2nδ
≤ 1/2 < 1, we have η(2−α
2nδ
) > 0 as long as e˜ is suh that
e˜ ≤ 2√e. We dedude hn,α(2−α2nδ ) ≥ 0.
Next h′n,α
(
2− α
2nδ
)
= exp
(
2− α
2nδ
)
− 2nδα
2− αε ≤ exp
(
2− α
2nδ
)
− e, whih is non-
positive sine 2− α ≤ 2nδ. Finally,
σ(Sd−1) ≤ 2nδσ(S
d−1)
2− α u1(nδ, α).
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Using θ in the domain where it denes an inreasing bijetion, the onditions (34)
and (37) an be rewritten as:
θ
(
2nδσ(S
d−1)
2− α u1(nδ, α)
)
< x < θ
(
2nδσ(S
d−1)
2− α
(
u2(nδ, α) ∧ u∗n(α, δ)/2
))
.
The range of the deviation (29) is thus (30) when ε satises
(2− α)e
2nδα
< ε <
(2− α)√e
nδα
.
Finally, it is lear than if the deviation (29) holds for some ε > 0, it also holds for any
larger ε. The ondition on ε an thus be redued to (28).
Remark 6
• From (28), note that
hn,α
(
log
(
2nδαε
2− α
))
=
2nδαε
2− α
(
1− log
(
2nδαε
2− α
))
< 0
so that u2(nδ, α) > log
(
2nδαε
2− α
)
> 1.
• The parameter n ≥ 2 is free in Proposition 2. Thus hanging n allows to shift the
range (30) so that we an derive a e−cx
α
-type bound of deviation on a larger domain,
by eventually hanging n and the generi onstant c.
Remark 7 (Comments on the bounds in the domain (30))
It is interesting to investigate the behavior of
2nδα
2− αui(nδ, α), i = 1, 2, when α goes
to 2 or when n goes to +∞ in the domain given by (30).
To simplify notation, (35) is written as ha(u) = e
u − ε
a
u with ε > ae , and without
loss of generality, we study the behavior of the zeros u1(a) < u2(a) of ha(u) as a→ 0.
Sine ha(log(ε/a)) < 0 and lima→0 ha(a
λ) = 1− λε, for λ < ε < λ˜, we have
λa ≤ u1(a) ≤ λ˜a ≤ log(ε/a) ≤ u2(a).
Thus,
lim
a→0
u1(a)
a
= ε, lim
a→0
u2(a)
a
= +∞,
that is in our setting
lim
α→2 or n→+∞
2nδα
2− αu1(nδ, α) = 1/ε, limα→2 or n→+∞
2nδα
2− αu2(nδ, α) = +∞. (39)
For α lose to 2 or for n large enough, 1+
2− α
2nδ(α− 1)u1(nδ, α) → 1+
αε
α− 1 , so that for
ε < 1 and for α lose to 2 or for n large enough, 1 +
2− α
2nδ(α− 1)u1(nδ, α) ≤ 1 +
α
α− 1 .
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In this ase, the deviation (29) beomes
P (f(X)− E[f(X)] ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nδσ(Sd−1)
(
x
1 + α
α−1
)α)
,
and the range (30) redues to
(
1 +
αε
α− 1
)α
σ(Sd−1)
αε
< xα <


2nδσ(S
d−1)
2− α log
(√
nδ − 1
2− α
)
if α→ 2,
3nδσ(S
d−1)
2− α if n→ +∞.
Remark 8 (More on Gaussian deviation)
• When α is lose to 2, we reover (i) of Theorem 2 in [4℄ and in partiular still
following [4℄, we reover Gaussian deviation. To this way, as in Remark 4, onsider a
stable random vetor X(α) whose Lévy measure has spherial omponent σ given by
the sum of Dira measures at the points (0, . . . , 0,±1, 0, . . . , 0) and with total mass
σ(Sd−1) = 2− α. When α→ 2, the vetor X(α) onverges in distribution to a standard
Gaussian random vetor W , so that (29) yields
P (f(W )− E[f(W )] ≥ x) ≤ (1 + ε) exp
(
− 1
2nδ
(
x
1 + ε
)2)
,
for any x > 0, sine the left-hand side of (30) goes to 0 when α goes to 2 (u1(nδ, α)→ 0
as α → 2) while its right-hand side goes to +∞ (u2(nδ, α) → +∞ and u∗n(α, δ) → +∞
as α→ 2).
Finally, letting ε→ 0 and δ → 0 yields the Gaussian deviation bound for all x > 0:
P (f(W )− E[f(W )] ≥ x) ≤ exp
(
−x
2
2
)
.
• Note also that letting δ → 0 in the range (30) does not allow to reover a devia-
tion result for arbitrary small values of x. Proposition 1 annot thus be derived from
Proposition 2 and vie versa.
2.3 Another intermediate range for stable deviation
The deviation and the range obtained in Setion 2.2 depend on u1(nδ, α) whih is not
expliit. In this setion, using diretly (4) rather than the bound (5), we obtain the
same type of result, probably less sharp, but with more expliit bounds.
Proposition 3 Let X be a stable random vetor in Rd of index α ∈ (1, 2) and let
f : Rd → R be a 1-Lipshitz funtion. Then for any ε satisfying
ε ≥ ec = (2− α)e
2nα
, (40)
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we have
P (f(X)− E[f(X)] ≥ x) ≤ (1 + ε) exp

− 2− α2nσ(Sd−1)

 x1 + 2−α
2n(α−1)
(
1−( 2−α2nα )
2/3
)


α
 .
(41)
for all x suh that
2nσ(Sd−1)
2− α
(
1−
(
2− α
2nα
)2/3)1 + 2− α
2n(α− 1)
(
1− (2−α
2nα
)2/3)


α
< xα <
2nσ(Sd−1)
2− α
((
1 +
((
2− α
2nα
)2/3
∧ 0.68
))
∧ u∗n(α)/2
)
× (42)

1 + 2− α
2n(α− 1)
((
1 +
((
2−α
2nα
)2/3 ∧ 0.68)) ∧ u∗n(α)/2)


α
where u∗n(α) is given in (6) with δ = 1. -
Proof. With (4), equation (32) beomes
P (f(X)−E[f(X)] ≥ x) ≤ exp
(
− (2 − α)R
α
2nσ(Sd−1)
)
+ 1− exp
(
−σ(S
d−1)
αRα
)
, (43)
as long as (34) holds (still using (7) with y = R).
We ompare now the two summands in the right-hand side of (43). To do so, let
u = (2−α)R
α
2nσ(Sd−1)
and let c = 2−α
2nα
and ompare 1− e−c/u and e−u. To this end, let us study
for some ε > 0 the funtion
gn,α(u) = εe
−u + e−c/u (44)
and in partiular let us see when it is larger than 1. We annot study the funtion
gn,α in (44) as easily as the funtion gn,α in (35), the argument is thus dierent from
that of Setion 2.2. However (40) guarantees that gn,α takes values larger than 1 sine
gn,α(1) ≥ c + e−c ≥ 1, for all c > 0. We investigate now for some interval ontaining 1
where gn,α is larger than 1. Sine ε > ec, we look for ce
1−u + e−c/u ≥ 1.
Observe rst that for some xed u, c → ce1−u + e−c/u ≥ 1 inreases for c ≥ c0(u) =
u(u− 1)− u lnu > 0.
Elementary omputations show that |u− 1|3/2 ≥ c0(u) for all u ≤ u1 ≃ 3.2 and
|u− 1|3/2e1−u + e−|u−1|3/2/u ≥ 1
for 0 ≤ u ≤ u2 ≃ 1.68. Next, for ε > ec, |u− 1|3/2 ≤ c, and u ≤ u2, we have
1 ≤ |u− 1|3/2e1−u + e−|u−1|3/2/u ≤ ce1−u + e−c/u ≤ εe1−u + e−c/u.
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Finally, we derive
1− exp
(
−σ(S
d−1)
αRα
)
≤ ε exp
(
− (2− α)R
α
2nσ(Sd−1)
)
,
for R in the range
0 <
2nσ(Sd−1)
2− α
(
1−
(
2− α
2nα
)2/3)
< Rα <
2nσ(Sd−1)
2− α
(
1 +
((
2− α
2nα
)2/3
∧ 0.68
))
.
(45)
We thus obtain a mobile range of varying length for whih we have
P (f(X)− E[f(X)] ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nσ(Sd−1)
Rα
)
. (46)
We now express the deviation (46) and its onditions (34) and (45) in terms of x. Sine
R ≤ x ≤ R

1 + 2− α
2n(α− 1)
(
1− (2−α
2nα
)2/3)

 ,
(41) is obtained by using the bound (46).
To express the range in terms of x, argue as in the proof of Proposition 2 using the
funtion θ. Note that σ(Sd−1) ≤ 2nσ(S
d−1)
2− α
(
1−
(
2− α
2nα
)2/3)
; indeed this is the same
as
2− α
2n
≤ 1−
(
2− α
2nα
)2/3
and this is true sine
2−α
2nα
≤ 1/4 and αu ≤ 2u ≤ 1− u2/3, for all 0 ≤ u ≤ 1/4.
We an thus use the funtion θ in the domain where it denes an inreasing bijetion,
the onditions (34) and (45) an be rewritten as:
θ
(
2nσ(Sd−1)
2− α
(
1−
(
2− α
2nα
)2/3))
< x < θ
(
2nσ(Sd−1)
2− α
((
1 +
((
2− α
2nα
)2/3
∧ 0.68
))
∧ u∗n(α)/2
))
.
Finishing these omputations, we obtain the range (42).
Remark 9 (Comments on the bounds in the domain (42))
We disuss below the behavior of the domain (42) as α goes to 2 or as n goes to +∞.
Let η > 0. Sine

1 + 2− α
2n(α− 1)
(
1− (2−α
2nα
)2/3)


α
≤ 1 + η, the deviation (41) an be
rewritten as
P (f(X)− E[f(X)] ≥ x) ≤ (1 + ε) exp
(
− 2− α
2(1 + η)nσ(Sd−1)
xα
)
.
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Moreover, sine
(
1 + 2−α
2n(α−1)(log 2n2−α∧u∗n(α)/2)
)α
≥ 1, the domain in (42) an thus be
replaed, for α lose enough to 2 or for n large enough, by
2(1 + η)nσ(Sd−1)
2− α
(
1−
(
2− α
2nα
)2/3)
< xα < (47)
2nσ(Sd−1)
2− α
((
1 +
(
2− α
2nα
)2/3)
∧ u∗n(α)/2
)
.
But, we have seen that for α lose enough to 2, u∗n(α) = un(α) satises (12), so that
we obtain the following domain with two dierent orders in the lower and upper bounds
in n or α:
2(1 + η)nσ(Sd−1)
2− α
(
1−
(
2− α
2nα
)2/3)
< xα <
2nσ(Sd−1)
2− α log
√
n− 1
2− α.
For n large enough, u∗n(α) ∈ [3, 43−α2−α ] is bounded so that the minimum in (47) is u∗n(α)/2
and the domain is of the following type:
2(1 + η)nσ(Sd−1)
2− α
(
1−
(
2− α
2nα
)2/3)
< xα <
3nσ(Sd−1)
2− α .
Finally, observe that for α lose enough to 2 or for n large enough, ε an be hosen
arbitrary small in (40). We thus reover the same type of deviation as that obtained in
[4℄ for α lose enough to 2.
Remark 10
• The deviations (29) and (41) obtained in Setions 2.2 and 2.3 are of the same
type. The ranges in (30) and (42) annot however be ompletely ompared sine
we annot ompare u1(n, α) and 1 −
(
2−α
2nα
)2/3
; this requires to study the sign of
hn,α
(
1− (2−α
2nα
)2/3 )
. In the limiting ases α→ 2 or n→ +∞, the ranges obtained
is Setion 2.2 are better.
• Three regimes of deviation for the Lipshitz funtion of stable vetor f(X) are
thus available. Roughly speaking, the regimes and their ranges are the following:
 for x small, the order is exp
(− cx αα−1 );
 for xα of order σ(Sd−1), the order is e−cx
α
;
 for xα of order bigger than σ(Sd−1), the order is c/xα.
Here c stands for a generi onstant, dierent at eah ourene and whih depends
on α and the dimension d.
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3 Poisson spae with a stable Lévy measure of index
α ∈ (0, 2)
In this part, we study the deviation P (F −m(F ) ≥ x) where F is a stohasti funtional
on the Poisson spae ΩR
d
on R
d
equipped with the stable Lévy measure ν given by (2).
We reall that ΩR
d
denote the set of Radon measures
ΩR
d
=
{
ω =
N∑
i=1
ǫti : (ti)
i=N
i=1 ⊂ Rd, ti 6= tj , ∀i 6= j, N ∈ N ∪ {∞}
}
,
where ǫt denotes the Dira measure at t ∈ Rd. In the sequel, P is the Poisson measure
with intensity ν on ΩR
d
. On the Poisson spae, we dispose of the linear, losable, nite
dierene operator
D : L2(ΩR
d
, P ) −→ L2(ΩRd × Rd, P ⊗ ν)
dened via
DxF (ω) = F (ω ∪ {x})− F (ω), dP × ν(dω, dx)-a.e.,
where as a onvention we identify ω ∈ ΩRd with its support, f. e.g. [1℄ and the referenes
therein.
In this setion, we generalize the deviation bounds obtained in Setion 2 to the ase
of stohasti funtionals satisfying
|DyF (ω)| ≤ ||y||, P (dω)⊗ ν(dy)-a.e.
Roughly speaking, this hypothesis on DF is the analogous of f Lipshitz in Setion 2.
Sine the mean may not exist anymore, deviation are expressed heneforth with respet
to a median m(F ) of the stohasti funtional F . Note nally that the ase of Lipshitz
funtion of stable vetor f(X) an be reovered, as a partiular ase, in this framework
for any index α ∈ (0, 2).
As previously explained, ongurations are trunated and we deal with the fun-
tional restrited to the trunated onguration ωR with Lemma 2 while the rest of the
onguration ωcR is ontrolled by some funtion γ.
P (F −m(F ) ≥ x) = P (F −m(F ) ≥ x, ωcR = ∅) + P (F −m(F ) ≥ x, ωcR 6= ∅)
≤ P (FR −m(F ) ≥ x) + P ({ω ∈ ΩX : ωcR 6= ∅}). (48)
The seond summand in the right-hand side of (48) is dominated as in (6.2) in [1℄:
P ({ω ∈ ΩX : ω ∩BX(0, R)c 6= ∅}) ≤ γ(R) (49)
where γ(R) an be hosed to be either γ(R) = 1 − exp
(
−σ(Sd−1)
αRα
)
or γ(R) = σ(S
d−1)
αRα
.
This hoie will be disussed latter. Using the notations of the proof of Theorem 5.2 in
[1℄, we have
Dyg(FR)(ω) ≤ |DyF (ωR)| ≤ |y|X, P (dω)⊗ ν(dy) a.e.,
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where g(x) = (x−m(FR))+ ∧ r. Thus
sup
y∈BX (0,R)
Dyg(FR) ≤ R, P -a.s.
and for k ≥ 2
‖Dg(FR)‖kL∞(ΩX ,Lk(νR)) ≤
σ(Sd−1)
k − α R
k−α.
First, we have as in (5.6) of [1℄
P (FR −m(FR) ≥ y) ≤ P (g(FR) ≥ y) ≤ P (g(FR)− E[g(FR)] ≥ y/2).
We apply now the following lemma to g(FR), this lemma deals with funtionals on
trunated ongurations FR(ω) = F (ωR) and is the ounterpart of Lemma 1 in the
same way Lemma 5.5 in [1℄ is that of Lemma 2 in [3℄.
Lemma 2 Let R > 0, and let F : ΩR
d −→ R suh that:
sup
y∈B(0,R)
|DyF (ω)| ≤ R P (dω)-a.s.
For any n ≥ 2, let un(α) be the unique non-zero (thus positive) solution of
eu − 1− n− 1
2− αu = 0,
and let
u∗n(α) = min
1<k<n−1+α
2
((
k!
(n− 1)(k + 1− α)
(n− k)(2− α)
)1/(k−1))
∧ un(α).
Then for all
x ≤ x0 := nσ(S
d−1)R1−α
2− α u
∗
n(α), (50)
we have
P (FR − E[FR] ≥ x) ≤ exp
(
− (2− α)x
2
2nσ(Sd−1)R2−α
)
.
Proof. The proof follows the lines of that of Lemma 1 with the following hanges.
Starting from Proposition 2.2 in [1℄ in plae of Theorem 1 in [2℄ we have (9) with the
funtion hR given by
hR(s) = sup
(ω,ω′)∈ΩX×ΩX
∣∣∣∣
∫
X
(esDyF (ω) − 1)DyF (ω′)νR(dy)
∣∣∣∣ , s > 0.
Using the bounds |DyF | ≤ K := R, for y ∈ B(0, R) and for any n ≥ 2 the inequality
(10), we have
hR(s) ≤
n−1∑
k=1
sk
k!
sup
ω,ω′∈ΩX
∫
X
|DyF (ω)|k|DyF (ω′)| νR(dy)
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+
esK −∑n−1k=0 skKk/k!
Kn
sup
ω,ω′∈ΩX
∫
X
|DyF (ω)|n|DyF (ω′)| νR(dy).
(51)
Thus, using the inequality xy ≤ xp/p + yq/q, for p−1 + q−1 = 1 and x, y ≥ 0, we have
for q = k + 1 and p = k+1
k
, 1 ≤ k ≤ n:
sup
ω,ω′∈ΩX
∫
X
|DyF (ω)|k|DyF (ω′)|νR(dy)
≤ k
k + 1
sup
ω,ω′∈ΩX
∫
X
|DyF (ω)|k+1νR(dy) + 1
k + 1
sup
ω,ω′∈ΩX
∫
X
|DyF (ω′)|k+1νR(dy) = αk+1,
where for all k ≥ 2,
αk = ‖DF‖kL∞(ΩX ,Lk(νR))
≤
∫
{|y|2≤R}
|y|k2νR(dy)
=
∫
Sd−1
σ(dξ)
∫
{|rξ|2≤R}
rk−1−αdr
≤ σ(S
d−1)
k − α R
k−α := α˜k.
Plugging this last bound in (51), we reover (11) in the proof of Lemma 1 and we nish
similarly.
Applying Lemma 2 fo g(FR), so that for y ≤ 2x0 = 2nσ(S
d−1)R1−α
2− α u
∗
n(α) we get
P (FR −m(FR) ≥ y) ≤ P (g(FR)−E[g(FR)] ≥ y/2)
≤ exp
(
− 2− α
2nσ(Sd−1)R2−α
y2
)
.
Now, with y = R,
P (FR −m(FR) ≥ R) ≤ exp
(
− 2− α
2nσ(Sd−1)
Rα
)
(52)
as long as, using (50),
Rα ≤ 2nσ(S
d−1)
2− α u
∗
n(α).
In order to ontrol P (FR−m(F ) ≥ x) from (52), we need to ontrol m(FR)−m(F ).
To this end, we apply Lemma 5.1 in [1℄ with
β(R) = 2R, γ˜(R) = exp
(
− 2− α
2nσ(Sd−1)
Rα
)
, R0 =
(
2nσ(Sd−1)
2− α u
∗
n(α)
)1/α
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and where the hypothesis R ≥ R0 in Lemma 5.1 is replaed by R ≤ R0, so that the nal
ondition on R is hanged in the same way.
We thus have m(FR)−m(F ) ≤ R, for all R suh that
inf
0<δ<1/2
max
(
γ−1(δ), γ˜−1
(
1
2
− δ
))
≤ R ≤
(
2nσ(Sd−1)
2− α u
∗
n(α)
)1/α
, (53)
where γ(R) is given in (49). We thus have for R = x/2
P (FR −m(F ) ≥ x) ≤ P (FR −m(FR) ≥ x/2) ≤ exp
(
− 2− α
2nσ(Sd−1)
Rα
)
≤ exp
(
− 2− α
2nσ(Sd−1)
(x
2
)α)
.
From (48), it follows that
P (FR −m(F ) ≥ x) ≤ exp
(
− 2− α
2nσ(Sd−1)
(x
2
)α)
+ γ(x), (54)
as long as the ondition (53) holds, that is in terms of x as long as
inf
0<δ<1/2
max
(
γ−1(δ), γ˜−1
(
1
2
− δ
))
≤ x
2
≤
(
2nσ(Sd−1)
2− α u
∗
n(α)
)1/α
. (55)
Next, we ompare the two summands in the right-hand side of (54) using rst γ(R) =
σ(Sd−1)
αRα
and next γ(R) = 1 − exp
(
−σ(Sd−1)
αRα
)
in order to estimate the remainder term
P (ωcR 6= 0).
First hoie for the funtion γ
In this setion, we take γ(R) =
σ(Sd−1)
αRα
and we have:
Proposition 4 Let F be a stohasti funtional on the Poisson spae equipped with the
α-stable Lévy measure (2), α ∈ (0, 2). Assume that
|DyF (ω)| ≤ ||y||, P (dω)⊗ ν(dy)-a.e.
Then for ε satisfying (28), the following deviation holds
P (F −m(F ) ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nσ(Sd−1)
(x
2
)α)
(56)
for all x in the range(
inf
0<δ<1/2
max
(
γ−1(δ), γ˜−1
(
1
2
− δ
))α)
∨ 2nσ(S
d−1)
2− α u1(n, α) (57)
≤
(x
2
)α
≤ 2nσ(S
d−1)
2− α
(
u2(n, α) ∧ u∗n(α)
)
where u1(n, α), u1(n, α) and u
∗
n(α) are as in Proposition 2 with δ = 1.
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This result generalizes Proposition 6.3 in [1℄ in the same way Propositions 2 and 3
generalize Theorem 2 in [4℄.
Proof. As in Setion 2, we ompare the two summands in (54) studying the funtion
hn,α in (35). With notations as in Setion 2 and for ε satisfying (28), we derive (56) for
2nσ(Sd−1)
2− α u1(n, α) <
(x
2
)α
<
2nσ(Sd−1)
2− α u2(n, α),
and still under the ondition (55).
Disussion on the range of deviation in (57)
• We have
γ−1(δ) =
(
σ(Sd−1)
αδ
)1/α
, γ˜−1(δ) =
(
2nσ(Sd−1)
2− α log(1/δ)
)1/α
.
Sine there is a unique solution δ0(n, α) ∈ (0, 1/2) to the equation
2− α
2nα
= δ log
1
1/2− δ , (58)
we have inf
0<δ<1/2
max
(
γ−1(δ), γ˜−1
(
1
2
− δ
))α
=
σ(Sd−1)
αδ0(n, α)
.
• Moreover, note that sine the left-hand side of (58) goes to zero when α → 2 or
when n→ +∞, we have δ0(n, α) log
(
1
1/2− δ0(n, α)
)
→ 0 and thus δ0(n, α)→ 0.
It is also easy to dedue an equivalent for δ0(n, α) for α→ 2 or for n→ +∞:
δ0(n, α) ≃ 2− α
2nα log 2
where, when x→ x0, f(x) ≃ g(x) means lim
x→x0
f(x)
g(x)
= 1. We thus have for α → 2
or for n→ +∞,
inf
0<δ<1/2
max
(
γ−1(δ), γ˜−1
(
1
2
− δ
))α
≃ 2nσ(S
d−1) log 2
2− α . (59)
• Sine we have seen u2(n, α) > log
(
2nαε
2− α
)
> 1. The upper bound of the domain
(57) in Proposition 4 an thus be taken to be
2nσ(Sd−1)
2− α
(
log
(
2nαε
2− α
)
∧ u∗n(α)
)
. (60)
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Comments on the bounds in the domain (57)
For α lose enough to 2 or for n large enough, we have seen in Setion 2.2 the limits
(39). Similarly, for any η > 0 and for α lose enough to 2 or for n large enough, the
domain (57) redues to
(1 + η)σ(Sd−1)
(
2n log 2
2− α ∨
α
ε
)
< xα <


2nσ(Sd−1)
2− α log
(√
n− 1
2− α
)
if α→ 2,
6nσ(Sd−1)
2− α if n→ +∞.
Remark 11
• Proposition 4 omplements Theorem 6.1 in [1℄ exhibiting for any α ∈ (0, 2) a de-
viation regime in exp
(
− 2− α
2nσ(Sd−1)
(x
2
)α)
for x in a nite range, while Theorem
6.1 gives a deviation regime in 1/xα for x large enough, of order at least
σ(Sd−1)
2
2− α log
(
2
2− α
)
log
(
2
2− α log
(
2
2− α
))
.
• When α is lose to 2, we reover a range of the same type as in Theorem 6.3 in [1℄.
Seond hoie for the funtion γ
Here, like in Setion 2.3, we estimate the remainder term P (ωcR 6= 0) using diretly (4)
rather than the bound (5), we obtain the following result probably less sharp, but with
more expliit bounds.
Proposition 5 Let F be a stohasti funtional on the Poisson spae equipped with the
α-stable Lévy measure (2), α ∈ (0, 2). Assume that
|DyF (ω)| ≤ ||y||, P (dω)⊗ ν(dy)-a.e.
Then for any ε satisfynig (28), the following deviation holds
P (F −m(F ) ≥ x) ≤ (1 + ε) exp
(
− 2− α
2nσ(Sd−1)
(x
2
)α)
(61)
for all x in the range
(
inf
0<δ<1/2
max
(
γ−1(δ), γ˜−1
(
1
2
− δ
))α)
∨ 2nσ(S
d−1)
2− α
(
1−
(
2− α
2nα
)2/3)
(62)
<
(x
2
)α
<
2nσ(Sd−1)
2− α
((
1 +
((
2− α
2nα
)2/3
∧ 0.68
))
∧ u∗n(α)/2
)
.
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Taking limits in (62) yields nothing sine 1±(2−α
2nα
)2/3 → 0 when α→ 2 or when n→ +∞.
Proof. As in Setion 2.3, we ompare the two summands in (54) studying now the
funtion gn,α in (44). As in Setion 2.3, we derive (61) for x in the range
0 <
2nσ(Sd−1)
2− α
(
1−
(
2− α
2nα
)2/3)
<
(x
2
)α
<
2nσ(Sd−1)
2− α
(
1 +
((
2− α
2nα
)2/3
∧ 0.68
))
,
and still under ondition (55).
Lower range for index α > 1
Finally, note that it is a simple veriation that the ounterpart of Proposition 1 holds
for funtional on the Poisson spae, namely,
Proposition 6 Let F be a stohasti funtional on the Poisson spae equipped with the
stable Lévy measure (2) with index α ∈ (1, 2). Assume that
|DyF (ω)| ≤ ||y||, P (dω)⊗ ν(dy)-a.e.
Then for all n large enough and for all
λ ∈

σ(Sd−1)
α− 1

1 +
√
2(α− 1)2nσ(Sd−1) 2−αα−1
α(2− α)

 , σ(Sd−1)
α− 1
(
1 +
α− 1
2− αnu
∗
n(α)
) ,
there exists x1(n, α, λ) > 0 suh that for all 0 ≤ x ≤ x1(n, α, λ),
P (f(X)−E[f(X)] ≥ x)
≤ exp
(
− 2− α
2nσ(Sd−1)1/(α−1)
(λ− σ(S
d−1)
α− 1 )
2
(x
λ
) α
α−1
)
+
σ(Sd−1)
α
(x
λ
) α
α−1 ≤ 1.
The same omments as in Remarks 3 and 5 apply.
For stable index α ≤ 1, lower range deviation requires to investigate the onvergene
of the median of trunated funtional whih, at this point, requires more work.
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