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vAbstract. Since it has been discovered in the late 1990s that the universe is
likely to be expanding accelerated, a large variety of cosmological models have
been developed that allow for cosmic acceleration. Some of the models include a
dark energy term that causes the acceleration, while others modify gravity or drop
the assumption of homogeneity and isotropy.
As an example of such a model, we analyze a braneworld model with one
timelike extra-dimension. There are strong constraints to the parameter values of
such a model resulting from the claim that there must be a physical solution to the
Friedmann equation at least between now and the time of recombination. We fit
the model to supernova type Ia data and check the consistency of the result with
other observations. For parameter values that are consistent with observations,
the braneworld model is indistinguishable from a ΛCDM universe as far as the
considered cosmological tests are concerned.
Although all cosmological models that assume homogeneity and isotropy of the
universe and have been tested so far conclude that the universe expands acceler-
ated, this does not prove acceleration beyond doubt. Therefore, we constructed a
test of acceleration, which is model-independent in the sense that no assumptions
about the content of the universe or about the parameterization of the deceler-
ation parameter are made and that it does not assume any dynamical equations
of motion. Yet, the test assumes the universe and the distribution of supernovae
to be statistically homogeneous and isotropic. Since the first version of the test
is troubled by systematic effects, we modify the analysis to be independent of the
calibration of the supernova absolute magnitude. As a result, all systematics are
reduced. While most supernova data sets provide evidence for acceleration, when
the test is applied, the SDSS data set lacks this evidence.
Due to structure in the universe, the assumption of homogeneity and isotropy
might not be justified — especially on small scales. As the Einstein equations
are non-linear, spatial averaging and temporal evolution do not commute. Conse-
quently, a universe with structure evolves differently than a perfectly homogeneous
universe. The size of this backreaction effect is, however, discussed very controver-
sially. In this work, we test the influence of backreaction on the measurement of
the present Hubble rate using supernova data. We find, however, no evidence for
backreaction in the presently available supernova data sets.
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Preface
This is a very interesting time to work in the field of cosmology. With the recent great
improvement in observational techniques, cosmology has finally gained the status of real
science. The observations yielded, however, some puzzling results. The universe seems to
be expanding accelerated and it seems like we only know about 5% of the contents of the
universe, namely baryonic matter. The rest belongs to the so-called dark sector — dark
matter and dark energy. Knowing so little about the universe, a large amount of cosmological
models has been suggested in order to describe the observations. While many theories assume
that dark energy is the cause for cosmic acceleration, other models modify gravity or drop
the usual assumption of homogeneity and isotropy.
With the amount of theories becoming more and more unmanageable, we try a different
approach in this work and address more fundamental questions: Can we actually prove cosmic
acceleration? Which assumptions do we need in order to find such an evidence? Is the common
assumption of a homogeneous and isotropic universe justified even for observations at small
scales? How large are the effects of local structure on the expansion rate?
This approach does not directly lead to a viable cosmological model. Its advantage is
rather that one can test some requirements a cosmological theory needs to fulfil. If one for
example could not find evidence for acceleration in a model-independent way, one should
broaden the variety of theories by including models that do not allow for acceleration.
This thesis is structured as follows. The first chapter gives an overview over some impor-
tant equations that are needed to describe the dynamics of an expanding universe. Further-
more, we describe how supernovae Ia can be used as standard candles for cosmological tests.
As an example, we apply such tests to a braneworld model with timelike extra-dimension in
chapter 2. In the following chapter, we present a model-independent test of cosmic accelera-
tion. We test the influences of local inhomogeneities on the expansion rate in chapter 4 and
finally conclude.
xiii

CHAPTER 1
Cosmic expansion and supernovae type Ia
1. Cosmic expansion
1.1. Dynamics of the expanding universe. The fundamental equation for analyzing
the dynamics of the expanding universe is the Einstein equation, which connects the curvature
of space-time — described by the Einstein tensor Gµν = Rµν − 12Rgµν — to the stress-
energy tensor Tµν , where gµν denotes the metric. Rµν and R are the Ricci tensor and scalar,
respectively. While in the simplest form of the Einstein equation, the Einstein tensor is
proportional to the stress-energy tensor, the most general form also includes a cosmological
constant Λ:
(1.1) Gµν + Λgµν = 8piGTµν ,
where G is the gravitational constant and the speed of light is set c = 1.
One can yield the Einstein equation by varying the Einstein-Hilbert action
(1.2) S =
1
8piG
∫
(R− 2Λ)√−det gµν dx4 + ∫ L(gµν , φ)√−det gµν dx4 .
L(gµν , φ) is the Lagrange density of the matter fields φ.
A common assumption in cosmology is that the universe is homogeneous and isotropic.
Any space-time that fulfils these assumptions can be described by the Friedmann-Robertson-
Walker metric:
(1.3) ds2 = −dt2 + a2(t)
(
dr2
1− kr2 + r
2
(
dθ2 + sin2 θ dφ2
))
,
where k denotes the spatial curvature, which equals zero for a flat universe. k = 1 corresponds
to a closed and k = −1 to an open universe. a(t) is the scale factor. We define its present
value to be a0 = 1.
The contents of the universe can be considered as a perfect fluid with energy density ρ
and pressure p. Its stress-energy tensor is given by
(1.4) Tµν = (ρ+ p)uµuν + pgµν ,
where uµ is the 4-velocity.
Inserting the metric and the stress-energy tensor into the Einstein equation leads to the
Friedmann equations:
H2 =
(
a˙
a
)2
=
8piG
3
ρ− k
a2
+
Λ
3
,(1.5)
a¨
a
= −4piG
3
(ρ+ 3p) +
Λ
3
,(1.6)
where H = a˙/a is the Hubble rate, which describes the expansion of the universe.
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Combining these two equations, one obtains a continuity equation:
(1.7)
d
dt
(a3ρ) + p
d
dt
a3 = 0 .
Introducing the volume expansion rate θ = V˙ /V = 3a˙/a, the continuity equation can be
rewritten as
(1.8) ρ˙+ θ(ρ+ p) = 0 .
Usually, the Friedmann equation (1.5) is given in terms of the present Hubble rate H0
and dimensionless density parameters. These density parameters are defined using the critical
density, which is the present energy density obtained from (1.5), when k = 0 and Λ = 0:
(1.9) ρc =
3H20
8piG
.
Then the dimensionless density parameter for the different contents of the universe are defined
as (the index 0 always denotes the present day value):
non-relativistic matter: Ωm = ρm0/ρc
radiation: Ωr = ρr0/ρc
cosmological constant: ΩΛ = Λ/(8piGρc)
spatial curvature: Ωk = −3k/(8piGρc)
The non-relativistic matter consists of baryonic and cold dark matter. Radiation refers to
photons as well as to relativistic particles. Note that we have listed here only the densities of
the standard constituents of the universe. The energy density in (1.5) could, however, include
also other terms than only matter and radiation. These possible terms are considered in a
variety of different cosmological models.
The dimensionless density parameters as defined above are constants that reflect the
present values. The actual matter density is, however, proportional to the volume and thus
changes as a−3 as the universe expands. While also the photon number density is proportional
to a−3, this is not true for the energy density of the photons. Due to the expansion of the
universe the photons are redshifted and the energy of a single photon decreases as a−1. Thus
the radiation energy density scales as a−4. With the redshift z given by 1 + z = 1/a, the
Friedmann equation can be rewritten as:
(1.10)
H2(z)
H20
= Ωm(1 + z)3 + Ωr(1 + z)4 + ΩΛ + Ωk(1 + z)2 .
While the radiation density is negligible in the late universe, it becomes important at high
redshifts.
A more general form of the Friedmann equation is
(1.11)
H2(z)
H20
=
∑
i
Ωi(1 + z)3(1+wi) ,
where the sum is over all density parameters included in the considered cosmological model.
wi = pi/ρi is the equation of state. For non-relativistic matter, the pressure is negligible com-
pared to the energy density. Therefore, one can assume wm = 0. Radiation has an equation
of state of wr = 1/3. Spatial curvature and the cosmological constant have negative values,
namely wk = −1/3 and wΛ = −1. Although w is a constant for the standard constituents of
the universe, it can in general be a function of z.
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Setting z = 0 in (1.11) leads to a constraint equation for the density parameters:
(1.12) 1 =
∑
i
Ωi .
As we are not only interested in the expansion rate at a certain time, but also in its
change, it is useful to introduce the deceleration parameter:
(1.13) q = − a¨
aH2
=
H ′(z)
H(z)
(1 + z)− 1 .
A negative value of q would correspond to an accelerated expansion. When there is only one
constituent with equation of state w, then the deceleration parameter can be calculated to be
q = 12(1 + 3w). The universe expands accelerated if q is negative, i.e. if w < −1/3. Therefore,
the cosmological constant with w = −1 can cause an acceleration.
1.2. Distance measures. In cosmology, distance is not uniquely defined. This is due
to the expansion of the universe and the finite speed of light. Different ways of measuring
distances, which would be equivalent in a non-expanding Euclidian space, lead to differing
results in an expanding universe. In the following, we will summarize three important distance
measures, which will be used in this thesis.
1.2.1. Comoving distance. The comoving distance is the distance two objects would have
at the present time. This distance can obviously not be measured directly. As the speed of
light is finite, we can only observe a past image of an object, the light of the object being
emitted at a scale factor ae. Although the distance to the object at the present scale factor a0
can therefore not be directly observed, it can be inferred from other distance measurements.
For a given cosmological model, the relation between the comoving distance r and the redshift
z is given by:
(1.14) r(z) =
1
H0
√|Ωk| S
(√
|Ωk|
∫ z
0
H0
H(z˜)
dz˜
)
,
where S(x) = x for a flat, S(x) = sin(x) for a closed and S(x) = sinh(x) for an open universe.
1.2.2. Luminosity distance. A method to actually determine the distance to an object is
to measure its flux F , provided its luminosity L is known. Then the luminosity distance dL
is defined by
(1.15) F =
L
4pid2L
.
In Euclidian space, dL would thus correspond to the physical distance. In an expanding
universe, the photon number decreases as a−3 and the energy of each photon decreases due
to redshift. Both effects decrease the measured flux and thus lead to an inferred luminosity
distance, which is larger than the comoving distance:
(1.16) dL(z) = (1 + z) r(z) =
1 + z
H0
√|Ωk| S
(√
|Ωk|
∫ z
0
H0
H(z˜)
dz˜
)
.
1.2.3. Angular diameter distance. When knowing the diameter D of an object, e.g. a
galaxy, one can observe its angular size Θ and define the angular diameter distance dA as:
(1.17) Θ =
D
dA
.
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Figure 1.1: Different distance measures in a flat ΛCDM universe.
D can also be the distance between two objects, which is perpendicular to the line of sight of
the observer. Here, one needs to take the distance at the time, when the light was emitted
from the objects. Θ is then the angular separation of these objects.
The theoretical values of the angular diameter distance is smaller than that of the two
above mentioned distance measures, namely:
(1.18) dA(z) =
r(z)
1 + z
=
1
(1 + z)H0
√|Ωk| S
(√
|Ωk|
∫ z
0
H0
H(z˜)
dz˜
)
.
While the comoving and the luminosity distance to an object increase with increasing redshift
of that object, this is not necessarily the case for the angular diameter distance. In a ΛCDM
universe, dA(z) reaches its maximum at z ' 1.6. A comparison of the three distance measures
is plotted in figure 1.1.
1.3. Models of dark energy.
1.3.1. ΛCDM. The cosmological constant was introduced by Einstein in order to allow
for a static universe [Ein17]. When Hubble discovered the expansion of the universe in 1929
[Hub29], the general belief was that the cosmological constant is not needed anymore. This
belief changed, when it was discovered in 1998 that the luminosity distances of supernovae Ia
are more consistent with a cosmological model that includes Λ [R+98, P+99]. This result
has been confirmed by recent supernova observations as well as by measurements of the
cosmic microwave background (CMB) [K+09b] and of baryon acoustic oscillations (BAO)
[T+04, S+05].
The simplest model that is consistent with these observations is ΛCDM. This model con-
tains, besides baryonic matter and radiation, a cosmological constant and cold dark matter
(CDM). The baryonic matter makes up only about 5% of the energy density of the universe.
The largest contribution comes from the cosmological constant with ΩΛ = 0.73. The re-
maining energy results from CDM. The universe seems to be very close to flat, which is in
agreement with the scenario of cosmological inflation [Gut81, Lin82, Lin83].
The constraints from SNe, CMB and BAO on Ωm and ΩΛ assuming a ΛCDM model are
shown in figure 1.2, where one can clearly see that a flat universe is preferred, when the results
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(a) without systematic errors (b) with systematic errors
Figure 1.2: 68.3%, 95.4% and 99.7% confidence regions in the (Ωm,ΩΛ) plane assuming a
ΛCDM model. Figure taken from [A+10].
from all observations are combined. When allowing for an arbitrary equation of state for the
dark energy component, the constraint on Ωm and w are plotted in figure 1.3. Obviously, a
cosmological constant, i.e. w = −1, is perfectly consistent with these observations.
Despite the great successes of ΛCDM, which describes the vast majority of observations
very well, there are some observations, which do not seem to fit this model: The low multipoles
of the CMB angular power spectrum are aligned, which seems quite unlikely when isotropy is
assumed. Another problem with the CMB is that the two-point correlation function almost
vanishes on large scales, which is in contradiction to ΛCDM [CHSS10]. A couple of other
tensions between observations and ΛCDM are summarized in [Per08]: observed velocity
flows, whose scale and amplitude are larger than predicted; the voids in the universe seem to
be too empty; observed galaxy and cluster halo profiles are different from the predicted ones.
Besides these issues, there are some theoretical problems with the cosmological constant:
the fine tuning problem and the coincidence problem.
• Fine tuning problem
The cosmological constant is indistinguishable from vacuum energy and thus one
might assume that this energy is the origin of Λ. But while the observed energy
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(a) without systematic errors (b) with systematic errors
Figure 1.3: 68.3%, 95.4% and 99.7% confidence regions in the (Ωm, w) plane. Figure taken
from [A+10].
density of Λ is ρΛ ' 10−47 GeV4, the theoretical vacuum energy density ρvac is many
orders of magnitude larger. The zero-point energy of a quantum field with mass m
is given by:
ρvac =
1
4pi2
∫ kmax
0
dk k2
√
k2 +m2 .
The result depends on the cut-off scale kmax, up to which one assumes quantum field
theory to be valid. When assuming the Planck mass as cut-off scale (kmax = MP),
the vacuum energy density is ρvac ' 1074 GeV4, which is about 10121 larger than ρΛ.
Even if we use the electro-weak scale instead of the Planck scale, the value of the
vacuum energy density ρvac ' 10−3 GeV4 is still much too large.
Thus, from the current understanding we cannot identify the cosmological constant
with vacuum energy. Moreover, cosmological constant plus vacuum energy need to
sum up to the observed value ρΛ, which is many orders of magnitude smaller than
ρvac. Thus, a lot of fine tuning is needed, which does not seem very natural.
• Coincidence problem
While the energy density of the cosmological constant does not change with time,
the matter density scales as a−3. Nevertheless, today both densities have the same
order of magnitude Ωm ' ΩΛ, which seems to be quite a coincidence. Since this ar-
gument sounds rather anthropic, one might reformulate it in the following way: The
cosmological constant starts to dominate, when structure formation on the matter-
radiation equality scale starts to evolve non-linear. This might either be a strange
coincidence or it could imply that accelerated expansion is triggered by structure
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formation. Such a mechanism for triggering acceleration is, however, not present in
ΛCDM.
1.3.2. Alternative theories. Although, ΛCDM is often referred to as the standard model
of cosmology, it is — due to its various problems — not as established as the standard model
of particle physics. Consequently, a plethora of alternative cosmological models has been
suggested over the past couple of years (for a review see [CST06]). While these theories try
to avoid some of the problems present in the ΛCDM model, each model is troubled by its
own problems.
Some of the models replace the cosmological constant by some other dark energy term,
which causes acceleration. Such a term can be included in the stress-energy tensor in the
Einstein equation and needs to have an equation of state with w < −1/3. There are, however,
alternatives to dark energy. In the following, we will mention only a few cosmological models.
A complete list would be far beyond the scope of this work.
• Quintessence
Various scalar fields have been suggested as candidates for dark energy. An important
example are quintessence fields φ, which are minimally coupled to gravity. The
quintessence equation of state is given by
wφ =
φ˙2 − 2V (φ)
φ˙2 + 2V (φ)
,
where V (φ) is the potential of the field. For V (φ) φ˙2, wφ is close to −1 and thus
a cosmological constant is mimicked.
• f(R) gravities
In these theories, R is replaced by a function f(R) in the Einstein-Hilbert action (1.2).
As this ansatz is rather general, one can find functions f(R) that are consistent with
cosmological observations. Gravity is, however, changed on all scales. Consequently,
there are constraints on these models by tests of general relativity in the solar system
[KPRS07, HS07].
• Braneworld models
These models assume that there exist one or more extra-dimension(s) in addition to
the usual four-dimensional space-time. The extra-dimension(s) affect the Einstein
equation, which can lead to accelerated expansion. See chapter 2 for more details on
this class of models.
• Lemaˆıtre-Tolman-Bondi models
When giving up the assumption of global homogeneity, one can construct spheri-
cally symmetric models — Lemaˆıtre-Tolman-Bondi models — which are consistent
with observations without introducing a dark energy term [Cel00, AA07, EM07,
IRWG08, GBH08]. The problem with these models is that we need to be very
close to the center of the universe, which is highly unlikely.
• Backreaction
The influence of local inhomogeneities on the expansion of the universe is neglected
in most cosmological models. According to the backreaction theory, these structures
could, however, have a significant effect on the evolution of the universe. This
might explain why the beginning of accelerated expansion coincides with non-linear
structure formation. For more details on backreaction, see chapter 4.
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2. Supernovae type Ia
2.1. Types of supernovae. Supernovae (SNe) are very luminous stellar explosions,
which can be as bright as their host galaxy. There are different ways how SNe can occur. For
SNe type Ib, Ic and II, their progenitors are thought to be massive stars with mass M & 8M,
where M is the mass of the sun [UB05]. Over time these stars develop a layer structure,
with heavy elements in the inner layers and hydrogen in the outer layer. This development
takes place in subsequent stages with different nuclear fusion processes: When the supply
of hydrogen in the core of the star is exhausted, helium fusion sets in while there is still
hydrogen fusion in the outer layer. This stage is followed by carbon fusion in the core and
subsequently by fusion of heavier elements. Finally, a core of iron develops and fusion stops in
that core. Without the pressure that is caused by the fusion process, the electron degeneracy
pressure can only support a certain amount of mass, the so-called Chandrasekhar limit, which
is approximately 1.38M. When the core of the star exceeds this limit, a gravitational collapse
takes place and the core becomes a neutron star. The collapse causes a shock wave in the
neutron star. Now there are two possibilities:
• The shock wave comes to a halt very fast. Then the neutron star keeps accreting
matter from the outer layers. When it exceeds a mass of about 1.8M, it collapses
to become a black hole.
• The shock wave causes an expulsion of the outer layer — a supernova of type II or
Ib/c occurs. The difference between type II and type Ib/c is that SNe Ib/c have
already lost their outer hydrogen layer at an earlier time, while this layer is still
present at the time of explosion for SNe II.
The mechanism for SN Ia is quite different. The progenitors of this type of SNe are
thought to be carbon-oxygen white dwarfs in close binary star systems. The white dwarf
accretes matter from its companion red giant. Shortly before the Chandrasekhar limit is
reached, the temperature and density in the core of the white dwarf becomes large enough for
carbon fusion to set in. This fusion process takes place within a very short time period, thus
leading to an explosion of the white dwarf. In contrast to other types of SNe, the progenitors
of SNe Ia therefore have approximately the same chemical composition and mass at the time
of explosion. Consequently, all SNe Ia have more or less the same brightness, making them
relatively good standard candles.
SNe are classified according to the absorption lines in their spectrum. The basic distinction
is that (in contrast to type II SNe) type I SNe have no hydrogen lines in their spectrum. While
type I SNe are further classified according to helium and silicon lines in their spectra, SN IIP
and SN IIL are distinguished by the shape of their light-curves, i.e. the change in brightness
over time (see table 1.1). The brightness of SNe IIL measured in magnitudes decreases linearly
with time, while the light-curve of a SN IIP first reaches a plateau, where the brightness stays
approximately constant for some time before it further decreases. SNe IIb show features of
SN II, namely the hydrogen lines, in the early spectrum, but become helium dominated at
later times, thus resembling SNe Ib. The spectra of some SNe Ia at different redshifts are
shown in figure 1.4.
2.2. SNe Ia as standard candles. Standard candles are a class of objects that all have
the same intrinsic brightness. In astronomy, the brightness of an object is usually measured
logarithmically in magnitudes. Given two objects, their magnitudes, m1 and m2, and fluxes,
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SN I early spectrum does not contain hydrogen line
SN Ia contains silicon line
SN Ib no silicon, helium rich
SN Ic no silicon, helium poor
SN II early spectrum contains hydrogen line
SN IIP hydrogen dominant, light-curve has a plateau before it further decreases
SN IIL hydrogen dominant, light-curve decreases linear in magnitude
SN IIb helium dominant
Table 1.1: Supernova classification according to the absorption lines in the spectrum and the
shape of the light-curve.
3500 4000 4500 5000 5500 6000 6500
Rest Wavelength (Angstroms)
 
 
 
 
R
el
at
iv
e 
Fl
ux
SN 1992a (z=0.01)
SN 1994B (z=0.09)
SN 1995E (z=0.01)
SN 1998ai (z=0.49)
SN 1989B (z=0.01)
Figure 1.4: Spectra of SNe Ia at different redshifts. Figure taken from [R+98].
F1 and F2, are related by:
(1.19) m1 −m2 = 2.5 log F2
F1
,
where log denotes the logarithm with base 10. Thus, the brighter object has a smaller value
of m. Vega is used as a reference star with m = 0. While the apparent magnitude m is
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the magnitude actually measured by the observer, the absolute magnitude M refers to the
magnitude measured at a distance of 10pc from the object.
Given the apparent and absolute magnitude of an object, one can define the distance
modulus as
(1.20) µ = m−M ,
which can be used as a measure of distance. The further the object is away, the larger is µ.
The distance modulus is related to the luminosity distance via:
(1.21) µ(z) = 5 log dL(z) + 25 ,
where dL(z) is given in units of Mpc.
For a set of standard candles with given absolute magnitude M , one can then measure
their apparent magnitudes mi to obtain observational values µi. Using equations (1.21) and
(1.16), one can calculate the theoretical µ(z) for any cosmological model with a given Hubble
rate H(z). The model parameters can then be constrained by fitting µ(z) to the observed µi.
In this way, standard candles are used for cosmological tests. Figure 1.5 shows the redshifts
and distance moduli of the SNe published by Riess et al. [R+98] that led to the discovery
of accelerated expansion in a so-called Hubble diagram. The data have been obtained by
using the MLCS light-curve fitter [RPK96] (see section 2.3 for more details on light-curve
fitters). The observed data are compared to three different cosmological models, showing that
introducing a cosmological constant leads to a better fit.
Observations show that the spectra, light-curve shapes and absolute magnitudes of the
vast majority of SNe Ia are strikingly similar [BT92]. This is supported by the theory of
these stellar explosions. SNe Ia are the explosions of white dwarfs that all have approximately
the same mass at the time of the explosion. The light-curve of these SNe is then dominated
by two decay processes, with the decay of 56Ni being predominant in the first weeks and
56Co becoming important at later times [Bea10]. Although one might assume that this
mechanism implies that SNe Ia are very good standard candles, there is some variation in
their peak brightness. There is, however, a strong correlation between the peak brightness
and the width of the light-curve, which is given by the Phillips relation [Phi93]: The light-
curves of the brighter SNe decreases more slowly than that of the fainter ones. Thus, it is
possible to correct for this effect. Therefore, SNe Ia are standardizable candles, rather than
standard candles.
The effect of applying the Phillips relation to the SN light-curves in order to standardize
them can be seen in figure 1.6, which has been taken from Frieman et al. [FTH08]. The top
panel shows measurements of the B-band magnitudes at different times with light-curves fitted
to the data points. B-band means that a filter for blue light has been used for the observations.
Day 0 is defined as the time, when the B-band magnitude reaches its maximum. In the plot,
one can clearly see the correlation between peak brightness and the width of the light-curve.
The 1-σ spread in the peak brightness is roughly 0.3 mag. This spread is significantly reduced,
when the correction according to the Philips relation is applied, which can be seen in the
bottom panel of the figure.
2.3. Observation of supernovae. In order to perform cosmological tests with SN data,
one needs to know at least the redshift and the apparent magnitude of the SNe. For some
tests, also the absolute magnitude is needed. While the redshift can be easily measured, the
determination of the magnitudes is more complicated and is subject to systematic errors. In
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Figure 1.5: Hubble diagram for the SNe published by Riess et al. (1998). Also shown are
three cosmological models. In the bottom panel, the distance modulus from the model with
Ωm = 0.20 and ΩΛ = 0.00 is subtracted from the data. Figure taken from [R+98].
this section, we will summarize some important aspects that need to be considered, when
inferring the magnitudes from the raw observational data.
From the observational point of few, one needs to make sure that the SNe are observed
at different times (preferably before and after the peak brightness is reached) and at different
frequencies. Measurements of the apparent magnitude at different times are obviously needed
in order to determine the light-curve of the SN and thus obtain the peak apparent magnitude.
The shape of the light-curve is also needed to standardize the absolute magnitude of the SNe
using the Phillips relation.
Observations at different frequencies are necessary because part of the light, that is emitted
by the SN, is absorbed by dust (mainly host galaxy dust) before it reaches the observer.
Thus, SNe appear fainter. Without correcting for extinction, one would infer a luminosity
distance that is too large. Such a correction is, however, in principle possible as the amount
of absorption depends on the frequency of the light. When knowing the intrinsic color of the
SN (i.e. its magnitude in different frequency pass bands) and the absorption properties of the
dust, one can thus reconstruct the total amount of extinction by measuring the magnitude in
different frequency bands. These frequency bands are usually denoted by letters referring to
the color: B stands for blue, V for visible and U for ultra-violet light and so on.
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Figure 1.6: Top panel: Light-curves of low redshift SNe from the Calan-Tololo survey
[HPS+96], showing an intrinsic dispersion of 0.3 mag in peak absolute magnitude. Bot-
tom panel: Light-curves after correction according to the Phillips relation. (Figure taken
from Frieman et al. [FTH08])
Note that these are fixed frequencies as measured by the observer. Thus, in a survey
the magnitudes of all SNe are measured e.g. in the B-band. As the light of the different
SNe is, however, redshifted by a different amount, this observed frequency corresponds to
differing frequencies emitted by the SNe. Therefore, the observed magnitudes cannot be
directly compared. It is rather necessary to correct for the redshift. This process is called
K-correction.
Part of the light emitted by a SN is absorbed or scattered by dust in the host galaxy. This
effect changes the color of the SN as blue light is stronger absorbed than red light. The change
in the observed color can be described by a single parameter — the reddening parameter RV ,
which is defined as
(1.22) RV =
AV
EB−V
,
where AV is the total extinction in the V-band and EB−V = AB − AV is the color excess,
which denotes the difference in the extinction in the B-band compared to that in the V-band.
In the Milky Way, the reddening parameter has been measured to be RV = 3.1 [FM07].
In order to obtain the apparent magnitude from the observed magnitudes measured at
different times and frequencies, one needs a light-curve fitter that corrects the observed values
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for the above mentioned effects, namely the reddening of SN color and the correlation between
the peak magnitude and the width of the light-curve. Here, we will consider two light-curve
fitters MLCS2k2 [JRK07] and SALT [GAN+05] and some modifications thereof. The two
fitters use a different set of parameters to infer the apparent magnitude. Both models include,
however, one parameter to describe the light-curve shape and one for the color. The main
difference between the two fitters is that in MLCS2k2 it is assumed that all variations in the
observed SN color are due to dust. In the original version of this fitter, the dust is assumed
to have the same absorption properties as the dust in the Milky Way, i.e. RV = 3.1. In
contrast, SALT allows for arbitrary reasons for the variation in color. SALT rather fits the
color parameter such that the scatter in the Hubble diagram is minimized. When assuming
that the only reason for color variations is dust extinction, it interestingly turns out that the
dust in the SN host galaxies must be quite different from the dust in the Milky Way [C+07].
The absolute magnitude M of SNe can be determined if one knows the apparent magni-
tude m and the distance of a SN. The distance can be obtained by observing other standard
candles in the same host galaxy as nearby SNe. Cepheids are such standard candles. They
are pulsating variable stars with a certain period-luminosity relation. This relation is, how-
ever, different for cepheids in the Milky Way and cepheids in the Large Magellanic Cloud
[TSR03, STR04, T+05] and thus seems to depend on the metallicity1 of the host galaxy.
The actual dependence of the period-luminosity relation on the metallicity is discussed quite
controversially. As this affects the determination of the cepheid distances, also the calibration
of the absolute magnitude M of the SNe is subject to these systematics. In this work we will
consider two very discrepant calibrations, namely that by Riess et al. [R+05] and that by
Sandage et al. [S+06].
1Note that astronomers refer to all elements except hydrogen and helium as metals.

CHAPTER 2
Braneworlds with a timelike extra-dimension
1. The idea of extra-dimensions
1.1. Compact extra-dimensions. The idea that there could be one or more extra-
dimensions in addition to the well-known four spacetime dimensions is quite old. In 1914
Nordstro¨m [Nor14] and a couple of years later Kaluza [Kal21] and Klein [Kle26] suggested
an additional space dimension in order to unify gravity and the electromagnetic force. While
those theories assume a five-dimensional spacetime, the later upcoming string theory (see
e.g. [GSW87a, GSW87b, Pol98a, Pol98b]) needs at least 10 dimensions. However, our
everyday life experience tells us that there are only three space and one time dimension.
Therefore, one needs a mechanism to hide the extra-dimension(s). Until the late 90’s, the
way to do that was to assume that the extra-dimensions are compactified on a very small scale,
with the compactification radius Rc being of the order of the Planck length `P ' 10−33cm.
Gravity has, however, only been tested on distances down to about 0.1mm [K+07], i.e. 31
orders of magnitude larger than the Planck length. This provides the possibility of modi-
fying gravity on a sub-millimeter scale by introducing extra-dimensions. Such a theory was
proposed by Arkani-Hamed, Dimopoulos and Dvali in 1998 in order to solve the hierarchy
problem [AHDD98]. They argue that the Planck mass might not be a fundamental quan-
tity as it is so much larger than the electroweak scale, namely MP/Mew ∼ 1017. Instead a
higher-dimensional Planck mass, which is of the same order as Mew, could be the fundamental
quantity.
How the usual four-dimensional Planck mass and its higher-dimensional equivalent are
connected, can be understood in the following way: We consider a model with n extra-
dimensions. Then two particles with distance r  Rc have the potential energy [AHDD98]
(2.1) V (r) ∼ m1m2
M2+nP(4+n)
1
rn+1
,
where MP(4+n) is the (4 + n)-dimensional Planck mass. If the distance of the particles is,
however, much larger than the compactification radius (i.e. r  Rc), then the potential energy
is given by
(2.2) V (r) ∼ m1m2
M2+nP(4+n)R
n
c
1
r
.
By comparing this formula to classical Newtonian gravity one obtains
(2.3) M2P ∼M2+nP(4+n)Rnc .
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With two extra-dimensions and compactification radius of order 1mm1, the six-dimensional
Planck scale and the electroweak scale have the same order of magnitude [AHDD98].
1.2. Randall-Sundrum model. Only one year later, Randall and Sundrum proposed
a model with a non-compact fifth dimension that can be infinitely large [RS99a, RS99b].
Again, the reason to introduce an additional dimension was to solve the hierarchy problem.
According to this Randall-Sundrum (RS) model, five-dimensional spacetime, the so-called
bulk, is bounded by two branes, where a brane is a four-dimensional spacetime. Then we
would be living on one of these branes.
Following the argumentation of the previous section, an additional dimension is only
compatible with observations if it is compactified on a radius Rc  0.1mm. Thus, a non-
compact extra-dimension does not seem to be possible. This problem can, however, be avoided
if one uses a metric that is not factorisable. Randall and Sundrum suggest to multiply the
four-dimensional metric by a so-called warp factor, which is a function of the fifth dimension.
Then the five-dimensional metric is given by:
(2.4) ds2 = e−2k|y|ηabdxadxb + dy2 ,
where k is a scale of the order of the Planck scale, xa are the four-dimensional coordinates.
0 ≤ y ≤ Rc denotes the coordinate of the extra-dimension, where Rc is essentially the “com-
pactification radius” which can be infinitely large. The locations of the branes are at y = 0
and y = Rc, respectively. Then, Rc → ∞ can be considered as the case when there is only
one existing brane.
In contrast to the case of compact extra-dimensions, where the four-dimensional Planck
mass is proportional to Rnc (with n being the number of extra-dimensions), in the Randall-
Sundrum scenario it depends on Rc in the following way:
(2.5) m2 =
M3
k
[
1− e−2kRcpi
]
.
Here, m and M denote the four- and five-dimensional Planck masses, respectively. One can
clearly see that m stays finite even if Rc → ∞, which shows that an infinitely large extra-
dimension is possible.
An important property of the RS model is that ordinary matter fields are confined to
the brane, whereas gravity is influenced by the additional dimension(s). This is also true for
other braneworld theories that have been proposed subsequent to the work of Randall and
Sundrum. One of those models that has received a lot of attention is that suggested by Dvali,
Gabadadze and Porrati, the so-called DGP model [DGP00, DG01]. As in all braneworld
models gravity deviates from predictions of four-dimensional general relativity, there has been
a lot of research on the question to what extent astrophysical and cosmological observations
are affected by extra-dimensions. For reviews on these issues see [Maa04, Koy08].
2. A braneworld model
In this work, we consider a rather general braneworld model with one extra-dimension
that has been suggested by Shtanov and Sahni [SS03b, Sht02]. According to their theory,
1Note that at that time gravity has only been tested on a centimeter scale. Thus, assuming a compactifi-
cation radius of 1mm was justified.
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the brane is the boundary of the five-dimensional bulk. The model is described by the action:
S = M3
[∫
bulk
(R− 2Λ5)
√−g d5x− 2
∫
brane
K
√−h d4x
]
(2.6)
+
∫
brane
(m2R− 2σ)√−h d4x+
∫
brane
L(hab, φ)
√−h d4x ,
where M and m are the five- and four-dimensional Planck masses, respectively. The two
masses are related by an important length scale ` = 2m2/M3. On short length scales (r  `)
the usual four-dimensional general relativity is recovered, while on large length scales (r  `)
five-dimensional effects play an important role [SS03a, DGP00]. R denotes the scalar
curvature of the bulk metric gab and R the scalar curvature of the induced brane metric
hab = gab − nanb, with na being the inner unit normal vector field to the brane. K is the
trace of the extrinsic curvature of the brane Kab = hca∇cnb. Λ5 denotes the bulk cosmological
constant and σ the brane tension, which is connected to the brane cosmological constant Λ4
via σ = m2Λ4. As ordinary matter fields are confined to the brane, the Lagrangian density
L does not depend on the bulk metric gab, but on the induced metric hab. Here, we neglect
the theoretical possibility of five-dimensional matter fields in the bulk. In this rather general
model, we allow the extra-dimension to be spacelike ( = 1) or timelike ( = −1).
The second line of equation (2.6) is just the action describing a four-dimensional ΛCDM
universe. So, by setting the five-dimensional Planck mass M equal to zero, one regains
classical general relativity. Also the RS and DGP braneworld models are included in the
considered theory when assuming a spacelike extra-dimension. The results of the RS model
are obtained by setting m to zero, e.g. in the generalized Einstein equations that are specified
below. Analogously, one gets the DGP model by putting σ = 0 and Λ5 = 0.
By variation of the action (2.6) one obtains Einstein equations in four and five dimensions
[SS03a, DGP00]. In the bulk they read
Gab + Λ5gab = 0 .(2.7)
They are equivalent to the usual four-dimensional Einstein equations with vanishing stress-
energy tensor, but with the difference the tensors Gab and gab are five-dimensional quantities.
On the brane the equations differ from those of classical general relativity:
m2Gab + σhab = Tab + M3(Kab −Khab) .(2.8)
Here, we have an additional term including the extrinsic curvature. Note that the tensors in
this equation are four-dimensional, i.e. their indices run from 0 to 3.
As we are interested in the expansion history of the universe, we need some form of
Friedmann equation. In order to calculate this equation one has to consider that the intrinsic
curvatures of the brane and the bulk as well as the extrinsic curvature are not independent
quantities. They are, however, related by the Gauss-Codacci relation:
Rabc
d = hafhbghckhdjRfgkj +KacKbd −KbcKad .(2.9)
Contracting this equation on the brane by multiplication with hachdb and considering the
Einstein equations (2.7) and (2.8), one obtains:
M6 (R− 2Λ5)− 13
(
m2R− 4σ + T )2
+
(
m2Gab + σhab − Tab
) (
m2Gab + σhab − T ab
)
= 0 ,(2.10)
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where T = habTab.
Until now, we have not made any assumptions about homogeneity or isotropy. Those
assumptions are, however, necessary to proceed. Then, the above equation can be integrated
under consideration of stress-energy conservation [Sht02, Def01]:
(2.11) m4
(
H2 +
k
a2
− ρ+ σ
3m2
)2
= M6
(
H2 +
k
a2
− Λ5
6
− C
a4
)
,
where a denotes the scale factor and H = a˙/a the Hubble rate. k = 0,±1 corresponds to
the spatial curvature. ρ is the matter density on the brane. C is an integration constant, the
dark radiation term, which transmits bulk graviton influence onto the brane. Introducing the
length scale ` = 2m2/M3 this equation can be written as an effective Friedmann equation on
the brane:
H2 +
k
a2
=
ρ+ σ
3m2
+ 
2
`2
[
1±
√
1 + `2
(
ρ+ σ
3m2
− Λ5
6
− C
a4
)]
(2.12)
=
Λ5
6
+
C
a4
+ 
1
`2
[
1±
√
1 + `2
(
ρ+ σ
3m2
− Λ5
6
− C
a4
)]2
.(2.13)
The ±-sign corresponds to the two different ways the brane can be embedded in the bulk.
The model which is described by the equation with the lower sign will from now on be referred
to as BRANE1 and the one with the upper sign as BRANE2.
Analogously to the usual dimensionless density parameters
(2.14) Ωm =
ρ0
3m2H20
, Ωk = − k
a20H
2
0
, Ωσ =
σ
3m2H20
one can define
(2.15) Ω` =
1
`2H20
, ΩΛ5 = −
Λ5
6H20
, ΩC = − C
a40H
2
0
.
Then the Friedmann equation can be rewritten as
H2(z)
H20
= Ωm(1 + z)3 + Ωk(1 + z)2 + Ωσ(2.16)
+ 2Ω` ± 2
√
Ω`
√
Ω` +  [Ωm(1 + z)3 + Ωσ + ΩΛ5 + ΩC(1 + z)4]
= Ωk(1 + z)2 − ΩΛ5 − ΩC(1 + z)4(2.17)
+ 
[√
Ω` ±
√
Ω` +  (Ωm(1 + z)3 + Ωσ + ΩΛ5 + ΩC(1 + z)4)
]2
.
The first line of equation (2.16) is just the Friedmann equation in a ΛCDM model.
A constraint equation for the density parameters can be obtained by setting z = 0 in
equation (2.17):
(2.18) 1 = Ωk − ΩΛ5 − ΩC + 
[√
Ω` ±
√
Ω` +  (Ωm + Ωσ + ΩΛ5 + ΩC)
]2
.
This is however not the only constraint that needs to be fulfilled. The terms under square
roots in the Friedmann equation must not become negative within the considered redshift
range. A detailed analysis for these constraints is given in section 3 for the braneworld model
with timelike extra-dimension.
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The described model is quite general. Depending on whether one considers a timelike or
spacelike extra-dimension, the BRANE1 or the BRANE2 model and depending on the choice
of parameter, the model can have very different properties. The model can mimic a ΛCDM
model as well as a phantom-like or a quintessence-like model, both of which will approach a
ΛCDM universe in the far future. The braneworld model can also be fine-tuned in a way that
dark energy is just a transient phenomenon, i.e. dark energy is negligibly small in the past as
well as in the future. The model can also give rise to some peculiar singularity, where the the
scale factor and the Hubble parameter stay finite, while the deceleration parameter becomes
singular. Those and other properties are in detail described in [Sah05, SSV05, SS02]. The
special characteristics of a braneworld model with timelike extra-dimension are analyzed in
the next section.
3. Timelike extra-dimension
3.1. General equations. In the following we will concentrate on a braneworld model
with timelike extra-dimension. Some basic properties of this model have already been de-
scribed in [SS03b]. We have done a more detailed analysis concerning parameter constraints
and comparison with observations [SC09]. For reasons of clarity, we repeat the Friedmann
equation for the braneworld model with timelike extra-dimension
H2(z)
H20
= Ωm(1 + z)3 + Ωk(1 + z)2 + Ωσ(2.19)
− 2Ω` ∓ 2
√
Ω`
√
Ω` − [Ωm(1 + z)3 + Ωσ + ΩΛ5 + ΩC(1 + z)4]
and the according constraint equation
(2.20) 1 = Ωk − ΩΛ5 − ΩC −
[√
Ω` ±
√
Ω` − (Ωm + Ωσ + ΩΛ5 + ΩC)
]2
.
While five of the density parameters can be chosen relatively freely, the sixth one is fixed
by the constraint equation. We choose to determine Ωσ by the other parameters. Using
equation (2.20), we get:√
Ω` ±
√
Ω` − Ωm − Ωσ − ΩΛ5 − ΩC = ±
√
Ωk − ΩΛ5 − ΩC − 1[√
Ω` ∓
√
Ωk − ΩΛ5 − ΩC − 1
]2
=
[
∓√Ω` − Ωm − Ωσ − ΩΛ5 − ΩC]2
Ωσ = 1− Ωm − Ωk ± 2
√
Ω`
√
Ωk − ΩΛ5 − ΩC − 1(2.21)
So, Ωσ is not uniquely determined. Note that the ±-sign in (2.21) does not correspond to the
BRANE1 and BRANE2 models, respectively. In the following, we will refer to Ωσ with the
+-sign as positive brane tension and to the one with the −-sign as negative brane tension.
Additionally, the following inequalities have to be fulfilled:
Ω` ≥ 0(2.22)
Ω` ≥ Ωm + Ωσ + ΩΛ5 + ΩC(2.23)
1 ≤ Ωk − ΩΛ5 − ΩC(2.24)
where the first inequality follows directly from the definition Ω` = 1/(`H0)2 and the other
two follow from the claim that the terms under the square roots in (2.20) and (2.21) do not
become negative.
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If the above conditions are fulfilled, the Friedmann equation has a physical solution at
present time. However, when going to higher redshifts, either the term under the square
root in (2.19) or the complete right hand side can eventually become zero. From that point
on it is impossible to go to higher redshifts. The two mentioned cases are quite different.
If H(z)2 becomes zero at a certain redshift (with the term under the square root staying
strictly positive), a bounce takes place, i.e. at earlier times the universe was collapsing and
then started expanding again at a certain point.
The case when the term under the square root becomes zero needs further analysis. Let
us say that happens at redshift z∗. Then,
(2.25)
H2(z∗)
H20
= Ωm(1 + z∗)3 + Ωk(1 + z∗)2 + Ωσ − 2Ω` .
So, the Hubble rate as well as the scale factor a = 1/(1 + z∗) stay finite at that point. This
is, however, not true for the deceleration parameter q. Its general formula for the considered
braneworld model is
q(z) =
H ′(z)
H(z)
(1 + z)− 1
=
H20
2H2(z)
[
3Ωm(1 + z)3 + 2Ωk(1 + z)2
±
√
Ω`
3Ωm(1 + z)3 + 4ΩC(1 + z)4√
Ω` − [Ωm(1 + z)3 + Ωσ + ΩΛ5 + ΩC(1 + z)4]
]
− 1 .(2.26)
Here, the square root that becomes zero occurs in the denominator. Therefore,
lim
z→z∗ q(z)→ ±∞ .
This is a kind of singularity that is unknown to standard cosmology: While the sale factor
and the Hubble rate are finite, the universe experiences an infinitely large acceleration or
deceleration. In the case of acceleration (i.e. in the BRANE1 scenario), this can be considered
as an alternative Big Bang without the problem of infinite energy density. The corresponding
singularity for a braneworld model with spacelike extra-dimension has been described in
[SS02].
3.2. Flat universe without dark radiation. We have seen that either a bounce or a
singularity can occur within the framework of the considered braneworld model. However,
these scenarios could have happened only at very high redshift, as otherwise there would be
a contradiction to observations. Thus, we claim that none of these events took place between
now and the time of recombination. That claim leads to strong constraints on the density
parameters.
For simplicity, we restrict the analysis of these constraints to the case of a flat universe
without dark radiation, i.e. Ωk = 0 and ΩC = 0. Then, the only density parameter that scales
with redshift is the matter density. The constraints depend strongly on whether one considers
a BRANE1 or BRANE2 model and on the choice of the brane tension. Therefore, we discuss
these different cases separately. Keep in mind that in all cases the inequalities Ω` ≥ 0 and
ΩΛ5 ≤ −1 must be fulfilled.
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Figure 2.1: Constraints on the density parameters Ω` and ΩΛ5 of a BRANE1 model with
matter density Ωm = 0.3.
3.2.1. BRANE1. In order to get a physical solution for the Friedmann equation, neither
the right hand side of (2.19) nor the term under the square root must become negative for
all redshifts at least up to the time of recombination (z ' 1100). Thus, inequalities
(2.27) Ωm(1 + z)3 + Ωσ − 2Ω` + 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 0
and
(2.28) Ωm(1 + z)3 ≤ Ω` − ΩΛ5 − Ωσ
have to be fulfilled, where the brane tension is given by
(2.29) Ωσ = 1− Ωm ± 2
√
Ω`
√−1− ΩΛ5 .
We want to reformulate the above inequalities in a way that one can easily see how one
of the density parameters is constrained by the others. Here, we only show the results of this
reformulation. The detailed calculations can be found in appendix E.
In the case of a negative Ωσ, either the inequality
(2.30) Ω` ≥
(
Ωm(1 + zrec)3 + 1− Ωm
2
(√−ΩΛ5 +√−ΩΛ5 − 1)
)2
or the inequalities √
Ω` ≥
√
Ωm(1 + zrec)3 − Ωm −
√−1− ΩΛ5 and(2.31)
Ω` ≤ −ΩΛ5
have to be fulfilled, where zrec ' 1100 is the redshift at recombination. Assuming that Ωm
is of the same order of magnitude as in a ΛCDM model, this means that at least one of the
parameters Ω` and |ΩΛ5 | needs to be very large as can be seen in figure 2.1a.
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For the positive brane tension, the constraints are even stronger. Here,
(2.32) Ω` ≥
(
Ωm(1 + z)3 + 1− Ωm
2
(√−ΩΛ5 −√−ΩΛ5 − 1)
)2
must be fulfilled. In this case Ω` needs to be very large, which is shown in figure 2.1b.
3.2.2. BRANE2. We start with the two constraints
(2.33) Ωm(1 + z)3 + Ωσ − 2Ω` − 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 0
and
(2.34) Ωm(1 + z)3 ≤ Ω` − ΩΛ5 − Ωσ
For the positive brane tension, they imply that
(2.35) Ω` ≤ 1
4
(√−ΩΛ5 −√−1− ΩΛ5)2
as well as
(2.36) Ω` ≥
(√
Ωm(1 + z)3 − Ωm +
√−1− ΩΛ5)2
(see appendix E for the calculations). Both inequalities must be fulfilled simultaneously,
which is only possible for small redshifts z . 0.2. As this is in contradiction to our claim that
the constraints are fulfilled up to zrec, we can rule out a BRANE2 model with positive brane
tension in the case of vanishing spatial curvature and dark radiation.
For the negative brane tension, we get
(2.37)
(√
Ωm(1 + z)3 − Ωm −
√−1− ΩΛ5)2 ≤ Ω` ≤ 1
4
(√−ΩΛ5 +√−1− ΩΛ5)2 ,
which can only be fulfilled if
(2.38) Ωm(1 + z)3 − Ωm ≤ 14
(√−ΩΛ5 +√−1− ΩΛ5)2 .
Inserting this into (2.37) leads to
Ω` ≤ 1
4
(√−ΩΛ5 +√−1− ΩΛ5)2(2.39)
≤ 1
16 (Ωm(1 + z)3 − Ωm)(2.40)
Assuming Ωm = 0.3 and claiming that the above inequalities are at least valid up to zrec, we
find that ΩΛ5 & −2 · 108 and Ω` . 1.6 · 10−10 must be fulfilled for the BRANE2 model with
negative brane tension.
In contrast to the BRANE1 model, where a very large value of Ω` was necessary, now
this value needs to be very small. Remember that the definition of this density parameter is
Ω` = 1/(`2H20 ), where ` = 2m
2/M3. As m is known precisely and H0 has been determined at
about 10% precision, the size of Ω` only depends on the size of the five-dimensional Planck
mass M . The initial motivation to consider large extra-dimensions was to solve the hierarchy
problem (see section 1). If we want our model not only to describe the expansion history
of the universe, but also solve the hierarchy problem, then m/M should be roughly 1017.
Inserting this value, we get Ω` ∼ 6 · 1017. Thus, we expect large values of Ω`, which is in
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contradiction with the constraints of the BRANE2 model. However, fulfilling the constraint
Ω` . 1.6 · 10−10 implies that m/M & 4 · 1021, which would ameliorate the hierarchy problem,
but would not solve it.
4. Test of the BRANE1 model
In this section, we want to test, whether the braneworld model with timelike extra-
dimension is compatible with observations. Here, we allow for arbitrary spatial curvature and
a non-vanishing dark radiation term. When constraining the parameter space by theoretical
considerations, we restricted ourselves to the case of vanishing spatial curvature and dark
radiation. Then the BRANE2 model with positive brane tension could be ruled out and
the one with negative brane tension is not suitable to solve the hierarchy problem. For
the BRANE1 model with negative brane tension the parameter space was less constrained
than for the one with positive brane tension. Therefore, we only consider this model for the
cosmological test, even though we give up the assumptions Ωk = 0 and ΩC = 0.
4.1. Fit to supernova type Ia data. Supernovae type Ia (SN Ia) are very often used
for cosmological tests as they are the best standard candles known so far. When knowing
the Hubble rate of a certain model, the analysis is in principle quite simple. One starts by
calculating the luminosity distance
(2.41) dL(z) =
1 + z
H0
√|Ωk| S
(√
|Ωk|
∫ z
0
H0
H(z˜)
dz˜
)
,
where S(x) = x for a flat, S(x) = sin(x) for a closed and S(x) = sinh(x) for an open universe.
Then, the distance modulus is given by
(2.42) µ(z) = m(z)−M = 5 log dL(z) + 25 ,
where dL is given in units of Mpc. m(z) and M are the apparent and the absolute magnitude,
respectively.
Given the redshift zi and the distance modulus µi for each SN, we can fit the theoretical
curve µ(z) (which depends on the density parameters and on H0) to the data. As data set,
we used the 2007 Gold sample, published by Riess et al. [R+07]. In order to fit the data, one
needs to chose a calibration, i.e. a certain value for the absolute magnitude M . We decided to
take the calibration obtained by Riess et al. [R+05]. In this calibration the V-band magnitude
MV at the time of the B-band maximum is MV (t0) = −19.17 ± 0.07mag, while in the Gold
sample MV (t0) was considered to be −19.44mag. Therefore, we had to subtract 0.27mag from
the distance moduli given in the data set. The value of the present Hubble rate corresponding
to this calibration is H0 = 73± 4(statistical)± 5(systematic).
Although the concept of the test is quite simple, the actual χ2-fit turns out to be somewhat
problematic. There are multiple local minima for χ2, many of which have the same value of
χ2. Part of the fit results could be dismissed at once, since their parameter values lead to the
case where the Hubble rate becomes zero before zrec is reached. Yet, we are left with a variety
of different fit results, which makes it impossible to determine the actual parameter values in
the considered model. Nevertheless, it turned out that Ωk was always negative when we fitted
all five parameters (Ωm,Ω`,ΩΛ5 ,ΩC ,Ωk). Typically, the values for Ωk were between −0.2 and
−0.6. Thus, a closed universe is clearly favored in the considered braneworld model. The size
of the spatial curvature is quite surprising. WMAP measurements suggest that Ωk is close to
zero [K+10]. It is, however, not clear, if those results are also valid for braneworld models
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Ωm Ω` ΩΛ5 ΩC Ωk χ
2
dof
5-parameter fit 0.38 1.9 · 1014 −7.8 · 1016 −1.15 −0.45 0.89
4-parameter fit 0.27 1.7 · 1015 −6.0 · 1013 −0.17 0 0.89
3-parameter fit 0.31 2.0 · 1014 −1.5 · 1016 0 0 0.91
ΛCDM 0.28 ΩΛ = 0.72 0.90
Table 2.1: Results of the χ2-fits for 3-, 4- and 5-parameter fits of the BRANE1 model with
negative brane tension and for ΛCDM.
as until now nobody has accomplished to predict the fluctuations in the CMB within the
framework of extra-dimensions. Another result of the fit was that ΩC needs to be negative.
In the few fits when Ωc came out positive, the result had to be rejected as the term under the
square root in the Friedmann equation (2.19) became negative before z = zrec was reached.
A typical example of best fit parameters is given in table 2.1 in the line “5-parameter fit”.
The χ2 per degree of freedom is 0.89 and thus slightly better than that of ΛCDM with 0.90.
Besides the mentioned problem with the size of the spatial curvature, there also seems to be a
problem with ΩC . The dark radiation term scales with (1 + z)4. Therefore, we would expect
it to be very small at the present epoch, similar to the normal radiation density. If the value
ΩC = −1.15 was true, then the dark radiation density must have been extremely large in the
early universe.
In order to avoid the mentioned problems, we started by restricting the model to the flat
case Ωk = 0. Thus, we fitted the four density parameters Ωm, Ω`, ΩΛ5 and ΩC . Again, the
χ2 per degree of freedom is 0.89. An example of best fit parameters can be found in table
2.1. The absolute value of ΩC has decreased compared to the previous fit, but still seems to
be quite large. Therefore, we fixed ΩC = 0 in addition to Ωk = 0 and fitted the remaining
three parameters Ωm, Ω` and ΩΛ5 . The χ
2 per degree of freedom has become slightly worse
compared to the previous fits and to ΛCDM, namely χ2dof = 0.91. The density parameters
given in table 2.1 have reasonable values. Figure 2.2 shows the tree braneworld fits and the
ΛCDM fit compared to the SN data from the Gold sample. Here, ∆µ is the distance modulus
minus the distance modulus of an empty universe.
4.2. Angular separation. It is not surprising that the braneworld model can fit the
SN data. In order to find out whether the model is actually a viable theory, we need to check
its consistency with other observational data. One simple cosmological test is to take a look
at the angular separation. The angle Θ(z) under which we see two objects in the universe
depends on the cosmological model. As the universe expands, the distance D(z) between
those objects changes as
(2.43) D(z) =
D0
1 + z
,
where D0 = D(z = 0) is the separation in the present universe. The angular separation is
described by
(2.44) Θ(z) =
D(z)(1 + z)2
dL(z)
=
D0(1 + z)
dL(z)
.
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Figure 2.2: Distance modulus minus the distance modulus of an empty universe for the three
braneworld model fits and ΛCDM.
The large-scale correlation function of luminous red galaxies has been obtained from Sloan
Digital Sky Survey data showing a peak at 100 h−1 Mpc [E+05]. The average redshift of
those galaxies is z = 0.35. Assuming h = 0.73, we can determine the present separation to
be D0 = 185 Mpc. If one uses this typical distance of large objects in the present universe
and calculates Θ for z = zrec with the above formula, the resulting angle should be a typical
value for the structure observed in the CMB.
Figure 2.3 shows the angular separation as a function of redshift for the best fit parameters
obtained from the three braneworld fits and the ΛCDM fit. In the ΛCDM universe, Θ(zrec) =
47 arcmin, which is approximately where the first peak of the CMB power spectrum is located.
Thus, ΛCDM is perfectly consistent with the observations. On the other hand that means
that the value Θ(zrec) of the braneworld models must be close to the value in the ΛCDM case.
This is true for the best fit parameters of the 3-parameter fit. The values of Θ(zrec) for the
4- and 5-parameter fits are, however, much too large. This problem does not only occur in
the case of the given examples. The absolute value ΩC always turns out to be unexpectedly
large, if it is not fixed by hand. That seems to cause the problem as it significantly increases
the value of H(z) at high redshifts, which leads to a larger angular separation Θ(z).
While the results of the 4- and 5-parameter fits can be clearly ruled out by the angular
separation test, the result of the 3-parameter fit is almost indistinguishable from ΛCDM
model as far as the distance modulus and the angular separation are concerned.
4.3. Other observations. Unfortunately, at the moment it is not possible to predict
the anisotropies in the cosmic microwave background within the framework of a braneworld
model, despite the fact that there has been some noticeable progress on that field during the
past years. For a review on these issues see [Maa04]. Thus, we have to restrict ourselves to
some simpler tests, namely: a) Determining the maximum possible redshift zmax in order to
find out, if there is any contradiction to Big Bang nucleosynthesis (BBN) and b) calculating
the age of the universe, which could be in conflict with the age of objects in the universe. Until
now, we have neglected the normal radiation density Ωr because it is very small compared
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Figure 2.3: Angular separation for the three braneworld model fits and ΛCDM.
Θ(zrec)[arcmin] zmax t0 [Gyr]
5-parameter fit 104 ∞ 10.4
4-parameter fit 77 ∞ 12.9
3-parameter fit 46 120 000 15.0
ΛCDM 47 ∞ 13.2
Table 2.2: Angular separation Θ at recombination, maximum redshift zmax and age of the
universe t0 for the different fits.
to the other densities within the considered redshift range. For the calculation of the two
mentioned quantities, we need to go back to very high redshifts, where the radiation density
becomes important. Therefore, we have to add Ωr(1 + z)4 to Ωm(1 + z)3 every time it occurs
in the Friedmann equation (2.19), where we assume Ωr = 8.4 · 10−5 [K+09b].
The maximum possible redshift is the redshift beyond which there is no physical solution
of the Friedmann equation. It turns out that the redshift is only limited for the result of the
3-parameter fit (see table 2.2). The age of the universe is calculated via
(2.45) t0 =
∫ ∞
0
dz
(1 + z)H(z)
.
The results are shown in table 2.2. Also given is the age for ΛCDM model. Note that
this result, which is obtained by only considering the SN data from the Gold sample, is
smaller than the age of the universe that is obtained by a combination of observation, with
t0 = 13.78 Gyr [K+10].
For the interpretation of these results, we focus on the 3-parameter fits since the result
from the other braneworld fits have already been excluded. In this model, the universe would
be 15 billion years old and thus significantly older than in a ΛCDM model. The age of a
ΛCDM universe is not in conflict with the oldest objects in the universe, e.g. with the oldest
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Figure 2.4: Ages of stars from Th abundances. Figure taken from [JB01].
known object in the Milky Way, the star HE 1523-0901 with an estimated age of 13.2±0.7 Gyr
[F+07]. Other age estimates of stars obtained from Th abundances are given in figure 2.4.
Their average age is 11.4 Gyr. Thus, there is no problem concerning the age of the braneworld
model.
BBN is, however, an issue. The maximum redshift of the 3-parameter fit is much smaller
than the redshift of nucleosynthesis zBBN ' 109. We can solve this problem by reintroducing
the dark radiation term ΩC . However, its value must be small enough to ensure that the fit
result and the cosmological tests up to the redshift of recombination are not affected. On the
other hand, ΩC needs to be larger than the radiation density Ωr to prevent the term under
the square root of the Friedmann equation from becoming negative. Thus, we choose ΩC to
be of order −10−4. Then the model is radiation dominated at very high redshifts, just like
the ΛCDM model. There is no limit to the redshift any more and the model is consistent
with BBN observations as it does not differ from ΛCDM at these redshifts.
As a final test, we want to check, whether there is any conflict with tests of general
relativity. As mentioned earlier, in the braneworld model the usual four-dimensional general
relativity is regained on length scales that are much smaller than `. Taking the fit result
Ω` = 2 · 1014 and assuming H0 = 73 km/(s Mpc), one obtains ` ' 300 pc. Thus, especially
the tests of general relativity within the solar system are not affected by any five-dimensional
effects.
4.4. Conclusion. We have considered a braneworld model with a single timelike extra-
dimension. After applying several cosmological tests, we have found parameter values that
are consistent with observations. However, a lot of fine-tuning has been necessary to find
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viable parameters, which does not make the model specifically attractive. Inserting the ob-
tained parameter values into the equation for the deceleration parameter (2.26), we find an
accelerated expansion at the present time with q0 = −0.7.
In this work, we have only considered cosmological tests as our main goal is to examine the
expansion history of the universe. Thus, we have analysed the impact of the additional time
dimension on general relativity. For the various other aspects of a second time-dimension that
have previously been studied, see [BDA98, A+00, Bar01, KW04, Bar06, BK07, Bar08].
CHAPTER 3
Model-independent tests of accelerated expansion
1. Kinematical approach
In the previous chapter, we have shown an example of a cosmological model. The compar-
ison to various observational data led to parameter values that indicate accelerated expansion.
Such cosmological tests have been done for a plethora of different models. The expansion rate
of the universe depends on the specific density parameters that characterize the model. This
theoretical rate is then fitted to various observational data, constraining the parameter values.
All homogeneous and isotropic models that have been tested until now led to the conclusion of
cosmic acceleration in the late universe. The problem with this so-called dynamical approach
is that it is impossible to test acceleration without any assumptions on the matter and energy
content of the universe.
Some authors tried to avoid this problem by taking a kinematical approach, i.e. by only
considering the scale factor a and its derivatives. Note that in all these tests a homogeneous
and isotropic universe is assumed. The first kinematical analysis of SN data has been done
by Turner and Riess [TR02] who considered averaged values q1 for redshift z < z1 and
q2 for z > z1 concluding that a present acceleration and a past deceleration is favored by
the data. While this test aimed at proving a change in the expansion from deceleration to
acceleration without considering the nature of this change, subsequent analyses were designed
to reconstruct the specific expansion history of the universe.
A first simple parameterization of the deceleration parameter q(z) can be found in [R+04].
The parameter is linearly expanded around its present value q0 assuming a flat universe:
q(z) = q0 + z (dq/dz)|z=0. The authors fitted this parameterization to the SNe of the Gold
sample (that has been published in the same paper) and found a negative q0 and a positive
value for (dq/dz)|z=0, thus confirming the present cosmic acceleration. In [EM06], this
approach is broadened by considering various parameterizations q(z) =
∑N
i qiz
i and q(z) =∑N
i qi(1 + z)
−3i with N = 0, 1, 2 and by also allowing for spatial curvature.
The authors of [WT05] present a method to empirically determine H(z) in uncorrelated
redshift bins and thus to reconstruct the expansion history of the universe. Another published
analysis is to determine the parameters of the scale factor a that has been expanded to fifth
order polynomial [Joh04]. Instead of considering a special parameterization, a more general
approach has been presented in [ST06], where the deceleration parameter q is expanded into
principal components. In [RAAB07] the jerk parameter j = 1
H30
...
a
a is expanded into a series
of orthonormal functions.
In general, one has to be careful when doing a series expansion in z. Any Taylor expansion
will diverge for z > 1 as has been pointed out in [CV07]. The reason for this is that the
smallest possible value for the redshift is −1, corresponding to an infinitly large scale factor.
Thus, when for a Taylor expansion around z = 0 the radius of convergence can at most be
1. Similar problems can be expected for other series expansions. Thus, one should not use
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expansions in z when considering SN data beyond redshift one. Instead, the authors suggest
to reparameterize the redshift as y = z/(1 + z) and perform an expansion in y.
2. Model-independent test
2.1. Assumptions. In the present work, we are not interested in reconstructing the
expansion history of the universe. Instead, we want to use SN data to quantify the evidence
that there has been some phase of cosmic acceleration. This test is model-independent in the
sense that we neither make any assumptions about the content of the universe, nor about
the parameterization of q(z) or any other kinematical quantity. Moreover, we do not need
to assume the validity of Einstein’s equations. The only assumptions needed for the analysis
are homogeneity and isotropy of the universe and the assumption that SNe can be used
as a fair representation of the universe. When giving up global homogeneity, it is possible
to construct cosmological models (Lemaˆıtre-Tolman-Bondi models) that are consistent with
observations without the need for an average acceleration [Cel00, AA07, EM07, IRWG08,
GBH08]. As it is therefore impossible to find evidence for acceleration within the framework
of an inhomogeneous universe, we restrict our test to the homogeneous case. In contrast
to homogeneity, large scale isotropy is very well tested. The temperature fluctuations in
the CMB are astonishingly small, namely ∆T/T ∼ 10−5 [S+92]. Thus, our assumption of
isotropy is well justified.
Homogeneity and isotropy can, however, only be true statistically, but not in a strict
sense. There exist large voids and superclusters on a scale of ∼100 Mpc. The largest known
structure, the Sloan Great Wall [G+05], even has an extension of ∼400 Mpc. The comoving
distance of 400 Mpc corresponds approximately to a redshift of 0.1. Thus, the fact that SNe
with smaller redshifts are used for cosmological tests could be problematic. Nevertheless,
we follow the standard approach in this chapter and assume that the cosmic structure does
not modify the observed SN magnitudes and redshifts apart from random peculiar motion.
Possible other effects of local inhomogeneities and anisotropies on the measurement of the
expansion rate will be considered in chapter 4.
2.2. Previous model-independent tests. The basic idea of a model-independent test
has already been presented by Visser in 1997 [Vis97], where he published a method to test
various energy conditions, especially the strong energy condition (SEC):
(3.1) ρ+ 3p ≥ 0 and ρ+ p ≥ 0 .
As
(3.2) − a¨
a
=
4piG
3
(ρ+ 3p) ,
a violation of the SEC would correspond to a positive a¨, i.e. to an accelerated expansion.
Assuming the validity of the SEC and considering bounds on the value of the Hubble rate
H0, the author determined limits on the look-back time, which is the time that has past
between the emission of light from an object until now. If it were in some way possible to
measure the age and the redshift of the oldest objects in the universe, these values could
be compared to the obtained limits on the look-back time. Using some estimates for these
values, the author finds a mild violation of the SEC, which indicates accelerated expansion.
Different groups have applied the tests of energy conditions to SN data [SAPR07,
GWWZ07]. They did, however, not consider calibration effects due to different choices
of the absolute magnitude of SNe, which led to the erroneous conclusion in [SAPR07] that
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the equation of state w becomes smaller than −1 at the present epoch. While they only
plotted the SN data compared to the calculated bounds on the distance modulus, they did
not quantify the evidence for accelerated expansion.
In the following, we will present a test that can quantify this evidence and apply this
test to different SN data sets, considering the calibration issue. Additionally, we analyze the
influence of systematic effects on the test [SS08].
2.3. Method. The test is designed as an hypothesis test. We start with the null hy-
pothesis that the universe has always been expanding decelerated, i.e. q(z) ≥ 0 for all z. This
corresponds to claiming that the strong energy condition has always been fulfilled. If we can
reject this null hypothesis at a significant level, we have found evidence for acceleration.
We start by expressing the deceleration parameter q(z) in terms of the Hubble rate:
(3.3) q(z) =
H ′(z)
H(z)
(1 + z)− 1 ,
where the prime denotes the derivative with respect to z. Integrating this equation yields
(3.4) ln
H(z)
H0
=
∫ z
0
1 + q(z˜)
1 + z˜
dz˜ .
Considering the null hypothesis q(z) ≥ 0, this equation turns into the inequality:
(3.5) ln
H(z)
H0
≥
∫ z
0
1
1 + z˜
dz˜ = ln(1 + z)
or H(z) ≥ H0(1 + z). Thus, we have found a lower limit on the Hubble rate.
Now, we only need to translate this limit into an inequality that can directly be tested by
SN data. Therefore, we consider the luminosity distance
(3.6) dL(z) =
1 + z
H0
√|Ωk| S
(√
|Ωk|
∫ z
0
H0
H(z˜)
dz˜
)
,
where S(x) = x for a flat, S(x) = sin(x) for a closed and S(x) = sinh(x) for an open universe.
Inserting H(z) ≥ H0(1 + z) leads to
(3.7) dL(z) ≤ 1 + z
H0
√
Ωk
S
(√
|Ωk|
∫ z
0
dz˜
1 + z˜
)
=
1 + z
H0
√|Ωk| S
(√
|Ωk| ln(1 + z)
)
.
Note that the right hand side of this inequality corresponds to the luminosity distance of a
universe that neither accelerates, nor decelerates, i.e. a universe with constant deceleration
parameter q(z) ≡ 0. In terms of the distance modulus µ(z) = 5 log dL(z) + 25, this inequality
reads
(3.8) ∆µ(z) = µ(z)− µq=0(z) = µ(z)− 5 log
[
1 + z
H0
√|Ωk| S
(√
|Ωk| ln(1 + z)
)]
− 25 ≤ 0 ,
where µq=0(z) denotes the distance modulus of a universe with q = 0. By introducing the
new quantity ∆µ(z), we have reduced the null hypothesis of a never accelerating universe to
the simple inequality ∆µ(z) ≤ 0.
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Note that ∆µ(z) becomes zero at present time (z = 0):
∆µ(0) = lim
z→0
(
5 log
[
1 + z
H0
√|Ωk| S
(√
|Ωk|
∫ z
0
H0
H(z˜)
dz˜
)]
(3.9)
−5 log
[
1 + z
H0
√|Ωk| S
(√
|Ωk| ln(1 + z)
)])
= lim
z→0
5 log
 S
(√|Ωk|z)
S
(√|Ωk| ln(1 + z))

= lim
z→0
(
5 log
[
z
ln(1 + z)
])
= lim
z→0
(
5 log
[
1
1
1+z
])
= 0 .
We use SN data to test the null hypothesis. If the inequality (3.8) is significantly violated,
i.e. if the observed distance modulus is significantly larger than that of a universe with q = 0,
then the null hypothesis can be rejected. In that case, we would have found evidence for
acceleration. Note that the rejection of the hypothesis does not imply that there has never
been a phase of deceleration between the time the light was emitted from the SN until now. It
only implies that at some time there has been a phase of acceleration. Consequently, we cannot
determine the transition redshift between deceleration and acceleration. This restriction to
our analysis comes from the integral over redshift in the calculation of dL(z). For the same
reason, fulfilling inequality (3.8) does not imply the null hypothesis. Thus, the test can
possibly proof acceleration, but it cannot proof that there has never been acceleration.
Figure 3.1a shows ∆µ(z) for different cosmological models, where a flat universe is as-
sumed. The case of constant deceleration q = 0.5 corresponds to an Einstein-de Sitter universe
(Ωm = 1). The other three models are accelerating, with the de Sitter model showing the
largest acceleration. Note that the ΛCDM model does not accelerate within the whole plotted
redshift range. With the assumed parameter values (Ωm = 0.28, ΩΛ = 0.72), the transition
between deceleration and acceleration takes place at redshift 0.73. Nevertheless, ∆µ(z) stays
positive beyond that redshift and even slightly increases until it reaches its maximum at
z ' 1.3. This points out the fact that an increase in ∆µ(z) at a certain redshift does not
imply a phase of acceleration at that specific redshift. It only proves that there has been
acceleration at some point between that redshift and z = 0. In figure 3.1b, we give up the
assumption of spatial flatness. We fixed the matter density to 0.3 and varied Ωk. ΩΛ is
calculated by ΩΛ = 1−Ωm −Ωk. Remember that not only the cosmological model, but also
µq=0(z) depends on the assumed curvature.
The plotted curves only depend on the assumed density parameters or on the value of
q, but not on the Hubble rate H0. As H0 is included in the cosmological model as well as
in µq=0(z), it cancels in ∆µ. The only purpose of presenting these two plots is to make the
reader more familiar with the quantity ∆µ. They are not related to the actual test since we
do not assume a specific cosmological model.
2.4. Data sets. For the test, we need the observed distance modulus µi and the zi for
a set of SNe, where the subscript i stands for the i-th SNe of the set. µi is given by
(3.10) µi = mi −M .
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Figure 3.1: ∆µ for different cosmological models. (a) shows the following models assuming
a flat universe: ΛCDM (Ωm = 0.28), de Sitter (i.e. ΩΛ = 1) and models with constant
deceleration parameter q = 0.5 and q = −0.5. (b) shows a universe with Ωm = 0.3 and
different values of Ωk. ΩΛ is determined by ΩΛ = 1− Ωm − Ωk.
The apparent magnitude mi of the SNe is obtained by fitting their light-curves. The result
depends on the specific fitter that is used. Currently, the two most common fitters are
MLCS2k2 [JRK07] and SALT [GAN+05]. (There also exist modifications of both fitters,
which we will consider later.) In all recently published data sets at least one of these fitters
is used to obtain the distance modulus of the SNe. Some data sets provide two or more lists
of data in order to compare different fitting methods.
We will use the following data sets for our analysis1:
• Gold (MLCS2k2): the Gold sample by Riess et al. (2007) [R+07], which was obtained
by using the MLCS2k2 fitting method
• ESSENCE (MLCS2k2): the set given by Wood-Vasey et al. (2007) [WV+07], which
includes data from ESSENCE, SNLS [A+06] and nearby SNe [JRK07], fitted with
MLCS2k2
• ESSENCE (SALT): the same set fitted with SALT
As suggested by Riess et al. [R+07], we discarded all SNe with a redshift of z < 0.0233
from the Gold sample, thus leaving 182 SNe in the redshift range 0.0233 < z < 1.755. In
ESSENCE (MLCS2k2) and ESSENCE (SALT), the SNe with bad light curve fits were rejected
for each fitting method separately. This leaves 162 SNe for ESSENCE (MLCS2k2) and 178
for ESSENCE (SALT) with 0.015 < z < 1.01. 153 of the SNe are contained in both sets.
Comparing the apparent magnitudes of the SNe contained in both ESSENCE sets, one
finds that there are large differences in the results obtained by the two light-curve fitters.
(Note that the difference in apparent magnitudes is equivalent to the difference in distance
moduli.) As shown in figure 3.2, these differences can be as large as 1 mag for single SNe.
It is also noticeable that for the majority of SNe the SALT fitter leads to larger apparent
magnitudes than the MLCS2k2 fitter. On average, the apparent magnitude is 0.12 mag
1We will also consider newer data sets later on, when we apply a modified version of this test.
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Figure 3.2: Differences in the apparent magnitudes in the ESSENCE set obtained by the
SALT and the MLCS2k2 light-curve fitters, mi(SALT)−mi(MLCS2k2).
larger when SALT is used as compared to MLCS2k2k. Thus, we can expect that the choice
of light-curve fitter will affect the outcome of the test of cosmic acceleration.
The distance modulus does not only depend on the apparent magnitude m, but also on
the absolute magnitude M , which cannot be precisely determined. Thus, µ is always given
in relatively arbitrary units in the published data sets depending on the assumed value of
M . Different choices of M lead to different luminosity distances of the SNe and subsequently
affect the determination of the Hubble rate H0. For our test, the size of both quantities is
important: the value of M is needed for determining the distance modulus of the observed
SNe and H0 affects the theoretical curve for µq=0(z). Here, we consider two very discrepant
calibrations ofM andH0, namely that of Riess et al. [R+05] and that of Sandage et al. [S+06].
In the following we will refer to those results as Riess calibration and Sandage calibration,
respectively.
In contrast to model-dependent tests, we cannot get rid of the calibration by means of
marginalization. While our approach is to test a null hypothesis, model-dependent tests fit
special cosmological models or parameterizations to observational data. An essential differ-
ence between these two approaches is that we test an inequality, whereas model-dependent
tests use an equality, which requires different analyses. Model-dependent tests are typically
based on the minimization of χ2(pi), where M = M − 5 log(H0) + 25 is one of the model
parameters pi. Then one can estimate the likelihood as a function of the parameters, which
allows marginalization over M. As in our test an inequality is tested, this kind of analysis is
not suitable. We cannot use M as a free parameter, since the null hypothesis (3.8) is always
fulfilled for large enough M, which can be easily seen when we rewrite (3.8) as
(3.11) m(z)− 5 log
[
1 + z√|Ωk| S
(√
|Ωk| ln(1 + z)
)]
≤M .
Thus, for our test M needs to be calibrated.
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The Riess calibration yields a value for the V-band magnitude of MV(t0) = −19.17 ±
0.07mag, where t0 is the time of the B-band maximum. For the Gold sample, MV(t0) was
considered to be −19.44mag. Therefore, in order to get the appropriate distance modulus
µ = m −M , we need to subtract 0.27mag from the value given in the Gold sample. From
the distance modulus values in the ESSENCE sets 0.22mag have to be subtracted because
in these sets a B-band magnitude of MB = −19.5mag is assumed and Riess et al. [R+05]
give the relation MB − MV = −0.11. For this calibration one gets a Hubble constant of
H0 = 73± 4(statistical)± 5(systematic).
The results of Sandage et al. [S+06] for the SNe absolute magnitudes areMV = −19.46mag
and MB = −19.49mag and for the Hubble constant H0 = 62.3±1.3(statistical) ± 5.0(system-
atic). So considering the Sandage calibration, we have to add 0.02mag to distance moduli of
the Gold sample and subtract 0.01mag from the values given in the ESSENCE sets.
Once one has chosen a certain data set, fitting method and calibration of M , one can
calculate the magnitude ∆µ for each SN of the set:
(3.12) ∆µi = µi − µq=0(zi) = µi − 5 log
[
1 + zi
H0
√|Ωk| S
(√
|Ωk| ln(1 + zi)
)]
− 25 .
If the error in redshift σzi and the error due to peculiar velocities σv of the SNe are already
included in the error σµi given in the data set, then the error σi of ∆µi equals σµi . Otherwise,
the resulting error of ∆µi is calculated by:
(3.13) σi =
σ2µi +
5
√|Ωk| S ′ (√|Ωk| ln(1 + zi))+ 1
(1 + zi) ln 10
2 (σ2zi + σ2v)

1
2
where S ′(x) = 1/x for a flat, S ′(x) = cot(x) for a closed and S ′(x) = coth(x) for an open
universe.
2.5. Results for a flat universe. In the following, we will assume that the universe is
spatially flat. We start by directly using ∆µi(zi) for the single SNe. Later, in 2.5.2, we will
consider averaged values for ∆µ.
2.5.1. Single supernovae. According to our null hypothesis, we expect ∆µi(zi) ≤ 0. There
are, however, some fluctuations in the value of ∆µi(zi) due to measurement errors and peculiar
velocities. Thus, even if the hypothesis was true, it could very well happen that ∆µi(zi) is
slightly positive for some SNe. Therefore, we only reject the null hypothesis, if the measured
value is significantly positive, i.e. if it lies above a certain action limit Aa, where the subscript a
stands for acceleration. We want to keep the risk low that we conclude a late time acceleration
of the universe, when there is indeed no acceleration at all. Therefore, the action limit must be
relatively high. If we want the confidence level (CL) for concluding an accelerated expansion
to be 99%, the action limit must be Aa(99%) = 2.326σi. For a confidence level of 95%, the
limit is Aa(95%) = 1.645σi. Here, we assume that the measured values ∆µi(zi) at a given
redshift follow a normal distribution.
Analogously, we can test the hypothesis that the universe expanded accelerated all the
time from light emission of a SN until today. This hypothesis can be rejected at a 99%
CL if ∆µi is below the action limit Ad(99%) = −2.326σi. That would mean that there has
been a phase of deceleration in the late time universe, but it would not exclude a phase of
acceleration.
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Figure 3.3: Magnitude ∆µi, as defined in equation (3.12), for the three data sets and two
calibrations. SNe indicating acceleration at 99% CL are plotted in red (×), those indicating
deceleration in blue (A). Note that the SALT method leads to a larger spread in ∆µi, whereas
the Gold set extends to higher redshifts.
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Gold 2007 (MLCS2k2) ESSENCE (MLCS2k2) ESSENCE (SALT)
Riess Sandage Riess Sandage Riess Sandage
acceleration (95%) 37 27 37 14 96 53
acceleration (99%) 13 7 11 3 64 30
deceleration (95%) 2 4 3 7 1 7
deceleration (99%) 0 1 2 3 0 2
number of SNe 182 182 162 162 178 178
Table 3.1: Number of SNe indicating acceleration or deceleration at 95% and 99% CL for
the different data sets and calibrations. Also given is the total number of SNe in each set.
The most different results are highlighted.
The values of ∆µi for the SNe in the different data sets obtained by the different light-
curve fitters are shown in figure 3.3 for the two considered calibrations. SNe that indicate
acceleration at 99% confidence level are highlighted in red, those that indicate deceleration
in blue. The majority of SNe has a positive ∆µi, which is a sign for cosmic acceleration.
Nevertheless, most of these values stay below Aa(99%). Considering the size of the data sets,
it would not be very surprising to find a few SNe that lie above this action limit, even if the
null hypothesis were true. The actual number of such SNe (that are highlighted in red in
the figure) depends strongly on the data set, fitting method and calibration. In table 3.1, we
have listed the number of SNe lying above the action limits Aa(95%) and Aa(99%) and those
below Ad(95%) and Ad(99%), respectively. Let us take a look at the most different results: In
the ESSENCE (MLCS2k2) data set using the Sandage calibration, there are only three SNe
indicating acceleration at 99% CL and an equal number indicating deceleration. As there
is a total of 162 SNe in the set, this number is certainly not enough to state an accelerated
expansion. The situation is quite different for ESSENCE (SALT) in the Riess calibration.
Here, 64 SNe are above Aa(99%), while none indicates deceleration at the same confidence
level — a clear sign for acceleration.
As we have suspected earlier, when we analyzed figure 3.2, the light-curve fitter influ-
ences the result. Comparing the ESSENCE set fitted with MLCS2k2 directly to that fitted
with SALT, we find that for both calibrations the number of SNe indicating acceleration is
much larger in the SALT case. Similarly, the Riess calibration always leads to more SNe
indicating acceleration than the Sandage calibration. Only the results of Gold (MLCS2k2)
and ESSENCE (MLCS2k2) in the Riess calibration are compatible with each other, while
this is not the case in the Sandage calibration.
2.5.2. Averaging the supernova data. When only counting the SNe above or below a cer-
tain action limit, we neglect the information that is given in the distribution of the other SNe.
The majority of these SNe between Ad(95%) and Aa(95%) have a positive value. Although,
none of them can individually provide evidence for acceleration, a combination of their val-
ues might be able to do so. As ∆µ(z) is a function of redshift, averaging ∆µi using nearby
SNe will result in a different value than averaging over distant SNe. Thus, only combining
SNe within small redshift bins will lead to averages that characterize the curve ∆µ(z). The
situation changes if we use SNe from different redshifts for averaging. Here, the observational
average ∆µ does not necessarily need to correspond to the value of the curve ∆µ(z) at the
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Figure 3.4: Magnitude ∆µ averaged over redshift bins of width 0.2 for different data sets
and calibrations.
average redshift of the SNe. Nevertheless, a significantly positive observational value will only
be measured if also the curve ∆µ(z) is positive at least within some redshift range between
0 and the redshift of the considered SNe. In that way, the average ∆µ can provide evidence
for accelerated expansion, if it is significantly positive.
We calculate ∆µ as a weighted average:
(3.14) ∆µ =
∑N
i=1 gi∆µi∑N
i=1 gi
,
where gi = 1/σ2i . Thus, data with small errors have a larger weight than those with large
errors. The standard deviation of this mean value is calculated by
(3.15) σ =
[∑N
i=1 gi (∆µi −∆µ)2
(N − 1)∑Ni=1 gi
] 1
2
.
We can now apply these formulae to arbitrary subsets of SNe. We choose to start with a
redshift binning of 0.2. Then there is a reasonable amount of SNe in each bin up to redshift
1.0. (Of course it is possible to use smaller bin widths, but then one should be careful not to
over-interpret the bins that contain only very few SNe. That would be the case, for example,
in the redshift range between 0.1 and 0.2. There is a gap in the considered data sets, which
can be clearly seen in figure 3.3.) Using binned data has the advantage that the results reflect
the actual characteristics of ∆µ(z).
Figure 3.4 shows the average ∆µ for each redshift bin using the different data sets, light-
curve fitters and calibrations. As ∆µ(z = 0) = 0 per definition, we expect the result of
the first bin to be relatively close to zero. The average redshift of the SNe in this bin is
approximately 0.05. In a de Sitter universe, i.e. in a universe with exponentially growing
scale factor, ∆µ(z = 0.05) = 0.053 mag. In a universe containing only matter (Einstein-de
Sitter), this value would be −0.026 mag. Using the ESSENCE (SALT) data set in the Riess
calibration, the value of ∆µ in the first bin is about three times as large as in a de Sitter
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Gold (MLCS2k2) ESSENCE (MLCS2k2) ESSENCE (SALT)
z Riess Sandage Riess Sandage Riess Sandage
0.0 – 0.2 2.1 0.4 1.6 -2.8 5.7 0.8
0.2 – 0.4 4.2 2.9 3.9 0.7 7.3 4.3
0.4 – 0.6 9.8 7.6 7.1 3.1 12.1 7.7
0.6 – 0.8 5.4 4.0 7.7 3.7 8.5 4.8
0.8 – 1.0 4.8 3.5 6.8 4.1 6.0 4.2
1.0 – 1.2 2.8 2.2
1.2 – 1.4 2.3 1.8
Table 3.2: Statistical evidence ∆µ/σ within the given redshift ranges. Here, the same binning
as in figure 3.4 is used.
model. If that value was true, that would correspond to an extreme acceleration at the present
epoch. A similar problem occurs for ESSENCE (MLCS2k2) in the Sandage calibration, where
the first bin value implies an extreme deceleration. In the four other cases, the values of ∆µ
in the first bin seem to be more reasonable.
For all data sets, fitting methods and calibrations, there is an increase of ∆µ with in-
creasing redshift. All data points beyond z = 0.2 have a positive value, indicating cosmic
acceleration. Yet, there are large differences in the actual size of ∆µ. This can be also seen in
table 3.2, which lists the statistical evidences ∆µ/σ for accelerated expansion obtained from
the SNe in the given redshift bins, using different data sets, fitting methods and calibrations.
The strongest evidence is given in the redshift range between 0.4 and 0.8. Consistent with
our result for the analysis of single SNe in 2.5.1, the SALT fitter again leads to stronger evi-
dences than MLCS2k2. The same is true for the Riess calibration compared to the Sandage
calibration.
Our main interest is not to characterize the curve ∆µ(z), but to determine the evidence
for accelerated expansion. Therefore, we proceed by averaging over all SNe with z ≥ 0.2.
Doing so improves the statistics of the test as compared to using the binned data because
the number of SNe that are used to calculate the average is strongly increased. The SNe
above redshift 0.2 have comparable values in ∆µ, whereas those below that redshift have
smaller values. Thus, including SNe with z < 0.2 in the test would lead to a larger spread in
∆µi, resulting in an increased standard deviation σ and subsequently in a decreased evidence
∆µ/σ. This is the main reason to discard these low redshift SNe. One might also argue that
nearby SNe should not be used because local effects due to structures in the universe could
modify the result or because these nearby SNe are observed with many different telescopes,
which is likely to increase systematic effects. But one should always keep in mind that even
when discarded, the nearby SNe indirectly influence the test as they are used to determine
the calibration of M and H0.
The statistical evidences obtained by averaging over all SNe with z ≥ 0.2 are given in
table 3.3. Also listed are the average redshifts z and the mean values and standard deviations
of the magnitude ∆µ. For all data sets, fitters and calibrations, we find significant evidence
for cosmic acceleration. The weakest evidence is obtained by using ESSENCE (MLCS2k2) in
the Sandage calibration, namely 5.2σ. In the other cases the evidences are stronger and go
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Gold (MLCS2k2) ESSENCE (MLCS2k2) ESSENCE (SALT)
Riess Sandage Riess Sandage Riess Sandage
z 0.63 0.63 0.54 0.54 0.51 0.51
∆µ 0.2196 0.1655 0.2398 0.1056 0.3457 0.2115
σ 0.0167 0.0167 0.0201 0.0201 0.0203 0.0203
∆µ/σ 13.1 9.9 11.9 5.2 17.0 10.4
Table 3.3: Mean values and standard deviations of ∆µ and the average redshift z obtained
by using only SNe with z ≥ 0.2 for a flat universe.
up to 17.0σ for ESSENCE (SALT) in the Riess calibration. Although we have found clear
evidence for accelerated expansion in the case of a flat universe, it is obvious that changing
the light-curve fitter or the calibration leads to vastly different results. This is a clear sign
that there are large systematics in the SN data analysis.
2.6. Results for open and closed universes. Observations point towards a universe
that is very close to spatially flat (Ωk ' 0). This conclusion is, however, based on model
assumptions. Until now there exist no actual model-independent limits on Ωk. Therefore, we
cannot be sure whether the assumption of spatial flatness is really justified. Thus, we allow
for arbitrary spatial curvature in the following section. The procedure is analogous to the case
of a spatially flat universe. One only needs to choose the appropriate form of equation 3.12
for calculating ∆µi in an open and closed universe, respectively. This quantity now depends
on the value of Ωk.
Considering an open universe, ∆µ (and thus the evidence for accelerated expansion)
decreases with increasing Ωk. As we are interested in the lower limit of the evidence for
acceleration, we take the largest possible value of the spatial curvature for the test, namely
Ωk = 1, which corresponds to an empty universe. (Note that Ωk = 1 is the largest possible
curvature only if the rule
∑
i Ωi = 1 holds, where i = m,Λ, k, . . .. This rule is, however, only
valid for the usual four-dimensional general relativity and can be different in a modified gravity
scenario such as the braneworld model considered in chapter 2.) The result for the binned
data (again with bin width 0.2) is shown in figure 3.5. Note that in particular the data points
at high redshifts are significantly shifted to lower values as compared to the case of spatial
flatness. They even become negative in the highest redshift bin (1.2 ≤ z < 1.4). Consequently,
the evidence for acceleration is reduced and basically vanishes for the ESSENCE (MLCS2k2)
set in the Sandage calibration. The quantitative result for each bin is given in table 3.4 for
the different data sets and calibrations.
In a closed universe, again the evidence for cosmic acceleration decreases with increasing
Ωk. But now Ωk is a negative quantity, which means that we get the weakest evidence for
Ωk → 0. Thus, the results for a closed universe are the same as for a spatially flat universe.
Table 3.5 lists the results for a closed/flat universe obtained by averaging over all SNe with
z ≥ 0 compared to an open universe. In the case of an open universe, we have also discarded
all SNe with redshifts larger than 1.2 for the following reason: Using SN data at a certain
redshift can only lead to evidence for acceleration if the phase(s) of acceleration dominate
over the phase(s) of deceleration between the time the light was emitted from the SNe until
now. This does not seem to be realized for the high redshift data, which have negative values
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Figure 3.5: Magnitude ∆µ averaged over redshift bins of width 0.2 for different data sets
and calibrations, assuming an empty universe (Ωk = 1).
Gold (MLCS2k2) ESSENCE (MLCS2k2) ESSENCE (SALT)
z Riess Sandage Riess Sandage Riess Sandage
0.0 – 0.2 2.1 0.4 1.5 -2.8 5.7 0.7
0.2 – 0.4 3.5 2.2 3.2 -0.0 6.6 3.6
0.4 – 0.6 7.4 5.2 5.5 1.4 10.2 5.8
0.6 – 0.8 2.8 1.4 4.9 0.9 5.9 2.2
0.8 – 1.0 1.4 0.2 3.9 1.2 4.0 2.2
1.0 – 1.2 0.9 0.4
1.2 – 1.4 -0.2 -0.7
Table 3.4: Statistical evidences ∆µ/σ within the given redshift range for an open universe.
Gold (MLCS2k2) ESSENCE (MLCS2k2) ESSENCE (SALT)
Riess Sandage Riess Sandage Riess Sandage
open universe 8.0 4.9 8.8 1.8 13.8 7.2
flat/closed universe 13.1 9.9 11.9 5.2 17.0 10.4
Table 3.5: Statistical evidence ∆µ/σ for an open universe (obtained by using SNe within the
redshift range 0.2 ≤ z < 1.2), a flat and a closed universe (0.2 ≤ z).
of ∆µ and therefore need to be dismissed. Note that this is not a shortcoming of the test. It
just means that in order to test a late time acceleration, we should only use late time data.
The results in table 3.5 show that the evidence for acceleration is much weaker in an open
universe compared to a closed or flat universe. For ESSENCE (MLCS2k2) in the Sandage
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calibration, it even drops below 2σ, thus leaving merely a hint of acceleration. Yet, for the
other sets and calibration, we still find some evidence. Not surprisingly, also for the open
universe the systematic effects play an important role and have the same effects as in the case
of a flat universe.
2.7. Systematics. In the following, we will take a closer look on the systematics that
obviously affect the SN data used for the test. In the published ESSENCE set [WV+07], the
distance moduli µi of the SNe have once been obtained by using the MLCS2k2 fitter and once
by SALT. In the same paper, Wood-Vasey et al. argue that the differences due to different
fitting methods are not important as they disappear when marginalization is applied. This
argument, however, only works if the data are used to determine the parameter values of
a specific cosmological model, but not for a model-independent test, where marginalization
cannot be applied. Moreover, the argument is not very convincing. The systematics are not
important if one throws away some information, namely the information about calibration.
As soon as M and H0 are fixed to certain values, the choice of the light-curve fitter strongly
affects the result. This indicates some problems with at least of the two fitting methods.
Systematics due to different fitters have also been described in [C+07, K+09a].
In our test, we have also found systematics between the ESSENCE (MLCS2k2) and the
Gold (MLCS2k2) data sets. While the results for these two sets are consistent in the Riess
calibration, they are quite different in the Sandage calibration. Such systematics can occur
when different telescopes are used for the observations and if the differences in the observation
techniques are not accounted for correctly. These systematics can also be important within
one data set if it contains SNe that were observed by different telescopes, which is the case
for the Gold sample. Such systematic effects have been analyzed for the 2004 Gold sample
[R+04] in [JBP05] and for the extended 2007 Gold sample in [NP07].
As mentioned earlier, our test does not depend on the calibration of M and H0 individu-
ally, but on the quantityM = M−5 log(H0)+25, which can be seen when the null hypothesis
is given in the version of inequality (3.11). The fact that we observe huge systematic errors
depending on the considered calibration seems somewhat strange: Assume we have found
two different values M1 and M2 for the absolute magnitude of SNe Ia by comparing their
brightness to that of cepheids in the same host galaxy. Such differences can occur if different
analysis pipelines are used. Using these results, two values H01 and H02 for the Hubble con-
stant can be obtained by observations of nearby SNe. Although M1 6= M2 and H01 6= H02,
the resulting values M1 and M2 are equal by definition, if the same set of low redshift SNe
and the same analysis is used for the determination of the Hubble constant.
M1
M2
HHj
*
SNeffifl
fi
*
HHj
H01
H02
HHj
*
M
For our test, we adopted the values of M and H0 given by Riess et al. [R+05] and
Sandage et al. [S+06]. As the two groups analyzed different sets of nearby SNe and used
different analysis pipelines, they obtained values of H01 and H02 which (combined with M1
and M2) did not lead to the same M, but different values M1 and M2.
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Thus, strictly speaking the observed systematics are not due to a different determination
of the absolute magnitude M , but are caused by the systematic errors and the different SN
data sets used in the measurement of M.
3. Model- and calibration-independent test
3.1. Modifying the method. It is, however, easy to modify our test in such a way that
we can avoid using a certain calibration ofM when testing the accelerated expansion. We just
need to consider relative values of ∆µ instead of absolute values, i.e. we use ∆µ −∆µnearby
rather than ∆µ, where ∆µnearby is the average of ∆µi using only nearby SNe of a data set
[SS09a]. In that way, we calibrate the data with respect to a set of nearby SNe. The modified
null hypothesis reads
(3.16) ∆µ−∆µnearby ≤ 0 .
The standard deviation σ is obtained by adding the standard deviations of ∆µ and ∆µnearby
in quadrature:
(3.17) σ2 = σ2∆µ + σ
2
∆µnearby
.
Note that the null hypothesis does not correspond to the hypothesis of a never accelerating
universe tested by an observer at znearby. E.g. in a ΛCDM universe, ∆µ(z) still slightly
increases beyond the transition redshift zt, i.e. it increases despite a phase of deceleration.
(Remember the discussion of the ΛCDM curve in figure 3.1a.) Thus, if znearby is larger than
zt, but smaller than the redshift, where ∆µ(z) reaches its maximum, we would observe a
positive ∆µ(z) − ∆µnearby. Nevertheless, the observer at znearby would measure a negative
∆µ(z) as the universe is in a phase of deceleration at that point.
The set of nearby SNe can be chosen relatively arbitrary. One should only take care
that there is a reasonable number of SNe in the set. For example when using the Gold or
ESSENCE data sets, it would be problematic to use the SNe between redshift 0.1 and 0.2
as nearby SNe. In this redshift range, there are only four SNe in Gold (MLCS2k2) and
ESSENCE (MLCS2k2) and two SNe in ESSENCE (SALT). Thus, the result would not be
very reliable due to the bad statistics.
The modified method shifts all data points by a fixed value. If there is accelerated
expansion at the present epoch, the measured ∆µnearby is likely to have a positive value.
Subsequently the data points are shifted to lower values when we subtract ∆µnearby, thus
weakening the evidence for acceleration as compared to the original method. In the same
way, a negative ∆µnearby would lead to stronger evidence. An additional effect is that the
standard deviation is increased because σ∆µnearby is added to the original standard deviation
in quadrature. Since the statistical evidence is obtained by dividing ∆µ by σ, an increased σ
leads to weaker evidence. Thus, by avoiding systematic errors due to calibrations we expect
to obtain a weaker evidence. Nevertheless, this evidence will be more reliable as it is not
spoiled by systematics.
3.2. Results for the Gold, ESSENCE and Union data sets.
3.2.1. Flat universe. For the analysis we used the same data sets as for the original version
of the test. Thus, the results can easily be compared. Additionally, we used the Union set
[K+08], which is a compilation of several old data sets and newly observed SNe. The Union
set contains 307 SNe that were fitted with SALT and is thus much larger than the previously
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Figure 3.6: ∆µ−∆µnearby for different data sets and fitting methods, where the nearby SNe
are defined as those SNe with redshifts znearby < 0.2.
considered sets, which contain between 162 and 182 SNe. Again, we start by assuming a flat
universe. Open and closed universes will be considered below.
It seems kind of a natural choice to define the nearby SNe as all SNe having a redshift
smaller than 0.2 since at this point there is a gap in the considered data sets. Since there
are only very few SNe (namely up to six in the Union set) between redshifts 0.1 and 0.2,
the choice of nearby SNe is almost equivalent to choosing all SNe with redshifts up to 0.1
as nearby ones. The results of the modified test are shown in figure 3.6, where we have
again used a redshift binning of 0.2. Since we use the first bin as calibration bin, its value
of ∆µ−∆µnearby equals zero per definition. The values in all the other bins are significantly
above zero which indicates accelerated expansion.
It is noticeable that the values obtained from different data sets and fitting methods are
consistent with each other. This is in contrast to the previous version of the test, where even
within a certain calibration the results of the different sets and fitters differed quite strongly
(see figure 3.4). Thus, all systematics are reduced, although the test was only modified in
order to avoid systematics due to calibration. The quantitative results for the considered
binning are given in table 3.6. As expected the evidences for acceleration are weakened in
almost all cases as compared to those obtained by using the original test (see table 3.2 for the
results of the previous test). Only the evidences for ESSENCE (MLCS2k2) in the Sandage
calibration were weaker than those of the calibration-independent test for the same data set.
This does not come as a surprise as ESSENCE (MLCS2k2) in the Sandage calibration is the
only set which has a negative value of ∆µ in the first bin. Since the first bin is used as
calibration bin, the data points are shifted to higher values, thus increasing the evidence for
cosmic acceleration.
Table 3.7 lists the evidences for acceleration when averaging ∆µ over all SNe with redshift
larger than 0.2. For the data sets that were also considered in the previous version of the
test, these evidences lie between 4.3σ and 5.6σ. Before they were between 11.9σ and 17.0σ in
the Riess calibration and between 5.2σ and 10.4σ in the Sandage calibration. This points out
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Bin Gold ESSENCE ESSENCE Union
(MLCS2k2) (MLCS2k2) (SALT) (SALT)
0.2 ≤ z < 0.4 2.0 2.2 3.2 3.5
0.4 ≤ z < 0.6 4.4 4.2 5.2 6.8
0.6 ≤ z < 0.8 2.8 4.6 3.4 4.4
0.8 ≤ z < 1.0 2.6 4.9 3.7 4.2
1.0 ≤ z < 1.2 2.0 1.3
1.2 ≤ z < 1.4 1.6 2.1
Table 3.6: Evidence for acceleration (∆µ − ∆µnearby)/σ for different data sets and fitting
methods using SNe in different redshift bins. Nearby SNe are those with redshifts znearby <
0.2.
Gold ESSENCE ESSENCE Union
(MLCS2k2) (MLCS2k2) (SALT) (SALT)
(∆µ−∆µnearby)/σ 4.3 5.2 5.6 7.2
# nearby SNe 40 47 46 57
# SNe in total 182 162 178 307
Table 3.7: Evidence for acceleration (∆µ − ∆µnearby)/σ for different data sets and fitting
methods, where nearby SNe are those SNe with redshifts znearby < 0.2. Also given are the
numbers of nearby SNe and the total number of SNe.
again that at the cost of a weakened evidence the systematics are reduced in the calibration-
independent version of the test. For the Union set with its large number of SNe, we still
obtain a strong evidence for acceleration, namely 7.2σ.
The presented test crucially depends on the SNe in the calibration bin. Those are basically
the SNe with z < 0.1 as there is only a very small number of SNe in the redshift range
0.1 ≤ z < 0.2. As already mentioned in 2.1, where the assumptions of the model-independent
test are described, we are confronted with the problem that the assumption of an homogeneous
and isotropic universe might not be justified for redshifts smaller than 0.1, i.e. for the SNe
in the calibration bin. This could be a serious problem for the test. (Note that this issue
basically occurs in all cosmological test using SN data because in some way or another it is
necessary to compare data at different redshift.)
In order to analyze how large these effects could be, we split the SNe with z < 0.1 of each
set into two subsets containing an equal number of SNe. Subset 1 contains the SNe with the
lowest redshifts, subset 2 those with the largest redshifts. ∆µnearby is then calculated using
subset 1 and 2, respectively. For the determination of ∆µ we use all SNe with z ≥ 0.2. If
there are effects due to local inhomogeneities and anisotropies, they should increase when the
considered scale decreases. Thus, they should be larger for subset 1. Differences in the results
obtained by using subset 1 and 2, respectively, could therefore be a sign of non-negligible
effects.
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Gold ESSENCE ESSENCE Union
(MLCS2k2) (MLCS2k2) (SALT) (SALT)
subset 1 (∆µ−∆µnearby)/σ 3.1 6.6 5.6 6.3
znearby 0.030 0.021 0.021 0.021
subset 2 (∆µ−∆µnearby)/σ 3.4 3.2 3.9 4.8
znearby 0.056 0.046 0.050 0.051
# SNe 18 21 22 25
Table 3.8: Evidence for acceleration (∆µ−∆µnearby)/σ, where the SNe used to calculate ∆µ
fulfill z ≥ 0.2 and those to calculate ∆µnearby fulfill z < 0.1. The nearby SNe are split into
two subsets for each data set, each containing an equal number of SNe. Subset 1 contains the
SNe with the smallest redshift, subset 2 those with the largest redshifts. Also given is the
weighted average redshift znearby and the number of SNe in each subset.
The results of this analysis are listed in table 3.8. With exception of the Gold sample,
all sets provide a decreased evidence when the lowest redshift SNe are dismissed. This is not
surprising as subset 2 has a larger average redshift than subset 1. Thus if ∆µ(z) increases
with redshift (which is the case in an accelerated universe), ∆µnearby is smaller for subset 1
than for subset 2, resulting in the observed effect on the evidence. However, this only explains
the sign of the effect. In order to find out if also the size of the effect could be expected, let
us take a closer look at the Union set.
The data points calibrated with respect to subset 1 and 2 are plotted in figure 3.7, clearly
showing larger values for subset 1. Unfortunately, the size of the effect cannot be predicted in
a model-independent way. Therefore, we chose to compare the actual effect to that predicted
by a ΛCDM model with Ωm = 0.28 and ΩΛ = 0.72. ∆µ(z)−∆µnearby(znearby) for this model
is also shown in the figure, where znearby once corresponds to the average redshift of subset 1
and once to that of subset 2. The values for the ΛCDM model using subset 2 drop by only
0.018 mag as compared to the case when subset 1 is used, whereas the actual data points
drop by 0.066 mag. Thus, we can state that the effect is larger than expected from standard
cosmology. This could be a sign that local inhomogeneities and isotropies might influence the
result of the test.
3.2.2. Open and closed universes. In the following we consider a universe with arbitrary
spatial curvature. Analogous to the analysis in the original version of the test, we find that
the lower limit to the evidence of acceleration for a closed universe is equivalent to that of
a flat universe. In an open universe, the weakest evidence is again obtained by assuming
Ωk = 1, which corresponds to an empty universe. The results for this scenario are plotted in
figure 3.8. The values of ∆µ −∆µnearby become negative beyond z ' 1. The results of the
different data sets are of course again consistent with each other because the only difference
compared to the case of a flat universe is that a different curve µq=0 is subtracted from the
observational data µi.
In table 3.9, the evidences for acceleration assuming different values of the spatial curva-
ture Ωk are listed. As in figure 3.8, the nearby SNe are those with redshifts z < 0.2. We use all
SNe with z ≥ 0.2 to calculate ∆µ and subsequently the evidences (∆µ−∆µnearby)/σ. In the
Gold and Union data sets, there are several SNe with a redshift larger than one. These SNe
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Figure 3.7: ∆µ −∆µnearby for the Union set. The nearby SNe are those of subset 1 and 2,
respectively, as given in table 3.8.
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Figure 3.8: ∆µ − ∆µnearby for different data sets and fitting methods assuming an empty
universe. The nearby SNe are defined as those SNe with redshifts znearby < 0.2.
lead to decreased evidences when considering an open universe as the majority of these SNe
has negative values of ∆µi −∆µnearby. Therefore, we also calculated the evidences obtained
by using only SNe with 0.2 ≤ z < 1.0 to determine ∆µ for Gold and Union. These evidences
are given in parentheses in the table.
For small spatial curvature, we find evidence for acceleration with all data sets, although
the evidence obtained from the Gold sample is quite weak. In the extreme case of an empty
universe, there is merely a hint of acceleration left in the Gold sample, while the Union set
can still provide some evidence, namely 4.5σ.
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Gold ESSENCE ESSENCE Union
Ωk (MLCS2k2 ) (MLCS2k2) (SALT) (SALT)
closed universe -1.0 6.7 (6.2) 7.0 7.5 10.2 (9.8)
-0.8 6.3 (5.9) 6.6 7.1 9.6 (9.3)
-0.6 5.8 (5.4) 6.3 6.8 9.0 (8.8)
-0.4 5.3 (5.0) 5.9 6.4 8.4 (8.3)
-0.2 4.8 (4.6) 5.6 6.0 7.8 (7.7)
flat universe 0.0 4.3 (4.2) 5.2 5.6 7.2 (7.2)
open universe 0.2 3.8 (3.8) 4.9 5.3 6.6 (6.7)
0.4 3.3 (3.4) 4.5 4.9 6.0 (6.1)
0.6 2.8 (2.9) 4.1 4.5 5.4 (5.6)
0.8 2.3 (2.5) 3.7 4.1 4.8 (5.1)
1.0 1.8 (2.1) 3.4 3.8 4.2 (4.5)
Table 3.9: Evidence for acceleration (∆µ − ∆µnearby)/σ assuming different values of the
spatial curvature Ωk. The lower limits to the evidence for a flat/closed and an open universe
are highlighted. Nearby SNe are defined as those with redshift z < 0.2. For the calculation
of ∆µ all SNe with z ≥ 0.2 are used. The results given in parentheses are obtained by using
only SNe with 0.2 ≤ z < 1.0 to calculate ∆µ.
3.3. Results for the Constitution and SDSS data sets. We now return to the
assumption of a spatially flat universe and consider two additional data sets: Constitution
and SDSS. These two belong to the newest available data sets.
3.3.1. Constitution. We start with the Constitution set [H+09b], which is one of the
largest data set presently available. It consists of the SNe of the Union set and the recently
published CfA3 sample [H+09a]. The CfA3 sample contains only nearby SNe with redshift
z . 0.08. The Union set, which we have already analyzed, has 57 nearby SNe (z < 0.2),
which certainly leads to a good statistic in the determination of ∆µnearby. Thus, we do not
expect a significant improvement in the results of our test by increasing the number of nearby
SNe (at least if we keep the definition of nearby SNe as those with redshift z < 0.2).
The main reason for applying the test of cosmic acceleration to the Constitution set is
that this data set has been published for four different light-curve fitters, or more precisely
for two versions of MLCS2k2 and two versions of SALT. In the original version of MLCS2k2,
it is assumed that the reddening parameter RV (which describes the absorption properties of
the dust) has the same value as that measured in the Milky Way, namely RV = 3.1. Besides
using this value for the analysis, the authors of [H+09b] also consider RV = 1.7 as this value
minimizes the scatter in the Hubble diagram for the CfA3 sample. In the following, we will
refer to the MLCS2k2 fitter assuming RV = 3.1 as MLCS31 and to that assuming RV = 1.7
as MLCS17. Additionally, the SALT fitter and its improved version SALT II [G+07] have
been used to analyze the data.
We use the Constitution set to find out whether there are significant differences in the
results of our test obtained by using different fitters. Figure 3.9 shows these results. Below
z = 0.8 the data points are very close to each other. At higher redshifts, there is a larger
spread in the data. The results are, however, still consistent with each other as there is also
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Figure 3.9: Magnitude ∆µ−∆µnearby averaged over redshift bins of width 0.2 for the Con-
stitution data set.
MLCS17 MLCS31 SALT SALT II
(∆µ−∆µnearby)/σ 6.5 7.9 8.2 7.6
# nearby SNe 206 204 147 183
# SNe in total 372 366 397 351
Table 3.10: Evidence for acceleration (∆µ−∆µnearby)/σ for the Constitution set and different
fitting methods, where nearby SNe are those SNe with redshifts znearby < 0.2. Also given are
the numbers of nearby SNe and the total number of SNe.
an increase in the error bars. The evidences for accelerated expansion are listed in table 3.10.
Again, the differences in the results are quite small. Thus, the choice of the light-curve fitter
does not seem to affect our result significantly.
3.3.2. SDSS. We now present the results obtained by using the SDSS data set [K+09a],
which contains 288 SNe. This data set fills the gap between low and high redshift SN data
that is present in all previously published sets. That allows us to shift the redshift range
that defines the nearby SNe into the region of the previously present gap. During the first
season of the Sloan Digital Sky Survey II (SDSS) 103 SNe were observed with redshifts
0.04 < z < 0.42. The published set additionally contains SNe from ESSENCE, SNLS, HST
and nearby SNe. The SNe of the set have been fitted with SALT II and a modified version
of MLCS2k2, respectively. The modifications of MLCS2k2 include changing the prior on the
light extinction in the V-Band AV , fitting the flux instead of the magnitude, improving the
treatment of K-corrections and assuming RV = 2.18 as reddening parameter. This value of
RV has been obtained by simulating SN data assuming different values of RV and comparing
the result to observed data. RV = 2.18 is the value that minimizes the χ2 between the
simulated and the observed data.
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(a) Nearby supernovae: 0.0 ≤ z < 0.1
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(b) Nearby supernovae: 0.1 ≤ z < 0.2
Figure 3.10: Magnitude ∆µ−∆µnearby averaged over redshift bins of width 0.2 for the SDSS
data set fitted with SALT II and MLCS2k2, respectively. Also shown is the WMAP7 best fit
ΛCDM model.
nearby SNe z 0.0 ≤ z < 0.2 0.0 ≤ z < 0.1 0.1 ≤ z < 0.2 0.2 ≤ z < 0.3
# 79 41 38 51
MLCS2k2 (∆µ−∆µnearby)/σ 2.7σ 1.7σ 2.0σ 0.3σ
χ2dof (ΛCDM) 2.01 2.13 1.88 2.10
SALT II (∆µ−∆µnearby)/σ 5.5σ 4.5σ 3.5σ 2.0σ
χ2dof (ΛCDM) 1.66 1.66 1.67 1.82
Table 3.11: Evidence for acceleration (∆µ −∆µnearby)/σ for the SDSS data set fitted with
MLCS2k2 and SALT II, respectively, and for different sets of nearby SNe, which are deter-
mined by the given redshift ranges. Also listed are the number of nearby SNe and the χ2 per
degree of freedom of the data with respect to the WMAP7 best fit ΛCDM model.
We have performed our analysis for different sets of nearby SNe. Figure 3.10 shows the
result for nearby SNe defined by 0.0 ≤ z < 0.1 and 0.1 ≤ z < 0.2, respectively. In both
cases, we use a redshift binning of 0.2 for the higher redshift data. Also plotted is the
WMAP7 best fit ΛCDM model (Ωm = 0.272), where ∆µΛCDM(znearby) − ∆µnearby = 0 per
definition. Note that znearby is slightly different for the two fitting methods. It is noticeable
that ∆µ − ∆µnearby obtained by SALT II is larger than for MLCS2k2 in almost all bins.
Table 3.11 lists the quantitative results for the above choices and two additional choices
(0.0 ≤ z < 0.2 and 0.2 ≤ z < 0.3) of nearby SNe. The obtained evidences are astonishingly
small. Using MLCS2k2, we hardly get any evidence for acceleration at all. The largest
obtained value, namely 2.7σ provides merely a hint of accelerated expansion.
This result is especially surprising when we compare it to the results obtained by the
ESSENCE (MLCS2k2) set. Remember that this set includes data from the ESSENCE and
SNLS surveys as well as nearby SNe. These SNe are also included in the SDSS data set.
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Thus, the evidence for acceleration has decreased from 5.2σ (ESSENCE (MLCS2k2)) to 2.7σ
(SDSS (MLCS2k2)), although the number of SNe has increased, which should lead to better
statistics. In [K+09a], the differences between ESSENCE (MLCS2k2) and SDSS (MLCS2k2)
have been analyzed. According to this paper, these differences are not caused by adding SNe
to the set, but by modifying the light-curve fitter. The main sources thereof seem to be
different assumptions about the value of the reddening parameter RV and different priors on
the extinction AV .
The results of our test obtained by using SDSS (SALT II) fitter are, however, very similar
to that obtained by ESSENCE (SALT), namely 5.5σ and 5.6σ, respectively. Thus, we find a
clear evidence for acceleration when SALT II is used. This evidence is still present when we
reject all SNe with z < 0.1 (i.e. when we define the set of nearby SNe as those with redshift
0.1 ≤ z < 0.2) and thus avoid problems due to local inhomogeneities and isotropies.
Nevertheless, we are confronted with the problem that we do not know, what fitter is the
most reliable one. The results from the SALT II fitter are certainly more consistent with a
ΛCDM model. This can be clearly seen in figure 3.10, where ∆µ(z) − ∆µnearby for ΛCDM
with the best fit WMAP7 parameter values is plotted and compared to the data. While the
data obtained by SALT II fluctuate around this curve, the values obtained by MLCS2k2 are
significantly smaller. The χ2 per degree of freedom for the data with respect to the ΛCDM
model is listed in table 3.11. In all cases, the χ2 for SALT II is smaller than that for MLCS2k2.
The fact that SALT II provides results that are more consistent with standard cosmology is,
however, not a proof that it is a better fitter than MLCS2k2 as it is not certain, whether
ΛCDM is the correct model. As a consequence, we must state that the SDSS data set does
not provide evidence for accelerated expansion.
3.4. Conclusion. We have presented a model-independent test of cosmic acceleration.
In the first version of the test, which has still been calibration-dependent, the results for
different data sets, fitting methods and calibrations were largely affected by systematics.
Nevertheless, we could find evidence for acceleration. We then modified the test by analyzing
the SNe with respect to a set of nearby SNe, making it independent of a specific calibration.
For almost all data set this led to a significant reduction of all systematics. Although the
evidence for acceleration was decreased as compared to the original version of the test, it was
still large enough to proof acceleration.
The only exception is the SDSS data set. There are large differences between the results
obtained by the two light-curve fitters. These differences are caused by modifications of
MLCS2k2 that are considered to be an improvement of this fitter. The modified MLCS2k2,
however, does not lead to results that proof cosmic acceleration. This is in contrast to the
Constitution set, where the modification of MLCS2k2 did not affect the outcome of the test
significantly. You should, however, note that the modifications of MLCS2k2 were different
in these two cases. It is certainly problematic that changes in the light-curve fitter can
significantly influence our test result, but this problem cannot be solved at the moment. A
careful analysis of large data sets will be necessary to identify sources of systematics and find
a reliable approach to fitting SN light-curves.

CHAPTER 4
Probing backreaction effects with supernova data
1. Backreaction
1.1. Local structure. In the previous chapter, we have mentioned several times that lo-
cal inhomogeneities and anisotropies could spoil our test. Especially on small scales, i.e. when
we use SNe with very small redshift, it is quite possible that the effects due to local structure
are not negligible. These problems do not only occur in our test, but are a general issue, which
is present in basically all cosmological tests. As soon as one wants to determine cosmological
density parameters of a specific model or tries to reconstruct the expansion history of the
universe, it is necessary to combine observational data from different redshifts, including very
small redshifts. Therefore, it is necessary to analyze the effects of local inhomogeneities and
anisotropies on these measurements.
We start by considering the scales, on which local structures might become important. In
a homogeneous universe, the number N(R) of galaxies within a sphere of comoving radius R
should be proportional to R3 and independent of the location of the sphere. As there are local
structures, this will not be true for arbitrarily small radii, but only for R & Rhom, where Rhom
is the homogeneity scale. Using SDSS1 data [Y+00], different groups have consistently found
a homogeneity scale of approximately 100 Mpc [H+05, JSLG+05]. See figure 4.1 for the
measured dependence of the number density of luminous red galaxies on the radius R. The
conclusion of [LVPB09] (where a newer SDSS data set [AM+08] is used) is, however, that
the 100 Mpc are only a lower limit to Rhom. The authors state that the actual homogeneity
scale — if it exists at all — cannot be determined as the current survey volume is too small.
We should also remember that the largest known structure in the universe, the Sloan Great
Wall [G+05], has a size of about 400 Mpc, which corresponds roughly to a redshift of 0.1.
Besides structures of clustered matter, there are also large voids in the universe, such as
the Boo¨tes void [KOSS81] with a diameter of 100 Mpc. The structures in the universe as
observed by SDSS are shown in figure 4.2.
Due to the observed local inhomogeneities, we also expect local anisotropies. This has
been tested using SNe in [H+07, SW07]. A statistically significant violation of isotropy
has been found in [SW07] for redshifts z < 0.2: The fluctuation of the Hubble rate ∆H/H
on opposite hemispheres on the sky is about 5%, which corresponds to a difference in the
distance modulus of about 0.1 mag. A similar analysis has been done in [AP10] using the
recently published Union2 data set [A+10]. The authors found some hint of anisotropy in
this data set. Yet, it is still consistent with statistical isotropy. However, the axis of maximal
asymmetry in Union2 coincides approximately with the anisotropy axes found from other
observations, such as the alignment of low multipoles in the CMB [BGB04, FE09, L+96],
large scale velocity flows [WFH08, FWH10] and the alignment of the quasar polarization
1Note that SDSS is a survey of various kinds of objects. In the previous chapter, we have only analyzed
the SDSS SN data. However for determining the homogeneity scale, galaxy data are used.
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Figure 4.1: Average comoving number density of luminous red galaxies (LRG) inside a
sphere of radius R centered on a LRG. As LRGs are clustered, the number density decreases
with R at small scales. At large scales (beyond the homogeneity scale), the sample becomes
homogeneous and thus the number density approaches a constant. Figure taken from [H+05].
vectors [HL00, HCLS05, H+08]. This coincidence is very unlikely within the framework of
an isotropic universe and thus provides evidence for an anisotropy.
Local structure affects the expansion of the universe via the backreaction mechanism,
which will be described below. The theory of these effects on the measurement of the local
Hubble rate has been provided by [LS08]. In this work, we will test this theory by analyzing
nearby SN data.
1.2. Averaging problem. One might naively assume that one can calculate the evolu-
tion of the background universe — i.e. a universe with averaged energy density, pressure and
metric — without considering the actual deviations from this background. According to this
standard approach, the mean expansion rate depends only on the averaged energy density
and pressure, but on the fluctuations of these quantities. Then, local inhomogeneities and
anisotropies would only lead to peculiar velocities on top of the general expansion, but could
not affect the evolution of the background universe.
That these assumptions are not correct has first been realized by Shirokov and Fisher
[SF63] and analyzed in greater detail by Ellis [Ell84]. The problem lies in the non-linearity
of the averaging formula (see (4.6)) and of the Einstein equation. The averaged version of
this equation (without cosmological constant) would read: 〈Gµν(gµν)〉 = 8piG〈Tµν〉. In the
standard approach, one inserts, however, quantities of the background universe — i.e. an
averaged metric 〈gµν〉 and an averaged stress energy tensor 〈Tµν〉— directly into the Einstein
equation: Gµν(〈gµν〉) = 8piG〈Tµν〉. As the Einstein equation is non-linear in the metric,
(4.1) Gµν(〈gµν〉) 6= 〈Gµν(gµν)〉 .
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Figure 4.2: Galaxies and quasars in the equatorial slice observed by SDSS in comoving
coordinates. The Sloan Great Wall can be seen at a median distance of 310 Mpc and stretches
from 8.7h to 14h in right ascension. Figure taken from [G+05].
Thus, it is obvious that the standard averaging procedure is not the correct one. Consequently,
the Friedmann equations are also affected as they are calculated from the Einstein equation.
In that way, the evolution of the background universe is influenced by local inhomogeneities.
This is illustrated in figure 4.3. We start with the bottom picture that shows a perturbed
metric within a domain D. The standard approach is depicted on the left hand side: one first
averages the metric, which leads to a homogeneous model. Then, as the universe expands,
also the size of the domain increases. The shape of the domain (here depicted as a circle)
stays the same. The situation is different on the right hand side. Here, the evolution of the
universe is considered before averaging. The expansion rate is affected by the inhomogeneities,
leading to a differently shaped and sized domain. Thus averaging and time evolution do not
commute, i.e. [∂t, 〈.〉D] 6= 0. This is the main idea of the backreaction mechanism.
While it is obvious that backreaction influences the expansion of the universe, the size of
these effects is discussed very controversially. Some claim that the effects are negligible, while
others believe that cosmic acceleration can be completely explained by backreaction. This
controversy emphasizes the necessity to actually calculate to what extent the expansion of the
universe is affected by backreaction — a task that turns out to be very complicated. Many
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Figure 4.3: Temporal evolution and spatial averaging do not commute. (Figure taken from
a talk by J. Larena given on the second Kosmologietag in Bielefeld (2007).)
articles have been published about this topic, see e.g. [Ell84, Zal92, RMKB96, RSKB97,
Buc00, Buc01, Buc08, ZSBP01, Wet03, GB02, Sch02, Ras04, KMNR05, KMR06,
CGH08, PS07, LS07, VFW07, LSS08, BBR08, LAB+09, CAL09].
2. Averaging formalism
2.1. Basic considerations. As all observables lie on our past light-cone, in principle
we would have to average the observed quantities over that very light-cone. Unfortunately, a
formalism to perform these kind of averages does not exist, yet, which is why we have to use
spatial averages. Doing so, we introduce an error to our analysis. We keep this error small by
restricting our analysis to low redshifts, i.e. to a time period during which the universe has
not greatly evolved. Consequently, we cannot analyze how the expansion rate changes with
redshift. The aim of this work is rather to examine, whether significant backreaction effects
are present in the measurement of today’s Hubble rate.
In the following, we assume that we live in a spatially flat dust universe, i.e. we neglect
the possibility of a dark energy term and of a global curvature term. Nevertheless, there will
be some local spatial curvature due to inhomogeneities.
The theory should match the situation of a real observer as closely as possible. Therefore,
it is useful to use comoving coordinates, which is possible if we assume the universe to be
irrotational. Then, the observer sits at a fixed coordinate and can use her own clock. Fur-
thermore, we foliate the spacetime into hypersurfaces of constant time and use the comoving
synchronous gauge. The metric of the inhomogeneous universe can then be written as
(4.2) ds2 = −dt2 + gij(t,x)dxidxj .
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2.2. General averaging equations. In this section, we describe how spatial averages
within a certain domain D are performed. Imagine we want to determine the average value of
an observable O. By observing different objects in the universe, we have obtained N values
Oi. Then (assuming equally sized measurement errors) the average value is simply given by:
(4.3) O =
1
N
N∑
i=1
Oi .
For a very large number of observed objects N and assuming that these objects are distributed
homogeneously within a volume V , we can transform the sum into an integral:
(4.4) 〈O〉 = 1
V
∫
V
O(t,x)dV .
The observable O(t,x) will in general depend on space and time. For the averaging procedure,
we consider, however, only fixed times t. The brackets 〈.〉 denote volume averages.
We have assumed that the number density n(x) of observed objects is constant throughout
the volume. In practice, this is not always the case. Therefore, we want to generalize the
procedure by introducing a window function WD(x), which is proportional to the number
density n(x). The above case can then be reproduced by a window function that is constant
within the considered volume and equal to zero outside the volume. Thus, the window function
also specifies the domain, in which the averages are performed. In general, the volume of such
a domain D is given by the integral over WD(x):
(4.5) VD(t) =
∫
D
WD(x)
√
det gij dx .
Naturally, also the average value of the observable depends on the window function:
〈O〉D = 1
VD(t)
∫
D
WD(x)O(t,x)
√
det gij dx .(4.6)
As we are interested in the expansion of the universe, it is necessary to define a scale
factor. In a perfectly homogeneous and isotropic universe, the expansion rate (i.e. the change
in the scale factor) will be the same at each location and in each direction. Given a comoving
sphere with radius a0 at present time, the size of the sphere will increase at the same rate
as the universe — its radius at time t corresponding to the scale factor a(t). The situation
changes if there are local inhomogeneities and anisotropies in the universe. Then the sphere
will not expand uniformly, but change its shape. Consequently, a radius (and thus the scale
factor) is no longer defined. This problem can be easily solved by defining an effective scale
factor via the volume of the domain:
aD(t)
aD0
=
(
VD(t)
VD0
)1/3
.(4.7)
The subscript 0 denotes the values at the present time. Note that the effective scale factor
aD is no longer a quantity that has the same value throughout the whole universe. It rather
depends on the location and on the size and shape of the domain.
The above equation leads to a relation between the averaged volume expansion rate 〈θ〉D
and the linear expansion rate, given by the effective scale factor:
(4.8) 〈θ〉D = V˙D
VD
= 3
a˙D
aD
.
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We can thus define the effective Hubble rate as
(4.9) HD =
a˙D
aD
=
1
3
〈θ〉D .
This Hubble rate is an averaged quantity measured in the domain D and will thus depend on
the window function WD(x) that specifies the domain.
2.3. Effective Friedmann equations. Following Buchert’s averaging formalism [Buc00,
Buc01, Buc08], the Einstein equation for a dust universe can be averaged to yield the Fried-
mann equations of an effective fluid:(
a˙D
aD
)2
=
8piG
3
ρeff ,(4.10)
− a¨D
aD
=
4piG
3
(ρeff + 3peff) .(4.11)
These equations look just like the Friedmann equations in a homogeneous universe. The only
difference is that they do not contain the actual energy density ρ and pressure p (which equals
zero for dust) of the matter in the universe, but an effective energy density ρeff and pressure
peff, which are given by:
ρeff = 〈ρ〉D − 116piG (〈Q〉D + 〈R〉D) ,(4.12)
peff = − 116piG
(
〈Q〉D − 13〈R〉D
)
.(4.13)
〈ρ〉D is the average energy density in the domain. As we consider only dust, a corresponding
term for the pressure does not occur. 〈R〉D is the averaged spatial curvature within D and
〈Q〉D denotes the kinematical backreaction term, which is defined as:
(4.14) 〈Q〉D = 23
(〈θ2〉D − 〈θ〉2D)− 2〈σ2〉D .
Here, θ is the volume expansion rate and σ2 = 12σµνσ
µν the shear scalar.
Let us take a closer look at the second Friedmann equation (4.11). a¨D/aD is positive if
the right hand side of this equation is negative, i.e. if ρeff + 3peff < 0. In that case, we would
measure an accelerated expansion within the domain D. Inserting the definitions of ρeff and
peff into this condition leads to 〈Q〉D > 4piG〈ρ〉D. Thus, a kinematical backreaction term that
is large compared to the energy density, gives rise to an averaged expansion of the universe
that is accelerated. Remember, however, that we have assumed a dust universe, whose local
expansion is decelerated everywhere. Consequently, this form of accelerated expansion is
purely an averaging effect, which does not violate the strong energy condition.
To approach the problem of determining the size of the unknown quantities in the Fried-
mann equations, one needs to put in more information. The first step is to assume mass
conservation in form of the continuity equation:
(4.15) ρ˙ = −θρ .
Averaging this equation and applying the Friedmann equations (4.10) and (4.11), leads to
the integrability condition [Buc00]:
(4.16) ∂t
(
a6D〈Q〉D
)
+ a4D ∂t
(
a2D〈R〉D
)
= 0 ,
showing that the two quantities 〈R〉D and 〈Q〉D are not independent.
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2.4. Cosmological perturbation theory. The Friedmann equations and the integra-
bility condition are, however, not closed: There are four unknown variables, namely 〈Q〉D,
〈R〉D, 〈ρ〉D and aD, constraint by only three equations, namely (4.10), (4.11) and (4.16).
They can be closed by using perturbation theory, which we use to second order here. In the
comoving synchronous gauge, the linearly perturbed metric of a spatially flat dust universe
with scale factor a(t) can be written as [KMNR05, LS07]:
(4.17) ds2 = −dt2 + a2(t)
[
(1− 2Ψ)δij +
(
∂i∂j − 13δij∆
)
χ
]
dxidxj .
Ψ and χ are scalar metric perturbations and ∆ is the Laplace operator. Note that the scale
factor a is not equivalent to the effective scale factor aD.
This metric is then be inserted into the Einstein equation, with the stress-energy tensor
given by T 00 = −ρ = −ρ(0) − ρ(1). ρ(0) and ρ(1) are the energy density of the background
and at first order, respectively. ρ(1) can be used to define the time-independent peculiar
gravitational potential as ∆ϕ(x) = 4piGρ(1)a2. Using the integrability condition (4.16), the
quantities 〈Q〉D, 〈R〉D, 〈ρ〉D and HD can then be calculated up to second order [LS07, LS08]:
〈Q〉D = aD0
aD
B(ϕ)t20 ,(4.18)
〈R〉D = 203
a2D0
a2D
〈∆ϕ〉D − 5aD0
aD
B(ϕ)t20 ,(4.19)
〈ρ〉D = 16piGt20
a3D0
a3D
,(4.20)
HD =
2
3t0
a
3/2
D0
a
3/2
D
[
1− 5
4
aD
aD0
t20〈∆ϕ〉+
3
4
a2D
a2D0
t40
(
B(ϕ)− 25
24
〈∆ϕ〉2
)]
,(4.21)
where
(4.22) B(ϕ) = 〈∂i(∂iϕ∆ϕ)− ∂i(∂jϕ∂j∂iϕ)〉 − 23〈∆ϕ〉
2
and
(4.23) 〈O〉 =
∫
D Odx∫
D dx
.
Note that in the average denoted by 〈.〉 the metric is not contained in the integrals, which
is in contrast to the average denoted by 〈.〉D. The peculiar gravitational potential ϕ(x) is
related to Ψ and χ by:
Ψ =
1
2
∆ϕt4/30 t
2/3 +
5
3
ϕ ,(4.24)
χ = −3ϕt4/30 t2/3 .(4.25)
2.5. Fluctuation of the Hubble rate. In this work, we are specifically interested in the
measurement of the present Hubble rate. Depending on the domain in which it is measured,
it will more or less differ from the global value of the Hubble rate H0. This fluctuation of the
effective Hubble rate can be defined as
(4.26) δH =
HD −H0
H0
.
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In a homogeneous and isotropic universe, the expectation value of δH is equal to zero. Nev-
ertheless, there will be some fluctuations due to measurement errors and peculiar velocities.
The situation changes, when backreaction effects are taken into account. For a given
domain size and shape (specified by the window function WD(x)), one can determine the
expectation value by inserting equation (4.21) into the definition of δH and calculating the
ensemble average δH . Using
〈∆ϕ〉2 =
∫
dx1dx2
V 2
dk1dk2
(2pi)6
k21k
2
2 ϕk1ϕk2 e
i(k1·x1+k2·x2)
=
∫
dx1dx2
V 2
dk
32pi4
kPϕ(k) eik·(x1+x2) ,(4.27)
one then finds the ensemble mean [LS08]
(4.28) δH = − 41162
1
(1 + z)2
R4H
V 2D
∫
dx1dx2
dk
32pi4
kPϕ(k)WD(x1)WD(x2)eik·(x1+x2) ,
where RH is the Hubble radius. As the highest order is also the leading order in the above
equation, we could savely use the background redshift z to express the effective scale factor
aD0/aD = 1 + z. The dimensionless power spectrum Pϕ(k) is defined by ϕk1ϕk2 = 2pi2δ(k1 +
k2)Pϕ(k1)/k31, where k = |k|.
Backreaction effects thus lead to a changed expectation value δH , namely one that is
negative instead of zero. Also the variance is affected. In addition to the measurement errors,
one finds a theoretical variance caused by backreaction:
(4.29) Var(δH) =
25
81
1
(1 + z)2
R4H
V 2D
∫
dx1dx2
dk
32pi4
kPϕ(k)WD(x1)WD(x2)eik·(x1+x2) .
In order to calculate δH and Var(δH), one needs to make assumptions about the statistical
fluctuations in the gravitational potential, i.e. about the power spectrum Pϕ(k). Consistent
with WMAP7 [K+10], we take it to be Pϕ(k) = Pϕ(k/k0)ns−1, where ns = 0.96 is the spectral
index and k0 = 0.002Mpc−1. The quantity ∆2R(k0) = 2.45 · 10−9 given in [K+10] must be
multiplied by 9/25 to obtain Pϕ [LS08].
Both quantities, δH as well as Var(δH), depend on the window function WD(x). It is not
obvious, for which kind of window function backreaction effects are most likely to be detected
in the observed data. A good choice of WD(x) needs to reflect the actual distribution SN data
in the sense that it is proportional to their number density. On the other hand, we would
like to use a window function that gives rise to large effects. In this work, we consider the
following two spherically symmetric window functions:
• Tophat:
The domain is a spherical shell with inner radius RD and outer radius αRD.
(4.30) WD(r˜) = Θ(r˜ −RD) Θ (αRD − r˜)
• Gaussian:
The domain follows a Gaussian function.
(4.31) WD(r˜) =
1√
2piRD
exp
(
− r˜
2
2R2D
)
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Figure 4.4: Ensemble mean and variance of δH for tophat (α = 5/3) and Gaussian window
functions. H0 is taken to be 70 km/(s Mpc).
In both cases the size of the domain can be modified by varying RD and in the case of
the tophat window function also by varying α, which defines the thickness of the shell. We
translate RD to an average distance r for each window function:
(4.32) r =
1
VD(t)
∫ ∞
0
r˜ WD(r˜) 4pir˜2dr˜ ,
i.e. r = [3(α4 − 1)]/[4(α3 − 1)]RD for the tophat window function and r =
√
8/pi RD for the
Gaussian window function. Then, for a certain domain, δH and Var(δH) are functions of r.
Observed values of δH obtained from SNe with mean distance r can thus be compared to the
theoretical curves. Note that for the considered window functions, small average distances r
correspond to small domain sizes.
Figure 4.4 shows the ensemble mean δH enveloped by the 1-σ limits [Var(δH)]1/2 for the
tophat and Gaussian window functions. For the plot, we have assumed H0 = 70 km/(s Mpc).
δH and Var(δH) are proportional to r−(3+ns) for both window functions. Thus, backreaction
effects are larger for small domain sizes. It turns out that there are large differences in the
size of the backreaction effects between the two window functions. δH is about 50 times larger
for tophat than for Gauss, [Var(δH)]1/2 is approximately 7 times larger. The reason why the
effects are so small for the Gaussian window function is probably that it extends to infinity.
Although the Gauss function drops rapidly at large distances — meaning that only very few
distant data points are used for the analysis, while the vast majority of data points is nearby
— the far away data points have a large lever arm on the effects.
3. Probing backreaction effects
3.1. Supernova data. As we can only use spatial averages, we need to restrict our
analysis to low redshift data. The Constitution set [H+09b] has the largest amount of SNe
with z < 0.1. We mainly use the 178 SNe of this set that were fitted with SALT II, but
also compare the results to that obtained by MLCS17. We use the redshift zi and distance
modulus µi to calculate the Hubble rate Hi and distance ri for each SN of the set. After that
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we average over the SNe that are assigned to a certain domain and compare the result to the
theory.
We start by calculating the luminosity distance
(4.33) dL,i = 10(µi−25)/5 Mpc .
The general relation between the luminosity distance and the Hubble rate is given by:
(4.34) dL = (1 + zi)
∫ zi
0
dz˜
H(z)
.
Thus, it depends on the assumed cosmological model, which determines the redshift depen-
dence of H(z). One might argue that we could just take a linear Hubble law as we only
use low redshift data (which we have done in [SS09b]). However, it turned out that this
approximation would significantly change the outcome of the test. Therefore, it is necessary
to make some model assumptions.
The aim of this work is to test, whether nearby SNe are compatible with standard cosmol-
ogy or if we need to take backreaction effects into account. Remember that for the calculation
of the backreaction effects, a dust universe has been assumed. Thus, we need to calculate
the Hubble rate differently for these two cases — once assuming a ΛCDM universe and no
backreaction effects and once CDM with backreaction:
• ΛCDM (no backreaction):
(4.35) Hi =
1 + zi
dL,i
∫ zi
0
dz˜√
Ωm(1 + z˜)3 + ΩΛ
• CDM (backreaction):
(4.36) Hi =
1 + zi
dL,i
∫ zi
0
dz˜√
(1 + z˜)3
In both cases, the comoving distance is simply given by
(4.37) ri =
dL,i
1 + zi
.
The error of Hi is calculated using the error σi of the distance modulus:
(4.38) σHi =
zi
5
10(−µi+25)/5 ln 10 σi
For calculating the mean values HD and r, weighted averages are used:
(4.39) HD =
∑ND
i=1 giHi∑ND
i=1 gi
, r =
∑ND
i=1 giri∑ND
i=1 gi
,
where gi = 1/σHi and ND is the number of SNe in the domain. The empirical variance of
HD is determined by
(4.40) σ2HD =
∑ND
i=1 gi(Hi −HD)2
(ND − 1)
∑ND
i=1 gi
.
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3.2. Calibration. The calibration of the SN data is an issue for our test. It is necessary
to assume a certain value of the absolute magnitude M in order to determine Hi and ri and
thus the averages HD and r. Without knowing the correct calibration, we cannot compare
HD to a global Hubble rate H0 that has been obtained from other observations, e.g. from
WMAP measurements. Instead we need to determine H0 from the same data set, we use for
the calculation of HD.
This is done in the following way: First, the SNe of the set (with z < 0.1) are assigned
to different subsets corresponding to the different domains. E.g. in the case of the tophat
window function, we use four domains, i.e. four spherical shells, with the outer radius of one
shell being the inner radius of the next shell. All SNe within a given shell are assigned to
that subset. Then, we choose a specific calibration and calculate HD and r for each domain.
Again (as in the first version of the model-independent test of cosmic acceleration), we use
the Riess calibration [R+05] and the Sandage calibration [S+06], respectively.
The next step is to determine H0. This has to be done separately for the two cases —
the model with backreaction effect and that without these effects. We use a Markov chain
Monte Carlo to determine the maximum likelihood H0 for each model, i.e. we maximize the
likelihood
(4.41)
n∏
i=1
[
1√
2piσi
exp
(
−
(
δH,i − δH(ri)
)2
2σ2i
)]
.
Here, n is the number of considered domains. δH,i = (HD,i −H0)/H0 is the measured value
of δH and ri the average distance in the i-th domain. Assuming no backreaction effects, the
ensemble mean δH equals zero and σi is only the empirical error σδH,i = σHDi/H0. With
backreaction effects, δH(ri) is given by equation (4.28) and σ2i = σ
2
δH,i
+ Var(δH).
The observational values δH,i and σδH,i as well as the theoretical curves δH and Var(δH)
(which both include H0) depend on the calibration of the SNe. Note that this dependence
does not cancel during the analysis. Thus, our test result is affected by the calibration.
3.3. Results for the tophat window function. Using the tophat window function
as given in equation (4.30), we can still choose the parameters RD and α. As a first choice,
we set α = 5/3, but we will also consider different values later on. For the first domain, we
use RD,1 = 46 Mpc, which is the inner radius of the domain. The outer radius 5/3 RD,1 of
this domain is the inner radius RD,2 of the next domain. We proceed this way until we have
reached four domains. Assigning all SNe between RD,i and 5/3 RD,i to the i-th subset, which
corresponds to the i-th domain, there is a reasonable number of SNe in each domain. As can
be seen in figure 4.5, this number depends on the calibration because the distance of each
SN is calculated via the distance modulus. Thus, a different calibration leads to a shift in
distance, which is why some SNe can be assigned to a different subset.
Following the above mentioned procedure, we determine the global Hubble rate H0 for
the model with and that without backreaction effects using the two different calibrations.
The results are listed in table 4.1. Using the obtained Hubble rates H0, the fluctuation δH
is plotted in figure 4.6. The error bars of the data points include only the empirical errors.
The blue data points indicate the results for the ΛCDM model without backreaction and thus
should be compatible with zero. For CDM with backreaction, all data points (plotted in red)
lie within the 1-σ limits (red curve) that envelop the expectation value δH of the backreaction
model and thus are consistent with this theory.
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Figure 4.5: Number of SNe in the four domains of the tophat window function with α = 5/3.
Riess Sandage
backreaction (CDM) 68.7 62.7
no backreaction (ΛCDM) 70.1 64.0
Table 4.1: Global Hubble rate H0 for the models with and without backreaction for the
tophat window function with α = 5/3 using the two calibrations.
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Figure 4.6: δH for a CDM model with backreaction effects and ΛCDM without backreac-
tion for the tophat window function with α = 5/3 in the Riess and Sandage calibration,
respectively.
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α n model Riess Sandage
5
3 4 backreaction (CDM) 13.2% 61.1%
no backreaction (ΛCDM) 86.8% 38.9%
3
2 5 backreaction (CDM) 34.0% 54.0%
no backreaction (ΛCDM) 66.0% 46.0%
2 3 backreaction (CDM) 17.4% 9.9%
no backreaction (ΛCDM) 82.6% 90.1%
Table 4.2: Likelihoods for the models with and without backreaction effects for the tophat
window function with different values of α in the Riess and Sandage calibration, respectively.
Also given is the number of domains n.
Riess Sandage
SALT II backreaction (CDM) 13.2% 61.1%
no backreaction (ΛCDM) 86.8% 38.9%
MLCS17 backreaction (CDM) 3.6% 4.7%
no backreaction (ΛCDM) 96.4% 95.3%
Table 4.3: Likelihoods for the models with and without backreaction effects for the tophat
window function with α = 5/3 using SN data fitted with SALT II and MLCS2k2, respectively.
Using equation (4.41), we can compare the likelihoods of the two models given the data.
In the Riess calibration the model without backreaction (likelihood 86.8%) is slightly preferred
to that with backreaction effects (13.2%), whereas in the Sandage calibration backreaction is
preferred with 61.1%. We have also done this test for other values of α. By thus changing
the thickness of the considered shells, also the possible number of domains n changes as we
are limited to small distances. For α = 5/3, we had four domains. We can get five domains
for α = 3/2 and three for α = 2. The likelihoods of the models for these values of α are
listed in table 4.2. There are slight shifts in the likelihoods, but in none of the cases we get a
significant result.
Table 4.3 compares the results that were obtained by using the SNe that were fitted with
SALT II to those from the SNe fitted with MLCS17 (MLCS2k2 assuming RV = 1.7). The
model without backreaction effects is preferred in both calibrations when MLCS2k2 is used.
But again, the result is not significant.
3.4. Results for the Gaussian window function. The analysis for the Gaussian
window function (4.31) is slightly different. Using the tophat window function, there was
a unique assignment of SNe to the different subsets representing the domain. But now the
domains overlap, which is why a SN at a certain distance could in principle be assigned to
different subsets.
Remember that the window function WD(r) should be proportional to the number density
of SNe. Thus, the number of SNe in the distance interval [r, r+dr] should be proportional to
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Figure 4.7: Distribution of the SNe and the Gaussian window function r2WD(r) for five
different values of RD = 45, 60, 80, 100, 120. The black curve is the sum of all five window
functions r2WD(r).
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Figure 4.8: δH obtained from five different realizations of subsets for the Gaussian window
function using the Riess calibration.
r2WD(r). Figure 4.7 shows r2WD(r) for five different values of the parameter RD. We have
chosen the values of RD such that the sum of these five functions (indicated by the black
curve) follows approximately the distribution of SNe. The window function determines how
many SNe at a certain distance are assigned to the subset representing the domain, but not
which individual SNe. The actual assignment of SNe to a subset within one realization is
done randomly, but in a way that all subsets are disjoint and thus statistically independent.
As soon as one uses many realizations, i.e. different assignments of SNe to the subsets, the
statistical independence is lost.
The results for five randomly chosen realizations using the Riess calibration are shown in
figure 4.8. Each color indicates another realization. For each realization, the global Hubble
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rate H0 has been determined individually for the model with and that without backreaction
effects. In figure 4.8a, the results for CDM with backreaction are plotted. While all data
points were within the 1-σ limits when we considered the tophat window function, now the
spread in the data is larger than these limits. (In the figure, the ensemble mean is not
explicitly plotted as it is very close to zero.) Due to the large empirical errors, the data are,
however, consistent with both models.
For the quantitative analysis, we have tested 100 realizations. Using the Riess calibration,
the model with backreaction effects is slightly favored in 24 realizations, whereas it is favored
in 17 realizations for the Sandage calibration. In the other cases, the standard ΛCDM model
is favored. Yet, again none of the results is significant.
The analysis for the Gaussian window function should, however, be considered with cau-
tion. As the window function should be proportional to the number density of SNe, we would
theoretically need to take SN at very large distances into account. Although the number of
large distance SNe would be very small compared to the nearby ones that we have used for
the analysis, these SNe might have a large influence on the test result.
3.5. Conclusion. Backreaction should theoretically affect the measurement of the aver-
aged present day Hubble rate. The expectation value for the fluctuation of the Hubble rate
δH becomes slightly negative, but the main effect is an increased variance. The size of these
effects depends on the size and shape of the domain, in which the averages are performed. For
our test, we used two different window functions specifying the domain, namely the tophat
and the Gaussian window function. We compared the values of the Hubble rate that were
observed in different domains to the theoretical values in a CDM model with backreaction
effects and in a ΛCDM universe without backreaction, respectively, in order to find out which
of the two models describes the data better.
For neither window function, we could find a significant result. This is due to restrictions
in the test: If it was possible to measure the Hubble rate at different locations in the universe,
we should theoretically see the large spread in HD for small domain sizes, which is caused by
backreaction. As we can only perform measurements from our very location in the universe,
it is quite possible that this measurement is by chance consistent with vanishing backreac-
tion effects. In that way, our test only has the potential to prove backreaction effects, but
cannot exclude their possible existence. Such an exclusion would only be possible, if we had
measurements of HD from different locations in the universe without the expected spread in
its size.
Yet, there is a possibility to improve the test. In the present work, we have only used
spherically symmetric domains. Thus, we could only obtain one averaged data point at a given
distance. But in order to see the expected spread in δH , we would need several data points
at the same distance. This can in principle be achieved by using non-spherically symmetric
domains. Given a fixed size and shape of the domain, we can put this domain in different
locations, but at a fixed distance to the observer. Thus, we would obtain several data points
at this distance.
Nevertheless, there are problems with this approach: The first problem is that the SN data
sets are still too small for this test. Remember that for the tophat window function, there were
less than 40 SNe in the closest domain, for which backreaction should have the largest effect
on the measurement of the Hubble rate. Splitting this domain into two hemispheres, each
containing almost 20 SNe, would still be reasonable. A further splitting up would, however,
lead to bad statistics. While we can expect this problem to be solved in the near future,
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when larger data sets are published, the second problem remains: We are still restricted to
our local universe. Even if we observe SNe in different directions, they might be affected by
the same local structure. Thus, the results from domains that lie in different direction might
not be completely statistically independent. This is likely to cause a spread in the data that
is smaller than that expected from theory. Due to these problems the test might not be able
to prove the existence of backreaction effects. Nevertheless, it has the potential to do so.
CHAPTER 5
Concluding remarks
In this work, we have considered different aspects of the expanding universe and used
SN Ia data for various cosmological tests. We started with analyzing a braneworld model
with timelike extra-dimension, which is only one theory among an uncounted number of
cosmological models. Although this braneworld model appears to be very exotic with its two
time dimensions, we could not exclude it with the currently available observational data. This
is, however, not too surprising, considering that the model has five free parameters. The same
argument applies to most models. As they are usually more complicated than ΛCDM and
thus have more free parameters, it seems to be very hard to rule them out by observations.
Consequently, the number of viable cosmological models is constantly increasing.
Instead of following the trend to investigate specific models, it might thus be useful to first
ask more fundamental questions. In this thesis, we have addressed the question of accelerated
expansion: How certain are we of its existence? What are the assumptions we need to make
in order to infer cosmic acceleration?
The question concerning the assumptions can be easily answered: The universe needs to be
homogeneous and isotropic and the SNe need to be a fair representation of the universe. The
question about the evidence for cosmic acceleration is, however, more complicated. Although
we could significantly reduce the systematics in the calibration-independent version of the
test and find evidence for acceleration for most SN data sets, the results obtained from SDSS
is somewhat confusing. The systematics, that we thought were under control, reappeared in
this set and while we found evidence for acceleration for all other data sets and light-curve
fitters, in both versions of the test, when assuming a flat universe, this evidence was no longer
present for SDSS (MLCS2k2).
This came very much as a surprise — especially when considering that observation and
data analysis techniques should have improved compared to earlier SN surveys. Furthermore,
SDSS is the first data set that closes the gap at intermediate redshifts that was present in
previously published sets. Thus, we would have expected the results to be at least as good
as those from other data sets. Consequently, we would have expected to find evidence for
acceleration — if cosmic acceleration is actually taking place. Therefore, a future task must
be to investigate, whether there are some problems in the observation or analysis pipelines in
the SDSS data set. As systematics are certainly an issue, it is important to find out, which
of the fitters is more reliable. Only after this is done, we can actually decide, whether there
is a significant evidence for acceleration under the made assumptions.
We have also addressed the problem that the assumptions of the test might not be justi-
fied. The universe is only statistically homogeneous on large scales. Local structures might,
however, affect the measurement of the present Hubble rate via the backreaction mechanism.
These effects become important when the average Hubble rate is measured in small domain
sizes. Yet, we could not detect any backreaction effects using the SNe of the Constitution set.
One reason for this might be that a single local measurement can by chance be compatible
69
70 5. CONCLUDING REMARKS
with a cosmological model that does not include backreaction because the main effect is an
increase of the variance of the measured Hubble rate. Other problems are the dependence
of the test on the cosmological model and on the calibration of the SNe. All of these issues
could be avoided if it was possible to perform various measurements at different locations in
the universe. This is, however, an impossible task.
While we have presented some promising cosmological tests in this work, there are still
some issues in applying these tests. The biggest problem are systematics in the observational
SN data. Thus, it is on the one hand important to reduce these systematic errors and on
the other hand to modify the tests such that the impact of the systematics on the test result
is less significant. Maybe then we will be able to draw some reliable conclusions from the
presented tests.
There are still lots of open questions in cosmology. But that is what makes it so interesting.
APPENDIX A
Notation
In this work, we use a metric with signature (−,+,+,+). Latin indeces run from 1 to 3
with exception of chapter 2, where also five-dimensional quantities have latin indeces. Greek
indeces always run from 0 to 3.
A dot over a physical quantity denotes a time derivative, while a prime stands for a
derivative with respect to redshift.
We use the Einstein summation convention, i.e. we sum over all indeces that appear twice
in a term.
Brackets 〈.〉D denote spatial averages that include
√
det gij in the integral, while 〈.〉 de-
notes spatial averages without this term. A bar over a quantity denotes its ensemble average.
We set the speed of light c = 1.
In the following table, we list the symbols and definitions of frequently used quantities.
Some of the symbols can have different meanings. The particular meaning should, however,
become clear in the context.
Symbol Definition
α parameter determining the thickness of the shell in the tophat window function
δH fluctuation of the Hubble rate
θ volume expansion rate
Λ cosmological constant
Λ5 bulk cosmological constant
µ distance modulus
∆µ distance modulus minus distance modulus of a universe with q = 0
ρ energy density
ρc critical density
ρeff energy density of the effective fluid
σ brane tension
σ standard deviation
σ2 shear scalar
ϕ peculiar gravitational potential
χ scalar metric perturbations in the synchronous gauge
Ψ scalar metric perturbations in the synchronous gauge
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Symbol Definition
ΩΛ dimensionless energy density of the cosmological constant
ΩΛ5 dimensionless energy density of the five-dimensional cosmological constant
Ωσ dimensionless energy density of the brane tension
ΩC dimensionless energy density of dark radiation
Ωk dimensionless energy density of curvature
Ω` dimensionless energy density of the length scale `
Ωm dimensionless energy density of matter
Ωr dimensionless energy density of radiation
a scale factor
aD effective scale factor in domain D
AV extinction in the V-band
D domain
dL luminosity distance
EB−V color excess
F flux
G gravitational constant
gµν metric
Gµν Einstein tensor
Gab five-dimensional Einstein tensor
H Hubble rate
HD effective Hubble rate in domain D
hab induced brane metric
Kab extrinsic curvature
` length scale of the braneworld model
m apparent magnitude
m four-dimensional Planck mass
M absolute magnitude
M five-dimensional Planck mass
M sun mass
na inner normal vector to the brane
ns spectral index
p pressure
peff pressure of the effective fluid
q deceleration parameter
〈Q〉D kinematical backreaction
R scalar curvature
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Symbol Definition
R scalar curvature of the bulk
〈R〉D averaged spatial curvature in domain D
RH Hubble radius
RV reddening parameter
S action
t cosmic time
t0 age of the universe
Tµν stress-energy tensor
Tab five-dimensional stress-energy tensor
uµ 4-velocity
V volume
w equation of state
WD window function specifying domain D
z redshift
zt transition redshift between deceleration and acceleration

APPENDIX B
Physical quantities
The following table lists the values of some quantities used in this work. In the first
part of the table, some basic cosmological quantities are given. The second and third part of
the table contain the primary and derived maximum likelihood (ML) and mean values from
WMAP7 measurements [K+10]. In this work, we use the maximum likelihood values.
Parameter Value
Mpc 3.0857 · 1022 m
RH 2.998h−1 · 103 Mpc
ρc 1.878h2 · 10−26 kg/m3
ML mean
Ωbh2 0.02246 0.0260± 0.00053
ΩCDMh2 0.1120 0.1123± 0.0035
ΩΛ 0.728 0.728+0.015−0.016
ns 0.961 0.963± 0.012
∆2R(k0) 2.45 · 10−9
(
2.441+0.088−0.092
) · 10−9
H0 70.2 km/(s Mpc) 70.4+1.3−1.4 km/(s Mpc)
Ωb 0.0455 0.0456± 0.0016
ΩCDM 0.227 0.227± 0.014
Ωmh2 0.1344 0.1349± 0.0036
t0 13.78 Gyr 13.75± 0.11 Gyr
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APPENDIX C
Abbreviations
ΛCDM Λ cold dark matter
BAO baryon acoustic oscillations
B-band frequency band of blue light
BBN Big Bang nucleosynthesis
CDM cold dark matter
CfA Harvard-Smithonian Center for Astrophysics
CL confidence level
CMB cosmic microwave background
DGP Dvali-Gabadadze-Porrati
ESSENCE Equation of State: SupErNovae trace Cosmic Expansion
HST Hubble Space Telescope
LRG luminous red galaxy
MLCS2k2 Multicolor Light Curve Shape
MLCS17 MLCS2k2 assuming RV = 1.7
MLCS31 MLCS2k2 assuming RV = 3.1
RS Randall-Sundrum
SALT Spectral Adaptive Light-curve Template
SDSS Sloan Digital Sky Survey
SEC strong energy condition
SN supernova
SNLS SuperNova Legacy Survey
U-band frequency band of ultra-violet light
V-band frequency band of visible light
WMAP Wilkinson Microwave Anisotropy Probe
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APPENDIX D
Supernova data sets
In the following, we provide a list of the SN data sets that are used within this work.
Each set contains SNe from different surveys, which are listed in the table below. Note that
in some cases the data sets are named after one specific survey (e.g. ESSENCE), whose SNe
are included in the set. Small surveys are summarized under “other surveys”. Also the nearby
SNe have been observed during different surveys.
data set survey
Gold SNLS + HST + other surveys + nearby
ESSENCE ESSENCE + SNLS + nearby
Union ESSENCE + SNLS + HST + other surveys + nearby
Constitution ESSENCE + SNLS + HST + other surveys + CfA3 + nearby
SDSS ESSENCE + SNLS + HST + SDSS + nearby
The following table lists the references of the first publication of the survey data.
survey references
nearby SNe Hamuy et al. [HPS+96], Riess et al. [R+99], Jha et al. [J+06], Krisci-
unas et al. [K+01, K+04a, K+04b]
ESSENCE Wood-Vasey et al. [WV+07]
SNLS Astier et al. [A+06]
HST Knop et al. [K+03], Riess et al. [R+04, R+07]
CfA3 Hicken et al. [H+09a]
SDSS Kessler et al. [K+09a]
other surveys Riess et al. [R+98], Garnavich et al. [G+98], Schmidt et al. [S+98],
Perlmutter et al. [P+99], Barris et al. [B+04], Tonry et al. [T+03]
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APPENDIX E
Theoretical constraints of the braneworld model
The parameters of the braneworldmodel with timelike extra-dimension need to fulfill cer-
tain constraints such that the Friedmann equation has a physical solution within the whole
observable universe. As usual, we assume the matter density Ωm to be positive. Ω` = 1/`2H20
is positive per definition. For simplicity, we assume Ωk = 0 and ΩC = 0. The BRANE1 and
BRANE2 models as well as the cases of negative and positive brane tension are discussed
seperately.
1. BRANE1
1.1. Negative brane tension. The Friedmann equation is given by
H2(z)
H20
= Ωm(1 + z)3 + Ωσ − 2Ω` + 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ,(E.1)
where
(E.2) Ωσ = 1− Ωm − 2
√
Ω`
√−1− ΩΛ5 .
The right handside of the Friedmann equation as well as all terms under square roots
must not be negative, which leads to the following conditions:
Ω` ≥ 0(E.3)
ΩΛ5 ≤ −1(E.4)
Ωm(1 + z)3 + Ωσ − 2Ω` + 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 0(E.5)
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 0(E.6)
Inequalities (E.5) and (E.6) must be fulfilled for all redshifts 0 ≤ z ≤ zrec = 1090, i.e between
now and the time of recombination. We want to rewrite conditions (E.5) and (E.6) such that
we get constraint equations for Ω`. In order to do that, we need to consider the two following
cases:
• Case 1: Ωm(1 + z)3 ≤ 2Ω` − Ωσ for 0 ≤ z ≤ zrec
Inequality (E.5) is equivalent to:
2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 2Ω` − Ωm(1 + z)3 − Ωσ
−4Ω`ΩΛ5 ≥
(
Ωm(1 + z)3 + Ωσ
)2
Ωm(1 + z)3 ≤ 2
√−Ω`ΩΛ5 − Ωσ(E.7)
Writing inequality (E.6) as
Ωm(1 + z)3 ≤ Ω` − Ωσ − ΩΛ5 ,(E.8)
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we see that with increasing z the equality in (E.7) is always reached sooner than in
(E.8) since
2
√−Ω`ΩΛ5 − Ωσ ≤ Ω` − Ωσ − ΩΛ5
0 ≤
(√
Ω` −
√−ΩΛ5)2
is always fulfilled.
Thus, inequalities (E.5) and (E.6) can be reduced to (E.7), which gives a con-
straint for Ω`:
(E.9) Ω` ≥
(
Ωm(1 + z)3 + 1− Ωm
2
(√−ΩΛ5 +√−ΩΛ5 − 1)
)2
.
If it is fulfilled for zrec = 1090, it is fulfilled for all redshifts in the considered range.
• Case 2: Ωm(1 + z)3 ≥ 2Ω` − Ωσ for z∗ ≤ z ≤ zrec
In this case we assume that Ωm(1 + z)3 is larger than 2Ω` − Ωσ beyond a certain
redshift z∗ which is defined by
(E.10) Ωm(1 + z∗)3 = 2Ω` − Ωσ .
Note that we still need to consider the whole redshift range from 0 to zrec.
We start by analysing the interval z∗ ≤ z ≤ zrec. Again, inequality (E.5) is
equivalent to:
2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 2Ω` − Ωm(1 + z)3 − Ωσ .(E.11)
For z > z∗ this inequality is always fulfilled as the right hand side is negative. Thus,
inequalitiy (E.7) constrains the parameter values more than is actually needed in this
case. Nevertheless, all parameters that fulfill (E.9) are allowed in both considered
cases. But while in case 1 all other parameter values are excluded, in case 2 we have
an additional allowed region in parameter space.
As condition (E.5) is always fulfilled, we only need to consider inequality (E.6)
and the case 2 condition for z > z∗:
Ωm(1 + z)3 ≤ Ω` − Ωσ − ΩΛ5(E.12)
Ωm(1 + z)3 ≥ 2Ω` − Ωσ(E.13)
These two inequalities imply that
2Ω` − Ωσ ≤ Ω` − Ωσ − ΩΛ5
Ω` ≤ −ΩΛ5(E.14)
must be fulfilled.
Thus, the conditions for a physical solution within the redshift range z∗ ≤ z ≤
zrec are the inequalities (E.6) and (E.14).
Let us now consider the interval 0 ≤ z ≤ z∗. According to the calculations in
case 1, now only (E.7) needs to be fulfilled up to z∗. This happens automatically
when we apply the conditions for case 2 (actually we only need Ω` ≤ −ΩΛ5):
(E.15) Ωm(1 + z)3 ≤ Ωm(1 + z∗)3 = 2Ω` − Ωσ ≤ 2
√−Ω`ΩΛ5 − Ωσ .
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Rewriting (E.6) as
(E.16)
√
Ω` ≥
√
Ωm(1 + z)3 − Ωm −
√−1− ΩΛ5 ,
the two cases can easily be combined. In order to get a physical solution of the Friedmann
equation, either
(E.17) Ω` ≥
(
Ωm(1 + zrec)3 + 1− Ωm
2
(√−ΩΛ5 +√−ΩΛ5 − 1)
)2
or
(E.18)
√
Ω` ≥
√
Ωm(1 + zrec)3 − Ωm −
√−1− ΩΛ5 and Ω` ≤ −ΩΛ5
need to be fulfilled.
1.2. Positive brane tension. The Friedmann equation is the same as in the case of
negative brane tension
H2(z)
H20
= Ωm(1 + z)3 + Ωσ − 2Ω` + 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ,(E.19)
but now
(E.20) Ωσ = 1− Ωm + 2
√
Ω`
√−1− ΩΛ5 .
With analogous calculations it follows that
(E.21) Ω` ≥
(
Ωm(1 + zrec)3 + 1− Ωm
2
(√−ΩΛ5 −√−ΩΛ5 − 1)
)2
or
(E.22)
√
Ω` ≥
√
Ωm(1 + zrec)3 − Ωm +
√−1− ΩΛ5 and Ω` ≤ −ΩΛ5
must be fulfilled. Here, the first constraint (E.21) is much stronger than the second one
(E.22).
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2.1. Positive brane tension. The Friedmann equation is given by
H2(z)
H20
= Ωm(1 + z)3 + Ωσ − 2Ω` − 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ,(E.23)
where
(E.24) Ωσ = 1− Ωm + 2
√
Ω`
√−1− ΩΛ5 .
Here, the conditions are
Ω` ≥ 0(E.25)
ΩΛ5 ≤ −1(E.26)
Ωm(1 + z)3 + Ωσ − 2Ω` − 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 0(E.27)
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 ≥ 0(E.28)
Inequalities (E.27) and (E.28) must be fulfilled for all redshifts 0 ≤ z ≤ zrec.
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We start with constraint (E.27):
(E.29) Ωm(1 + z)3 + Ωσ − 2Ω` ≥ 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5 .
Obviously, the left hand side must be positive, i.e.:
(E.30) Ωm(1 + z)3 + 1− Ωm + 2
√
Ω`
√−1− ΩΛ5 − 2Ω` ≥ 0 .
Setting z = 0, this leads to:
(E.31) Ω` ≤ −12ΩΛ5 +
1
2
√
−1 + Ω2Λ5 .
Now that we have ensured the positiveness of the left hand side, we can savely square
inequality (E.29): (
Ωm(1 + z)3 + Ωσ − 2Ω`
)2 ≥ 4Ω` (Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5)(E.32)
Ω2m(1 + z)
6 + 2ΩσΩm(1 + z)3 + Ω2σ ≥ −4Ω`ΩΛ5(E.33)
Ωm(1 + z)3 + 1− Ωm + 2
√
Ω`
√−1− ΩΛ5 ≥ 2√−Ω`ΩΛ5(E.34)
With z = 0 we get:
(E.35) Ω` ≤ 1
4(
√−ΩΛ5 −√−1− ΩΛ5)2 ,
which is a stronger constraint than inequality (E.31).
Constraint (E.28) can be written as
(E.36) Ω` ≥ (
√
Ωm(1 + z)3 − Ωm +
√−1− ΩΛ5)2 .
Inequalities (E.35) and (E.36) have to be fulfilled simultaneously. It follows that
(E.37) (
√
Ωm(1 + z)3 − Ωm +
√−1− ΩΛ5)2 ≤ 14(√−ΩΛ5 −√−1− ΩΛ5)2 .
Thus, √
Ωm(1 + z)3 − Ωm ≤ 1
2(
√−ΩΛ5 −√−1− ΩΛ5) −
√−1− ΩΛ5
=
−1− 2√−ΩΛ5√−1− ΩΛ5 − 2ΩΛ5
2(
√−ΩΛ5 −√−1− ΩΛ5)
=
(
√−ΩΛ5 −√−1− ΩΛ5)2
2(
√−ΩΛ5 −√−1− ΩΛ5)
=
1
2
(
√−ΩΛ5 −√−1− ΩΛ5)(E.38)
The largest possible value for the right hand side of this inequality is 1/2 (for ΩΛ5 = −1).
Therefore,
(E.39) Ωm(1 + z)3 − Ωm ≤ 14 .
This inequality can only be fulfilled for redshifts z . 0.2. Thus, in the case of a flat universe
without dark radiation, the BRANE2 model can be ruled out.
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2.2. Negative brane tension. Now we have
H2(z)
H20
= Ωm(1 + z)3 + Ωσ − 2Ω` − 2
√
Ω`
√
Ω` − Ωm(1 + z)3 − Ωσ − ΩΛ5(E.40)
with
(E.41) Ωσ = 1− Ωm − 2
√
Ω`
√−1− ΩΛ5 .
The calculations are analogous to the previous case with the following result:
(E.42)
√
Ωm(1 + z)3 − Ωm −
√−1− ΩΛ5 ≤√Ω` ≤ 12 (√−ΩΛ5 +√−1− ΩΛ5) .
This constraint for Ω` can only be fulfilled if
(E.43)
√
Ωm(1 + z)3 − Ωm ≤ 12
(√−ΩΛ5 +√−1− ΩΛ5) .
Inserting this result into the right inequality of (E.42) yields
Ω` ≤ 1
4
(√−ΩΛ5 +√−1− ΩΛ5)2(E.44)
≤ 1
16 (Ωm(1 + z)3 − Ωm)(E.45)
Assuming Ωm = 0.3 and claiming that the above inequalities are at least valid up to
z = 1100, we find that ΩΛ5 & −2 · 108 and Ω` . 1.6 · 10−10 must be fulfilled for the BRANE2
model with negative brane tension.
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