ABSTRACT. We study the vector space V m k (λ) of shifted polyharmonic Maass forms of weight k ∈ 2Z, depth m ≥ 0, and shift λ ∈ C. This space is composed of real-analytic modular forms of weight k for PSL(2, Z) with moderate growth at the cusp which are annihilated by (∆ k − λ) m , where ∆ k is the weight k hyperbolic Laplacian. We treat the case λ = 0, complementing work of the second and third authors on polyharmonic Maass forms (with no shift). We show that V m k (λ) is finite-dimensional and bound its dimension. We explain the role of the real-analytic Eisenstein series E k (z, s) with λ = s(s + k − 1) and of the differential operator ∂ ∂s in this theory.
INTRODUCTION
The second and third authors initiated a study of polyharmonic Maass forms for PSL(2, Z) in [16] . The present paper extends this study to a more general class of such forms. Fix k ∈ 2Z and let and for which (∆ k − λ)f = 0.
(1.1) A theory for more general Fuchsian groups Γ ⊆ SL(2, Z) which do not include −I would allow odd integer weights as well, but no new forms are gained here since all odd integer weight modular forms on PSL(2, Z) must vanish identically.
In this work we study the situation when the Laplacian eigenfunction condition (1.1) is relaxed to require only that
We follow the convention of Maass [20] for the sign of the Laplacian. Other authors call −∆ k the hyperbolic Laplacian, e.g. [8] . 2 For λ = 0, this definition includes classical holomorphic modular forms of weight k. Other authors use a different definition of Maass forms. See Section 2 for details. 1 for some non-negative integer m. We denote the vector space of such functions by V m k (λ), and we call such f shifted polyharmonic Maass forms of depth m with eigenvalue λ (or shifted mharmonic Maass forms with eigenvalue λ). The integer parameter m in (1.2) is termed the (shifted) harmonic depth rather than order (as in PDEs) because the term order is used in conflicting ways in the literature (see [16] ).
Our object in this paper is to establish properties of the vector spaces V m k (λ) for eigenvalue shifts λ = 0. The case λ = 0 was previously treated in [16] . We show that V m k (λ) is finitedimensional, determine an upper bound for the dimension, and exhibit linearly independent forms in these spaces. The finite dimensionality of the spaces V m k (λ) has entirely to do with the moderate growth condition; if this is relaxed, then the resulting space of solutions can be infinite dimensional. As in [16] new members of the vector spaces over the harmonic depth 1 case involve derivatives in the s-variable of (properly scaled) non-holomorphic Eisenstein series E k (z, s).
This case λ = 0 has exceptional properties which justify its separate treatment in [16] . It includes all the holomorphic modular forms; the paper [16] explains that holomorphic forms should be assigned harmonic depth a half-integer. In that paper, functions in V m k (0) are named polyharmonic Maass forms, in parallel with the literature on polyharmonic functions, which are functions annihilated by a power ∆ m of the Euclidean Laplacian. (For work on Euclidean polyharmonic functions see Almansi [1] , Aronszajn, Crease and Lipkin [2] , Render [24] , Mitrea [21, Chap. 7] .)
Our results involve the non-holomorphic Eisenstein series E k (z, s) of weight k for PSL(2, Z) given by the series , and has a meromorphic continuation in the svariable (see Section 2.3). The series is well-defined for all k ∈ Z, but vanishes identically for odd k. It is shifted 1-harmonic with eigenvalue λ = s(s+k−1). We will consider the doubly-completed Eisenstein series
which one can show is an entire function of s for each z ∈ H (see Section 2.3). We write the Taylor series expansions of the doubly-completed Eisenstein series at s = s 0 ∈ C as
k (z; s 0 )(s − s 0 ) j .
Theorem 1.1. Fix k ∈ 2Z. For λ ∈ C fix s 0 ∈ C such that λ = s 0 (s 0 + k − 1). This question asks whether there is a nonzero element of S 1 k that has a "liftability" property, i.e. is the image of some element in V 2 k (λ). If some cusp forms can be "lifted", then we warn the reader that the term "cusp form" could be a misnomer in our recursive definition of S m k (λ); that is, we do not know whether all the forms in S m k (λ) will have identically zero constant term in their Fourier expansion.
The next two results concern the preservation of the spaces V m k (λ) under various differential operators. The first of these concerns the actions of the weight k Maass raising operator
and weight k Maass lowering operator
(1) There holds
This result is proved as Propositions 4.5 and 4.7. The key property established is that these operators acting on individual Fourier coefficients preserve the moderate growth property.
Our second result for differential operators determines the action of the Bruinier-Funke differential operator ξ k := 2iy k ∂ ∂z on shifted polyharmonic forms of weight k. This result is proved as Proposition 5.5. Again a key property established is that the operator ξ k preserves the moderate growth property of these functions at the cusp. Figure 1 pictures the action of these maps, along with ∆ k − λ, acting on these spaces. It has a "tower" and "ladder" structure for weights k ≥ 2, paired with the dual weight 2 − k ≤ 0, at the level of vector spaces. shifted harmonic depth
Tower and ladder structure for shifted polyharmonic vector spaces (eigenvalue λ = 0).
is never an isomorphism. In that case there is, in contrast, a "tower" and "ramp" structure between weights k and 2 − k for the action of these maps, cf. [16, Figures 1 and 2] .
The finite-dimensionality results in Theorem 1.1 are proved using general results on the form of Fourier expansions of polyharmonic functions f having eigenvalue shift λ that are invariant under z → z + 1. The relevant property of Fourier coefficients of harmonic depth m is that the 2m-dimensional space of harmonic depth m eigenfunctions for an individual (non-constant term) Fourier coefficient contains an m-dimensional subspace comprising the full set of eigenfunctions having moderate growth (in fact, fast decay) at the cusp. Our proof of this fact, given in Appendix A, rests on explicit calculation of asymptotics of the eigenfunction families of the associated ordinary differential operators. The proof of Theorem 1.1 does not make use of the Bruinier-Funke anti-holomorphic differential operator ξ k , in contrast to [16] .
These results on the allowed form of polyharmonic Fourier coefficients apply more generally to such expansions for subgroups of the modular group at cusps of any width, with rescaling. They also will apply to finite covering groups of SL(2, R), such as the metaplectic group Mp(2, R), thus extending to the case of half-integer weight modular forms on suitable discrete subgroups. That is, one may expect derivatives in the s-variable of (non-holomorphic) Eisenstein series to give polyharmonic modular forms more generally.
Section 2 contains known results on Maass cusp forms (Section 2.1), results concerned with Maass's calculations related to non-holomorphic Eisenstein series (Section 2.2), and basic facts on non-holomorphic Eisenstein series, including their Fourier expansions and functional equations (Section 2.3). Section 3 discusses the Fourier expansions of polyharmonic Maass forms. Section 4 studies the action of Maass raising and lowering operators on the vector spaces V m k (λ). Section 5 presents results about the Bruinier-Funke non-holomorphic differential operator ξ k , showing that it preserves the property of moderate growth for shifted polyharmonic Maass forms for any eigenvalue λ. In Section 5.2 we compute the action of ξ k on the Eisenstein series. In Section 6 we give recursions for the Taylor series coefficients of E k (z; s 0 ) in the s-variable, which are functions of z, and determine recursion relations for the action of ∆ k on the Taylor series coefficients. In Section 7 we give the proof of Theorem 1.1. There are two appendices treating subsidiary topics. Appendix A gives asymptotic expansions of derivatives of the Whittaker W -functions W κ,µ (y) in the second index µ. Appendix B sketches an alternate proof of Proposition 5.4 giving the action of the ξ k -operator on the non-holomorphic Eisenstein series.
BACKGROUND RESULTS
The definition of Maass forms given in Section 1 includes classical holomorphic modular forms of weight k ∈ 2Z when λ = 0; this definition was adopted for much recent work treating mock theta functions and other mock modular forms. We note however that the original treatment of Maass [19] , [20 with at worst polynomial growth at i∞ which satisfies the modified modular invariance condition
and is annihilated by ∆
The two definitions coincide for weight k = 0 but differ otherwise. For k = 0 Maass forms in this sense are never holomorphic functions of z. Given a Maass form f of weight k in our sense, one can transfer results to the definition above by setting
. We begin by discussing Maass cusp forms of weight 0 in Section 2.1. We then recall properties of Maass's Eisenstein series as discussed in [20] in Section 2.2, and in Section 2.3 we derive parallel properties for the non-holomorphic Eisenstein series E k (z, s).
Maass cusp forms.
A Maass cusp form is a Maass form with rapid decay at the cusp. In 1949 Maass [18] introduced the weight 0 case for certain congruence subgroups of SL(2, Z), so we begin there.
Suppose that F is a Maass cusp form of weight 0 with eigenvalue λ. Writing λ = s 0 (s 0 − 1), such an F has a Fourier series expansion of the form
in which K ν (z) is a K-Bessel function. This expansion can also be given in terms of Whittaker functions W κ,µ (y) via the relation
(see Section 3). We let S Proof. This result is a basic consequence of Selberg's theory. The condition that λ is real follows from self-adjointness of the Maass Laplacian ∆ 0 on the modular surface. The fact that λ ≤ 0 follows from a positivity property for −∆ 0 . The fact that there are no eigenvalues − 1 4
< λ ≤ 0 follows from a computation of Maass [20] .
The finite multiplicity follows from the a version the Weyl law for eigenvalues for X(1) = PSL(2, Z)\H. Let N(T ) count the number of eigenvalues s 0 = 1 2 + ir j having |r j | ≤ T (with multiplicity). Then we have
The space S 1 0 (λ) may be divided into subspaces of even and odd Maass forms: even forms have Fourier coefficients a −n = a n and odd forms have a −n = −a n . The coefficients a n are in general complex-valued. Maass shows that a theory of Hecke operators is applicable to the coefficients a n and that S There has been much work done on computing eigenvalues of Maass cusp forms. The first few eigenvalues for the Dirichlet problem for Maass cusp forms for PSL(2, Z) ("odd eigenvalues") given in terms of s = were computed numerically by Cartier [6] (actually by P. Mignot, U. of Stasbourg) as r 1 = 9.47, r 2 = 12.13, r 4 = 14.34, ..., along with unreliable computations for "even" eigenvalues including some spurious eigenvalues, later noted to be associated with some zeta and L-function zeros, as explained in Hejhal [9] . The first few "odd" and "even" eigenvalues were computed reliably by Hejhal [9, [29] .
It is known that the spectral multiplicity of Maass waveforms on the congruence subgroup Γ 0 (N) for non-squarefree level N can have multiplicity greater than one (Strömberg [30] , Humphries [13] ). The prevailing belief is that the eigenvalue multiplicity should be bounded above on each Γ 0 (N).
A converse theorem for Maass forms on the full modular group was proved by Raghunathan [23] . The Riemann hypothesis for L-functions of Maass wave forms for PSL(2, Z) was tested numerically for low zeros for a few small Maass parameters s 0 = ± ir by Strömbergsson [31] . 
in which Im (z) > 0, α − β ∈ 2Z, Re (α + β) > 2, and the sum runs over all pairs of integers not equal to (0, 0). We define the function by the second summation, taking the principal branch of the logarithm, noting that |mz + n| = |mz + n| > 0 under the hypotheses. 3 Maass introduces the notation q := α + β, r := α − β ∈ 2Z; in terms of our variables we have q = 2s + k, r = k. 
In this formula the constant term is
This formula also contains the s-th power divisor function σ s (n) := 
We use u(y, q) =
This Eisenstein series was initially defined for Re (α + β) > 2 but the Fourier expansion yields an analytic continuation of G(z, z; α, β) in q = α + β to all q ∈ C, using the fact that W κ,µ (y) is an entire function of µ for fixed κ, y, and has rapid decay as y → ∞.
Maass [20, p. 213] introduced completed versions of these Eisenstein series, setting
and defining its completed Fourier series constant term by
3) 3 Maass wishes to view the variables z andz as independent, and requires a convention on the branch of the logarithm defining (mz + n)
, requiring a compatibility condition to hold between mz + n and mz + n. 4 On page 209 Maass defines a parameter k by r = 2k ∈ 2Z. This notation conflicts with our notation; his k equals our k/2. In the statement of Theorem 2.3 we replace the Maass parameter k by r 2 wherever it occurs.
These functions have the following properties.
Theorem 2.4. (Properties of G(z, z; α, β)) For fixed r = α − β ∈ 2Z, the functions G(z, z; α, β) and their completions have the following properties.
(1) (Analyticity in q-variable) The completed function G * (z, z; α, β) and its completed constant term ϕ * r/2 (y, q) both analytically continue to entire functions of the variable q = α + β.
(2) (Laplacian Eigenfunction) In the variables z = x + iy,z = x − iy it is a solution of the (elliptic) partial differential equation
where
The function G(z, z; α, β) is real-analytic in the variables x, y on H. These properties also hold for G * (z; α, β).
and
Proof. Results (1), (3), (4), and (5) are given on [20, pp. 213-214] (in (5) we have corrected a typo in the first equation). In particular (3) and (4) (2) is defined on [20, pp. 175-176] , and that (2) holds for G(z, z; α, β) appears on [20, pp. 177 , equation (14) and preceding equation]. The result (2) then holds for G * (z, z; α, β) because the prefactor is a constant with respect to the differential equation and for real-analyticity.
Properties of non-holomorphic Eisenstein series.
Recall that the weight k non-holomorphic Eistenstein series E k (z, s) is defined as
This series converges absolutely for Re (s)
. The resulting function transforms under elements of SL(2, Z) as
At s = 0 for even weights k ≥ 4 this function specializes to an unnormalized version of the holomorphic Eisenstein series E k (z), with
With our scaling E k (z, 0) =
is the usual unnormalized holomorphic Eisenstein series in Serre [27] .
The non-holomorphic Eisenstein series E k (z, s) has a simple relation to Maass's Eisenstein series G(z,z; α, β). Take α = s + k and β = s with k ∈ 2Z. Then in the absolute convergence region Re (s)
we have the identity
which then holds for all s ∈ C under analytic continuation. One can use Maass's result for G(z, z; α, β) to obtain Fourier expansions for the completed non-holomorphic Eisenstein series E k (z, s) defined by
as follows. We denote by ζ(s) the completed Riemann zeta function
Proposition 2.5. (Fourier expansion of E(z, s))
5 For k ∈ 2Z, the completed non-holomorphic Eisenstein series E(z, s) has the Fourier expansion
in which the Fourier constant term is
Proof. The Fourier expansion follows from that of G(z, z; α, β) in Theorem 2.3 via the relation
The duplication formula for the gamma function is used, as well as the functional equation of the Riemann zeta function ζ(2s
For later use we give a more detailed formula for the constant term in the Fourier series. 5 The corresponding Proposition 3.5 of [16, p. 304 ] has misprints. In the nonconstant terms with e 2πinx the multiplicative factor (
as in Proposition 2.5 here.
Proposition 2.6. For k ∈ 2Z and s ∈ C the Fourier constant term of the completed Eisenstein series E k (z, s) is as follows.
. Then for weights k ≥ 2 we have
For weights k ≤ −2, we have
For weight k = 0 and s = 0 or 1,
. Then for weights k = 0,
γ − log 4π + log y + 2 1 + 1 3
where γ is Euler's constant. For weight k = 0, C 0 (y,
Proof of Proposition 2.6. (1) The products of Gamma factors in the constant term formula in (2.5) simplify to polynomials using the identity sΓ(s) = Γ(s + 1).
(2) We write s =
and find that
Using the series exapnsions
and the reflection formulas
, we find that
When k = 0 we have Γ( 
The proposition follows.
We now collect various analytic properties of the Eisenstein series.
(1) (Analytic Continuation) For fixed z ∈ H, the completed weight k Eisenstein series E k (z, s)
analytically continues to the s-plane as a meromorphic function. For k = 0 its has two singularities, which are simple poles at s = 0 and s = 1 with residues − , respectively. For k = 0 it is an entire function.
(2) (Functional Equation) For fixed z ∈ H, the completed weight k Eisenstein series satisfies the functional equation
The doubly-completed series
is an entire function of s for all k ∈ 2Z and satisfies the same functional equation
The center line of these functional equations is Re (s) =
This eigenfunction property holds for the completed functions E k (z, s) and E k (z, s).
Proof. (1) and (2). We have
For the doubly-completed Eisenstein series, a calculation from the definition (2.2) verifies the identity
The latter is an entire function by Theorem 2.4(1). The functional equation (2.11) for E k (z, s) follows from unwinding the second functional equation
in Theorem 2.4 (4), now making the assignment α = s, β = s + k, so q = 2s + k, and multiplying both sides by y
. Now the relation (2.10) implies that E k (z, s) is meromorphic in s and that its only possible singularities are at most simple poles at s = − . It inherits the functional equation E k (z, s) = E k (z, 1 − k − s), which interchanges the two possible polar points and implies the sum of the residues of the (possible) poles at these two points is 0.
It remains to determine when poles are present for general k ∈ 2Z which can be done using its Fourier series expansion given in Proposition 2.5. The only singularities in s can be contributed by the constant term of the Fourier expansion. The case k = 0 is well treated in the literature; where it has poles at s = 0 and s = 1 with residues as specified, e.g. [15, pp. 45-46] , [17, pp. 98-100] . For all k = 0 the gamma factors in the formula for the constant term C 0 (y, s) contribute a canceling zero at all the possible pole location points s = associated to ζ(2s + k) and ζ(2 − 2s − k), and the functions E k (z, s) are entire functions.
(3) From Theorem 2.4(2) we have
By (2.7) it follows that
POLYHARMONIC FOURIER SERIES EXPANSIONS
In this section we give the general form of the Fourier expansions of shifted polyharmonic Maass forms, with and without growth restrictions. These expansions involve the Whittaker functions and their derivatives in the auxiliary parameter s. We begin by discussing a certain family of linearly independent solutions to Whittaker's differential equation.
3.1. Linearly independent Whittaker function solutions. Given parameters κ, µ ∈ C, the Whittaker differential equation [22, (13.14.1)] is
The standard solutions to (3.1) are the M-Whittaker function M κ,µ (z) and the W -Whittaker func-
is uniquely determined up to a multiplicative constant by its property of having rapid decay along the positive real axis. The function M κ,µ (z) does not exist for 2µ + 1 ∈ Z ≤0 ; furthermore, its Wronskian with W κ,µ (z) is given by [22, (13.14.26)]
so it is linearly dependent on W κ,µ whenever
. A second independent solution of the Whittaker differential equation is obtained by analytic continuation of the function W κ,µ (z) in the z-variable to the negative real axis. The analytic continuation of the function is multi-valued with a branch point at z = 0, so we get two different functions, according as we continue along a path in the upper half plane,
or along a path in the lower half plane,
The notation M 
(
for some constants a (equivalently, λ = −(
). Then
for some constants a 
, which leads to the differential equation
We now set λ = s 0 (s 0 + k − 1), which yields −
, from which we conclude that g ǫ (y) satisfies Whittaker's differential equation
). By the discussion in Section 3.1, for a fixed s 0 we obtain two linearly independent solutions
and f
x .
We obtain the given solutions by replacing z with 4π|n|z, noting that the operator ∆ k is invariant under rescaling by a multiplicative constant. ; this gives (2a) We first treat the case of the non-constant Fourier coefficients, which involve derivatives in the second parameter of the Whittaker functions discussed in Section 3.1. We introduce a new notation for these functions. For n = 0 and for each m ≥ 0 define
Theorem 3.3. (Shifted polyharmonic Fourier coefficients of unrestricted growth, n = 0) Let k ∈ 2Z. Suppose that n = 0 and that f n (z) = h n (y)e 2πinx is a shifted polyharmonic function for ∆ k on H with eigenvalue λ ∈ C, i.e. it satisfies
for some s 0 ∈ C (there are generally two choices for s 0 ). Then
for some constants a − n,j , a + n,j ∈ C. Proof. We know a priori from (3.6) that h n (y) must satisfy a linear differential equation of order 2m, whose solutions will form a a vector space of 2m linearly independent functional solutions. By (3.4), (3.5), (3.2), and Corollary A.2 from Appendix A, the set
is linearly independent. It remains to show that
for all m ≥ 1 and all j ≤ m − 1.
We proceed by induction on m. Theorem 3.1 shows that (3.7) is true for the base case j = 0, m = 1. Suppose that (3.7) is true for all m ≤ r and all j ≤ m − 1 for some r ≥ 1. Then clearly (3.7) holds for m = r + 1 and j ≤ r − 1, so it remains to show that it holds for m = r + 1 and j = r. For brevity, we write
(thinking of s as a variable) and write λ = s(s + k − 1). Then by (3.3) we have
by Theorem 3.1. Applying the operator (∆ k − λ) r to both sides of (3.8) we find that
by the induction hypothesis. The theorem follows.
It remains to treat the constant term case, whose solutions involve power functions and logarithms. This is straightforward, but note that the value s = 1−k 2 is exceptional. 
Write λ = s 0 (s 0 + k − 1) for some s 0 ∈ C (there are generally two choices for s 0 ). 
3.4.
Shifted polyharmonic Fourier coefficients of moderate growth. We now characterize the vector spaces of shifted polyharmonic Fourier coefficients of depth m of moderate growth. These vector spaces have dimension m for all Fourier coefficients with index n = 0 but have dimension 2m for the constant term coefficient n = 0. We immediately obtain the following theorem. is a shifted-polyharmonic function for ∆ k on H with eigenvalue λ ∈ C, i.e. it satisfies
Suppose also that f n (z) has at most polynomial growth in y at the cusp. Then h n (y) is of the form given in Theorem 3.3 with the extra requirement that for n = 0 all coefficients a 
and the weight k Maass lowering operator by
Note that L k is independent of the weight k. As the following well-known lemma shows, R k raises the weight by 2 and L k lowers the weight by 2.
Lemma 4.1. For any γ ∈ SL(2, R) we have
and We compute
Since −2icy + cz + d = cz + d this becomes
For L k the proof is similar, and uses the relation
We recall the following relations ([4, Sec.2]).
Lemma 4.2. (1)
The Laplacian ∆ k can be expressed in terms of R k and L k in two ways:
functions with shifted eigenvalues:
Proof. Relation (1) is a straightforward calculation, and relation (2) follows immediately from (1). For (3) we obtain using (1) and (2) that
Thus we have the operator identity
A similar calculation gives the operator identity
from which the second part of (3) follows.
The following lemma generalizes part (3) of Lemma 4.2 to shifted polyharmonic functions.
Proof. For the first equation it suffices to iterate the operator identity (4.3) to obtain 
Proof. Since , it suffices to prove the lemma for the case m = 0. To simplify notation, we let ǫ = sgn(n) and we write µ = s 0 + k−1 2
and w = 4π|n|y. We begin with the R k formula. We have 
,µ (w). . The L k formula is similar. Using the fact that
we obtain
where we used [22, (13.15.23 ) and (13.15.26) ] in the last line. Equation (4.5) follows after replacing w by 4π|n|y and writing µ = s 0 + 1 +
Lemmas 4.1 and 4.3 show that the Maass operators R k and L k preserve modularity and shift eigenvalues, and Lemma 4.4 implies that they preserve moderate growth of the individual Fourier coefficients. These facts leads to the following proposition (illustrated schematically in Figure 2) . Hence, for any fixed k ′ ∈ 2Z, s ′ 0 ∈ C, any j ≤ m, and any constants a, b ∈ C, we have the estimate
for some B ∈ R, as y → ∞. It follows that both R k f and L k f satisfy the moderate growth condition, and this completes the proof.
We conclude this section by establishing in Proposition 4.7 below that, under certain conditions, the maps R k and L k are isomorphisms. First, we prove the following lemma. (1) If λ + k = 0 then the map
Proof. We prove statement (1); the proof of (2) is analogous.
Suppose that λ + k = 0. By Lemma 4.2(1) we have the relation
We proceed by induction. Suppose that m ≥ 1 and that
(2) Suppose that λ = 0. Arguing as in (1) 
This operator is essentially "half" of a Laplacian; that is, we have (by a straightforward computation) the relation
1) The operator ξ k is related to the Maass operator L k of Section 4 by 2) and from this it inherits many of its important properties, as the following lemmas show.
Proof. From Lemma 4.1 and (5.2) we have
Lemma 5.1 implies that if f is a weight k (holomorphic or non-holomorphic) modular form for a discrete subgroup Γ of SL(2, Z), with no growth conditions imposed on any cusp, then ξ k f is a weight 2 − k modular form for Γ, again imposing no growth condition at any cusp.
Proof. By (5.1) and the fact that ξ k λ =λξ k we have
Iterating this, we find that
Proof. This follows immediately from Lemma 4.4 and (5.2), together with the relations
and (for κ, y ∈ R) > Re (κ) and by analytic continuation otherwise.
5.2.
Action of ξ k on non-holomorphic Eisenstein series. We compute the action of the ξ koperator on the completed and doubly-completed non-holomorphic Eisenstein series.
In addition
Proposition 5.4 is proved in [16, Sect. 7] , which applies ξ k directly to the series expansion (1.3). This proof is initially justified in the half-plane Re (s) > 1 − k 2 , then requires analytic continuation in the s-variable to hold in general. We outline in Appendix B a second proof of Proposition 5.4 which is based on term-by-term calculation of the Fourier series, using Lemma 5.3. This alternate proof uses Whittaker function identities and is longer, but has the merit of working directly for all s ∈ C since the Fourier series converge absolutely and uniformly on compact subsets (avoiding the poles for the case k = 0). Appendix B gives details of the calculation only for the constant term of the Fourier series.
The following proposition shows that the action of the ξ k operator on shifted polyharmonic vector spaces preserves the moderate growth condition. 
Proof. This result follows from Lemmas 5.1 and 5.2, and using the relation ξ k = y − y k−2 L k , Proposition 4.5 (giving moderate growth), Proposition 4.7 (2), and equation (5.2).
and is invertible when λ = 0. For such λ we obtain a structure of towers for the ∆ k -action, and a ladder in which the maps ξ k and ξ 2−k together comprise the rungs. Figure 1 depicts the tower and ladder structure of these maps.
For λ = 0 the action of ∆ k on V m k (0) is nilpotent, yielding the tower and ramp structure exhibited in [16, Tables 1 and 2 ]. In the λ = 0 case there always exist weight k real-analytic modular forms f that do not have moderate growth at the cusp which nevertheless have the property that ξ k f has moderate growth at the cusp. The simplest examples are the weakly holomorphic modular forms in M 
SHIFTED POLYHARMONIC MAASS FORMS FROM EISENSTEIN TAYLOR COEFFICIENTS
We show that the Taylor series coefficients of the doubly completed Eisenstein series E k (z, s) in the s-variable at a point s = s 0 ∈ C define shifted polyharmonic Maass forms of eigenvalue λ = s 0 (s 0 + k − 1). We consider doubly-completed Eisenstein series rather than the singly completed series E k (z, s) because they are entire functions of s for all k ∈ 2Z; the series E 0 (z, s) has simple poles at s = 0, 1.
6.1. Taylor series expansions for weight k non-holomorphic Eisenstein series. The doublycompleted Eisenstein series has a Taylor series expansion in the s-variable around any point s 0 ∈ C given by
in which the Taylor coefficients
are viewed as functions of z ∈ H to C. (1) The functions E
[n]
k (z; s 0 ) given by (6.1) obey a recursion
in which any terms on the right are omitted whenever their superscript [m] has m < 0.
(2) One has E
k (z; s 0 ) is a shifted polyharmonic function for ∆ k with (shifted) harmonic depth at most n + 1, with eigenvalue λ and moderate growth at the cusp.
Proof. (1) The n = 0 case of (6.2) asserts that
k (z; s 0 ), which follows from Theorem 2.7 (3). For n = 1 we have
0 (z; s 0 ), as required. The cases n ≥ 2 are proved by induction on n. For the induction step, assuming (6.2) holds for n − 1 and n − 2, we observe that
which verifies (6.2) for n.
(2) The Taylor coefficients E
k (z; s 0 ) inherit the property of transforming as weight k Maass forms from E k (z, s). The recursion (6.2) for n = 0 states that E k (z; s 0 ) is shifted polyharmonic with eigenvalue λ of shifted harmonic depth at most 1. By induction on n this recursion establishes that E
[n] k (z; s 0 ) is shifted polyharmonic of depth at most n+1. Finally, by Proposition 2.5 and (6.1), the functions E , the recursion (6.2) degenerates to
3)
The functional equation
is an even function of s 1 , so its odd-indexed Taylor coefficients at s 1 = 0 vanish identically. 6.2. Shifted polyharmonic Eisenstein series vector spaces. We define vector spaces of shifted polyharmonic Maass forms spanned by Taylor coefficients of non-holomorphic Eisenstein series. 
As the following theorem shows, these spaces are finite-dimensional and are generated by all the Taylor coefficient functions up to some depth n 0 depending on m and λ. 
, then for all k = 0, we have E
[0]
k (z; s 0 ) ≡ 0, and a basis of E m k (λ) is given by
Proof. It is easy to check via the functional equation relating s to 1 − k − s that the two values of s 0 with λ = s 0 (s 0 + k − 1) correspond to the same spaces E m k (λ) for all m, so we may fix one such value.
(1) Suppose that λ / ∈ {−(
holds for all n ≥ 0, taking V 0 k (λ) = {0}. We proceed by induction on n ≥ 0. By Proposition 2.6, the Fourier constant term of E k (z; s 0 ) ≡ 0, which verifies the n = 0 case of (6.4) . By hypothesis 2s 0 + k − 1 = 0, so the recursion (6.2) certifies the induction step.
) and that k = 0, so
are nonzero. We can see directly from Theorem 2.7 that the completed Eisenstein series E k (z, s) is an entire function, hence
and by Proposition 2.6 we see that the Fourier constant term of E [1] k (z; s 0 ) ≡ 0. Again 2s 0 +k−1 = 0, so it follows by induction on m ≥ 1 using the recursion (6.2) that E 
By induction on n ≥ 0 we conclude that E
[2n]
, the base case n = 0 having been established. 
)}, in the sense that the functions E
k (z; s 0 ) vary continuously in the parameter s 0 (restricting z to any compact subset of H). It has discontinuous "jumps" at the point λ = −(
for all weights and at the point λ = For the reader's convenience, we restate Theorem 1.1 here. 
it has a basis consisting of the Taylor coefficient functions
where r is minimal such that E ) and k = 0, in which case r = 1.
, a basis is given by the even-indexed Taylor coeffcient 
where we set V
is well-defined. We claim this map is injective.
. This shows that the map (7.3) is injective, from which it
. The latter inequality verifies the induction hypothesis (7.2). We conclude that 
k (z; s 0 ), where r ∈ {0, 1} (see Theorem 6.4). The proof of Theorem 6.4 showed that E k (z) has a non-vanishing Fourier constant term. The space S 1 k (λ) consists of the cusp forms, which have identically zero Fourier constant term.
For the Eisenstein series E k (z), we have all c
Here at least one of c (λ) because the orthogonality condition for E k (z) in the product uses only the first two coefficients in the constant term (see (7.5) ). This proves Claim 1. as desired. This completes the proof of (B.1).
We omit the details of similar assertions for ξ k (CT − k (s)y 1−k−s ) and for all other Fourier terms of index n = 0. For the cases n = 0 various Whittaker function identities are required.
