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Figure 1. Motivating simulation results. (a) We consider a network attempting to retain previously learned information that is subject to ongoing
synaptic changes due to synaptic fluctuations and compensatory plasticity. (b) Simulations performed in this study use an abstract, rate based neural
network (described in section Motivating example). The rate of synaptic fluctuations is constant over time. By iteratively increasing the compensatory
plasticity rate in steps we observe a ‘sweet-spot’ compensatory plasticity rate, which is lower than that of the synaptic fluctuations, and which best
controls task error. (c) A snapshot of the simulation described in b, at the point where the rates of synaptic fluctuations and compensatory plasticity are
matched. Even as task error fluctuates around a mean value, individual weights experience systematic changes.
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Figure 2. Task error landscape and synaptic weight trajectories. (a) Task error is visualised as the height of a ‘landscape’. Lateral co-ordinates represent
the values of different synaptic strengths (only two are visualisable in 3D). Any point on the landscape defines a network state, and the height of the
point is the associated task error. Both compensatory plasticity and synaptic fluctuations alter network state, and thus task error, by changing synaptic
strengths. Compensatory plasticity reduces task error by moving ‘downwards’ on the landscape. (b) Eventually, an approximate steady state is reached
where the effect of the two competing plasticity sources on task error cancel out. The synaptic weights wander over a rough level set of the landscape.
(c) The effect of synaptic fluctuations on task error depends on local curvature in the landscape. Top: a flat landscape without curvature. Even though
the landscape is sloped, synaptic fluctuations have no effect on task error in expectation: up/downhill directions are equally likely. Bottom: Although
up/downhill synaptic fluctuations are still equally likely, most directions are upwardly curved. Thus, uphill directions increase task error more, and
downhill directions decrease task error less. So in expectation, synaptic fluctuations wander uphill.
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Figure 3. Quantifying effect of task error lanscape curvature on compensatory plasticity. (a) Geometrical intuition behind the operator Q
w
. The operator
charts the degree to which a (normalised) direction is upwardly curved (i.e. lifts off the tangent plane depicted in grey). The red, shaded areas filling the
region between the tangent plane and the upwardly curved directions are proportional to Q
w
½v1, and Qw½v2, respectively. (b) Compensatory plasticity
points in a direction of locally decreasing task-error. Excessive plasticity in this direction can be detrimental, due to upward curvature (‘overshoot’). The
optimal magnitude for a given direction is smaller if upward curvature (i.e. the Q-value) is large, as for cases (i) and (ii), and if the initial slope is shallow,
as for case (ii). It is greater if the initial slope is steep, as for case (iii). This intuition underlies Equation (6) for the optimal magnitude of a given
compensatory plasticity direction, which includes as a coefficient the ratio of slope to curvature. (c) Equation (11) depends upon the ratio of the
upward curvatures in the two plasticity directions, Dc, and D. As illustrated, steep downhill directions often exhibit more upward curvature than
arbitrary directions. In such cases, the optimal magnitude of compensatory plasticity should be outcompeted by synaptic fluctuations.
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Figure 4. Geometric intuition for the optimal magnitude of different compensatory plasticity directions. Colours depict level sets of the loss landscape.
Elliptical level sets correspond to a quadratic loss function (which approximates any loss function in the neighbourhood of a local minimum). In c and d,
we depict compensatory plasticity and synaptic fluctuations as sequential, alternating processes for illustrative purposes, although they are modelled as
concurrent throughout the paper. (a) Compensatory plasticity directions locally decrease task error, so point from darker to lighter colours. Optimal
magnitude is reached when the vectors ‘kiss’ a smaller level set, that is, intersect that level set while running parallel to its border. Increasing magnitude
past this past this point increases task error, by moving network state to a higher-error level set. (b) If compensatory plasticity is parallel to the gradient
(i.e. it enacts gradient descent), then it runs perpendicular to the border of the level set on which it lies (i.e. the tangent plane). This is shown explicitly
for the ‘exact gradient’ direction of plasticity. The optimal magnitude of plasticity in this direction is smaller than that of a corrupted gradient descent
direction, even though the former is more effective in reducing task error, because the exact gradient points in a more highly curved direction. (c)
Synaptic fluctuations of a certain magnitude perturb the network state. The optimal magnitude of compensatory plasticity (in the exact gradient
descent direction, for this example) is significantly smaller than that of the synaptic fluctuations, using the geometric heuristic explained in (a). If the
magnitude of compensation increased to match the synaptic fluctuation magnitude there would be overshoot, and task error would converge to a
higher steady state. (d) If compensatory plasticity mechanisms can perfectly calculate both the local gradient and hessian (curvature) of the loss
landscape, then network state will move in the direction of the ‘Newton step’. In the quadratic case (elliptical level sets), this will directly ‘backtrack’ the
synaptic fluctuations. Thus, the optimal magnitude of compensatory plasticity will be equal to that of the synaptic fluctuations. However, time delays in
the sensing of synaptic fluctuations and limited precision of the compensatory plasticity mechanism will preclude this.
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Figure 5. The dependence of steady state task performance in a nonlinear network on the magnitudes of compensatory plasticity and synaptic
fluctuations, and on the learning rule quality. Each ðx; yÞ value on a given graph corresponds to an 8000 timepoint nonlinear neural network simulation
(see ‘Methods’ for details). The y value gives the steady-state task error (average task error of the last 500 timepoints) of the simulation, while the x
value gives the ratio of the magnitudes of the compensatory plasticity and synaptic fluctuations terms. Steady state error is averaged across 8
simulation repeats; shading depicts one standard deviation. Between graphs, we change simulation parameters. Down rows, we increase the
proportionate noise corruption of the compensatory plasticity term (see Materials and methods section for details). Across columns, we increase the
magnitude of synaptic fluctuations.
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Figure 5—figure supplement 1. The dependence of steady state task performance in a linear network on the magnitudes of compensatory plasticity
and synaptic fluctuations, and on the learning rule quality. The description of this figure is identical to that of Figure 5. The only difference is the
choice of network. Here, we use the linear networks as described in Methods.
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