The normal forms of Hopf and generalized Hopf bifurcations have been extensively studied, and obtained using the method of normal form theory and many other di erent approaches. It is well known that if the normal forms of Hopf and generalized Hopf bifurcations are expressed in polar coordinates, then all odd order terms must be, in general, remained in the normal form. In this paper, three theorems are presented to show that the conventional normal forms of Hopf and generalized Hopf bifurcations can be further simpli ed. The forms obtained in this paper for Hopf and generalized Hopf bifurcations are shown indeed the \simplest", and at most only two terms are remained in the amplitude equation of the \simplest normal form" up to any order. An example is given to illustrate the applicability of the theory. A computer algebra system using Maple is used to derive all the formulas and verify the results presented in this paper.
Introduction
A general autonomous system may exhibit dynamic as well as static instabilities. Indeed, at certain critical points, a family of limit cycles (periodic solutions) may bifurcate from an initially stable equilibrium. This phenomenon occurs, for example, when a pair of complex conjugate eigenvalues crosses the imaginary axis, while the rest of the eigenvalues continue to have negative real parts, which is called Hopf bifurcation. Following Hopf's original work (Hopf, 1942] ), Hopf and generalized Hopf bifurcations, as well as their applications have been extensively studied by many researchers (e.g., see Marsden and McCracken 1976] , Ruelle and Takens 1971] , Takens 1973 ], Holmes and Marsden 1977] , Guckenheimer and Holmes 1983] , Huseyin 1986] ).
One of the basic tools in the study of dynamic behavior of a system governed by nonlinear di erential equations near a bifurcation point is the theory of normal forms (e.g. see Guckenheimer and Holmes 1983] , Elphich et al. 1987] , Farr et al. 1989 ], Nayfeh 1993], Chow et al. 1990] ). The fundamental idea of the method of normal forms is employing successive coordinate transformations to systematically construct a form of the original di erential equations as simple as possible. The normal form theory is usually applied together with the center manifold theory (Carr 1981] ). Given a nonlinear system, the center manifold theory is applied before using the normal form theory. The idea of the center manifold theory is also successive nonlinear transformations. It reduces the original system to a center manifold which may have smaller dimension than that of the original system.
Normal forms are, in general, not uniquely de ned due to the existence of uncertainty in computing the coe cients of nonlinear transformations. In order to obtain a unique normal form for a bifurcation case, several methods have been developed (for example, see Elphich et al. 1987 ], Baider and Sanders 1991] , Yu 1998a] ). The basic idea employed in these methods is to eliminate the uncertainty by imposing certain additional conditions so that the coe cients of nonlinear transformations can be uniquely determined. In general, these methods can be divided into two categories: one is to add some additional constraint equations such as those based on inner product (Elphich et al. 1987] ) or harmonic balancing (Yu 1998a] ). The other one is to impose conditions so that some coe cients in normal forms can be set zero 1991]), and thus it simpli es the normal form in certain degree while the former does not. However, the di erence between the two methods only results in di erent nonlinear transformations. Another problem related to the uniqueness is the equivalence of normal forms obtained using di erent methodology, which has been discussed by several researchers (for example, see Morrison 1966 ], Yu 1996] ).
As mentioned above, nonlinear transformations play the main role in the method of normal forms. As a matter of fact, many other methodologies which are frequently used for the study of nonlinear systems are based on nonlinear transformations. These include succession function, Lyapunov constants, time averaging, Lyapunov Schmidt reduction, Lindstedt-Pointcas e approach, KB and KBM methods, multiple time scales, intrinsic harmonic balancing, etc. Moreover, it has been found that a suitable nonlinear transformation may simplify the normal forms of di erential equations. It should be noted that by normal form we usually mean a form obtained via the method of normal forms, while a \simple" form obtained through other methods (such as those mentioned above (Baider and Sanders 1991] )) is usually not called a normal form. In this paper, we restrict our discussion to the conventional normal form theory. Since nonlinear transformation is the fundamental idea played in the normal form theory, naturally we would ask a question: If merely based on nonlinear transformations, how far can we go in simplifying the \normal forms" of di erential equations? Or a more general question: Does there exist a \simplest normal form" associated with a particular singularity of di erential equations? Further, if such a simplest normal form exists, how to nd it? Here, by \simplest" we mean that if a \simplest normal form" is obtained, then it cannot be further simpli ed by any nonlinear transformations. It should be pointed out that at this time we are not proposing a general theory of simplest normal form, but would like to motivate a discussion on the normal form theory.
In this paper, we will concentrate on Hopf bifurcation and generalized Hopf bifurcations. In particular, we will consider the normal forms of the di erential equations associated with the singularity at which the Jacobian of the system evaluated at an equilibrium has a pair of purely imaginary eigenvalues. It is well known that the normal form of such a system obtained through the conventional normal form theory include, in general, all odd order terms up to in nite order. A theory will be presented to show that such a normal form having in nite terms can be reduced to a simplest form with nite terms by merely choosing an appropriate nonlinear transformation. Indeed, it is shown that at most only two terms are remained in the amplitude equation (described in a polar coordinate system) of the simplest normal form up to an arbitrary order. The concept \simplest normal forms"of di erential equations and some other results related to the simplest normal forms have been presented and discussed in two international conference meetings (Yu 1998b, c] ).
In the following section, the normal forms of Hopf and generalized Hopf bifurcations obtained using conventional normal form theory and their non-uniqueness are discussed in detail. The main results obtained for the simplest normal forms of Hopf and generalized Hopf bifurcations are summarized in three theorems, given in Sections 3 and 4. A proof of the rst theorem is detailed in Section 3. A brief outline of symbolic computation is presented in Section 5 and nally, conclusions are drawn in Section 6. All the results presented in the paper are obtained and veri ed using Maple implemented on a workstation.
Conventional Normal Forms and Non-uniqueness
Consider an autonomous system described by the following di erential equation _ x = f(x; ); x 2 R n ; 2 R;
(1) where x is the state vector and represents a parameter, the dot indicates the di erentiation with respect to time t. It is assumed that f is analytic; and x = 0 is an equilibrium of system (1) for all values of , i.e., f(0; ) = 0. Further, assume that the linearized system of (1) evaluated on the equilibrium x = 0 at a critical point, de ned by = c , has a pair of purely imaginary eigenvalues i !. Without loss of generality, we may assume that ! = 1 and thus the Jacobian matrix of (1) evaluated at (x; ) = (0; c ) is given in the form 
where A is hyperbolic, i.e. all the eigenvalues of A have non-zero real parts. Suppose that in the vicinity of the critical point, the eigenvalues of the Jacobian consists of a pair of complex conjugate eigenvalues given by ( ) i !( ), it then follows that ( c ) = 0 and !( c ) = 1: (3) Further, it is assumed that @ ( c ) @ 6 = 0
which is called the Hopf's transversility condition. Thus, when the parameter is varied to cross the critical point, a Hopf bifurcation occurs and a family of limit cycles bifurcates from the initial equilibrium. Since our attention in this paper is focused on the study of normal forms rather than bifurcation analysis, we will concentrate on the study of normal forms of systems which do not involve the parameter . In other words, we will consider the normal forms of systems associated with the singularity which is characterized by the Jacobian having a pair of purely imaginary eigenvalues evaluated at an equilibrium. The simplest normal forms of systems including bifurcation parameters will be discussed later in a separate paper. Therefore, by the conventional normal form theory, the \form" of the normal forms of system (1) up to (2n + 1)th order can be expressed in a polar coordinate system (r; ) as _ r = a 1 r (5) where the constants a i 's and b i 's can be found explicitly in terms of the coe cients of the vector eld f, however they are not uniquely determined.
Normal forms are generally not uniquely de ned. For example, consider a two dimensional system governed by the following di erential equations: _ x 1 = x 2 + f 1 (x 1 ; x 2 ); _ x 2 = f 2 (x 1 ; x 2 );
where functions f 1 and f 2 are assumed to be analytic and satisfy f i (0; 0) = @f i (0; 0) @x j = 0, i; j = 1; 2, and thus the origin x 1 = x 2 = 0 is an equilibrium of this system. The Jacobian of the system evaluated at this equilibrium has a double zero eigenvalue. According to the normal form theory, one may obtain the normal forms of system (6) up to kth order which can be written in either of two ways (e.g., see Guckenheimer and Holmes 1983] 
where a i 's and b i 's are constant coe cients determined from the coe cients of the original system (6). The rst form (7) was used by Takens (Takens 1973] ) while the second form (8) (9) It can be shown that a conventional normal form of this system, given in polar coordinate system, includes all the odd terms. In fact, the normal form of this example and the associated nonlinear transformation can be obtained by using a perturbation technique via a Maple program described in the reference (Yu 1998a] 
with the aid of the transformation y 1 = r cos ; y 2 = ? r sin :
(11) Another normal form for system (9) has also been obtained by using the conventional normal form theory (e.g., employing the method described by Chow et al. 1990] 
and the nonlinear transformation is also given in Appendix A. It is noted by comparing normal form (12) with normal form(10) that the 7th order terms are di erent between the two forms. This indicates that even under the same basis of the complementary space, the normal forms can be di erent due to the choice of di erent nonlinear transformations. Then a question that comes naturally to mind is, are these two normal forms correct and how to verify them? A veri cation approach described in the reference (Yu 1998a] ) may be used to verify the two normal forms. The idea of the veri cation scheme can be described as follows: consider a nonlinear transformation of the system described by the general form (9), which can be written as (see equations given in Appendix A)
x 1 = y 1 + h 1 (y 1 ; y 2 ); x 2 = y 2 + h 2 (y 1 ; y 2 ): (9) has been used. Now, substitute (13) into (15), expand the resulting equations in Taylor series and truncate the series to the same order of the normal forms, and then put the transformed system in a polar form. If the nal equations given in the polar form are identical to the normal forms to be veri ed, then the results, in particular, the normal form and its associated nonlinear transformation are veri ed to be correct! Otherwise they must be wrong! For example, the veri cation scheme has been applied to equation (10 
It is straightforward to verify that equations (16) and (17) ; and the transformation (11) are used.
The veri cation scheme can be easily extended and applied to consider the normal forms of the more general di erential equations given by (1).
Simplest Normal Form of Hopf Bifurcation
In this section, we will present a theorem for the simplest normal form of Hopf bifurcation. The simplest normal forms of generalized Hopf bifurcations will be discussed in next section. Here, the major e ort is devoted to give a construction proof for the theorem. The procedure described in the proof can be straightforwardly implemented on a computer using a symbolic language such as Maple, Mathematica, and facilitate applications to a speci c problem.
Before discussing the simplest forms of the general system (1), let us have a brief look at the simple system (9). The question we would ask rst is: Can we obtain a form of system (9) which is simpler than (10) or (12) by merely using a suitable nonlinear transformation? To answer this question, we try to use a \brute force" method by assuming that the nonlinear transformation is given in the general form:
x 1 = y 1 + a 11 y (18) where a ij ; a ijk ; b ij ; b ijk , etc. are arbitrary coe cients to be determined. Substitute (18) into (9) and eliminate all the non-resonant terms by carefully choosing these coe cients, and then perform symbolic computations via the Maple on the SGI Octane R10000 workstation to obtain the following general normal form up to 7th order: _ 
where the transformation (11) has been used. The corresponding lengthy nonlinear transformation is omitted here for simplicity, but it can be found from the author's web site: http://pyu1.apmaths.uwo.ca/~pyu/pub/preprints. (The postscript le names are Nontr1.ps/Nontr1.dvi.) First note that the normal forms given by equation (10) or (12) can be readily recovered from the general form (19) by appropriately choosing the coe cients. In order to derive a simplest normal form up to 7th order from (19), one should let the coe cients of the terms in the equation equal zero as many as possible. It is easy to see that the coe cient of the 7th order term in the rst equation of (19), and the coe cients of the 5th and 7th order terms in the second equation of (19) may be set zero. In fact, there exist many (actually in nite!) choices for one to select the coe cients of a ijklm and b ijklm such that the three terms vanish. One choice of these coe cients can also be found from the le Nontr1.ps/Nontr1.dvi (http://pyu1.apmaths.uwo.ca/~pyu/pub/preprints). Under this choice, the normal form becomes 
and the corresponding nonlinear transformation is given in Appendix A. Comparing (21) with (10) or (12) shows that the simplest normal form of system (9) up to 7th order does not contain the 7th order term in the amplitude (r) equation, and has no 5th and 7th order terms in the phase ( ) equation. Now naturally a question arises: If we continue to consider the simplest normal form of system (9) up to 9th order, can we eliminate the 9th order terms by an appropriate nonlinear transformation? Or more generally, what is the simplest normal form of system (9) up to 2k + 1 order for an arbitrary k? Finally, an even more general question is: What is the simplest normal form up to an arbitrary order for the general n-dimensional system (1)?
We will present three theorems, one in this section and two in the next section, to answer the above questions. Consider the system _ x = J x + F (x); x 2 R n ; (22) where function F and its rst derivative vanish at the origin 0, and J is given by J = 2 4 0 1 0
in which A is hyperbolic (i.e., all eigenvalues of A have nonzero real parts). Assume that by the conventional normal form theory, with the aid of the nonlinear transformation x 1 = y 1 + f 1 (y 1 ; y 2 ); x 2 = y 2 + f 2 (y 1 ; y 2 ); x i = f i (y 1 ; y 2 ); i = 3; 4; ; n; (24) the normal form of system (22) (27) if a 13 6 = 0. Remark: The notation for the coe cients given in equation (25) and (26) has been changed (see equation (5)) for the convenience of proof. The case when a 13 = 0 corresponding to generalized Hopf bifurcations will be discussed in next section.
Proof: The proof is divided into two steps and the key step is the second step. The rst step is based on the conventional normal form theory, and the second step (including the second step of Theorems 2 and 3 given in next section) is the main contribution of this paper.
Step 1 : It is well known from the normal form theory that the conventional normal form of system (22) can be obtained in the form of (25) or (26) (e.g., see Marsden and McCracken 1976] ). In order to nd the nonlinear transformation between the original system (22) and the nal simplest normal form, we should use the normal form (25) given in Cartesian coordinates instead of the normal form (26) given in polar coordinates. In fact, if we use the normal form (26) and consider the amplitude equation only (the rst equation of (26) up to any order, if a 13 6 = 0, by a transformation given in a polynomial form r = P( r). However, in this way we cannot nd the relation between the variable r and the original variables x 1 ; x 2 .
Step 2 : Based on equation (25), we shall nd a nonlinear transformation to further transform (25) to the simplest normal form (27). The procedure is to eliminate the terms in (25) order by order as many as possible by appropriate nonlinear transformations. First, note that since equation (25) only involves odd order terms, so the nonlinear transformation needs to have odd order terms only. However, it should be noted that at this stage we have no idea about what kind of nonlinear transformation we should choose. In order to show how we are lead to the appropriate pattern of the nonlinear transformation, we start from the leading order { the third order terms, and want to see if the third order terms of (25) 
where c ijk 's are coe cients to be determined. Next, assume that upon applying transformation (28) 
which is actually the equation (25) 
which, if put in an appropriate matrix form, turns out to be 2 6 6 6 6 6 6 6 6 6 6 6 6 4 
The block diagonal matrix has two non-zero 4 4 sub-matrices. It is easy to check that each of these two sub-matrices has rank three and further it can be shown that any three of the four corresponding variables c ijk are independent. Therefore, only six (three of the rst four and three of the second four) of the total eight variables can be choose as independent variables. For example, if we choose the rst three of the rst four and rst three of second four variables as independent variables, then we can apply elementary row operations to equation (31) to obtain 2 6 6 6 6 6 6 6 6 6 6 6 6 4 
This clearly indicates that no matter what nonlinear transformations one may choose, the third order terms in the normal form cannot be eliminated, and therefore, the normal form up to third order cannot be further simpli ed. Here, the coe cients c 103 and c 203 can be chosen arbitrarily. Of course, the simplest choice is c 103 = c 203 = 0. However, as it will be seen, these two coe cients can be used to simplify the higher order normal forms. This is the key idea used in further simpli cations of a normal form obtained through the conventional normal form theory.
Having obtained the simplest normal form of Hopf bifurcation up to third order, next we will try to eliminate the 5th order terms in the normal form (25) (37) where the 5th order terms are expressed generally by the twelve coe cients. Following the procedure used for obtaining the third order simplest normal form, one can nd twelve linear algebraic equations for solving the twelve 5th order coe cients. Again, it can be shown that only ten of the twelve equations are independent, and any two of the twelve 5th order coe cients can be left undetermined. Similarly, if we choose c 105 and c 205 as the two coe cients, we can then put the twelve equations in the following matrix form: 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 
It then follows from equations (38) and (39) 
However, it will be seen in the next (7th) order equations that the coe cient a 23 is relatively unimportant and a 13 must be non-zero in order to eliminate both coe cients b 17 and b 27 . Consequently, from the 5th order equations we have obtained b 15 = a 15 ; b 25 = 0: (44) Therefore, the new form we obtained for Hopf bifurcation up to 5th order, under the transformation (37) with the coe cients determined by (41) 
if a 13 6 = 0. Applying the transformation u 1 = cos ; u 2 = ? sin (46) to (45) results in the simplest normal form (27). It is clear from the analysis of the 5th order forms that the best result one can obtain is that the coe cient b 25 may be eliminated. In other words, the simplest form of Hopf bifurcation up to 5th order is given by equation (27) or (45).
In the following, we will show that starting from the 7th order terms, all the coe cients b i(2k+1) ; i = 1; 2; k = 3; 4; can be eliminated, and thus the form given by equation (27) 
If we truncate the nonlinear transformation (48) at the 9th order, we obtain a transformation up to 7th order with two new 7th order terms having coe cients c 107 and c 207 , compared to the 5th order transformation (47). Further, assume that the 7th order simple normal form is described by _ u 1 = u 2 + a 13 (u 
where two new coe cients b 17 and b 27 are added. We want to show that these two new coe cients can be eliminated by using the coe cients c 105 and c 205 . Thus, the simplest form of Hopf bifurcation up to 7th order is still given by equation (27) . Now substituting the 7th order nonlinear transformation and equation (49) into equation (25), and then balancing the 7th order terms (the 3rd order and 5th order terms are automatically balanced due to the results obtained from the 3rd and 5th order analyses) yields sixteen algebraic equations. However, among the sixteen equations, seven of them are identical and another seven are also identical. Consequently, from the 7th order terms, we obtain two independent algebraic equations: (33), (42) and (44) into (50) 
It is easy to see from (51) and (52) (51) and (52) 
Hence, the 7th order coe cients in the conventional normal form of Hopf bifurcation can be removed. So far, we have proved that the simplest normal form up to 7th order is given by equation (27) or (45). It can be shown that the elimination shown in the 7th order equation is true for higher order normal forms by using the method of mathematical induction. Thus, suppose the conclusion is true for n = k ? 1, i.e., the simplest normal form (27) or (45) is correct up to (k?1)th order, which implies that the coe cients c i03 ; c i05 ; ; c i0(2k?1) (i = 1; 2) have been explicitly determined. Then we shall prove that the two coe cients c 10(2k+1) and c 20(2k+1) can be chosen such that the simplest normal form (27) (or (41)) is also true up to kth order. The idea and procedure are similar to those used in nding the 3rd, 5th and 7th order simplest normal forms, that is, substituting (45) and (48) into (25), and then balancing the (2k +1)th order terms on both sides of the resulting equation yields the following two linear algebraic equations for solving c 10(2k+1) and c 20(2k+1) :
2 (k ? 1) a 13 c 20(2k+1) ? a 1(2k+3) + P 1 ( ) = 0; 2 k a 13 c 10(2k+1) ? 2 a 23 c 20(2k+1) ? a 2(2k+3) + P 2 ( ) = 0;
(55) where P 1 ( ) and P 2 ( ) represent the summationof the terms which are functions of the known coe cients a i3 ; a i5 ; ; a i(2k+1) and c i03 ; c i05 ; ; c i0(2k?1) (i = 1; 2). Solving (55) 
Since we have known that the conclusion is true for the system up to 7th order, i.e. it is true when n = 3 (or k = 2), so by the method of mathematical induction, the conclusion is true for any arbitrary integer n. This shows that equation (27) (or (45)) is the simplest normal form of system (22) associated with Hopf bifurcation up to any order, and thus the proof is completed.
Simplest Normal Forms of Generalized Hopf Bifurcations
In this section we shall discuss the case when a 13 = 0 which is related to generalized Hopf bifurcations. Suppose a 13 = a 15 = = a 1 (2k?1) = 0; but a 1 (2k+1) 6 = 0; (57) then two sub-cases should be considered:
(I) a 23 = a 25 = = a 2 (2k?1) = 0. (II) a 23 = a 25 = = a 2 (2j?3) = 0; but a 2 (2j?1) 6 = 0 for 2 j k.
It will be seen that the simplest normal forms for Case (I) are similar to the Hopf bifurcation discussed in the previous section, and indeed, the Hopf bifurcation is a special case of Case (I) when k = 1.
Since the proofs for the two cases are similar to the proof of Hopf bifurcation given in the previous section, thus we will not repeat the details of the proof for simplicity, but summarize the results in the following two sub-sections. (68) up to any order. Note that setting k = 1 in (68) gives the result for Hopf bifurcation (see equation (27)).
Case (II)
For this case, similarly, we rst list results for several sub-cases and then summarize the general result in a theorem.
( 1) (77) up to any order. Comparing Theorem 3 with Theorem 2 indicates that the amplitude equations are identical for the two cases, while the phase equation for Case (II) has (k?j+1) more nonzero terms, in addition to the term b 2 (2k+1) .
Symbolic Computation
Symbolic Maple programs for computing the conventional normal form (26) of system (22) (Step 1) are available in the reference (Yu 1998a] ). The Maple source code and a sample input le can be found from the author's web site (one can download these les by anonymous ftp): http://pyu1.apmaths.uwo.ca/ pyu/pub/software ( le names are program1 and input1). The symbolic computation involved in Step 2 is straightforward. In fact, only the coe cients, c i03 ; c i05 ; ; c i0(2n+1) , of the nonlinear transformation need to be computed. Substituting (45) and (48) back into the original system (22), then balancing the coe cients of same order terms to nd two (just two!) algebraic equations, and nally solving these two equations yields the solutions for the two coe cients c 10(2k+1) and c 20(2k+1) . For example, the coe cients of the simplest normal form for Hopf bifurcation up to 9th order have been found using Maple as follows: 6. An Example
In this section we shall use the results obtained in the previous sections to reconsider the following example which was previously studied (Yu 1998a] 
The origin of this system, x = 0, is an equilibrium; and the linearized system of (79) 
The nonlinear transformation up to 9th order obtained using the Maple program (Yu 1998a] ) can also be found in the le Nontr1.ps/Nontr1.dvi (http://pyu1.apmaths.uwo.ca/~pyu/pub/preprints).
Since for this example a 13 = 3 40 6 = 0, so according to formula (45) 
Equation (78) 
Now the nonlinear transformation between the original system (79) and the simplest normal form (81) can be obtained by combining the rst transformation between (79) and (80) and the second transformation between (80) and (81) (the coe cients of the transformation are given in (83)). This nonlinear transformation is given in Appendix B for the purpose of veri cation. A program written in Maple for completely verifying the results of the example can also be found in the same web site (directory: pub/sotfware, le name: verify1). The reader can download the program and execute it to check the results.
Conclusions
A theory is presented to show that the normal forms of Hopf and generalized Hopf bifurcations obtained through the conventional approach of normal form theory can be further simpli ed. It is shown that at most only two terms are remained in the amplitude equation of the simplest normal form up to any order for a general n-dimensional system. The possibility of obtaining a simplest normal form is based on the fact that the terms in a nonlinear transformation corresponding to resonant terms have not been used for possible simpli cation in the conventional approach of normal form theory. In this paper only nonlinear transformations are used to derive the simplest normal forms. Since the conventional normal forms of Hopf and generalized Hopf bifurcations may be not unique obtained through di erent methods, so their simplest normal forms obtained in this paper may, in general, also not be unique. However, the form of the simplest normal forms is unique up to any order. All the results presented in this paper have been veri ed via Maple program. The methodology described in this paper can be easily extended to consider other critical or bifurcation cases. The nonlinear transformation between the original system (9) and the normal form (10), with the aid of (11), is given as follows: The nonlinear transformation between the original system (9) and the normal form (12), with the aid of (11), is described below. (A.
2) The nonlinear transformation between the original system (9) and the normal form (21), with the aid of (11), is listed below. 
