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1 Introduction 
Nonresponse is a ubiquitous feature of almost all surveys, no matter which mode 
is used for data collection (Dillman et al., 2002) whether the sample units are 
households or establishments (Willimack et al., 2002) or whether the survey is 
mandatory or not (Navarro et al., 2012). Nonresponse leads to loss in efficiency 
and increases in survey costs if a target sample size of respondents is needed. 
Nonresponse can also lead to bias in the resulting estimates if the mechanism that 
leads to nonresponse is related to the survey variables (Groves, 2006). Confronted 
with this fact, survey researchers search for strategies to reduce nonresponse rates 
and to reduce nonresponse bias or at least to assess the magnitude of any nonre-
sponse bias in the resulting data. Paradata can be used to support all of these 
tasks, either prior to the data collection to develop best strategies based on past 
experiences, during data collection using paradata from the ongoing process, or 
post hoc when empirically examining the risk of nonresponse bias in survey es-
timates or when developing weights or other forms of nonresponse adjustment. 
This chapter will start with a description of the different sources of paradata rele-
vant for nonresponse error investigation, followed by a discussion about the use 
of paradata to improve data collection efficiency, examples of the use of paradata 
for nonresponse bias assessment and reduction, and some data management is-
sues that arise when working with paradata.   
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2 Sources and Nature of Paradata for Nonresponse Error 
Investigation 
Paradata available for nonresponse error investigation can come from a variety 
of different sources, depending on the mode of data collection, the data collection 
software used, and the standard practice at the data collection agency. Just like 
paradata for measurement error or other error sources, paradata used for non-
response error purposes are a by-product of the data collection process or, in the 
case of interviewer observations, can be collected during the data collection pro-
cess. A key characteristic that makes a given set of paradata suitable for nonre-
sponse error investigation is their availability for all sample units, respondents 
and nonrespondents. We will come back to this point in Section 3. 
Available paradata for nonresponse error investigation vary by mode. For 
face-to-face and telephone surveys, such paradata can be grouped into three 
main categories: data reflecting each recruitment attempt (often called “call his-
tory” data), interviewer observations, and measures of the interviewer-house-
holder interactions. In principle, such data are available for responding and non-
responding sampling units, although measures of the interviewer-householder 
interaction and some observations of household members might only be avail-
able for contacted persons. For mail and web surveys, call history data are avail-
able (where “call” could be the mail invitation to participate in the surveyor an 
email reminder), but paradata collected by interviewers such as interviewer ob-
servations and measures of the interviewer-householder interaction are obvi-
ously missing for these modes. 
2.1 Call History Data 
Many survey data collection firms keep records of each recruitment attempt to 
a sampled unit (a case). Such records are now common in both Computer-As-
sisted Telephone Interviews (CATI) and Computer-Assisted Personal Interviews 
(CAPI), and similar records can be kept in mail and web surveys. The datasets 
usually report the date and time a recruitment attempt was made and the out-
come of each attempt. Each of these attempts is referred to as a call even if it is 
done in-person as part of a face-to-face surveyor in writing as part of a mail or 
web survey. Outcomes can include a completed interview, noncontacts, refusals, 
ineligibility, or outcomes that indicate unknown eligibility. The American Asso-
ciation for Public Opinion Research (AAPOR) has developed a set of mode-spe-
cific disposition codes for a wide range of call and case outcomes (AAPOR, 2011). 
A discussion of adapting disposition codes to the cross-national context can be 
found in Blom (2008). 
A call record dataset has multiple observations for each sampled case, one 
corresponding to each call attempt. Table 1 shows an excerpt of a call record 
with minimal information kept at each call attempt. Each call attempt to each 
sampled case, identified with the case ID column, is a row of the dataset. The 
columns are the date, time, and outcome of each call attempt. For example, 
case number 10011 had three call attempts (call ID), made on June 1, 2, and 5, 
2012 (Date), each at different times of the day. The first call attempt had an out-
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come code of 3130, which corresponded to a “no answer” outcome (the com-
pany follows the AAPOR (2011) standard definitions for outcome codes when-
ever possible), the second attempt had an outcome of 2111, corresponding to 
a household-level refusal, and the final call attempt yielded an interview with 
an outcome code of 1000. Case ID 10012 had two call attempts, one with a tele-
phone answering device (3140) and one that identified that the household had 
no eligible respondent (4700). Case ID 10013 had only one call attempt in which 
it was identified as a business (4510). Case ID 10014 had four call attempts, 
three of which were not answered (3130), and the final that yielded a completed 
interview (1000). Since each organization may use a different set of call outcome 
codes, it is critical to have a crosswalk between the outcome code and the actual 
outcome prior to beginning data collection.  
This call record file is different from a final disposition file which (ide-
ally) summarizes the outcome of all calls to a case at the end of the data col-
lection period. Final disposition files have only one row per observation. In 
some sample management systems, final disposition files are automatically up-
dated using the last outcome from the call record file. In other sample manage-
ment systems or data collection organizations, final disposition files are main-
tained separately from the call record and are manually updated as cases are 
contacted, interviewed, designated as final refusals, ineligibles, and so on. No-
tably—and a challenge for beginning users of paradata files—final disposition 
files and call record files often disagree. For instance, a final status may indi-
cate “noncontact,” but the call record files indicate that the case was in fact con-
tacted. Often in this instance, the final disposition file has recorded the outcome 
of the last call attempt (e.g., a noncontact), but does not summarize the outcome 
of the case over all of the call attempts made to it. Another challenge for para-
data users occurs when the final disposition file indicates that an interview was 
completed (and there are data in the interview file), but the attempt with the in-
terview does not appear in the call record. This situation often occurs when the 
final disposition file and the call records are maintained separately. We return 
to these data management issues in Section 6. 
Table 1. Example Call Records for Four Cases with IDs 10011-10014 
Case ID Call ID Date Time Outcome 
10011 1 06/01/2012 3:12 P.M. 3130 
10011 2 06/02/2012 10:34 A.M. 2111 
10011 3 06/05/2012 6:23 P.M. 1000 
10012 1 06/02/2012 11:42 A.M. 3140 
10012 2 06/06/2012 4:31 P.M. 4700 
10013 1 06/01/2012 9:31 A.M. 4510 
10014 1 06/02/2012 10:04 A.M. 3130 
10014 2 06/04/2012 9:42 A.M. 3130 
10014 3 06/05/2012 7:07 P.M. 3130 
10014 4 06/08/2012 5:11 P.M. 1000  
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How call records are created varies by mode. In face-to-face surveys, inter-
viewers record the date, time, and outcome in a sample management system 
which mayor may not also record when the call record itself was created. In tele-
phone surveys, call scheduling, or sample management systems will often auto-
matically keep track of each call and create a digital record of the calling time; in-
terviewers then supplement the information with the outcome of the call. Mail 
surveys are not computerized, so any call record paradata must be created and 
maintained by the research organization. Finally, many web survey software pro-
grams record when emails are sent out and when the web survey is completed, 
but not all will record intermediate outcomes such as undeliverable emails, ac-
cessing the web survey without completing it, or clarification emails sent to the 
survey organization from the respondent.   
   Figure 1 shows a paper and pencil version of a call record form for a face-to-
face survey. This form, called a contact form in the European Social Survey (ESS) 
in 2010, presents the call attempts in sequential order in a table. The table where 
the interviewer records each individual “visits” to the case is part of a larger con-
tact form that includes the respondent and interviewer IDs. These paper and pen-
cil forms must be data entered at a later time to be used for analysis. 
In the case of the ESS, the call record data include call-level characteristics, 
such as the mode of the attempt (telephone, in-person, etc.). Other surveys might 
include information on whether an answering machine message was left (in tele-
phone surveys), whether the interviewer left a “sorry I missed you” card (in face-
to-face surveys), or whether the case was offered incentives, among other infor-
mation. For example, U.S. Census Bureau interviewers can choose from a list of 
23 such techniques to indicate the strategies they used at each call using the Cen-
sus Bureau’s contact history instrument (CHI; see Figure 2). 
The CHI data are entered on a laptop that the interviewer uses for in-person 
data collection. Some firms have interviewers collect call record data for face-to-
face surveys on paper to make recordings easier when interviewers approach the 
household. Other firms use a portable handheld computer to collect data at the 
respondent’s doorstep during the recruitment process.1 The handheld device au-
tomatically captures time and date of call, and the data are transmitted nightly to 
Figure 1. ESS 2010 contact form. Call record data from the ESS are publicly available at 
http://www.europeansocialsurvey.org/ . 
1. http://www.samhsa.gov/data/NSDUH/2klONSDUH/2klOResults.htm 
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the central office. Modern devices allow not only capture of a call’s day and time 
but also latitude and longitude through global positioning software and thus can 
also be used to monitor or control the work of interviewers and listers (Garda et 
al., 2007). 
 The automatic capturing of date and time information in face-to-face surveys 
is a big advantage compared to other systems that require the interviewer to en-
ter this information. In particular, at the doorstep, interviewers are busy (and 
should be) getting the potential respondents to participate in the survey. Also, 
automatic capturing of call records is consistent with paradata being a true by-
product of the data collection process. However, just like paper and pencil entries 
or entries into laptops, the use of handheld devices can also lead to missed call at-
tempt data if interviewers forget to record a visit when they drive by a house and 
see that nobody is at home from a distance (Biemer et al., 2013). Chapter 14 con-
tinues this discussion of measurement error in call record data. 
2.2 Interviewer Observations 
In addition to call record data, some survey organizations charge interviewers 
with making observations about the housing unit or the sampled person them-
selves. This information is most easily collected in face-to-face surveys. Observa-
tions of housing units, for example, typically include an assessment of whether 
the unit is in a multiunit structure or a building that uses an intercom system. 
These pieces of information reflect access impediments, for which interviewers 
might try to use the telephone to contact a respondent prior to the next visit or 
leave a note at the doorstep. These sorts of observations have been made in sev-
eral U.S. surveys including the American National Election Studies (ANES), the 
National Survey of Family Growth (NSFG), the Survey of Consumer Finances 
(SCF), the Residential Energy Consumption Survey (RECS), and the National 
Survey of Drug Use and Health (NSDUH), as well as non-U. S. surveys, including 
the British Crime Survey (BCS), the British Survey of Social Attitudes (BSSA), and 
the ESS, to name just a few. Observations about items that are related to the ques-
tionnaire items themselves can also be useful for nonresponse error evaluation, 
Figure 2. Screenshot from U.S. Census Bureau CHI. Courtesy of Nancy Bates.  
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such as the presence of political signs in the lawn or windows of the housing unit 
in the ANES or the presence of bars on the windows or burglar alarms in the BCS 
or the German DEFECT survey (see below). Just like call record data, interviewer 
observations on housing units can be collected in face-to-face surveys for all sam-
pled units, including noncontacted units. 
Potentially more useful for purposes of nonresponse error investigation are 
observations on individual members of a housing unit. These kinds of observa-
tions, typically only available for sample units in which a member of the housing 
unit has been contacted, may be on demographic characteristics of a household 
member or on characteristics that are highly correlated with key survey variables. 
In an ideal case, these interviewer observations have no measurement error, and 
they capture exactly what the respondent would have reported about those same 
characteristics (if these were also reported without error). Observations of demo-
graphic characteristics, such as age (Matsuo et al., 2010; Sinibaldi, 2010), sex (Mat-
suo et al., 2010), race (Smith, 1997; Burns et al., 2001; Smith, 2001; Lynn, 2003; 
Saperstein, 2006), income (Kennickell, 2000; Bums et al., 2001), and the presence 
of non-English speakers (Bates et al., 2008; National Center for Health Statistics, 
2009) are made in the ESS, the General Social Survey in the United States, the U.S. 
SCF, the BCS, and the National Health Interview Survey. Although most of these 
observations require in-person interviewers for collection, gender has been col-
lected in CAT! surveys based on vocal characteristics of the household informant, 
although this observation has not been systematically collected and analyzed for 
both respondents and nonrespondents (McCulloch, 2012). 
Some surveys like the ESS, the Los Angeles Family and Neighborhood 
Study (LAFANS), the SCF, the NSFG, the BCS, and the Health and Retirement 
Study (HRS) ask interviewers to make observations about the sampled neigh-
borhood. The level of detail with which these data are collected varies greatly 
across these surveys. Often, the interviewer is asked to make several observa-
tions about the state of the neighborhood surrounding the selected household 
and to record the presence or absence of certain housing unit (or household) 
features. These data can be collected once-at the first visit to a sampled unit in 
the neighborhood, for example--or collected multiple times over the course of a 
long data collection period. 
The observation of certain features can pose a challenge to the interviewers, 
and measurement errors are not uncommon. Interviewer observations can be col-
lected relatively easily in face-to-face surveys, but they are virtually impossible to 
obtain (without incurring huge costs) in mail or web surveys. Innovative data col-
lection approaches such as Nielsen’s Life360 project integrate surveys with smart-
phones, asking respondents to document their surroundings by taking a photo-
graph while also completing a survey on a mobile device (Lai et al., 2010). Earlier 
efforts to capture visual images for the neighborhoods of all sample units were 
made in the DEFECT study (Schnell and Kreuter, 2000), where photographs of 
all street segments were taken during the housing unit listing process, and in the 
Project on Human Development in Chicago Neighborhoods, where trained ob-
servers took videos from all neighborhoods in which the survey was conducted 
(Earls et al., 1997; Raudenbush and Sampson, 1999). Although not paradata per 
se, similar images from online sources such as Google Earth could provide rich 
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data about neighborhoods of sampled housing units in modes other than face-to-
face surveys. Additionally, travel surveys are increasingly moving away from di-
aries and moving toward using global positioning devices to capture travel be-
haviors (Wolf et al., 2001; Asakura and Hato, 2009). 
2.3 Measures of the Interviewer-Householder Interaction 
A key element in convincing sample units to participate in the survey is the 
actual interaction between the interviewer and household members. Face-to-
face interviewers’ success depends in part on the impression they make on the 
sample unit. Likewise telephone interviewers’ success is due, at least in part, 
to what they communicate about themselves. This necessarily includes the 
sound of their voices, the manner and content of their speech, and how they 
interact with potential respondents. If the interaction between an interviewer 
and householder is recorded, each of these properties can be turned into mea-
surements and paradata for analysis purposes. For example, characteristics of 
interactions such as telephone interviewers’ speech rate and pitch, measured 
through acoustic analyses of audio-recorded interviewer introductions, have 
been shown to be associated with survey response rates (Sharf and Lehman, 
1984; Oksenberg and Cannell, 1988; Groves et al., 2008; Benki et al., 2011; Con-
rad et al., 2013). 
Long before actual recordings of these interactions were first analyzed for 
acoustic properties (either on the phone or through the CAPI computer in face-
to-face surveys), survey researchers were interested in capturing other parts of 
the doorstep interaction (Morton-Williams, 1993; Groves and Couper, 1998). In 
particular, they were interested in the actual reasons sampled units give for non-
participation. In many cases, interviewers record such reasons in the call records 
(also called contact protocol forms, interviewer observations, or contact observa-
tions), although audio recordings have been used to identify the content of this 
interaction (Morton-Williams, 1993; Campanelli et al., 1997; Couper and Groves, 
2002). Many survey organizations also use contact observations to be informed 
about the interaction so that they can prepare a returning interviewer for the next 
visit or send persuasion letters. Several surveys conducted by the U.S. Census Bu-
reau require interviewers to capture some of the doorstep statements in the CHI. 
An alternative type of contact observation is the interviewer’s Subjective assess-
ment of the householder’s reluctance or willingness to participate on future con-
tacts. NSFG, for example, collects an interviewer’s estimates of the likelihood of 
an active household participating after 7 weeks of data collection in a given quar-
ter (Lepkowski et al., 2010). While these indicators are often summarized under 
the label “doorstep interactions”, they can be captured just as easily on a tele-
phone survey (Eckman et al., forthcoming). 
Any of these doorstep interactions may be recorded on the first contact with 
the sampled household or on every contact with the household. The resulting 
data structure can pose unique challenges when modeling paradata. 
We have examined where paradata on respondents and nonrespondents can 
be collected and how this varies by mode. The exact nature of those data and a 
decision on what variables should be formed out of those data depends on the 
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purpose of analysis, on the hypotheses one has in a given context about the non-
response mechanism, and on the survey content itself. Unfortunately, it is often 
easier to study nonresponse using paradata in interviewer-administered-and es-
pecially in-person-surveys than in self-administered surveys. The next section 
will give some background to help guide the decisions about what to collect for 
what purpose. 
3 Non Response Rates and Non Response Bias 
There are two aspects of nonresponse bias about which survey practitioners 
worry—nonresponse rates and the difference between respondents and nonre-
spondents on a survey statistic of interest. In its most simple form, the nonre-
sponse rate is the ratio of missing respondents (M) divided by the total number of 
cases in the sample (N), assuming for simplicity that all sampled cases are eligible 
to respond to the survey. A high nonresponse rate means a reduction in the num-
ber of actual survey responses and thus poses a threat to the precision of statis-
tical estimates-standard errors and respectively confidence intervals get smaller 
with increased sample size. A survey with a high nonresponse rate can however 
still lead to an unbiased estimate if there is no difference between respondents 
and nonrespondents on a survey statistic of interest, or said another way, if the 
process that leads to participation in the survey is unrelated to the survey statis-
tic of interest. 
The two equations for nonresponse bias of an unadjusted respondent mean 
presented below clarify this: 
Bias(Y‾R) = ( M ) (Y‾R – Y‾M)                                                          (1)
                                                         
N
 
If the difference between the average value for respondents on a survey variable 
(Y‾R) is identical to the average value of all missing cases on that same variable 
(Y‾M) then the second term in the estimation of the bias (Bias(Y‾R)) in Equation 1 is 
zero. Thus, even if the nonresponse rate (M/N) is high there will not be any non-
response bias for this survey statistic. Unfortunately, knowing the difference be-
tween respondents and nonrespondents on a survey variable of interest is often 
impossible. After all, if the values of Y are known for both respondents and non-
respondents, there is no need to conduct a survey. Some paradata we discuss in 
this chapter carry the hope that they are good proxy variables for key survey sta-
tistics and can provide an estimate for the difference between YR and YM. We also 
note that a nonresponse bias assessment is always done with respect to a partic-
ular outcome variable. It is likely that a survey shows nonresponse bias on one 
variable, but not on another (Groves and Peytcheva, 2008). 
Another useful nonresponse bias equation is given by Bethlehem (2002) and is 
often referred to as the stochastic model of nonresponse bias. Here, sampled units 
explicitly have a nonzero probability of participating in the survey, also called re-
sponse propensity, represented by ρ. 
Bias(Y‾R) =
  σYρ                                                               (2) 
                                                                                 ρ‾
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The covariance term between the survey variable and the response propen-
sity σYρ  will be greater than zero if the survey variable itself is the reason some-
one participates in the survey.2 This situation is often referred to as non-ignor-
able nonresponse or a unit not missing at random (Little and Rubin, 2002). The 
covariance is also positive when a third variable jointly affects the participa-
tion decision and the outcome variables. This situation is sometimes called ig-
norable nonresponse or a unit missing at random. Knowing which variables 
might affect both the participation decision and the outcome variables is there-
fore crucial to understanding the nonresponse bias of survey statistics. In many 
surveys, no variables are observed for nonrespondents, and therefore it is dif-
ficult to empirically measure any relationship between potential third variables 
and the participation decision (let alone the unobserved survey variables for 
nonrespondents). 
A sampled unit’s response propensity cannot be directly observed. We can 
only estimate the propensity from information that we obtained on both respon-
dents and nonrespondents. Traditional weighting methods for nonresponse ad-
justment obtain estimates of response rates for particular subgroups; these sub-
group response rates are estimates of response propensities in which all members 
of that subgroup have the same response propensity. When multiple variables 
are available on both respondents and nonrespondents, a common method for 
estimating response propensities uses a logistic regression model to predict the 
dichotomous outcome of survey participation versus nonparticipation as a func-
tion of these auxiliary variables. Predicted probabilities for each sampled unit es-
timated from this model constitute estimates of response propensities. Chapter 12 
will show examples of such a model. 
Paradata can play an important role in these analyses examining nonresponse 
bias and in predicting survey participation. Paradata can be observed for both re-
spondents and nonrespondents, thus meeting the first criterion of being available 
for analyses. Their relationship to survey variables of interest can be examined 
for responding cases, thus providing an empirical estimate of the covariance term 
in Equation 2. Useful paradata will likely differ across surveys because the partic-
ipation decision is sometimes dependent on the survey topic or sponsor (Groves 
et al., 2000), and proxy measures of key survey variables will thus naturally vary 
across surveys and survey topics (Kreuter et al., 2010b). Within the same survey, 
some paradata will be strong predictors of survey participation but vary in their 
association with the important survey variables (Kreuter and Olson, 2011). The 
guidance from the statistical formulas suggest that theoretical support is needed 
to determine which paradata could be proxy measures of those jointly influential 
variables or what may predict survey participation. 
Three things should be remembered from this section: (1) the nonresponse 
rate does not directly inform us about the nonresponse bias of a given survey sta-
tistic, (2) if paradata are proxy variables of the survey outcome, they can provide 
2. For example, being a “car user” can be both a survey variable and the reason someone participates 
in a survey. If Y is the percentage of car users and after hearing the introduction of the survey in 
which the sampled unit is told “we are conducting a survey of car users,” a householder thinks “I 
am not a car user, therefore I do not want to participate,” then the reason for nonparticipation and 
the survey variable of interest are the same.   
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estimates of the difference between nonrespondents and respondents on that sur-
vey variable, and when this information is combined with the nonresponse rate, 
then an estimate of nonresponse bias for that survey statistic can be obtained; 
and (3) to estimate response propensities, information on both respondents and 
nonrespondents are needed; paradata can be available for both respondents and 
nonrespondents.  
3.1 Studying Nonresponse with Paradata 
Studies of nonresponse using paradata have focused on three main areas: (1) 
methods to improve the efficiency of data collection, (2) predictors of survey par-
ticipation, contact, and cooperation, and (3) assessment of nonresponse bias in 
survey estimates. These examinations may be done concurrently with data col-
lection or in a post hoc analysis. The types of paradata used for each type of in-
vestigation vary, with interviewer observations (in combination with frame and 
other auxiliary data) used more frequently for predictors of survey participation, 
call record data used to examine efficiency, and nonresponse bias diagnoses us-
ing both observational data and call record data. Table 2 summarizes these uses 
of each type of paradata and identifies a few exemplar studies of how these para-
data have been used for purposes of efficiency, as a predictor of survey participa-
tion, contact or cooperation, or for nonresponse bias analyses. 
3.2 Call Records 
Data from call records have received the most empirical attention as a potential 
source of identifying methods to increase efficiency of data collection and to ex-
plain survey participation, with somewhat more limited attention paid to issues 
related to nonresponse bias. Call records are used both concurrently and for post 
hoc analyses. One of the primary uses of call record data for efficiency purposes 
is to determine and optimize call schedules in CATI, and occasionally CAPI, sur-
veys. Generally, post hoc analyses have revealed that call attempts made dur-
ing weekday evenings and weekends yield higher contact rates than calls made 
during weekdays (Weeks et al., 1980, 1987; Hoagland et al., 1988; Greenberg and 
Stokes, 1990; Groves and Couper, 1998; Odom and Kalsbeek, 1999; Bates, 2003; 
Laflamme, 2008; Durrant et al., 2010), and that a “cooling off” period between an 
initial refusal and a refusal conversion effort can be helpful for increasing partic-
ipation (Tripplett et al., 2001; Beullens et al., 2010). On the other hand, calling to 
identify ineligible cases such as businesses and nonworking numbers is more effi-
ciently conducted during the day on weekdays (Hansen, 2008). 
Results from these post hoc analyses can be programmed into a CATI call 
scheduler to identify the days and times at which to allocate certain cases to in-
terviewers. For most survey organizations, the main purpose of keeping call re-
cord data is to monitor response rates, to know which cases have not received a 
minimum number of contact attempts, and to remove consistent refusals from 
the calling or mailing/emailing queue. Call records accumulated during data col-
lection can be analyzed and used concurrently with data collection itself. In fact, 
most CATI software systems have a “call window” or “time slice” feature to help 
the researcher ensure that sampled cases are called during different time periods 
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and different days of the week, drawing on previous call attempts as recorded in 
the call records. In some surveys, interviewers are encouraged to mimic such be-
havior and asked to vary the times at which they call on sampled units. Contact 
data that the interviewer keeps can help guide her efforts. Web and mail surveys 
are less sensitive to the day and time issue, but call records are still useful as an 
indicator of when prior recruitment attempts are no longer effective.      
“Best times to call” are population dependent, and in cross-national surveys, 
country-specific “cultures” need to be taken into account (see Stoop et al., 2010 
for the ESS). When data from face-to-face surveys are used to model “optimal call 
windows,” one also needs to be aware that post hoc observational data include 
interviewer-specific preferences (Purdon et al., 1999). That is, unlike in CATI sur-
veys sampled cases in face-to-face surveys are not randomly assigned to call win-
dows (see Chapters 12 and 7 for a discussion of this problem). Figure 3 shows 
frequencies of calls by time of day for selected countries in the ESS. Each circle 
represents a 24-h clock, and the lines coming off of the circle represent the rela-
tive frequency of calls made at that time. Longer lines are times at which calls are 
more likely to be made. This figure shows that afternoons are much less popular 
calling times in Greece (GR) than in Hungary (HU) or Spain (ES). 
Examining the relationship between field effort and survey participation 
is one of the most common uses of call history data. Longer field periods yield 
higher response rates as the number of contact attempts increases and timing of 
call attempts becomes increasingly varied (Groves and Couper, 1998), but the ef-
fectiveness of repeated similar recruitment attempts diminishes over time (Olson 
and Groves, 2012). This information can be examined concurrently with data col-
lection itself. It is common for survey organizations to monitor the daily and cu-
mulative response rate over the course of data collection using information ob-
Figure 3. Call attempt times for six European countries, ESS 2002. (This graph was cre-
ated by Ulrich Kohler using the STATA module CIRCULAR developed by Nicholas J. Cox.)
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tained from the call records. Survey organizations often also use call records after 
the data are collected to examine several “what if” scenarios, to see, for exam-
ple, how response rates or costs would have changed had fewer calls been made 
(Kalsbeek et al., 1994; Curtin et al., 2000; Montaquila et al., 2008).  
Daily monitoring can be done in both interviewer-administered and self-ad-
ministered surveys. Figure 4 shows an example from the Quality of Life in a 
Changing Nebraska Survey, a web and mail survey of Nebraska residents. The 
x-axis shows the date in the field period and the y-axis shows the cumulative 
number of completed questionnaires. Each line corresponds to a different ex-
perimental mode condition. The graph clearly shows that the conditions with a 
web component yielded earlier returns than the mail surveys, as expected, but 
the mail surveys quickly outpaced the web surveys in the number of completes. 
The effect of the reminder mailing (sent out on August 19) is also clearly visi-
ble, especially in the condition that switched from a web mode to a mail mode 
at this time. 
In general, post hoc analyses show that sampled units who require more call 
attempts are more difficult to contact or more reluctant to participate (Campanelli 
et al., 1997; Groves and Couper, 1998; Lin et al., 1999; Olson, 2006; Blom, 2012). 
Although most models of survey participation use logistic or probit models to 
predict survey participation, direct use of the number of call attempts in these 
post hoc models has given rise to endogeneity concerns. The primary issue is that 
the number of contact attempts is, in many instances, determined by whether the 
case has been contacted or interviewed during the field period. After all, inter-
viewed cases receive no more follow-up attempts. Different modeling forms have 
been used as a result. The most commonly used model is a discrete time haz-
ard model, in which the outcome is the conditional probability of an interview 
on a given call, given no contact or participation on prior calls (Kennickell, 1999; 
Groves and Heeringa, 2006; Durrant and Steele, 2009; West and Groves, 2011; Ol-
Figure 4. Cumulative number of completed questionnaires, Quality of Life in a Changing 
Nebraska Survey.
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son and Groves, 2012). See Chapter 12 by Durrant and colleagues for a thorough 
discussion and example of these models. Active use of propensity models concur-
rent with data collection is discussed in Chapter 7 by Wagner and Chapter 6 by 
Kirgis and Lepkowski in the context of responsive designs.  
Call record data can also be used for nonresponse bias analyses, although 
these analyses are most often done after data collection finishes. In such investi-
gations, the number of call attempts to obtain a completed interview is hypothe-
sized to be (linearly) related to both response propensity (a negative relationship) 
and to important survey characteristics (either positively or negatively), that is, 
there is a “continuum of resistance” (Filion, 1975; Fitzgerald and Fuller, 1982; Lin 
and Schaeffer, 1995; Bates and Creighton, 2000; Lahaut et al., 2003; Olson, 2013). 
Alternatively, these analyses have been used to be diagnostic of whether there is 
a covariance between the number of contact attempts and important survey vari-
ables, with the goal to have insight into the covariance term in the numerator of 
Equation 2. Figure 5 shows one example of using call record data to diagnose 
nonresponse bias over the course of data collection (Kreuter et al., 2010a). These 
data come from the Panel Study of Labor Market and Social Security (PASS) con-
ducted at the German Institute for Employment Research (Trappmann et al., 
2010). In this particular example nonresponse bias could be assessed using call re-
cord data and administrative data available for both respondents and nonrespon-
dents. The three estimates of interest are the proportion of persons who received 
a particular type of unemployment benefit, whether or not the individual was 
employed, and whether or not the individual was not a German citizen. The x-
Figure 5. Cumulative change in nonresponse bias for three estimates over call attempts, 
Panel Study of Labor Market and Social Security. Graph based on data from Table 2 in 
Kreuter et al. (2010b).
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axis represents the total number of call attempts made to a sampled person, from 
1-2 call attempts to more than 15 call attempts. The y-axis represents the percent 
relative difference between the estimate calculated as each call attempt group is 
cumulated into the estimate and the full sample estimate. For example, the three 
to five call attempts group includes both those who were contacted after one or 
two call attempts and those who were contacted with three to five attempts. If 
the line approaches zero, then nonresponse bias of the survey estimate is reduced 
with additional contact attempts. For welfare benefits and employment status we 
can see that this is the case and nonresponse bias is reduced, although the mag-
nitude of the reduction varies over the two statistics. For the indicator of being a 
foreign citizen, there is little reduction in nonresponse bias of the estimate with 
additional contact attempts. 
An alternative version of this approach are models in which the number of 
call attempts and call outcomes are used to categorize respondents and nonre-
spondents into groups of “easy” and “difficult” cases (Lin and Schaeffer, 1995; 
Laflamme and Jean. Some models disaggregate effort exerted to the case into 
the patterns of outcomes to different cases such as the proportion of noncon-
tacts out of all calls made, rather than simply number of call attempts (Kreuter 
and Kohler, 2009). 
Montaquila et al. (2008) simulate the effect of various scenarios that limit the 
use of refusal conversion procedures and the number of call attempts on sur-
vey response rates and estimates in two surveys. In these simulations, respond-
ing cases who required these extra efforts (e.g., refusal conversion and more than 
eight screener call attempts) are simulated to be “nonrespondents,” and excluded 
from calculation of the survey estimates (as in the “what if” scenario described 
above). Although these simulations show dramatic results on the response rates, 
the survey estimates show very small differences from the full sample estimate, 
with the median absolute relative difference under six scenarios never more than 
2.4% different from the full sample estimate. 
3.3 Interviewer Observations 
Data resulting from interviewer observations of neighborhoods and sampled 
housing units has been used primarily for post hoc analyses of correlates of sur-
vey participation. For example, interviewer observations of neighborhoods have 
been used in post hoc analyses to examine the role of social disorganization in 
survey participation. Social disorganization is an umbrella term that includes a 
variety of other concepts, among them sometimes population density and crime 
themselves (Casas-Cordero, 2010), that may affect helping behavior and increase 
distrust (Wilson, 1985; Franck, 1980). Faced with a survey request, the reduction 
in helping behavior or the perception of potential harm may translate into refusal 
(Groves and Couper, 1998). Interviewer observations about an area’s safety have 
been found to be significantly associated with both contactability and coopera-
tion in the United Kingdom (Durrant and Steele, 2009) and in the United States 
(Lepkowski et al., 2010). Interviewer observations of characteristics of housing 
units have been used to identify access impediments as predictors of both contact 
and cooperation in in-person surveys. Observations of whether the sampled unit 
28   Kr e u t e r & Ol s O n i n  Im p r o v I n g Su r v e y S w I t h  pa r a d ata  (2013) 
is in a multi-unit structure versus a single family home, is in a locked building, 
or has other access impediments have been shown to predict a household’s con-
tactability (Campanelli et al., 1997; Groves and Couper, 1998; Kennickell, 2003; 
Lynn, 2003; Stoop, 2005; Blohm et al., 2007; Sinibaldi, 2008; Maitland et al., 2009; 
Lepkowski et al., 2010), and the condition of the housing unit relative to others in 
the area predict both contact and cooperation (Lynn, 2003; Sinibaldi, 2008; Dur-
rant and Steele, 2009). Neighborhood and housing unit characteristics can be 
easily incorporated into field monitoring in combination with information from 
call records. For example, variation in response, contact, and cooperation rates 
for housing units with access impediments versus those without access impedi-
ments could be monitored, with a field management goal of minimizing the dif-
ference in response rates between these two groups. This kind of monitoring by 
subgroups is not limited to paradata and can be done very effectively for all data 
available on a sampling frame. However, in the absence of (useful) frame infor-
mation, paradata can be very valuable if collected electronically and processed 
with the call record data. 
Observations about demographic characteristics of sampled members can be 
predictive of survey participation (Groves and Couper, 1998; Stoop, 2005; West, 
2013) and can be used to evaluate potential nonresponse bias if they are related 
to key survey variables of interest. However, to our knowledge, the major-
ity of the work on demographic characteristics and survey participation come 
from surveys in which this information is available on the frame (Tambor et al., 
1993; Lin et al., 1999), from a previous survey (Peytchev et al., 2006), from ad-
ministrative sources (Schouten et al., 2009), or from looking at variation within 
the respondent pool (Safir and Tan, 2009) rather than from interviewer obser-
vations. Exceptions in which interviewers observe gender and age of the con-
tacted householder include the ESS and the UK Census Link Study (Kreuter et 
al., 2007; Matsuo et al., 2010; Durrant et al., 2010; West, 2013). As with hous-
ing unit or area observations, information about demographic characteristics of 
sampled persons could be used in monitoring cooperation rates during the field 
period; since these observations require contact with the household, monitoring 
variation in contact rates or overall response rates is not possible with this type 
of interviewer observation. 
Observations about proxy measures of important survey variables are, with a few 
exceptions, a relatively new addition to the set of paradata available for study. 
Examples of these observations that have been implemented in field data collec-
tions include whether or not an alarm system is installed at the house in a survey 
on fear of crime (Schnell and Kreuter, 2000; Eifler et al., 2009). Some observations 
are more “guesses” than observations themselves, for example, whether the sam-
pled person is in an active sexual relationship in a fertility survey (Groves et al., 
2007; West, 2013), the relative income level of the housing unit for a financial sur-
vey (Goodman, 1947), or whether the sampled person is on welfare benefits in a 
survey on labor market participation (West et al., 2012). Depending on the survey 
topic one can imagine very different types of observations. For example, in health 
surveys, the observation of smoking status, body mass, or health limitations may 
be fruitful for diagnosing nonresponse bias (Maitland et al., 2009; Sinibaldi, 2010). 
The U.S. Census Bureau is currently exploring indicators along those lines. Other 
large scale surveys such as PIAAC-Germany experiment with interviewer obser-
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vations of householders’ educational status, which is in the context of PIAAC a 
proxy variable of a key survey variable. 
These types of observations that proxy for survey variables are not yet rou-
tinely collected in contemporary surveys, and have only rarely be collected in 
the survey context for respondents and nonrespondents. As such, recent exam-
inations of these measures focus on post hoc analyses to assess their usefulness 
in predicting survey participation and important survey variables. These post 
hoc analyses have shown that although these observational data are not iden-
tical to the reports collected from the respondent themselves, they are signifi-
cantly associated with survey participation and predict important survey vari-
ables (West, 2013). 
3.4 Observations of Interviewer-Householder Interactions 
What householders say “on the doorstep” to an interviewer is highly associated 
with survey cooperation rates (Campanelli et al., 1997; Couper, 1997; Groves 
and Couper, 1998; Peytchev and Olson, 2007; Bates et al., 2008; Taylor, 2008; 
Groves et al., 2009; Safir and Tan, 2009). In post hoc analyses of survey partic-
ipation, studies have shown that householders who make statements such as 
“I’m not interested” or “I’m too busy” have lower cooperation rates, whereas 
householders who ask questions have no different or higher cooperation rates 
than persons who do not make these statements (Morton-Williams, 1993; Cam-
panelli et al., 1997; Couper and Groves, 2002; Olson et al., 2006; Maitland et al., 
2009; Dahlhamer and Simile, 2009). As with observations of demographic or 
proxy survey characteristics, observations of the interviewer-householder inter-
action require contact with the household and thus can only be used to predict 
cooperation rates. 
These statements can be used concurrently during data collection to tailor fol-
low-up recruitment attempts, such as sending persuasion letters for refusal con-
version (Olson et al., 2011) or in tailored refusal aversion efforts (Groves and Mc-
Gonagle, 2001; Schnell and Trappmann, 2007). Most of these uses happen during 
data collection and are often undocumented. As such, little is known about what 
makes certain tailoring strategies more successful or whether one can derive al-
gorithms to predict when given strategies should be implemented. 
Contact observations can also be related to the topic of the survey and thus 
diagnostic of nonresponse bias, such as refusal due to health-related reasons in 
a health study (Dahlhamer and Simile, 2009) or refusal due to lack of interest in 
politics in an election study (Peytchev and Olson, 2007). For example, Maitland 
et al. (2009) found that statements made to the interviewer on the doorstep about 
not wanting to participate because of health-related reasons were more strongly 
associated with important survey variables in the National Health Interview 
Survey than any other contact observation. This finding suggests that record-
ing statements that are survey topic related could be used for diagnosing nonre-
sponse bias, not just as a correlate of survey cooperation. 
Acoustic measurements of the speech of survey interviewers during recruit-
ment have received recent attention as predictors of survey participation. Al-
though older studies show positive associations between interviewer-level 
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response rates and acoustic vocal properties (Oksenberg and Cannell, 1988), 
more recent studies show mixed associations between interviewer-level re-
sponse rates and acoustic measurements (van der Vaart et al., 2006; Groves et 
al., 2008). One reason for these disparate findings may be related to nonlin-
earities in the relationship between acoustic measurements and survey out-
comes. For example, Conrad et al. (2013) showed a curvilinear relationship be-
tween agreement to participate and the level of disfluency in the interviewers’ 
speech across several phone surveys. Using data from Conrad et al. (2013), Fig-
ure 6 shows that agreement rates (plotted on the y-axis) are lowest when the 
interviewers spoke without any fillers (e.g., “uhm” and “ahms”, plotted on the 
x-axis), often called robotic speech, and highest with a moderate number of 
fillers per 100 words. An interviewer’s pitch also affects agreement rates-here 
interviewers with low pitch variation in their voice (the dashed line) were on 
average more successful in recruiting respondents than those with high pitch 
variation (the dotted line).  
To our knowledge, no study to date has looked at the association between 
these vocal characteristics and nonresponse bias or as a means to systematically 
improve efficiency of data collection. 
4 Paradata and Responsive Designs 
Responsive designs use paradata to increase the efficiency of survey data collec-
tions, estimate response propensities, and evaluate nonresponse bias of survey 
estimates. As such, all of the types of paradata described above can be—and have 
Figure 6. Relationship between survey participation and use of fillers in speech by pitch 
variation. Data from Conrad et al. (2013).
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been—used as inputs into responsive designs. As described by Groves and Hee-
ringa (2006), responsive designs can use paradata to define “phases” of data col-
lection in which different recruitment protocols are used to monitor “phase ca-
pacity” in which the continuation of a current recruitment protocol no longer 
yields meaningful changes in survey estimates and estimate response propensi-
ties from models using paradata to target efforts during the field period. The goal 
of these efforts is to be responsive to anticipated uncertainties and to adjust the 
process based on replicable statistical models. In this effort, paradata are used to 
create progress indicators that can be monitored in real time (see Chapter 9 in this 
volume for monitoring examples). Chapters 6, 7, and 10 in this volume describe 
different aspects of the role that paradata plays in responsive designs. 
5 Paradata and Non Response Adjustment 
Nonresponse bias of a sample estimate occurs when the variables that affect sur-
vey participation also are associated with the important survey outcome vari-
ables. Thus, effective nonresponse adjustment variables predict both the probabil-
ity of participating in a survey and the survey variables themselves (Little, 1986; 
Bethlehem, 2002; Kalton and Flores-Cervantes, 2003; Little and Vartivarian, 2003, 
2005; Groves, 2006). For sample-based nonresponse adjustments such as weight-
ing class adjustments or response propensity adjustments, these adjustment vari-
ables must be available for both respondents and nonrespondents (Kalton, 1983). 
The paradata discussed above fit the data availability criterion and generally fit 
the predictive of survey participation criterion. Where they fall short—or where 
empirical evidence is lacking—is in predicting important survey variables of in-
terest (Olson, 2013). 
How to incorporate paradata into unit nonresponse adjustments is either 
straightforward or very complicated. One straightforward method involves re-
sponse propensity models, usually logistic regression models, in which the re-
sponse indicator is the dependent variable and variables that are expected to pre-
dict survey participation, including paradata, are the predictors. The predicted 
response propensities from these models are then used to create weights (Kalton 
and Flores-Cervantes, 2003). If the functional form is less clear, or the set of po-
tential predictors prohibitively large, classification models like CHAID or CART 
might be more suitable. Weights are created from the inverse of the response 
rates of each group identified in the classification model, consistent with creating 
weights when paradata are not available. 
Alternatively, paradata can be used in “callback models” of various func-
tional forms, but often using explicit probability or latent class models to de-
scribe changes in survey estimates across increased levels of effort (Drew and 
Fuller, 1980; Albo, 1990; Colombo, 1992; Potthoff et al., 1993; Anido and Val-
des, 2000; Wood et al., 2006; Biemer and Link, 2006; Biemer and Wang, 2007; 
Biemer, 2009). These models can be complicated for many data users, requiring 
knowledge of probability distributions and perhaps requiring specialty soft-
ware packages such as MPlus or packages that support Bayesian analyses. An-
other limitation of these more complicated models is that they do not always 
yield adjustments that can be easily transported from univariate statistics such 
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as means and proportions to multivariate statistics such as correlations or re-
gression coefficients. 
In sum, postsurvey adjustment for nonresponse with paradata views paradata 
in one of the two ways. First, paradata may be an additional input into a set of 
methods such as weighting class adjustments or response propensity models that 
a survey organization already employs. Alternatively, paradata may pose an op-
portunity to develop new methodologies for postsurvey adjustment. Olson (2013) 
describes a variety of these uses of paradata in postsurvey adjustment models. As 
paradata collection becomes routine, survey researchers and statisticians should 
actively evaluate the use of these paradata in both traditional and newly devel-
oped adjustment methods. 
6 Issues in Practice 
Although applications of paradata in the nonresponse error context are seem-
ingly straightforward, many practical problems may be encountered when work-
ing with paradata, especially call record data. Researchers not used to these data 
typically struggle with the format, structure and logic of the dataset. The follow-
ing issues often arise during a first attempt to analyze such data. 
Long and Wide Format  Call record data are available for each contact attempt 
to each sample unit. This means that there are unequal numbers of observations 
available for each sample unit. Usually call record data are provided in “long” 
format, where each row in the dataset is one call attempt, and the attempts made 
to one sample unit span over several rows (see Table 1 and Figure 7). In Figure 7, 
ID 30101118 received 11 call attempts, each represented by a row of the dataset. 
For most analyses this format is quite useful, and we recommend using it. If data 
are provided in wide format (where each call attempt and the outcome is writ-
ten in one single row) a transformation to long format is advisable (Kohler and 
Kreuter (2012), Chapter 11).  
Figure 7. Long format file of call record data merge with interview data from the ESS. 
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Outcome Codes  Figure 7 also shows a typical data problem when working with 
call record data. The case displayed in Figure 7 had 10 recorded contact attempts, 
and was merged with the interview data. Comparing time and date of the contact 
attempts with time and date the interview was made, one can see that the interview 
occurred after the last visit in the call record file-that is, the actual interview was 
not recorded in the call records and there were actually 11 call attempts made to 
this case. Likewise, final outcome codes assigned by the field work organization of-
ten do not match the last outcome recorded in the call record data (e.g., if a refusal 
case shows several contact attempts with no contacts after the initial refusal, they 
often are assigned to be a final noncontact rather than a final refusal, see also Blom 
et al. (2010)). These final outcomes may be recorded in a separate case-level data-
set (with one observation per case) or as a final “call attempt” in a call record file, in 
which the case is “coded out” of the data collection queue. Furthermore, outcome 
codes are often collected at a level of detail that surpasses the response, (first) con-
tact and cooperation indicators that are needed for most nonresponse analyses (see 
the outcome codes in Table 1). Analysts must make decisions about how to collapse 
these details for their purposes (see Abraham et al., 2006, for discussion of how dif-
ferent decisions about collapsing outcome codes affect nonresponse analyses). 
Structure   Call record data and interviewer observations are usually hierarchi-
cal data. That is, the unit of analysis (individual calls) is nested within a higher 
level unit (sample cases). Likewise, cases are nested within interviewers and, of-
ten, within primary sampling units. In face-to-face surveys, such data can have a 
fully nested structure if cases are assigned to a unique interviewer. In CAT! sur-
veys, sample units are usually called by several interviewers. Depending on the 
research goal, analysis of call record data therefore needs to either treat inter-
viewers as time varying covariates or make a decision as to which interviewer is 
seen as responsible for a case outcome (for examples of these decisions see West 
and Olson, 2010). Furthermore, this nesting leads to a lack of independence of ob-
servations across calls within sampled units and across sampled units within in-
terviewers. Analysts may choose to aggregate across call attempts for the same 
individual or to use modeling forms such as discrete time hazard models or mul-
tilevel models to adjust for this lack of independence. See Chapter 12 by Durrant 
and colleagues for a detailed discussion of these statistical models. 
Time and Date Information   Processing the rich information on time and dates 
of call attempts can be quite tedious if data are not available in the right format. 
Creating an indicator for the time since the last contact attempt requires count-
ing the number of days, and hours (or minutes) that have passed. Fortunately, 
many software packages have the so-called time and date functions (Kohler and 
Kreuter (2012), Chapter 5). They typically convert any dates into the number of 
days passed since, for example, January 1, 1960. Once two dates are converted 
this way, variables can simply be subtracted from each other to calculate the 
number of days. 
These data management issues frequently occur when analyzing paradata for 
nonresponse error. Other analytic issues that can arise include how to treat cases 
with unknown eligibility and how to handle missing data in interviewer observa-
tions, both topics that require further empirical investigation. 
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7 Summary and Take Home Messages 
In this chapter, we have examined three types of paradata that can be used to 
evaluate nonresponse in sample surveys—call history data, interviewer observa-
tions of the sampled unit, and measures of the interviewer-householder interac-
tion. These paradata can be collected in surveys of any mode, but are most fre-
quently and fruitfully collected in interviewer-administered surveys. Post hoc 
analyses of these types of paradata are most often conducted, but they are in-
creasingly being used concurrently with data collection itself for purposes of 
monitoring and tracking field progress and—potentially—nonresponse error 
indicators. 
When deciding on the collection or formation of paradata for nonresponse er-
ror investigation, it is important to be aware of the purpose for which those data 
will be used. If an increase in efficiency is the goal, different paradata might be 
useful or necessary than in the investigation of nonresponse bias. 
The design of new types of paradata and empirical investigation of existing 
paradata in new ways are the next steps in this area of paradata for survey re-
searchers and practitioners. Particularly promising is the development of new 
forms of paradata that proxy for important survey variables. With the collec-
tion of new types of data should also come investigations into the quality of these 
data, and the conditions and analyses for which they are useful. 
It is also important to emphasize that survey practitioners and field manag-
ers have long been users of certain types of paradata-primarily those from call re-
cords-but other forms of paradata have been less systematically used during data 
collection. Although more organizations are implementing responsive designs 
and developing “paradata dashboards” (Sirkis, 2012; Craig and Hogue, 2012; Rei-
fschneider and Harris, 2012), use of paradata for design and management of sur-
veys remains far from commonplace. We recommend that survey organizations 
that do not currently routinely collect and/or analyze paradata start with sim-
pler pieces-daily analysis of call outcomes in call records by subgroups defined 
by frame information or analysis of productive times and days to call a particular 
population of interest-and then branch into more extensive development of para-
data that requires additional data collection such as interviewer observations. It 
is only through regular analysis and examination of these paradata that their use-
fulness for field management becomes apparent. 
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