Abstract. The concepts of SAT-hardness and SAT-completeness modulo npolylogn time and linear size reducibility, denoted by SAT-hard (npolylogn, n) and SAT-complete (npolylogn, n), respectively, are introduced. Regardless of whether P NP or P # NP, it is shown that intuitively Each SAT-hard (npolylogn, n) problem requires essentially at least as much deterministic time as, and Each SAT-complete (npolylogn, n) problem requires essentially the same deterministic time as the satisfiability problem for 3CNF formulas.
1. Introduction. We study the deterministic time complexity of computational problems for very simple Boolean formulas and for very simple systems of Boolean equations. In particular, we study the fundamental problems of =<, satisfiability, tautology, unique satisfiability, equivalence, and minimization. There are two reasons for this study.
First, the problem instances we consider are so simple that they can be expected to be encountered in any application area. In contrast, a result derived from complex problem instances might be dismissed in some application areas on the grounds that the formula instances used in the hardness proof are not of the form encountered in practice. In general, proofs obtained from simple instances are better evidence of hardness than proofs obtained from general instances.
Second, hardness results for them are more easily extended to other problems. For example, we obtain results for very simple monotone formulas (formulas without not) and these results easily generalize to many lattices including all nondegenerate finite lattices.
Although our basic technique is to find reductions from the Satisfiability Problem, we will derive results that are sharper than NP-completeness. The Henceforth, we abbreviate both the satisfiability problem for 3CNF formulas and the set of satisfiable 3CNF formulas by SAT. The sharper technique we use here is to use reductions from SAT that are npolylogn in time and linear in size (output is linear in input). This leads us to the concepts of SAT-hardness (npolylogn, n) and SATcompleteness (npolylogn, n) introduced in 2. In 2 we see that " SAT-complete (npolylogn, n)" means "takes essentially the same deterministic time as the satisfiability problem for 3CNF formulas."
Our key complexity result obtained here concerns the set of formula pairs (F, G) satisfying F =< G, where F and G are such that (1) No variable occurs more than once in F or more than once in G, (2) F is a monotone CNF formula, (3) G is a disjunction of monotone CNF formulas. We show that this set of formula pairs has essentially the same deterministic time complexity as SAT (i.e., is SAT-complete (npolylogn, n)). As corollaries of this basic result, we characterize the deterministic time complexity of a number of basic problems for all finite nondegenerate lattices. Additional applications are presented to logic, circuit analysis and testing, binary decision diagrams, and monadic single variable program schemes. As one corollary, we prove that the recognition of the set of uniquely satisfiable 3CNF formulas requires "essentially the same deterministic time as" SAT.
This problem has been extensively studied in the literature (see [30] ).
A brief outline of this paper follows. In 2 we introduce the concepts of npolylogn time and linear size reducibility, SAT-hardness (npolylogn, n), and SAT-completeness (npolylogn, n). We also show that two important reduction procedures can be performed on npolylogn time and linear size bounded Turing machines. In 3 we present our main deterministic time complexity results for the _-<, satisfiability, tautology, unique satisfiability, equivalence, and minimization problems for very simple Boolean equations and for very simple systems of Boolean equations. Theorem 3.3 and Corollary 3.4 are of special importance to the remainder of the paper. In 4 we use the results and techniques of 2 and 3 to characterize the deterministic time complexities of a number of basic problems (see Fig. in 4.1) for each nondegenerate finite lattice. Additional applications are presented to logic and to circuit analysis and testing. In 5 we use the results and techniques of 2 and 3 to characterize the deterministic time complexities of a number of basic problems for each finite field, each ring Z (k_-> 2), binary decision diagrams, and monadic program schemes.
The remainder of this section consists of definitions, notation, and basic results about complexity theory, lattices, and Boolean algebras used in this paper. We assume that the reader is familiar with the complexity classes P, NP, and eoNP, polynomial reduciblity, NP-hardness and NP-completeness, and eoNP-hardness and NP-completeness; otherwise, see 18] . We denote the set of natural numbers by N. Throughout this paper by "Turing machine," we mean "multiple-tape Turing machine."
The following problems for Boolean formulas are considered:
(1) The <-problem, i.e., the problem of determining, for Boolean formulas F and G, if F <-G, i.e., if G equals whenever F equals 1. (2) The satisfiability problem, i.e., the problem of determining if a Boolean formula F is satisfiable.
(3) The tautology problem, i.e., the problem of determining if a Boolean formula F is a tautology.
(4) The unique satisfiability problem, i.e., the problem of determining, for a Boolean formula F, if there exists exactly one assignment v of values from {0, 1} to the variables of F such that F takes on the value 1 under v.
(5) The equivalence problem, i.e., the problem of determining, for Boolean formulas F and G, if F and G denote the same function.
(6) The minimization problem, i.e., the problem of finding, given a Boolean formula F, an equivalent Boolean formula G such that the number of occurrences of symbols in G is minimal. THEORZM 1.1 [15] , [18] . An element a of S such that a <-b for all b S is said to be the minimal element on S and is denoted by 0. An element a of S such that b <-a for all b S is said to be the maximal element of S and is denoted by 1. Let S (S, v,^) be a lattice with minimal element 0. An element b of S such that 0 < b on S but there exists no c S for which 0 < c < b on S is said to be an atom of s. A lattice S (S, v,^)
is said to be a finite depth lattice if there exists k N such that X <" < X 2 < X on S implies <-k.
A Boolean Algebra has operators^, v, and and constants 0 and 1 where^, v, and ---, behave as set intersection, union, and complement, respectively, 0 behaves as the empty set, and 1 behaves like the universal set. Formal axioms can be found in [1] , [7] , and [43] . We let BOOLE be the two-element Boolean algebra of everyday logic. We let BIN be the two-element distributive lattice, namely, BOOLE without the negation (or complement) operator. THEOREM 1.4 [7] . (1 and constants can be blurred by the presence of zero-ary operators (such as 0 and 1 in Boolean algebras). We call formulas with these zero-ary operators "constant-free" since they can be interpreted as formulas independent of the domain.
Restricting ourselves to constant-free formulas does not weaken hardness results since we certainly expect them to be included among formulas encountered in practice. We seek results on constant-free formulas that apply to the class of all algebras with the specified operators. Classes of formulas with domain specific constants can sometimes be harder than constant-free formulas due to the complexity of manipulating constants.. The complexity of manipulating constants (i.e., the complexity of arithmetic)
is not a topic of this paper.
In the case of finite algebraic structures S, the domain of the structure can be specified by giving distinct names to its elements. The complexity of arithmetic on such a structure S is not an issue, since S's operators can be specified by tables and have constant cost. DEFiNiTION 1.5. Let S be an algebraic structure with domain S. By a representation of S, we mean a set of sI distinct constant symbols denoting the elements of S. analogously. This is the natural measure since variables and constants are the objects on which reductions are defined. When considering the time of a reduction on a Turing machine, however, we will take into account the fact that the infinite variable set must actually be represented by strings on some finite alphabet.
We like to measure time complexity as a function of input size rather than input length. When doing this, we use the symbol w instead of the traditional n. Thus we use L DTIME (F(llw[I)) to mean the time required to test string w for membership in L is F(llwll) or fewer Turing machine operations. It is assumed that a reasonably efficient encoding of variables into strings is used when a formula is presented to a Turing machine. Specifically, we assume the length of the Turing machine input is at worst O(11 w log w II), Let (19, v) , where v is a variable distinct from the input variables and the other new variables associated with other operator occurrences.
Step 2. Translate the string into a sequence of equations where the left-hand formula has no operators and the right-hand formula has at most one operator. For each pair (19, v) in the input to this step, there will be an equation v O(Xl" Xk) where t9 is k-ary and Xl"''Xk are variables or constants representing the operands associated with the occurrence of O in the input. For each formula pair of $, the output will have equation x =y where x and y are the variables (or constants) representing the two formulas.
Step 3 Step 1. Extract the string F1 (xj,, 1) (xk, k) from F. Step 2. Sort the pairs in F1 according to the index of these variables (and preserving the original order among occurrences of the same variable). Call the result F2.
Step 3. Make each pair (x, i) of F2 into a triple (x, i, l) where (x, i) is the /th occurrence of xin F2. This can be done in npolylogn time because Step 2 has made the occurrences of x adjacent. Call the result F3.
Step 4. Sort the triples in F3 according to the second component. This restores the variable occurrence to the original order of F. Call this result F4.
Step 5. Take the triples from F4 and attach the third component to the corresponding occurrence in F. This is the desired output. We note that, after executing Step 2 of the algorithm immediately above, the Turing machine of the proof can be modified to output in npolylogn time and in order of increasing variable subscript both the variables of F and the numbers of times they occur in F.
these problems are hard. In each case, the results are on the boundary of NP in that the obvious further simplifications result in problems in P. Some of the results, most notably Theorem 3.3, say that two "easy problems" can be combined in simple ways to get problems that are "hard as they can be." In the first theorem, the satisfiability problem for 3CNF formulas with -<3 repetitions per variable is considered. The NP-hardness of this problem is known and is mentioned in [18] . To put this hard problem into the framework of SAT-completeness (npolylogn, n), we must show that reductions exist with the required time and size bound. No reduction is cited in [18] . (ii) For 1 -<j -< n, let g tj, and.., and t,! where tj,k--(Xj,k or (not X,j,k+I) for k < i and t,!= (Xz or (not x,)). Formula g is true if and only if each t,k is true, which can happen if and only if all the variables with first subscript j have the same value. These variables appears appear in g only twice.
(iii) Let F be the CNF formula gl and g and.., and g. Each variable appears in F two times.
(iv) f2 is the Boolean formula (F and fl). clearly when f is a CNF formula, so is f2. Finally, by using the .deterministic npolylogn time-bounded Turing machine of Proposition 2.5 as a subroutine, it is easy to see that the reduction can be carried out on a deterministic npolylogn time-bounded Turing machine. [3 We note that the reduction of the proof of Theorem 3.1 is parsimonious, i.e., preserves the number of satisfying assignments.
There are two obvious ways the satisfiability problem of Theorem 3.1 can be simplified. One is to allow only two literals per clause and the other is to restrict variables to at most two occurrences. By the results of Cook [15] and Tovey [51] respectively, both these problems are in P. The next result shows that we can get hard problems with only two repetitions if we consider formulas more complex than CNF.
However, we do not need to go beyond the conjunction of DNF formulas to get problems that are as hard as they can be. We might imagine, intuitively, that the "hard" problem instances must be constructed in a series of steps, each of which combines problems that are slightly less hard. Our next result shows that such intuition is wrong, and we can construct problems that are as hard as they can be by combining two "easy problems" with a single binary operator. In this case, the easy problems are monotone Boolean formulas that are the disjunctions of CNF formulas and that do not have variables occurring more than once. These are "easy problems" in that they are always satisfiable, are never tautologies, and their solutions can be counted quickly. (5) The system F-1 and G-0 has no solution. Thus to prove the theorem, it suffices to prove that the problem of (1) is SATcomplete (npolylogn, n) for monotone Boolean formulas F and G satisfying conditions (i)-(iii) of the theorem.
Proof of (1) . To prove SAT-hardness (npolylogn, n) and coNP-hardness, we give an npolylogn time and linear size reduction that maps a formula f monotone in literals to an inequality (_-<) of monotone Boolean formulas such that f is a tautology if and only if the output inequality holds. When applied to formulas that are the disjunction of CNF formulas where each variable appears exactly once complemented and exactly once uncomplemented, the procedure will output F and G satisfying conditions (i)-(iii). Thus by the dual of Theorem 3.2 and the transitivity of npolylogn time and linear size reducibility, we can conclude that the problem of (1) is SAT-hard (npoly, logn, n) for formula F and G satisfying conditions (i)-(iii) of the theorem. Given this, the SAT-completeness (npolylogn, n) of the problem follows immediately from Proposition 2.4.
Let f be a Boolean formula monotone in literals. Let x,..., xn be variables occurring in f. Let y, , y, be distinct variables other than x, , x,. Let f' be the monotone Boolean formula that results from f by replacing, for 1 _-< _-< n, the occurrences of ( The statements about NP-hardness and coNP-hardness are evident from the proof.
To prove the result for alternative conditions (ii') and (iii'), observe that F =< G implies --G-<---F. Applying DeMorgan's laws and replacing variables by their complements then gives result (1) and the others follow as above.
Although parts (1)- (5) twice, and the tautology problem for such formula is known to be in P.
The following corollary shows that the equivalence of monotone formulas is also hard in simple cases: COROLIAR 3.4. Testingf g forformula is coNP-hard and SAT-complete (npolylogn, n) even if (1) f is a monotone CNF formula, and (2) We next show that the unique satisfiability problems of the previous theorem have "essentially the same hardness" as SAT. In this case we will be using a Turing reduction instead of a many-one reduction so we have a result for Turing-completeness instead of completeness. Actually the reduction is a simple norm 2 truth-table reduction. It is already known that unique SAT is coNP-hard and can be solved in polynomial time using NP twice as an oracle (see [24] , [8] Because the quantities a and b appear once on each side of these identities, the identies can be used to linearly transform expressions written with {and, or, not} into expressions of the five types described in the corollary. Furthermore, this transformation will preserve the number of occurrences of each variable. The corollary then follows directly from Theorems 3.2 and 3.3 [3 4 . Applications to lattices, logic, and circuits. We use the results and proof techniques of 3 to show that a number of basic problems are SAT-hard (npolylogn, n) and/or SAT-complete (npolylogn, n) for a wide collection of lattices. These problems include the _-<, equivalence, and minimization problems for formulas, and the satisfiability and unique satisfiability problems for systems of equations. These lattices include all finite, finite-depth, atomic, and distributive lattices. Such lattices appear throughout discrete mathematics and computer science, especially in logic [36] , [43] , [44] , combinatorics and geometry [2] , [7] , [53] , and the design, analysis, and testing of combinational logic circuits [11] , [12] , [19] [20] [21] , [38] , [46] , [50] . Several Fig. 1 are Turing-SAT-complete (npolylogn, n). (3) Let T(n) be any increasing function such that, for all k, T(n)>= n(log n) k for almost all n. Suppose that T(llwll) bounds above the deterministic time complexity of Problem 13 of Fig. 1 Fig. 1 claimed by the theorem it suffices to prove that Problem 9 of Fig. 1 is npolylogn time and linear size reducible to SAT. The reduction is a fairly direct extension of that of the proof of Proposiion 2.4 and is illustrated in Fig. 2 . The reduction of equations on L to SAT uses well-known encodings of finite structures into the two-element Boolean algebra. I3
The =<, equivalence, and minimization problems for formulas on a finite lattice were shown to be eoNP-hard in [26] . Fig. 1 are SAT-complete (npolylogn, n) for constant-free formulas on any distributive lattice. In the next two propositions, we show how each distributive lattice with 1 can naturally be extended so as to have a SAT-hard (npolylogn, n) generalized tautology or generalized satisfiability problem. In the first proposition, the extension is obtained by appending an "implication" operator such that AB means "B is more true than A." In the second, we append a "negative" operator such that some lattice element represents "not true. Proof For arbitrary L, the conclusion follows immediately from (iii). For distributive L, the additional conclusion follows from (iii), Theorem The proof consists of two cases. A number of the lattice-theoretical models of propositional calculi studied in the literature of algebraic logic [7] , [43] , [44] are known to satisfy the conditions of Propositions 4.2 and/or 4.3 [43] . Thus, there are many formula theories such that Proposition 4.2 implies that the logical validity and/or decision problems are SATcomplete (npolylogn, n) for simple formulas. These theories include the propositional calculi of classical two-valued logic in the logical theories L, L1, L2, L3, and L 4 in [36] , of positive logic [23] , of intuitionistic logic [22] , the modal logic $4 [32] , and for m_->2, the m-valued logic of Post [42] . Intuitively, these theories are in a class of theories where suitable and, or, and implication operators can be defined by suitable formulas and the axioms and theorems evaluate to "true" in all associated models. Formalizing this class of theories is beyond the scope of this paper.
4.3. Some applications to circuit analysis and testing. Theorem 3.3 has a number of immediate applications to circuit analysis and testing, including computing signal probability [41] , [40] , computing signal reliability [39] , determining the testability of stuck-at faults 19], [38] , [46] , [50] , and detecting the presence of static hazards 11 ], [12] , [16] . To apply the theorem, we first give some definitions and observe some equivalences.
Let F and G be Boolean formulas with principle connectives and and or, respectively, and let z be a variable not occurring in F or G. (The principle connectives do not really matter but they are drawn as and and or in Fig. 3(a) .) Let the combinational circuits CI[F, G], C2[F, G], and C3[F, G] be constructed from fan-out free monotone circuits for F and for G as shown in Fig. 3 .
Given a set of variables, we let eq be the probability distribution on assignments that result when each variable is independently assigned the value with probability one half. For any predicate P, we let preq{P} be the probability that P is true if the Given the above definitions, the following statements are equivalent: (i) F<=G.
(ii) preq{F and G= 1}=preq{F= 1}. (iii) preq{F or G= 1}=preq{G= 1}.
(iv) preq{ G 1] F 1} 1.
(v) preq{the output of C[F, G] is correct, when the gate labeled a is stuck-at-one and all other gates are correct} 1. ( The equivalence of the first four statements is obvious. The others require some explanation since we are not giving the formal definitions of stuck-at faults and static hazards. The fault detection problem is to determine, by setting circuit inputs and observing circuit outputs, whether a specified circuit gate is performing properly. In Fig. 3(a) , we would like to test if the gate labeled a always gives output one (i.e., is stuck at 1) instead of behaving (as it should) like an or-gate. To test this, we must set the variables so that the gate output should be 0 (i.e., G is false) and the output of circuit G is true. This cannot be done if and only if F =< G. With this explanation, the equivalence of (v) and (vi) to (i) should be apparent.
Static hazards are defined formally in terms of a three-valued logic with values 0, 1/2, 1 where 0 and 1 behave as FALSE and TRUE and 1 / 2 behaves as "undetermined."
In Fig. 3(b) , making z underdetermined (assigning z value 1/2) causes (by definition) the output of the and-gate (which is input to the or-gate) to be undetermined. This indeterminancy will pass through the or-gate (by definition) if and only if the other input to the or-gate is 0 or 1/2. But this can happen for determined assignments to Xl x, if and only if F or G is not a tautology and hence not F =< G. The equivalence of (i) and (vii) should now be apparent and equivalence to (viii) becomes apparent with a dual argument.
From the above equivalences, the following result is immediate. Fig. 3 . The following problems are SAT-complete (npolylogn, n):
(1) Determining ifpreq { F and G 1} preq{ F 1}, Conclusions (1)- (5) In both cases, the later problem is SAT-complete (npolylogn, n). Thus, both determining the testability of single stuck-at faults and determining the presence of static 0-and 1-hazards in the very simple combinational circuits of the statement of Theorem 4.4
are "as hard as" the respective problems for arbitrary combinational circuits.
5. Applications to finite fields, modular arithmetic, binary decision diagrams, and program schemes. We use the results and proof techniques of 3 to show that several basic problems are also SAT-hard (npolylogn, n), for finite fields, rings Zk (k_-> 2) of integers modulo k, binary decision diagrams (bdds) [5] , and monadic single variable program schemes [35] . Our new results strengthen and simply NP-and coNP-hardness, results, for rings in [29] , [9] , and [27] and for bdds and monadic single variable program schemes in [25] and [17] . Assuming P NP, a number of the results obtained are "best" possible. [34] . Let fo, fl, f2, and f3 be the functions on S defined
Let f, f2, and f3 be the restrictions of fl, f2, and f3, respectively, to {0, 1}. [29] for the Inequivalence Problem for straight-line on infinite integer domains, we obtain an alternative proof for the following theorem from [10] . THEOREM 5.6 . There are RP algorithms for the inequivalence problem for bdds in which no variable occurs more than once along a path and for the strong equivalence problem [35] for free monadic single variable program schemes.
6. Conclusion. The concepts of npolylogn time and linear size reducibility, SAThard (npolylogn, n), and SAT-completeness (npolylogn, n) have been introduced. Each SAT-hard (npolylogn, n) problem has been shown to require essentially as much deterministic time as SAT; and each SAT-complete (npolylogn, n) problem has been shown to require essentially the same deterministic time as SAT. Extending our earlier work in [28] , we have proved that the <_-, satisfiability, tautology, unique satisfiability, equivalence, and minimization problems are already SAT-complete (npolylogn, n), for very simple Boolean formulas and systems of Boolean equations. In particular in Theorem 3.3, the _-< problem has been shown to be SATcomplete (npolylogn, n), for very simple monotone Boolean formulas F and G such that no variable occurs more than once in F or more than once in G. This problem, or equivalent variants of it, has been shown to be directly and naturally npolylogn time and linear size reducible to a number of problems for lattices, logics, combinatorial circuits, finite fields, modular arithmetic, monadic single variable program schemes, and binary decision diagrams. Thus, each of these additional problems is also SAThard (npolylogn, n).
Assuming PC NP, a number of the hardness results of this paper are "best" possible. In [13] it is shown that there is a deterministic polynomial time algorithm to convert a Boolean formula Involving only variables, parentheses, the operators or, and, not, and @, and the constants 0 and 1 in which no variable occurs more than once into an equivalent ordered bdd 17]. In 17] the equivalence problem for ordered bdds is shown to be decidable deterministically in polynomial time. Thus, the equivalence problem is also decidable deterministically in polynomial time, for pairs of Boolean formulas (F, G)
Involving only variables, parentheses, the operators or, and, not, @, 3, [, $, and -=, and the constants 0 and 1 in which no variable occurs more than once in F and more than once in G.
(Contrast this with Corollaries 3.4 and 3.8.) Moreover, the satisfiability problem is decidable deterministically in polynomial time, for systems of equations of the form F e, where F is such a Boolean formula, c {0, 1}, and no variable occurs more than once in the system. (Contrast this with Theorem 3.3(5).) For Boolean formulas involving only the operators or, and, and not, more can be said. Namely, two such formulas in negation normal form (i.e., nots are applied only to variables) are equivalent if and only if they are identical up to commutativity and associativity of or and of and [28] . One immediate corollary is that, for all lattices L, the equivalence problem is decidable deterministically in polynomial time for constant-free formulas on L in which no variable occurs more than once. (Contrast this with Theorem 4.1(1).) Finally, we recall the remark in 3 that the unique satisfiability result in Theorem 3.5 is best possible in that the same problem for two repetitions can be solved in polynomial time. As noted in 3, this means (assuming P NP) that there is no parsimonious reduction of the satisfiability problem for CNF formulas to the satisfiability problem for Boolean formulas in which no variable occurs more than twice.
Appendix. The purpose of this Appendix is to prove the following result mentioned in the discussion after Proposition 3.6.
THEOREM. Let L be the set of pairs (S, F) such that (1) S is a set of variables; (2) Both these conditions can be tested in polynomial time and the result is proved.
