1. Introduction. Fractional integral and differential operators and fractional differential equations have gained increasingly crucial role as useful tools for modeling various anomalous and nonlocal phenomena. By no means exhaustive, some of the applications include conservation of fluid in a porous medium [26] , anomalous diffusion [17] , atmospheric advection-dispersion of pollutants [10] , continuum mechanics [16] , and dynamics in financial markets [21] .
Recent years have seen very active investigations on theoretical and numerical analysis of fractional differential equations. The existence of solutions to many types of fractional differential equations have been widely studied by using functional analytic approaches with some aiming at finding analytical/closed form solutions of the problems (see, e.g. [14] , [20] , [27] ). Using unctional analytic framework and variational formulations, several numerical schemes for approximating boundary value problems involving fractional differential equations were derived and analyzed (see e.g. [7] , [24] , and [12] ). Moreover, there has been a renewed interest on investigation of fractional Sturm-Liouville boundary value problems on unbounded domains [13] .
Among the recurring themes in the aforementioned works is on the wellposedness of the problems under investigation. When posed on a bounded domain, typically a fractional differential equation must be provided with a set of boundary conditions. However, fractional integral and differential operators are inherently nonlocal, and in this regard, the choice of suitable and correct boundary settings to accompany the equation is not immediately clear. Other related topic is on the stability and regularity of the solution, namely, questions about the smoothness of the solution and how it depends on the data. A variety of issues on the wellposedness of the problems and solutions regularity was for example addressed in [23, 2, 5] .
The subject of this paper is on the existence, uniqueness, and regularity of stationary fractional ordinary differential equation modeling a certain anomalous diffusion, advection, and reaction on the whole real line, in which the anomalous diffusion is modeled by the fractional Riemann-Liouville derivatives. One can associate this equation as a study of steady state behavior of a time dependent problem containing spatial fractional derivatives (see e.g. [11] and [3] ). In giving a proper response, there are several inquiries to address, among which are: 1) What is a suitable functional space inside of which the solution of the equation is to be sought? 2) What should be a good setting to analyze the existence, smoothness, stability of solution?
The central thesis of the current investigation is that a class of fractional Sobolev spaces is a suitable "sandbox" to search for the solutions of the said fractional ordinary differential equations. In particular, we heavily utilize the Sobolev space that is defined by means of Fourier Transform. One of the main results is an ability to relate functions in this Sobolev space to functions whose Riemann-Liouville derivatives are understood in a weak sense. In fact, we show that the Sobolev space is equal to space of functions whose Riemann-Liouville derivatives are square integrable. Once this is in place, several tools from functional and harmonic analyses are employed to certify the existence and uniqueness of the strong solution of the equation. Furthermore, under an assumption of increasing smoothness of the data, the smoothness of the solution may be revamped as well.
The rest of the paper is organized as follows. An introduction to fractional Riemann-Liouville integral and differential operators and some of their relevant properties are presented in Section 2. After listing several wellestablished results on Sobolev spaces of real-valued functions in R, discussion in Section 3 is concentrated on a characterization of H s (R), a Sobolev space that is defined using Fourier Transform. It is achieved through the notion of weak fractional Riemann-Liouville derivatives, whose corresponding functional spaces are shown to be identical to H s (R). An application of the preceding framework to demonstrate existence and uniqueness of a strong solution to a fractional diffusion-advection-reaction in R (see (4.1)) is presented in Section 4. The analysis in this section includes the stability and regularity estimates of the solution. Conclusion and future works is presented in Section 5. A list of frequently invoked theorems is given in Appendix A.
Several notations, conventions, definitions, and related facts to be used throughout the paper are collected in this paragraph. We assume all the functions are real valued unless otherwise specified. For a given set Ω ⊂ R, we use
for any function w defined in Ω (even though w may not be defined on R\Ω). Let
We note that L 2 (Ω) is a Hilbert space and (·, ·) L 2 (Ω) denotes its usual inner product that generates its norm · L 2 (Ω) . To simplify presentation, we use (·, ·) when Ω = R. C ∞ 0 (R) denotes the space of all infinitely differentiable functions with compact support in R. N 0 denotes the set of all non-negative integers. Convolution of two functions v and w is defined as [ 
w(x) dx, for ξ ∈ R, denotes the Fourier Transform of w. The notation w denotes the Plancherel Transform of w defined in Theorem A.1, which coincides with
The notation w ∨ denotes the inverse of Plancherel Transform. Given h ∈ R, define the translation operator τ h as τ h w(x) = w(x − h). Also, given κ > 0, define the dilation operator Π κ as Π κ w(x) = w(κx). By appropriate change of variable, [
Here z is the usual complex conjugate of z ∈ C.
integrals of order σ are, formally respectively, defined as
where Γ(σ) is the usual Gamma function. For convenience, we set
Various aspects of these operators have been investigated in [20] . 
where
In particular, if 0 < σ < 1, f 1 , f 2 can be identified as distributions since they are locally integrable (see, e.g. [19] , p. 157).
For any fixed a, b ∈ R, the following is true
Proof. For a bounded interval (a, b) and w ∈ L p (a, b) it has been shown in [14] Lemma 2.3, p. 73 that
The proof below is shown only for the first equality, the second one follows similarly. For any x > a, we could always pick a integer n, such that x ∈ (a, a + n). Notice w ∈ L p (a, a + n), applying (2.5), we have
Since n is arbitrary, this means a D −µ
The following is an immediate consequence of Property 2.1.
Proof. For a bounded interval (a, b) and v, w ∈ L 2 (a, b) and σ > 0, it has been shown in the corollary of Theorem 3.5, p. 67 of [20] , that
. By Definition 2.1 and (2.8),
Property 2.2 (Fourier Transform of R-L Integrals, [20] , Theorem 7.1, p.138). Under the assumption that w ∈ L 1 (R) and 0 < σ < 1,
This property is equivalently given in [20] 
For convenience of notation, we set 
Two immediate consequences of Property 2.4 are stated below.
Furthermore, if w ∈ C ∞ (a, +∞) and supp(w) ⊂ (a, +∞), then
This property is equivalently stated by [20] (c.f. Theorem 2.3, p. 43 combined with Theorem 2.4, p. 44). As an immediate corollary, we have:
Proof. The proof is shown only for D µ w, the other one can be established in a similar fashion. Since
Otherwise, we can always choose a non-negative integer n such that n − 1 < µ < n.
v(x), applying Corollary 2.7 and plugging back into (2.21) yields
Now we consider decomposition
, where (2.23) 
and thus (see for example [20] , p. 48)
. By setting σ = n − µ and using Definition 2.6,
Notice that when x > b,
Therefore, application Dominated Convergence Theorem gives
.
, which completes the proof.
where as in Property 2.2, (∓iξ) σ is understood as |ξ| σ e ∓σπi·sign(ξ)/2 .
Proof. Using a different version of the Fourier Transform (namely up to a sign −2π in the exponential position), this property was stated without a proof in [20] , p.137. The proof below is provided only for completeness. The proof is shown only for the Fourier Transform of left derivative since the right derivative counterpart can be carried out analogously. First notice that if µ is a positive integer, integration by parts and a simple calculation give the equality (see, e.g. [15] , p. 274). Otherwise, there is a positive integer n, such that n − 1 < µ < n. Suppose supp(w) ⊂ (a, b), with −∞ < a < b < ∞. Using Remark 2.2 and Theorem A.5 gives
Notice now 0 < n − µ < 1, so using Property 2.2 yields
The proof is completed by recalling that
Property 2.8. Given w ∈ C ∞ 0 (R), µ > 0, and a positive integer n such that n − 1 ≤ µ < n, then
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Proof. First, since w ∈ C ∞ 0 (R), using Remark 2.2 and Theorem A.5 gives
Similar argument is used to establish τ h (D µ * w) = D µ * (τ h w). Next, again using Property 2.3,
3. Characterization of Fractional Sobolev Spaces. In this section, we shall characterize classical fractional Sobolev spaces W s,2 (R) (namely H s (R)) by giving another equivalent definition using weak fractional R-L derivatives. There is a vast amount of literatures devoted to Sobolev spaces (see, e.g., [4] , [6] , and [22] ), thus those well-established results pertaining to subsequent analyses are stated without proof.
Some Facts on Sobolev Spaces.
where α is integer and D α u are weak derivatives. If s > 0 is a real number and m is the smallest integer greater than s, the fractional order Sobolev spaces are defined by complex interpolation as
Definition 3.2 (Sobolev Spaces Via Fourier Transform, e.g. [6, 22] ). Given s ≥ 0, let
where w is Plancherel Transform defined in Theorem A.1. It is endowed with norm
It is well-known that H s (R) is a Hilbert space.
Connections between Sobolev
Spaces and R-L Derivatives. First, a generalization of the usual integer-order weak derivatives to include weak fractional R-L derivatives is presented. Proof. We only show the uniqueness for the left fractional derivative. Assume 
is given with the corresponding norm
It is obvious that W 
Next we use Property 2.7 to D s * ψ and utilize Theorem A.2 to yield
By combining (3.9) with (3.8), we get (v, D s * ψ) = (v s , ψ) for any ψ ∈ C ∞ 0 (R), which according to Definition 3.6 implies that D s v = v s , and thus v ∈ W s L (R). It is straightforward to see the equality of semi-norms, namely,
where Property 2.8 was used. For convenience, set
or in other words,
Notice that v, Ψ ∈ L 2 (R), and A, B ∈ L 1 (R) by Property 2.6. Theorem A.3 applied to (3.14) gives
Since Ψ(z) = ψ(−z) and ψ ∈ C ∞ 0 (R), then Ψ = ψ = F (ψ). In a similar fashion, and using Property 2.
s F (ψ). Putting these back to (3.15) gives
We claim that (3.16) implies that (2πiξ) Since ǫ is arbitrary, we conclude that
The preceding theorem reveals that D s v and D s * v always makes sense for v ∈ H s (R), s > 0. The following results will be utilized later.
Proof. This is a consequence of Theorem 3.10 and Theorem 3.3. 
Proof. This is a consequence of Theorem 3.10 and Corollary 3.11. 
with p, q, a, b, µ ∈ R, such that b = 0, p 2 + q 2 = 0, µ ∈ (0, 1).
In this equation, 
Proof. The two equalities in (4.2) are true when µ = 0, so suppose µ > 0. Since v, w ∈ C ∞ 0 (R), Property 2.6 guarantees that
R) with p ≥ 1. Using Theorem A.2 (Parseval Formula) and in combination with Property 2.7 give
confirming the first equality in (4.2). In a similar fashion,
Upon utilization of Remark 2.5,
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Summation of I and II and decomposition of R into (−∞, 0) and (0, ∞) yield
from which the second equality in (4.2) follows.
is a Hilbert space, the density of M is established by invoking Theorem A.4. Furthermore, because C ∞ 0 (R) is closed under addition and scalar multiplication, so is M , and thus M is a subspace of L 2 (R). Therefore all conditions are met for the utilization of Theorem A.4. Using Property 2.7 (Fourier Transform) for w = Lv gives
Setting ϑ = (2 − µ)π sign(ξ) 2 and following Remark 2.5, H(ξ) is expressed as
If H(ξ) = 0, then ξ must satisfy
Notice that cos(ϑ) and sin(ϑ) can never be zero when µ ∈ (0, 1). In such a case, there is at most one ξ ∈ R such that H(ξ) = 0, thereby confirming that H(ξ) = 0 a.e in R.
At this stage, we repeat some of the arguments in the proof of Theorem 3.10. Specifically, choose 0 = ϕ ∈ C ∞ 0 (R), so that by Theorem A.1 (Plancherel), F (ϕ) = 0. On the account of continuity of F (ϕ), there exists (a, b) ⊂ R such that F (ϕ) = 0 in (a, b). Choose ǫ > 0, and let v ∈ C ∞ 0 (R) such that v = Π ǫ ϕ. It is true that [F (v)](ξ) = ǫ −1 [F (ϕ)](ǫ −1 ξ) and thus F (v) = 0 in (ǫa, ǫb). This and in combination with the fact that H(ξ) = 0 a.e. in R implies F (w) = 0 a.e. in (ǫa, ǫb), or equivalently, F (w) = 0 a.e. in (ǫa, ǫb).
Let g ∈ L 2 (R) such that (g, w) = 0 for any w ∈ M . By Theorem A.4, the density of M is confirmed if this equation implies that g = 0. Given w ∈ M and any fixed y ∈ R, and using the translation operator, set
where a change of variable was used to get the last term in the above equality. Notice that Property 2.8 implies that τ y w = τ y Lv = L(τ y v), where it is true that τ y v ∈ C ∞ 0 (R) for v ∈ C ∞ 0 (R). This means τ y w ∈ M and thus G(y) = 0 for every y ∈ R. This fact along with an application of Theorem A.3 yields 0 = g w = gF (w). However, as noted earlier, F (w) = 0 a.e. in (ǫa, ǫb), so it must be that g = 0 a.e. in (ǫa, ǫb). Because ǫ > 0 is arbitrary, g = 0 in any open interval, and thus g = 0 in R. Another use of Theorem A.1 (Plancherel) concludes that g = 0, implying the density of M in L 2 (R). Density of M is shown by repeating the foregoing arguments using L. 
where (4.6)
Proof. By definition, In the following, we compute I, II, III separately. The idea is that we would like to shift the exponents in the fractional derivatives by using basic properties of R-L operators, so that Theorem 4.1 can be utilized. Application of Theorem 4.1 shows that (4.9)
An integration by parts shows that (aDv, bv) = −(av, Dv) and thus (aDv, v) = 0. This means
Moreover, we make a decomposition III = 2bIII 1 + 2aIII 2 , with
The following calculation for III 1 is performed:
(by Remark 2.2 and Theorem A.5)
(int. by parts and Definition 2.6)
(by Theorem 4.1)
Similar calculation is performed for III 2 , after first integrating it by parts and using Definition 2.6:
(by Remark 2.2 and A.5)
by parts and Definition 2.6)
This completes the proof.
Remark 4.4. It is worth noting that from the construction C 1 > 0 (because | cos(σ 1 π)| < 1, p 2 + q 2 = 0), C 3 ≥ 0, C 5 > 0 (because b = 0), cos(σ 2 π) < 0, and cos(σ 4 π) < 0. However C 2 , C 4 may be negative, and C 2 ≥ 0 only when a(q − p) ≤ 0, C 4 ≥ 0 only when a(p + q) ≤ 0. Discussion on different cases of C 2 , C 4 is relegated to Lemma 4.6, Lemma 4.7 and Lemma 4.8.
, so using Lemma 4.3 along with appropriate change of variable in the integration yields
from which (4.11) is obtained through application of Property 2.7 (Fourier Transform) and Theorem A.1 (Plancherel).
Recall from Remark 4.4, C 1 , C 3 , C 5 are non-negative, however C 2 , C 4 may be positive or non-positive, and this presents a constraint in guaranteeing the existence of solutions to (4.1). Therefore, different cases for C 2 , C 4 are treated separately to help materialize the conclusion in Theorem 4.9. Lemma 4.6, Lemma 4.7, and Lemma 4.8 below show different representations of norm of w = L((Π 1/α ϕ)) according to different cases of C 2 , C 4 . More precisely, we discuss three different cases:
The case C 2 ≥ 0, C 4 ≥ 0 is treated in a straightforward manner later on.
where (4.14)
with constants Q 1,1 > 0, Q 1,5 > 0 and the rest of Q j,ℓ ≥ 0.
Proof. Since 0 < C 1 , 0 < 2σ 1 − 1 = max j=1,2,3,4 {2σ j − 1}, there always exists a sufficiently small positive number α such that inequality (4.12) holds true. With this α, condition
With α in place of δ and 
where all the terms are as in (4.14), with
where (4.17)
Proof. Since 0 < C 1 , 0 < 2σ 1 − 1 = max j=1,2 {2σ j − 1}, there always exists a sufficiently small positive number α such that (4.15) holds true. With this α, condition
Since C 2 < 0, from inequality (4.18), there exist non-positive numbers B 3 , B 4 , B 5 such that
where all the terms are as in (4.17), with
, where α > 0 satisfies
III ℓ , where (4.21)
Proof. Since 0 < C 1 , 0 < 2σ 1 − 1 = max j=1,2,4 {2σ j − 1}, there always exists a sufficiently small positive number α such that (4.19) holds true. With this α, condition b 2 > − j=2,4 C j α 2(σ5−σj ) equivalently implies j=2,4,5 Cj α 2σ j −1 > 0. With α in place of δ in Lemma 4.5, and by adding and subtracting appropriate terms, one has
where all the terms are as in (4.21) , with
Notice that in view of σ 1 > · · · > σ 5 , Lemma 4.6 implies that each I ℓ , II ℓ , III 1 is at least non-negative. The same situation applies to Lemma 4.7 and Lemma 4.8.
4.2.
Existence, Uniqueness, and Regularity of the Solution. At this stage, we are ready to prove the existence and uniqueness of strong solutions to problem (4.1). The following theorem implies that, roughly speaking, if |b| is big enough compared to other coefficients, there always exists a unique solution u ∈ H 2−µ (R) to problem (4.1). 
, and α > 0 with
C j α 2(σ5−σj ) , and α > 0 with j=1,2,4
there exists a unique solution u ∈ H 2−µ (R) that satisfies (4.1). Furthermore,
for some positive constants C > 0 depending only on L.
Proof. These four different cases are discussed together in a unified way as follows. Fix f ∈ L 2 (R) in (4.1). Since b = 0 in (4.1), for each case in the theorem, Lemma 4.2 guarantees that there is a Cauchy sequence
where w n = Lu n for certain sequence {u n } ⊂ C ∞ 0 (R). Now we intend to show that equation (4.24) implies both {u n }, {D 2−µ u n } are actually Cauchy sequences in L 2 (R) under each case in Theorem 4.9. To do so, we compute w n − w m 2 L 2 (R) in the following in terms of {ϕ n }, where {ϕ n } = {Π β u n } (namely rewrite sequence {u n } as {Π 1/β ϕ n }), with β > 0 chosen in this way: β = 1 for case (i), β = α for cases (ii), (iii), (iv). Let us note carefully that case (i), (ii), (iii), (iv) allow us to apply Lemma 4.3, Lemma 4.6, Lemma 4.7 and Lemma 4.8 accordingly. By doing so, we have (4.25) w
where Remainder ≥ 0, while P 1,1 and P 1,5 are both strictly positive, with
Given any ǫ > 0, there exists a positive integer N such that, for n, m > N , it is true that w n − w m 2 L 2 (R) < ǫ. Since every term in equation (4.25) is nonnegative with the first two are positive, it means
Based on the fact that
Recall that σ 1 = 2 − µ and σ 5 = 0, so this last inequality implies that {D 2−µ u n } and {u n } are Cauchy sequences for each case in Theorem 4. 
To estimate the norm of u, we revisit (4.25) to get
Simply by noticing that Remainder ≥ 0, while P 1,1 > 0, P 1,5 > 0 and using equation (4.26), we obtain
. By taking the limit as n → ∞, the last inequality produces
Taking the root at both sides, by Definition 3.8 and Theorem 3.10, we get
For the uniqueness of solution, to the contrary, let u 1 , u 2 ∈ H 2−µ (R) be solutions of (4.1) under each same case. This means L(u 1 − u 2 ) = 0, which by the stability estimate (4.29) yields u 1 − u 2 || H 2−µ (R) = 0, implying u 1 = u 2 a.e., hence the uniqueness of the solution of (4.1). This completes the whole proof. Once we have established the existence of solutions, now we are ready to discuss the regularity of solutions, it turns out that the smoothness of solutions are exactly determined by the source function f . 
for some positive constant C depending only on L.
Proof. This theorem is established by induction on m, noting that the case m = 0 has been proven in Theorem 4.9 ( H 0 (R) = L 2 (R) by convention). Assume the statement of theorem is true for a positive integer m. Let f ∈ H m+1 (R), which means f, Df ∈ H m (R). By the induction assumption, there are u, v ∈ H 2−µ+m (R) such that (4.31) Lu = f, Lv = Df.
Furthermore, using Definition 3.6,
In the following, the intention is to demonstrate that actually u ∈ H 3−µ+m (R). Since u, v ∈ H 2−µ+m (R), by Corollary 3.12 and Theorem 3.4, there exist sequences
Convergence of these sequences justifies the following equalities:
Using the definition of L, Therefore (u, D (3−µ+m) * ψ) = (w, ψ), ∀ψ ∈ C ∞ 0 (R), which by Theorem 3.10, implies u ∈ H 3−µ+m (R). To establish the estimate, assumption in the induction argument gives (4.39)
for certain positive constants C 1 , C 2 . By norms equality stated in Theorem 3.10,
Since v = Du, (4.40) and (4.41) can be used to give
The uniqueness of solutions directly follows from (4.42) as was done in Theorem 4.9.
A closer look at the proof of Theorem 4.11 (see (4.37)) reveals a possibility for a stronger conclusion, namely for f ∈ H m (R), L(D n u) = D n f , where n ∈ N 0 and 0 ≤ n ≤ m. By repeated application of Theorem 4.11 for m = 0, 1, 2, · · · , infinite differentiability of u can be deduced as follows. 
Conclusion.
With the utilization of weak fractional R-L derivatives and appropriate fractional Sobolev space, we have established the existence and uniqueness of the strong solution to problem (4.1), together with its stability estimate and regularity. The result suggests the suitability of utilizing fractional Sobolev spaces to analyze fractional R-L differential equations. The whole framework laid out in this paper is applicable in a straightforward manner to ordinary differential equations that use Caputo fractional derivatives. This is mainly due to the strategy of using C ∞ 0 (R) for which Riemann-Liouville derivative coincides with Caputo derivative. We intend to adopt the main idea in the present paper to investigate fractional boundary value problems that can include non-constant coefficients. 
