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ABSTRACT 
This paper is concerned with tridiagonal matrices as functions of their diagonal 
vectors. Best possible convex domains of regularity are found for these matrices. 
Means of constructing such domains are also derived. These are then used to derive 
best possible conditions for the existence and uniqueness of. solutions of boundary 
value problems involving difference equations. The idea behind this paper is based on 
observations of a simple two by two matrix, so that all the results obtained are original 
and self-contained. 
0. INTRODUCTION 
This paper is concerned with tridiagonal matrices of the form 
J4d = 
f(n-2) g(n-1) h(n-1) 
f(n-1) g(n) _ 
(0.1) 
where f(l),..., f(n - 1) and h(l),..., h(n - 1) are fixed numbers. We shall 
treat such a matrix as a function of its diagonal vector g = (g(l), . . . , g(n)) and 
investigate the existence of “best possible” convex domains of these diagonal 
vectors over which d(g) is regular (i.e. nonsingular). For convenience, we 
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shall say that a set S of vectors g is regular if -02(g) is regular for each g in S. 
We shall also denote a vector of the form (Ig(l)l,. . . , Ig(n)j) by jgl. 
Our results are motivated by the simple tridiagonal matrix 
x 1 ( i 1 Y’ (0.2) 
This matrix is singular if and only if xy = 1. As a consequence, if G is the set 
of points (x, y) determined by 1x1 I yl > 1, then its intersection with any of the 
four open quadrants is convex and regular. Moreover, G is best possible in the 
sense that its intersection with the first or the third open quadrant has a 
boundary over which the matrix (0.2) is singular. 
These ideas will be extended to the more general matrix d(g) in the 
following two sections. In the final section we shall apply our results to 
boundary value problems involving difference equations, and derive some 
best possible existence and uniqueness theorems. 
1. CONVEX REGULAR DOMAINS 
Let A(k; g) be the kth (leading) principal minors of d(g), that is, 
A(k;g)= 
g(l) w 
f(l) g(2) h(2) 
f(k-2) g(k-1) h(k-1) 
f(k - 1) g(k) 
For the sake of simplicity, we shall write A(k) instead of A(k; g ) if the 
dependence on g is not essential. Then by means of the Lagrange expansion 
method for evaluating determinants, we see that A(k) is given by the three 
term recurrence relation 
A(k+l)=g(k+l)A(k)- f(k)h(k)A(k-l), k=l,..., n-l, (1.1) 
where A(0) = 1 and A(1) = g(1). 
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LEMMA 1. lf there exists a positive sequence c(k) for 1~ k 6 n - 1 such 
that 
k(l) Ia c(l), 
I&)b 
If(k - l)h(k - 1) I 
c(k - 1) + 44 
for 2<k<n-1, 
then A(n)# 0. 
Proof. We use mathematic induction to prove our assertion. First we 
claim that IA(k)1 >c(k)lA(k- 1)1> 0 for k= l,...,n - 1. The case k= 1 is 
trivial, since IA(l)1 = [g(l)1 > c(1) = c(l)lA(O)I > 0. Suppose the induction 
hypothesis holds for 1,. . . , k. Then 
I A(k + 1) I= 1 dk + l)AW - f(k)h(kMk - 1) 1 
>,Ig(k+l)A(k)l-If(k)h(k)A(k-l)l 
&dk+l)lbWl- 
IfWW 1 IA(k) I
c(k) 
= Jg(k+l)l- ‘f’~;;;k)‘)lA(k)l 
i 
>c(k+l)\A(k)( 
’ 0, 
as desired. Now. 
IA(n)l> Ig(n)l- ‘f’~~~~~(~-l”)~A(n-l~~~O. 
i 
The proof is complete. n 
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We now define G to be the set of vectors (g(l), . . . , g(n)) such that 
(1.2a) 
l&>b 
I f(k - l)W - 1) I
c(k - 1) 
+ c(k), k=2 ,..., n-l, (1.2b) 
Id4l> 
Ifb-wdn-l)I 
c(n - 1) 
(1.2c) 
for some positive sequence c(k), 1~ k =S n - 1. G is clearly nonempty, 
regular, and symmetric with respect to the origin. Furthermore, if g belongs 
toG,thenGalsocontainsanyvectoru=(u(l),...,u(n))suchthat lu(k)j> 
/g(k)1 for 1~ k d n. As a consequence, G is not bounded above. 
LEMMA 2. Suppose f(1) . . . f( n - l)h(l) . . . h( n - 1) # 0. Zf there exists 
a positive sequence c’(k) for 1~ k Q n - 1 such that 
IkW I a c’(l), (1.3a) 
Id(k) Ia 
If(k - l)h(k - 1) I 
c’( k - 1) 
+ c’(k), k=2 ,..., n-l, (1.3b) 
Idb)b 
If(n - l)h(n - 1) I 
c’(n-1) ’ 
(1.3c) 
and at least one of the inequalities is strict, then g’= (g’(l), . . . , g’(n)) 
belongs to G. 
Proof. Let the ith inequality of (1.3) be the last one which is strict. If 
i = 1, we define c(1) = Ig’(l)l and 
c(k)=lg'W- 
lf(k - I)+ - 1) I 
c(k - 1) 
iteratively for k = 2,. . . , n.Ifl<i<n,wedefinec(k)=c’(k)fork=l,...,i 
- 1 and 
c(k) = Id(k) I - 
If(k - l)h(k - 1) l 
c(k - 1) 
iteratively for k = i , . . . , n. Then c(k) > 0 for 1~ k < n, and c(k) > c’(k) for 
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k = i,..., n. Therefore we have 
I g’(l) Ia 41) 
Ig’Wb 
If@-lMk-l)I 
c(k - 1) 
+ c(k), k=2,...,n-1, 
Ig’(n)l~ 
If+l)k(n-1) 
c(n - 1) 
+c(n)> If+l)k(n-1)I 
c(n-1) ’ 
as required. n 
We may also assert that the intersection of G with each open orthant in 
R n is convex. More precisely, consider the equivalence relation 0 defined for 
vectors u = (u(l),. . . , u(n)) such that u(k)# 0 for 1~ k < n, gOu if and 
only if g( k)u( k) > 0 for 16 k Q n. Then the equivalence class O(g) contain- 
ing g is called the open orthant containing g. 
THEOREM 1. The intersection G *O(g) of G and any open orthant O(g) 
is convex. 
Proof. Suppose u, v both belong to G, that is, there exist two positive 
sequences c(k) and d(k), 1~ k < n - 1, such that 
l4) I& c(l), 
IWb 
lf(k - l)h(k - 1) I 
c(k-1) 
+ c(k), k=2,...,n-1, 
,u(n),, Ifb-Wb-01 
c(n-1) ’ 
and 
Iv(l) 12 d(l), 
Iv(k>l>- 
I f(k - l)h(k - 1) I 
d(k - 1) 
+ d(k), k=2,...,n-1, 
Iv(n),> If(n-w4~-l)l 
d(n-1) ’ 
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If UOU, then for 0 d s < 1, 
us I-m-l)W-l)l 
! c(k - 1) 
+ 44 
+(1-s) 
( 
I f(k - l)W - 1) I 
d(k - 1) 
+ d(k) 
=If(k-l)h(k-l)l 
+ sc(k)+(l- s)d(k) 
If@ - Oh@ - 1) I
’ sc(k - l)+(l- s)d(k - 1) 
+ sc(k)+(l- s)d(k) 
for k=2,...,n-1, 
Is~(n)+(1-s)~(n)l>lf(k-l)h(k-l)l +yl) + ;;n-_s;j) 
( 
Ifb - l)h(~ - 1) I
‘sc(n-l)+(l-s)d(n-1). 
0.4) 
Since the sequence sc(k)+(l- s)d(k), 1~ k < n - 1, is positive, su +(l- 
s)v belongs to G. The proof is complete. H 
In the above proof, we have used the fact that l/t is a convex function 
for t > 0. But since the function l/t is strictly convex in the sense that for 
0 < s < 1 and any distinct positive numbers u, b we have 
l-s 
s-+-> 
1 
b 
(1.5) 
a su +(l- s)b’ 
we may obtain the following improved result provided f(l), . . . , f( n - 1) and 
h(l), . . . , h(n - 1) are nonzero. 
THEOREM 2. Supposef(l)...f(n-l)h(l).**h(n-l)#O. ZfuOu, u 
# u, and if there are two positive sequences c(k), d(k), 1~ k < n - 1, such 
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that 
l4) Ia c(l), 
I u(k) 
,> If@-l)h(k-l)I / 
c(k - 1) 
+ c(k), 
144 
,, If(n-l)h(n-l)l , 
c(n-1) ’ 
and 
Ml) Ia d(l), 
Iv(k>b 
I f(k - l)h(k - 1) I
d(k - 1) 
+ d(k), 
,v(n),> If+l)h(n-01 
d(n-1) ’ 
(1.6a) 
k=2 ,..., n-l, (1.6b) 
(1.6~) 
(1.7a) 
k=2 ,..., n-l, (1.7b) 
(1.7c) 
thensu+(l-s)vbeZongstogfor O<s<l. 
Proof. In view of Lemma 2, if one of the inequalities in (1.6) is strict, 
then the proof of Theorem 1 is also valid here, without any modification. The 
case in which at least one of the inequalities in (1.7) is strict can be proved 
similarly. We are now left with the case that none of the inequalities in (1.6) 
and (1.7) is strict. In this case, there is some i between 1 and n - 1 such that 
c(i) # d(i), since uOv and u + v. If we now follow the arguments described 
in the proof of Theorem 1, we see that (1.4) is changed to 
jsu(i+l)+(l-s)v(ifl)\ 
If(i)h(i)l 
’ sc(i)+(l- s)d(i) 
+ sc(i + l)+(l- s)d(i + l), 
where the last inequality is strict in view of (1.5). By Lemma 2, su + (1 - s)v 
belongs to G. l 
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SINGULAR BOUNDARY SURFACES AND BEST POSSIBLE 
CONDITIONS 
Recall that the set G defined for the simple two by two matrix (0.2) is 
composed of several “pieces,” two of which (determined by xy > 1) can be 
considered as regions “outside” the curve 
x 1 1 1 1 y=o, 
or equivalently, 
tx 1 I 1 1 ty =O, t =l. 
This prompts us to define 
T(g)=max{t>O:A(n;tg)=O}, 
where A(n; tg), as defined before, is the determinant of 
tg(1) h(l) 
f(l) tg(2) h(2) 
f(n-2) tg(n-1) h(n-1) 
f(n-1) Gidn> 
(2.1) 
, (2.2) 
Note that T(g) may not exist. However, let us consider the set W of vectors 
g = (g(l), . . . p g(n)) suchthat g(k)#Ofor k=l,...,n and 
dk)fWWMk + 1) ’ 0 whenever f( k)h( k) f: 0, 
that is, sign f( k)h( k) = sign g( k)g( k + 1) whenever f( k)h( k) # 0. We shall 
see below that T(g) is well defined for every g in W. 
Fix g in W, and as before let A(k; tg) be the kth (leading) principal 
minors of the matrix (2.2). Note that A( k; tg) can be considered as a 
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polynomial in t and of degree k. Recall further that 
A(O;tg)=l, (2.3a) 
A(1; tg) = tg(l), (2.3b) 
A(k+l;tg)=tg(k+l)A(k;tg)-f(k)h(k)A(k-l$g), 
k=l,..., n-l. (2.3~) 
Clearly, the equation A(l; tg) = 0 has the (only) root zero, which we shall 
denote by z(l). We now use the induction to show that for k = 2,. . . , n, the 
maximal root z(k) of A(k; tg) exists, z(k) > z(k - 1) >, 0, and g(k)A(k - 
1; tg)A(k; tg) > 0 for t > z(k). 
First of all, 
42, tg) = tg(2)A(l; tg) - f(l)h(l)A(O; tg) = t2g(l)g(2) - f(l)h(l)* 
If f( l)h( 1) = 0, then z(2) = 0 = z( 1) and 
g(2)A(l; tg)A(2; tg) = t3g2(l)g2(2) ’ 0, as tx(1)=0. 
If f(l)h( 1) z 0, since g(l)f(l)h(l)g(2) > 0 by assumption, we have 
z(2) = 
fO)W 1’2 
i 1 g(lJg(2) > 0 = Z(1). 
Furthermore, for t > z(2), the sign of A(2; tg) is the same as that of g(l)g(2), 
so that 
4% & > 
&)A(k k+W; bd = Q2(lk2t2) gtl gtl) ‘0, 
as required. 
Assume our induction hypothesis holds for 2,. . . , k. If either f(k) or h(k) 
is equal to zero, then 
A(k + 1; tg) = $(k + l)A(k; tg) 
so that z(k + 1) = z(k) >, 0, and 
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for t > ~(k + 1) > z(k) > 0. If f(k)h(k) f 0, we consider 
A(k+l;tg)=tg(k+l)A(k;@-f(k)k(k)A(k-l$g). 
For t = z(k) we have 
A(k+l;z(k)g)= -f(k)h(k)A(k-l;z(k)g). 
Thus if z(k) = .z(k - l), then A(k + 1; z(k)g)= 0, so that z(k + 1) 2 z(k). If 
z(k) > z(k - l), then 
signA(k-l;z(k)g)=signg(l)**.g(k-1) 
and 
signA(k+l;oo+g)=signg(l)...g(k+l), 
since A(i; tg) is a polynomial with leading coefficient g(1) . . . g(i). But in 
view of 
wehavesignA(k+l;z(k)g)ZsignA(k+l;~*g),sothat ~(k+l)>z(k)> 
0. Moreover, since 
and 
signA(k;tg)=sign[g(l).*.g(k)] 
signA(k+l;tg)=sign[g(l) ..*g(k+l)I 
for t > z(k + 1) >, z(k), then 
g(k+l)A(k;tg)A(k+l;tg) 
= [g(l)-.g(k)A(k;tg)][g(l)--g(k+l)A(k+l;tg)] 
[g(l) . . . bw12 
>o 
for t > z(k + 1). This completes the proof of our assertion. 
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Note that T(g) is equal to z(n) for g in W. Hence T(g) is well defined for 
every g in W. Besides, in view of that fact that T( g ) = z(n) >, z( n - 1) > . . * 
>, z(1) >, 0, we have 
g(k)A(k-l;tg)A(k;tg)‘O, k=l,...,n, (2.4 
if t > T(g). 
For each w in W, we now define 
G(w)= {g:gO w andT(g)<l}. 
The totality of these sets is “outside” the surface A( n; x) = 0, where x = 
(x(l), . * 3 x(n)) is variable vector. claim that a given in W, 
is convex. fact can proved directly, instead we to 
show following more 
THEOREM 3. a fixed in W, is equal the intersection 
ofG and 
Proof. To that G is a of G(w), g be element of 
O(w); then 0 w, g belongs G. Clearly, is also in G 
every t 1. According Lemma 1, tg) cannot for every 
t a 1, that is, T(g) < 1 as desired. To see that G(w) is a subset of G. O(w), 
let g be an element of G(w); then g belongs to O(w) and T(g) < 1. In view 
of (2.4) 
g(k)A(k-l;g)A(k;g)>O, for k=l,...,n, (2.5) 
so that A( k; g ) + 0 for 1~ k Q n. Let us 
r(k)= 
4k g) 
for k=l,...,n-1; 
by (2.3) (2.5) we 
41) = g(l), (2.6a) 
r(k+l)=g(k+l)- 
f(WW 
r(k) ’ 
(2.6b) 
d+(kbO> (2.6~) 
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If f(k)h(k) # 0, then g(k)f(k)h(k)g(k + 1) > 0, since gOw. In this case 
we have 
fW(k) 
r(k + 1) = 
dk)f(k)h(kk(k+l) dk+lMk+l) 
r(k) g(k)r(k) g2(k + 1) 
’ 0, 
so that, in view of (2.6), 
+lr(k+l)l. 
Note that the above equality also holds when f( k)h( k) = 0. If we now choose 
c(k) = [r(k)1 for 1~ k Q n - 1, then (1.2) is satisfied, so that g belongs to G. 
This completes the proof. H 
The above theorem has the following important implication: G is best 
possible in the sense that for every w in W, the (unbounded) convex regular 
domain G *O(w) is bounded below by a singular surface, that is, the 
boundary of G(w). 
We remark that in general, the union of all G(w) is a proper subset of G. 
This is so because w is assumed to be an element of W, that is, the 
components of w are subject to some sign restrictions. We remark also that, 
for a given w in W, an element of G(w) or the boundary of G(w) is rather 
difficult to exhibit if we employ the definition of G(w) directly since 
polynomial root seeking is involved. On the other hand, Theorem 3 suggests 
an alternate way to find such elements. Indeed, let c(k), 1~ k d n - 1, be a 
positive sequence. If we properly choose the sequence g(k), 16 k 6 n, 
satisfying (1.2) and gOw, then g =(g(l),...,g(n)) belongs to G(w) by 
Theorem 3. Furthermore, if we define g’ = (g’(l), . . . , g’(n)) such that 
Id(l) I = c(l), 
,g,(k), = If@ - lP(k - 1) I
c(k - 1) 
+ c(k), k=2,...,n-1, 
,g,(n),= Ifb-w+-l)l 
c(n-1) ’ 
and g’Ow for some w in W, then g’ belongs to the boundary of G(w), that 
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is, A( n; g’) = 0. To see this, we first assert that A(k; g’) = 
[signg’(l),...,g’(k)]c(l)...c(k)fork=l,...,n-l.Thecasek=liseasily 
seen, since 
A(l;g’)=g’(l)= [signg’(l)](g’(l)(= [signg’(l)]c(l). 
Assume our assertion holds for 1,. . . , k. If f( k)h( k) = 0, then 
A(k+l;g’)=g’(k+l)A(k;g’)-f(k)h(k)A(k-l;g’) 
= [signg’(k+l)])g’(k+l))[signg’(l)...g’(k)]c(l)...c(k) 
= [sign g’( 1) * . ~g’(k+l)]c(l)..c(k+l). 
If f( k)h( k) f 0, then by assumption 
signf(k)h(k)=signg(k)g(k+l), 
so that 
A(k+l;g’)= [signg’(k+l)]Jg’(k+l))[signg’(l)...g’(k)]c(l)...c(k) 
-f(k)h(k)[signg’(l)...g’(k-l)]c(l).+*c(k-1) 
= [signg’(l).*.g’(k-l)]c(l)...c(k- 1) 
x [sign g’( k)g’( k + l)] 
c(k)-f(k)h(k) 1 
= [signg’(l)**.g’(k-l)]c(l)...c(k-1) 
x({ [signf(k)h(k)lIf(k)h(k)l+[signg’(k)g’(k+l)l} 
xc(k)c(k + 1) - f(k)W)) 
= [signg’(l)...g’(k+l)]c(l)***c(k+l). 
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Our assertion is proved. Since f( n - l)h( n - 1) # 0 in view of g’(n) Z 0, 
A( n; g’) = [sign g’( 1) . . . g’( n - 2)] c( 1) . . . c( n - 2) 
xc(n-l)-f(n-l)h(n-1) 1 
= [signg’(l)*..g’(n-2)]c(l)...c(n-2) 
X [(signf(n - l)k(n - l))jf(n - l)h(n - l)] 
-j+l)h(n-l)] 
= 0, 
as desired. The proof is complete. 
THEOREM 4. Suppose w i.s an element of W. For any positive sequence 
c(k), l<k<n, the vector u=(u(l),...,u(n)) in O(w) belongs to the 
boundary of G(w) if 
(2.7a) 
,u(k),= If(k-l)h(k-l)l 
c(k- 1) 
+ c(k), k=2 ,..., n-l, (2.7b) 
,u(n),= If(n-l)h(n-l)I 
c(n-1) ’ 
(2.7~) 
We remark that if f( n - l)h( n - 1) = 0 and the vector u satisfies (2.7), 
then u(n) = 0. Thus u does not belong to any orthant O(w). However, 
A( n; u) is still equal to zero in view of (1.1). 
3. APPLICATIONS TO DIFFERENCE BOUNDARY VALUE 
PROBLEMS 
In this section we shall apply our previous results to boundary value 
problems of the form 
A%(k-l)+p(k)x(k)=e(k), k=l,...,n, (3.1) 
x(O)+ax(l)=e(O), x(n+l)+bx(n)=e(n+l). (3.2) 
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Such problems and similar ones arise in many fields of mathematics, and one 
major concern is to find best possible conditions on p(k) which guarantees 
the existence and uniqueness of their solutions. For convenience, we shall say 
that (3.1)-(3.2) is regular if it has a unique solution x(k) for 0 < k < n + 1, 
and (3.1)-(3.2) is singular otherwise. 
The boundary value problem (3.1)-(3.2) can be written in matrix form 
.&x = e, where 
x=col(x(l),...,x(n)), 
e=col(e(l)-e(O),e(2),...,e(n-l),e(n)-e(n+l) 
and .E@ is the tridiagonal matrix 
p(1) - 2 - (I 1 
1 P(2) - 2 1 
p(n-I)-2 1 
1 p(n)-2-b 
We see that .s8 is of the form (O.l), where 
g(l) = P(l) - 2 -a, 
\ 
(3.3a) 
g(k) = p(k) - 2,..., k=2 ,...,n-1, (3.3b) 
g(n) = p(n) - 2 - b, (3.3c) 
andf(k)=h(k)=lfork=l,..., n - 1. Since f(k)h(k) > 0 for 1~ k < n - 1, 
the vector w =(l,l,..., 1) belongs to W, that is, the positive orthant O(w) is 
contained in W. 
Choosing c’(1) = c’(2) = . . . = c’(n) = 1 in Lemma 2, we see that if 
P = (P(l), *. . , p(n)) satisfies the condition 
Ml)-2-al>l, (3.4a) 
lp(k)-2122 for k=2,...,n-1, (3.4b) 
I+)-2-bl>l, (3.4c) 
and at least one of the inequalities is strict, then .M is nonsingular. The 
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condition (3.4) is best possible in the sense that no constant on the right hand 
side of (3.4) can be replaced by a smaller one, since the point p = (3 + 
a,4,..., 4,3 + b) is singular in view of Theorem 4. This best possible condition 
is rather trivial, but it does exemplify a general procedure for obtaining best 
possible conditions. We simply look for some appropriate positive sequences 
ci( k), 1~ i < m, construct singular vectors or,. . . , v,,, in the positive orthant 
according to Theorem 4, and form their convex hull H( vr, . . . , v,,). Then by 
Lemma 2 and Theorem 2, the set of vectors g = (g(l), . . . , g(n)) is regular if 
Ig(k)l > Iv(k)1 for k = l,..., n, where v belongs to H(v, ,..., v,), unless Igl is 
equal to one of vr,...,v,. 
To see a nontrivial example, let c,(k), 1~ i d n, 1~ k Q n - 1, be given 
by 
k+l 
k 
n-k 
n-k+1 
if k<i, 
if kai. 
According to Theorem 4, we can construct n singular vectors vr, . . . , v,, in the 
positive orthant, which are given by 
n+l 
v,(k) = 2- kCn+l_kj if k=i, 
2 otherwise. 
(3.5) 
Consequently, g = (g(l), . . . , g(n)) is regular if 
Ig(k)l>s(l)v,(k)+ .+. +s(n)v,(k), k=l,...,n, (3.6) 
where s(k) > 0 for 1 G k Q n and s(l) + . . * + s(n) = 1, unless Igl is equal to 
one of vr,..., v,. From this we may deduce the following 
THEOREM 5. The boundary problem (3.1)-(3.2) has a unique solution if 
i k(n+l-k)min{Ig(k)l-2,O) > -(n+l), 
k=l 
(3.7) 
unh (Ig(l)l,..., Ig(n)l) is equal to one of vl,. . ., vn, where g(k) and vi are 
defined by (3.3) and (3.5). 
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Proof. Let us define 
y(k) = 
k(n+l-k) 
n+l ’ 
k=l,...,n. 
We need to show that 
i y(k)min{(g(k)l-2,0}> -1 
k=l 
(3.8) 
implies (3.6). To see this, let Z be the set of k such that Ig(k)( < 2. If Z is 
empty, then 
n+l 
jg(l)l>2>2-~=u,(l), 
Idk)l>2=ul(k), k=2 ,..., n. 
By ta&ng s(1) = 1 and s(k) = 0 for 2 < k < n, we see that (3.6) holds. If Z is 
not empty, let 
s’(k) = 
y(k)(2-Ig(k)l) if kbelongstoz, 
0 otherwise. 
It is clear that s’(k)>, 0 for 1 <k < n, and 0 <s’(l)+ . . . + s’(n)< 1 by 
(3.8). Thus if we define s(k)=s’(k)/[s’(l)+ =.. +s’(n)] for k=l,...,n, 
then s(k) > 0 for 1~ k < n, and s(l)+ * . . + s(n) = 1. Furthermore, for k in 
Z we have 
I&) I - bOMk)+ . . . + 4nMk)l 
=lg(k)l-2+ 
s’(k) 
y(k)[s’(l)+ ... +s’(n)] 
=(2-ldk)l) 
1 
s’(l)+ ... +s’(k) 
-1 
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and if k does not belong to I we have 
(g(k)(>,2=2- s(k) -=s(l)u,(k)+ a.. +s(n)u,(k). 
y(k) 
This completes the proof. 
COROLLARY 1. The probZem (3.1)-(3.2) is regular if 
k k(n+l-k)min{Jg(k)J-2,0}> -(n+l). 
k=l 
(3.9) 
The condition (3.9) is best possible in the sense that the constant - (n + I) 
cannot be replaced by a smaller one. 
Proof. We observe that if (Ig(l)(,...,(g(n)l) is equal to one of the 
or,..., u,, then by direct calculation, the sum in (3.9) is equal to - (n + l), 
which is impossible in this case. Now the regularity of (3.1)-(3.2) follows by 
Theorem 5. Finally (3.9) is best possible, since g = uk is singular for every 
k=l,...,n. m 
COROLLARY 2. The problem (3.1)-(3.2) is regular if 
kclmin{ (g(k) I- -to} >-dn), (3.10) 
where 
i 
2m+l 
m(m + 1) 
if n=2m, 
r(n) = 
2 
m+l 
if n=2m+l. 
The condition (3.10) is best possible in the sense that the constant - m(n) 
cannot be replaced by a smaller one. 
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Proof. Note that the function y(k) satisfies 
y(k) = 
k(n+l-k) = {k-(n+1)/2}2+ n+l n+l 
- 
n+l n+l 4 
GY ([-I) 2 
where [(n + 1)/2] denotes the greatest integer which is less than or equal to 
(n + 1)/2, and v(n) = l/ y([( n + 1)/2]). Since 
5 y(k)min{Ig(k)(-2,0}> i y([T])min{lg(k)l-2,0}> -1, 
k=l k=l 
the regularity of (3.1)-(3.2) follows from Corollary 1. The condition (3.10) is 
best possible, since the sum in (3.10) is equal to - n(n) when g = o[(,,+ 1j,2l. 
n 
In particular, if a = b = 0 and p(k) < 2 for k = 1,. . . , n, then (3.9) and 
(3.10) reduce to 
t k(n+l-k)max{p(k),O} <n+l 
k=l 
and 
respectively. Under such conditions, the corresponding conclusions are dis- 
crete analogues of those of Cohn [l] and Lyapunov [2,3], which state that the 
differential system 
x”(t)+p(t)x(t)=O, q<t=sr, 
x(q) = x(r) = 0 
has no nontrivial solution if 
J r(s-q)(r-s)max{p(s),O}(lS<r-q a 
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Since the choices of ci(k) are arbitrary, if we select other n positive 
sequences, we obtain alternate sufficient conditions for (3.1)-(3.2) to be 
regular. For example, we may take 
k+l+klal 
k + (k - l)@l 
if l<k<i, 
(n-k)+(n-k-l)@1 
(n-k+l)+(n-k)lbl if i’k’n 
for i = l,..., n. According to Theorem 4, we derive n singular vectors 
v;, . . . ) VA in the positive orthant, which are given by 
if k=l, 
if 2<kgn-1, 
2+ (b( - h(i, n)y’(n) if k = n, 
where 
and 
n+l+nlal+nlbl+(n-l)lubl 
y’(k)= (k+(k-l)(ul)((n-k+l)+(n-k)lbl) 
(3.11) 
for k=l,..., n. We note that 
y’(1) Q 2+ lul, (3.12a) 
y’(k) Q 2 for 26k<n-1, (3.12b) 
y’(n)< 2+ IQ. (3.12~) 
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By arguments similar to those above, we can prove the following 
THEOREM 6. The boundary problem (3.1)-(3.2) has a unique solution if 
{n+(n-l)~b~}min{~p(l)-2-a~-2-~a~,0} 
+~~~(k+(k-l)/u,}{n-k+l+(nk)lb)min{lp(k)-2/-2,0} 
+ { n + (n - l>lalI min{lp(n)-2-bl-2-lb\,O} 
> - { n + l+ njal+ nIbI+ (n - l)(abl}, 
unless ([p(l)- 2- al, lp(2)- 2\,..., Ip(n - l)- 21, Ip(n)- 2 - bl) is equal to 
oneofv;,...,vL. 
COROLLARY 3. The problem (3.1)-(3.2) is regular if 
{n+(n-l)~b~}min{~p(l)-2-a~-2-~a~,0} 
+ f {k+(k-l)lal}{n-k+l+(n-k)lbl}min{lp(k)-21-2,O) 
k=l. 
+ { n + (n - l)lal 
> - {n+l+nla 
}min{lp(n)-2-b(-2-lbl,O} 
1-t nlb(+ (n - l)labl}. (3.13) 
The condition (3.13) is best possible in the sense that the constant on the right 
hand side of (3.13) cannot be replaced by a smaller one. 
COROLLARY 4. The problem (3.1)-(3.2) is regular if 
min{~p(l)-2-a~-2-~a~,O}+min{~p(2)-2~-2,0}+ ... 
+min{Ip(n-l)-21-2,O)f min{lp(n)-2-bl-2-Jb],O} 
> - a(n, lal, @I), (3.14) 
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where TT( n, Ial, lbl) is defined by 
if n = 2m, and 
n+l+n]u]+n]b]+(n-l)(ub] 
(m+l+mlul)(m+l+mlbi) 
if n = 2m + 1. The condition (3.14) is best possible in the sense that 
m( n, (al, I bl) cannot be replaced by a smaller constant. 
We remark that, in Corollary 4, 
n(n,lul,Ibl)=min{y’(l),...,y’(n)) 
= min{y’(m),y’(m+l)} if n=2m, 
i y’(m + 1) if n=2m+l, 
(3.15) 
where y’(k) is given by (3.11). Specifically, assume U, b > 0, p(1) < 2+ 
u,p(2)<2,..., p( n - 1) < 2, and p(n) < 2 + b; then (3.13) and (3.14) reduce 
to 
t {k+(k-l)}{n-k+l+(n-k)b}max{p(k),O} 
k=l 
<n+l+nu+nb+(n-l)ub, 
and 
kcrmax{ p(k),O} < n(n,a, b), 
respectively. The later condition has been proved to be a best possible 
sufficient condition for (3.1)-(3.2) to be regular by Cheng: 
COROLLARY 5 (cf. last theorem in [4]). Let a, b be two nonnegative real 
numbers, p(k) be a real function defined on the set of consecutive integers 
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{Lk..., n}, ande(k)=OfirO<k<n+l. Zf 
kglm={ dk),O} < dn, a, b), (3.16) 
then the problem (3.1)-(3.2) cannot have a nontrivial solution. The condition 
(3.16) is sharp. 
In view of the remark preceding the above Corollary, it is sufficient to 
show p(l)< 2+ a, p(2)< 2,..., p(n - 1) < 2, p(n) < 2-t b. But according 
to (3.12), (3.15), and (3.16), 
p(k) < ma{ dk),O} G 2 max{p(k),O) <min{2+a,2,2+b}, 
k=l 
l<k<n, 
which is what we desire. 
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