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In this paper we provide a new class of (metric) geometric means of
positive definite matrices varying over Hermitian unitary matrices.
We show that each Hermitian unitarymatrix induces a factorization
of the cone Pm of m × m positive definite Hermitian matrices into
geodesically convex subsets and a Hadamard metric structure on
Pm. An explicit formula for the corresponding metric midpoint op-
eration is presented in termsof thegeometric and spectral geometric
means and show that the resulting two-variablemean is different to
the standard geometric mean. Some basic properties comparable to
those of the geometric mean and its extensions to finite number of
positive definite matrices are studied.
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1. Introduction
The open convex coneP = Pm ofm×mpositive definiteHermitianmatrices in the Euclidean space
of Hermitian matrices is a Cartan–Hadamard manifold, a simply connected complete
Riemannian manifold with non-positive sectional curvature (the canonical 2-tensor is non-negative),
equipped with the trace Riemannian metric ds = ||A−1/2dA A−1/2||2 =
(
tr(A−1dA)2
)1/2
, where
|| · ||2 denotes the Frobenius norm. The Riemannian metric distance between A and B is given by
δ(A, B) = || log A−1/2BA−1/2||2 and the curve t → A#tB := A1/2(A−1/2BA−1/2)tA1/2 is the unique
geodesic line containing A and B and its uniquemetricmidpoint A#B := A#1/2B is the geometricmean
of A and B [19,6,21]. More generally, the metric space (Pm, δ) is a standard example of a Hadamard
space [19]. Here, a complete metric space (M, δ) is called a Hadamard space if it satisfies the semipar-
allelogram law; for each a, b ∈ M, there exists anm ∈ M satisfying
δ2(m, x)  1
2
δ2(a, x) + 1
2
δ2(b, x) − 1
4
δ2(a, b) (1.1)
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for all x ∈ M. Such spaces are also called (global) CAT(0)-spaces or NPC (non-positively curved) spaces.
In particular them appearing in (1.1) is the unique metric midpoint between a and b.
The main purpose of this paper is to find a new class of Hadamard metric structures and the
correspondingclassofmetricmidpointoperationsonP.Weshowthat foraHermitianunitarymatrixQ ,
the sets P
±
Q := {X > 0 : QXQ = X±1} are geodesically convex (a closed subset of P invariant
under the geometric mean operation) and the map fQ : P+Q × P−Q → P, fQ (A, B) = A1/2BA1/2, is
a diffeomorphism. We then derive that P is a Hadamard space equipped with the product metric of
(P±Q , δ±Q := δ|P±Q );
δQ (X, Y) =
√
δ+Q (A1, A2)2 + δ−Q (B1, B2)2
where X = fQ (A1, B1), Y = fQ (A2, B2), and the induced midpoint operation mQ (X, Y) is in general
different to the geometric mean operationmI(X, Y) = X#Y , where I denotes the identity matrix. This
indeed is a natural extension of the Riemannian metric midpoint operation X#Y from P
−
I = {I} and
δI = δ, and provides a new class of (metric) geometric means of positive definite matrices varying
over Hermitian unitarymatrices. An explicit formula ofmQ (X, Y) is provided in terms of the geometric
and spectral geometric means. Some basic properties comparable to those of the geometric mean and
its extensions to finite number of positive definite matrices are studied.
2. Factorizations
LetMm be the space ofm×m complexmatrices with the inner product 〈X, Y〉 = tr(X∗Y),Hm the
space ofm×mHermitian matrices, andPm the convex cone of positive definite matrices. The general
linear group GL(m,C) acts on Pm via congruence transformations C(X) = CXC∗. For X, Y ∈ Hm,
we write that X  Y if Y − X is positive semidefinite, and X < Y if Y − X is positive definite.
The following properties for the weighted geometric mean are well-known [18,23,7].
Lemma 2.1. Let A, B, C,D ∈ Pm and let t ∈ R. Then
(i) A#tB = A1−tBt for AB = BA;
(ii) (aA)#t(bB) = a1−tbt(A#tB) for a, b > 0;
(iii) (Löwner–Heinz inequality) A#tB  C#tD for A  C, B  D and t ∈ [0, 1];
(iv) M(A#tB)M
∗ = (MAM∗)#t(MBM∗) for non-singular M;
(v) A#tB = B#1−tA, (A#tB)−1 = A−1#tB−1;
(vi) (λA + (1 − λ)B)#t(λC + (1 − λ)D)  λ(A#tC) + (1 − λ)(B#tD) for λ, t ∈ [0, 1];
(vii) Det(A#tB) = Det(A)1−tDet(B)t;
(viii) ((1 − t)A−1 + tB−1)−1  A#tB  (1 − t)A + tB for t ∈ [0, 1];
(ix) (A#tB)#s(A#uB) = A#(1−s)t+suB for any s, t, u ∈ R;
(x) (Riccati Lemma) A#B is the unique positive definition solution of XA−1X = B;
(xi) The map (A, B) → A#tB is differentiable.
The Frobenius norm || · ||2 gives rise to the Euclidean inner product
〈X, Y〉A = Tr(A−1XA−1Y)
on the tangent space TA(P) = Hm to P at any of its points A ∈ P, and the corresponding Riemannian
distance on P is δ(A, B) = || log(A−1/2BA−1/2)||2. It is well known that (P, δ) is a Cartan–Hadamard
manifold, a simply connected complete Riemannian manifold with non-positive sectional curvature
(the canonical 2-tensor is non-negative). It turns out [19] that the seminegative curvature property of
a Riemannian manifold is equivalent to the (local) exponential metric increasing property (EMI). The
(EMI) on P is
|| log A − log B||2  δ(A, B), A, B ∈ P.
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(Equality holds for A = Bt, t ∈ R.) The unique Riemannian geodesic line passing from A to B is given
by t → A#tB and its geodesic midpoint is unique and is the geometric mean A#B of A and B.
Theorem 2.2 [6]. For A, B ∈ P and M ∈ GL(m,C),
(i) δ(A, B) = δ(A−1, B−1) = δ(MAM∗,MBM∗);
(ii) δ(A#B, A) = δ(A#B, B) = 1
2
δ(A, B);
(iii) δ(A#tB, A#sB) = |s − t|δ(A, B) for all t, s ∈ [0, 1]; and
(iv) δ(At, Bt)  tδ(A, B) for all t ∈ [0, 1].
Definition 2.3. A closed subset  ⊂ Pm is said to be geodesically convex (resp. geodesically complete)
if A#tB ∈  for all t ∈ [0, 1] (resp. for all t ∈ R), whenever A, B ∈ .
Remark 2.4. If  is a non-empty geodesically convex subset of Pm, then a metric projection onto 
with respect to the Riemannian metric δ always exists as it does in a Hilbert space (Theorem 6.2.6,
[7]). This is true for a general setting; global NPC (non-positively curved) metric spaces where the
notion of (geodesically) convexity plays a key role in geometric analysis [4,16].
Proposition 2.5. For a non-singular matrix M, the sets
P
+
M = {X > 0 : MXM∗ = X},
P
−
M = {X > 0 : MXM∗ = X−1}
are geodesically complete.
Proof. Let A, B ∈ P±M. Then by Lemma 2.1,
M(A#tB)M
∗ = (MAM∗)#t(MBM∗) = A±1#tB±1 = (A#tB)±1
for all t ∈ R. 
A matrix Q is said to be involutive if Q2 = I. We note that if Q is an involutive unitary matrix
(equivalently Hermitian unitarymatrix), then {Im} = P+Q ∩P−Q andP±Q are invariant under thematrix
inversion.
Theorem 2.6 (Factorization). Let Q be a Hermitian unitary matrix. Then the map
P
+
Q × P−Q → P, (A, B) → A1/2BA1/2 (2.2)
is a diffeomorphism.
Proof. Let A1, A2 ∈ P+Q and let B1, B2 ∈ P−Q such that A1/21 B1A1/21 = A1/22 B2A1/22 . Then
B1 = A−1/21 (A1/22 B2A1/22 )A−1/21 (2.3)
B2 = A−1/22 (A1/21 B1A1/21 )A−1/22 . (2.4)
Since A
±1
i ∈ P+Q ,we have that
QA
± 1
2
i Q = Q(I#A±1i )Q = Q2#(QA±1i Q) = I#A±1i = A±
1
2
i , i = 1, 2
and that
B
−1
1 = QB1Q (2.3)= Q [A−1/21 (A1/22 B2A1/22 )A−1/21 ]Q
= (QA−1/21 Q)(QA1/22 Q)(QB2Q)(QA1/22 Q)(QA−1/21 Q)
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= A−1/21 A1/22 B−12 A1/22 A−1/21
(2.4)= A−1/21 A1/22 (A−1/22 A1/21 B1A1/21 A−1/22 )−1A1/22 A−1/21
= (A−1/21 A2A−1/21 )B−11 (A−1/21 A2A−1/21 ).
By the Riccati Lemma (Lemma 2.1(x)), A
−1/2
1 A2A
−1/2
1 = B−11 #B1 = I. This implies that A1 = A2 and
hence B1 = B2.
Next, let X ∈ P. Set A = X#(QXQ) and B = A−1/2XA−1/2. Then QAQ = (QXQ)#(Q2XQ2) =
(QXQ)#X = X#(QXQ) = A and hence A ∈ P+Q . By Riccati Lemma, QXQ = AX−1A and hence
A1/2X−1A1/2 = A−1/2(QXQ)A−1/2. This implies that
QBQ = Q(A−1/2XA−1/2)Q = (QA−1/2Q)(QXQ)(QA−1/2Q)
= A−1/2(QXQ)A−1/2 = A−1/2(AX−1A)A−1/2 = A1/2X−1A1/2 = B−1.
That is, B ∈ P−Q . From X = A1/2BA1/2,we conclude that the map (2.2) is bijective and its inverse map
is given by
X → (X#(QXQ), [X#(QXQ)]−1/2 X [X#(QXQ)]−1/2).
It is obvious to see that these maps are differentiable. 
Remark 2.7. The maps
π±Q : P → P±Q , X → X#(QX±1Q)
are the metric projections onto the geodesically convex subset P
±
Q for the Riemannian metric δ, re-
spectively. That is, for A > 0
A#(QA±1Q) = arg min
X∈P±Q
δ(X, A).
Indeed, Q(X#(QXQ))Q = (QXQ)#X = X#(QXQ) and Q(X#(QX−1Q))Q = (QXQ)#X−1 =
X−1#(QX−1Q)−1 = (X#(QX−1Q))−1, and for A > 0 and X ∈ P±Q ,
δ(A, A#(QA±1Q)) = 1
2
δ(A,QA±1Q)  1
2
(δ(A, X) + δ(X,QA±1Q))
= 1
2
(δ(A, X) + δ(QX±1Q ,QA±1Q))
= 1
2
(δ(A, X) + δ(X±1, A±1)) = 1
2
(δ(A, X) + δ(X, A))
= δ(A, X)
where we used the invariancy of the Riemannian metric under the inversion and congruence trans-
formations. Furthermore for all α > 0,
π+Q (αX) = απ+Q (X), π−Q (αX) = π−Q (X). (2.5)
Remark 2.8 (Spectral geometric mean). The inverse map of (2.2) is given by
X → (X#(QXQ), X(QX−1Q)),
where AB = (A−1#B)1/2A(A−1#B)1/2 is the spectral geometric mean of A and B. In [13], Fiedler and
Pták have introduced the spectral mean of two positive definite matrices and demonstrated several
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basic properties that comparewith and contrast to the geometricmean.We consider the simultaneous
equations: A, B > 0,{
A = X−1/2MX−1/2
B = X1/2MX1/2. (2.6)
ThenM = AB and X = A−1#B.We list basic properties of spectral means comparable to those of the
geometric mean [13,22,24,27].
(i) AB is a unique positive definite solution of A−1#X = (A−1#B)1/2,
(ii) AA = A, AB = BA, (αA)(βB) = √αβ(AB),
(iii) (AB)−1 = (A−1)(B−1),
(iv) AB = I if and only if B = A−1,
(v) AX = B has the unique positive definite solution X = (A−1#B)B(A−1#B),
(vi) (UAU∗)(UBU∗) = U(AB)U∗ for any unitary matrix U,
(vii) (ABA)(A−1BA−1) = B,
(viii) AB = A1/2B1/2 if and only if A and B commute,
(ix) 〈A|B〉 = 〈AB|AB〉 and 〈A−1|B−1〉 = 〈(AB)−1|(AB)−1〉.
The t-weighted spectral mean is defined by AtB := (A−1#B)tA(A−1#B)t and satisfies
(i) AtB is a unique positive definite solution of A
−1#X = (A−1#B)t,
(ii) AtB = B1−tA, (AtB)−1 = A−1tB−1,
(iii) (ArB)t(AsB) = A(1−t)r+stB,
(iv) A−1#(AtB) = (A−1#B)t and B#(A1−tB)−1 = (A−1#B)t,
(v) If A and B commute then AtB = A#tB = A1−tBt .
Example 2.9 (Centrosymmetric matrices [30]). The set of positive definite centrosymmetric matrices
is geodesically complete: CSm = {X ∈ Pm : QmXQm = X} where Qm is them × mmatrix with 1’s on
the diagonal running southwest to northeast and 0’s elsewhere. For example, Q3 =
⎛
⎜⎜⎜⎝
0 0 1
0 1 0
1 0 0
⎞
⎟⎟⎟⎠ .
Example2.10 [28]. Wenote thateveryHermitianunitarymatrixQ isunitarily similar todiag(Ip,−Im−p)
for some 1  p < m. Let Q =
⎛
⎝Ip 0
0 −Im−p
⎞
⎠ . Then
P
+
Q =
⎧⎨
⎩
⎛
⎝A 0
0 C
⎞
⎠ : A ∈ Pp, C ∈ Pm−p
⎫⎬
⎭ .
For X =
⎛
⎝ A B
B∗ C
⎞
⎠ ∈ Pm,
X#(QXQ) =
⎛
⎝A#(A − BC−1B∗) 0
0 C#(C − B∗A−1B)
⎞
⎠ ,
X(QX−1Q) =
⎛
⎝A(A − BC−1B∗)−1) G(X)
G(X)∗ C(C − B∗A−1B)−1)
⎞
⎠
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where
G(X) =
(
A#(A − BC−1B∗)
)−1/2
B
(
C#(C − B∗A−1B)
)−1/2
.
The matrices A− BC−1B∗ and C − B∗A−1B are the Schur complements of C and A in
⎛
⎝ A B
B∗ C
⎞
⎠ , respec-
tively.
3. New geometric means
Let Q be a Hermitian unitary matrix. By Proposition 2.5, P
±
Q are geodesically complete and hence
P
±
Q are NPC spaces for the restricted metrics δ
±
Q := δ|P±Q , respectively. Indeed, the restricted metrics
are complete metrics from the closedness of P
±
Q and satisfy the semiparallelogram law.
Lemma 3.1 (Product metric). Let Q be a Hermitian unitary matrix and let
fQ : P+Q × P−Q → P, fQ (A, B) = A1/2BA1/2.
Then (P, δQ ) is a NPC space, where for X = fQ (A1, B1), Y = fQ (A2, B2) ∈ P,
δQ (X, Y) =
√
δ+Q (A1, A2)2 + δ−Q (B1, B2)2.
The midpoint operation is given by mQ (X, Y) = (A1#A2)1/2(B1#B2)(A1#A2)1/2.
Proof. It is easy to see that δQ is a complete metric onP. Let X, Y ∈ P. Since fQ is bijective, there exist
Ai ∈ P+Q , Bi∈P−Q such that X=fQ (A1, B1) and Y = fQ (A2, B2). Set P = (A1#A2)1/2(B1#B2)(A1#A2)1/2.
Since A1#A2 ∈ P+Q and B1#B2 ∈ P−Q ,
P = fQ (A1#A2, B1#B2).
Let Z ∈ P. Then Z = fQ (A3, B3) for some A3 ∈ P+Q and B3 ∈ P−Q , and then
δQ (Z, P)
2 = δ+Q (A3, A1#A2)2 + δ−Q (B3, B1#B2)2
 1
2
[
δ+Q (A3, A1)2 + δ+Q (A3, A2)2
]
− 1
4
δ+Q (A1, A2)2
+1
2
[
δ−Q (B3, B1)2 + δ−Q (B3, B2)2
]
− 1
4
δ−Q (B1, B2)2
= 1
2
[
δQ (Z, X)
2 + δQ (Z, Y)2
]
− 1
4
δQ (X, Y)
2
where we used the semiparallelogram law on (P±Q , δ±Q ). This shows that (P, δQ ) satisfies the semi-
parallelogram law withmQ (X, Y) = (A1#A2)1/2(B1#B2)(A1#A2)1/2. 
Remark 3.2. By Remark 2.8, we have
mQ (X, Y) = A1/2BA1/2 (3.7)
where A = (X#(QXQ))#(Y#(QYQ)), B = (X(QX−1Q))#(Y(QY−1Q)). In particular, mI(X, Y) =
X#Y . It is non-trivial to see that the NPC space (P, δQ ) is Riemannian.
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Example 3.3 (mQ (X, Y) = X#Y). Wenote that the geometricmean of 2×2 positive definitematrices
with determinant 1 is of the following form [7]
X#Y = 1√
Det(X + Y) (X + Y).
Let X = I2, Y =
⎛
⎝5 3
3 2
⎞
⎠ ,Q =
⎛
⎝1 0
0 −1
⎞
⎠ . Then X#Y = I2#
⎛
⎝5 3
3 2
⎞
⎠ =
⎛
⎝2 1
1 1
⎞
⎠ and
QYQ =
⎛
⎝ 5 −3
−3 2
⎞
⎠ , QY−1Q =
⎛
⎝2 3
3 5
⎞
⎠ ,
Y#(QYQ) =
⎛
⎝5 3
3 2
⎞
⎠#
⎛
⎝ 5 −3
−3 2
⎞
⎠ = 1√
40
⎛
⎝10 0
0 4
⎞
⎠ .
By definition of the spectral geometric mean,
Y(QY−1Q) = [Y−1#(QY−1Q)] 12 Y [Y−1#(QY−1Q)] 12
= [Y#(QYQ)]− 12 Y [Y#(QYQ)]− 12
= √40
⎛
⎝ 1√10 0
0 1
2
⎞
⎠
⎛
⎝5 3
3 2
⎞
⎠
⎛
⎝ 1√10 0
0 1
2
⎞
⎠
=
⎛
⎝
√
10 3
3
√
10
⎞
⎠ .
Setting A = I2#(Y#(QYQ)) and B = I2#(Y(QY−1Q))we have
A = I2#(Y#(QYQ)) = I2# 1√
40
⎛
⎝10 0
0 4
⎞
⎠ = 1
4
√
40
⎛
⎝
√
10 0
0 2
⎞
⎠ ,
B = I2#(Y(QY−1Q)) = I2#
⎛
⎝
√
10 3
3
√
10
⎞
⎠
= 1√
2 + 2√10
⎛
⎝1 +
√
10 3
3 1 + √10
⎞
⎠
and
mQ (X, Y) = A1/2BA1/2
= 1
2
4
√
10
√
1 + √10
⎛
⎝10 +
√
10 3
√
2
4
√
10
3
√
2
4
√
10 2 + 2√10
⎞
⎠
=
⎛
⎝2 1
1 1
⎞
⎠ = X#Y .
We note that the spectrums of X#Y andmQ (X, Y) = A1/2BA1/2 are
λ(A1/2BA1/2) = {2.5725, 0.3887} = λ(X#Y) = {2.6180, 0.3820}.
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Example 3.4. Let
Q1 =
⎛
⎜⎜⎜⎝
1 0 0
0 1 0
0 0 −1
⎞
⎟⎟⎟⎠ ,Q2 =
⎛
⎜⎜⎜⎝
1 0 0
0 0 1
0 1 0
⎞
⎟⎟⎟⎠ ,Q3 =
⎛
⎜⎜⎜⎝
0 0 1
0 1 0
1 0 0
⎞
⎟⎟⎟⎠ ,
Q4 =
⎛
⎜⎜⎜⎝
1 0 0
0 −1 0
0 0 −1
⎞
⎟⎟⎟⎠ ,Q5 =
⎛
⎜⎜⎜⎝
0 1 0
1 0 0
0 0 1
⎞
⎟⎟⎟⎠ ,Q6 =
⎛
⎜⎜⎜⎝
1 0 0
0 −1 0
0 0 1
⎞
⎟⎟⎟⎠ ,
Q7 =
⎛
⎜⎜⎜⎝
0 1 0
1 0 0
0 0 −1
⎞
⎟⎟⎟⎠ ,Q8 =
⎛
⎜⎜⎜⎝
1 0 0
0 0 −1
0 −1 0
⎞
⎟⎟⎟⎠ ,Q9 =
⎛
⎜⎜⎜⎝
0 0 1
0 −1 0
1 0 0
⎞
⎟⎟⎟⎠ ,
and let X = I3, Y =
⎛
⎜⎜⎜⎝
6 4 1
4 3 1
1 1 1
⎞
⎟⎟⎟⎠ . Then X#Y,mQi(X, Y) are all distinct and their spectrums are
λ(mQ1) = {2.9494, 0.9281, 0.3653}, λ(mQ2) = {2.8361, 0.9537, 0.3697},
λ(mQ3) = {2.9575, 0.9359, 0.3613}, λ(mQ4) = {2.9528, 0.9125, 0.3711},
λ(mQ5) = {2.8488, 0.9404, 0.3733}, λ(mQ6) = {2.9600, 0.9280, 0.3641},
λ(mQ7) = {2.7981, 0.9242, 0.3867}, λ(mQ8) = {2.9465, 0.9145, 0.3711},
λ(mQ9) = {2.758, 0.9186, 0.3658}, λ(X#Y) = {3.0023, 0.9256, 0.3599}.
We have seen in the preceding examples that
λ1(I#Y)  λ1(mQ (I, Y))  λm(mQ (I, Y))  λm(I#Y)
for some Y > 0, where λ1(A) and λm(A) denote the largest and smallest eigenvalues of A ∈ Hm,
respectively. However this holds true for any Y > 0.
Theorem 3.5. For any Hermitian unitary matrix Q and Y ∈ Pm,
λ
1
2
1 (Y)  λ1(mQ (I, Y))  λm(mQ (I, Y))  λ
1
2
m(Y).
That is, λ(mQ (I, Y)) ⊂ [λ
1
2
m(Y), λ
1
2
1 (Y)].
Proof. Let Q be a Hermitian unitary matrix and let Y > 0. Set Z = Y#(QYQ). Then
Y(QY−1Q) = [Y−1#(QY−1Q)] 12 Y[Y−1#(QY−1Q)] 12
= [Y#(QYQ)]− 12 Y[Y#(QYQ)]− 12
= Z− 12 YZ− 12
and
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mQ (I, Y)
(3.7)= (Y#(QYQ)) 14
[
Y(QY−1Q)
] 1
2 (Y#(QYQ))
1
4
= Z 14 (Z− 12 YZ− 12 ) 12 Z 14 .
Since λ1(A
sBs)  λs1(AB) for any positive matrices A, B and 0  s  1 (see Theorem IX.2.6 [5]), we
have
λ1(mQ (I, Y)) = λ1(Z 14 (Z− 12 YZ− 12 ) 12 Z 14 )
= λ1(Z 12 (Z− 12 YZ− 12 ) 12 )
 λ
1
2
1 (ZZ
− 1
2 YZ−
1
2 ) = λ
1
2
1 (Y).
This completes the proof of the first inequality.
By the self-duality ofmQ (see Theorem 3.7 below), the inequality
λm(mQ (I, Y))  λ
1
2
m(Y)
holds true for any Y ∈ Pm. 
Remark 3.6. In general, the inequalityλ1(X#Y)  λ1(mQ (X, Y))does not hold. LetX =
⎛
⎝3 4
4 7
⎞
⎠ , Y =
⎛
⎝8 8
8 9
⎞
⎠ and let Q =
⎛
⎝0 1
1 0
⎞
⎠ . Then
λ1(X#Y) = 11.2210 < λ1(mQ (X, Y)) = 11.8674.
We list some basic properties ofmQ (X, Y). The proof will appear in the next section.
Theorem 3.7. We have
(Q1) (Idempotency)mQ (X, X) = X;
(Q2) (Joint homogeneity) mQ (aX, bY) =
√
ab mQ (X, Y);
(Q3) (Permutation invariancy) mQ (X, Y) = mQ (Y, X);
(Q4) (Non-expansiveness) δQ (mQ (X, Y),mQ (X
′, Y ′))  1
2
[δQ (X, X′) + δQ (Y, Y ′)];
(Q5) (Self-duality) mQ (X
−1, Y−1)−1 = mQ (X, Y); and
(Q6) (Determinantal identity) Det(mQ (X, Y)) = √Det(X)Det(Y).
Remark 3.8. The geometric mean operation (A, B) → A#B is uniquely determined by the properties
of consistency with scalars and congruence invariancy: A#B = (AB)1/2 for commuting A and B, and
(MAM∗)#(MBM∗) = M(A#B)M∗ for anynon-singularM. In general, ournewmeanmQ doesnot satisfy
these properties (Example 3.3) and fails to satisfy the arithmetic (harmonic)mean and geometricmean
inequalities (Lemma 2.1(viii)) by the following result. If g : P2 → P satisfies
(i) g(A, B)  1
2
(A + B);
(ii) g(tA, B) = √tg(A, B); and
(iii) g(A−1, B−1) = g(A, B)−1
for any A, B > 0 and t > 0, then g(A, B) = A#B for all A, B > 0 (Theorem 2.5 [14]).
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ForacompletemetricdonP, a curveγ : [0, 1] → P is said tobeaminimalgeodesic ifd(γ (t), γ (s)) =
|s− t|d(γ (0), γ (1)). If (M, δ) is a NPC space, then the midpoint operation gives rise to a unique min-
imal geodesic γa,b : [0, 1] → M for a given two point a and b; define for all dyadic numbers in [0, 1]
and then by completeness it extends to all t ∈ [0, 1]. Then
δ2(x, γa,b(t))  (1 − t)δ2(x, a) + tδ2(x, b) − t(1 − t)δ2(a, b) (3.8)
for all t ∈ [0, 1] and
δ2(a, c) + δ2(b, d)  δ2(b, c) + δ2(a, d) + δ2(a, b) + δ2(c, d). (3.9)
See [37]. γa,b(t) is called the t-weighted geometric mean of a and b. Applying (3.8) twice and (3.9) yield
δ(γa,b(t), γc,d(t))  (1 − t)δ(a, c) + tδ(b, d), t ∈ [0, 1]. (3.10)
Remark 3.9. The corresponding t-weighted geometric mean for the metric δQ is
mQ (t; X, Y) = (A1#tA2)1/2(B1#tB2)(A1#tA2)1/2,
where X = fQ (A1, B1) and Y = fQ (A2, B2). Indeed, by Lemma 3.1 and Theorem 2.2(iii),
δQ (mQ (t; X, Y),mQ (s; X, Y))
= δQ ((A1#tA2)1/2(B1#tB2)(A1#tA2)1/2, (A1#tA2)1/2(B1#tB2)(A1#tA2)1/2)
=
√
δ+Q (A1#tA2, A1#sA2)2 + δ−Q (B1#tB2, B1#sB2)2
=
√
|t − s|2δ(A1, A2)2 + |t − s|2δ(B1, B2)2
= |t − s|
√
δ+Q (A1, A2)2 + δ−Q (B1, B2)2
= |t − s|δQ (X, Y).
4. Multivariable geometric means
It has been a long-standing problem to extend the two-variable geometricmean of positive definite
matrices to n-variables, n  3, and a variety of attempts may be found in the literature. There is
no formal definition of geometric mean of finite number of positive definite matrices and defining
multivariable geometricmean is a non-trivial task and is a recent topic of interest in core linear algebra.
A simple and direct method of extending the two-variable geometric mean is the convex combination
procedure [1,36,26]:
Sn(A1, . . . , An) = Sn−1(A1, . . . , An−1)#1
n
An, S1(A) = A.
It, called the inductive mean, satisfies multidimensional versions of all properties that one would
expect for a two-variable geometric mean except the permutation invariancy [29].
Three recent approaches have been given by Ando–Li–Mathias [2,34,35] (see Horwitz [15] for
positive reals) and Bini–Meini–Poloni [11,32] via “symmetrization procedures" and induction, and by
Moakher [31], Bhatia–Holbrook [9,8] via the least squares method for the Riemannian trace metric:
n(A1, . . . , An) = arg min
X∈P
n∑
i=1
δ2(X, Ai).
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Jung–Lee–Yamazaki [17] and Pálfia [33] have proposed independently an alternative symmetriza-
tion approachwhich does not depend on induction but strongly on permutations. They considered the
symmetrization procedure
β(A1, . . . , An) = (A1#A2, A2#A3, . . . , An#A1)
and showed its power convergency; there exists X∗ > 0, denoted by X∗ = Jlyn(A1, . . . , An), such
that
lim
k→∞β
k(A1, . . . , An) = (X∗, . . . , X∗).
The Almn, Bmpn and n satisfy the following properties [2,11,26]. For A = (A1, . . . , An), B =
(B1, . . . , Bn) ∈ Pn, σ ∈ Sn a permutation on n-letters, a = (a1, . . . , an) ∈ Rn++,
(P1) (Consistency with scalars) g(A) = (A1 · · · An)1/n if Ai’s commute;
(P2) (Joint homogeneity) g(a1A1, . . . , anAn) = (a1 · · · an)1/ng(A);
(P3) (Permutation invariance) g(Aσ ) = g(A),where Aσ = (Aσ(1), . . . , Aσ(n));
(P4) (Monotonicity) If Bi  Ai for all 1  i  n, then g(B)  g(A);
(P5) (Non-expansiveness) δ(g(A), g(B))  1
n
∑n
i=1 δ(Ai, Bi);
(P6) (Congruence invariance) g(M∗AM) = M∗g(A)M for invertible matrixM;
(P7) (Joint concavity) g(λA + (1 − λ)B)  λg(A) + (1 − λ)g(B) for 0  λ  1;
(P8) (Self-duality) g(A−1)−1 = g(A);
(P9) (Determinantal identity) Detg(A) = ∏ni=1(DetAi)1/n;
(P10) (AGH mean inequalities) n(
∑n
i=1 A−1i )−1  g(A)  1n
∑n
i=1 Ai.
The inductive Sn and Jlyn means satisfy all these properties except the permutation invariancy.
Definition 4.1. Letbe anon-empty subsetP.Amapping g : Pn → P is said tobe structure preserving
on if g(A1, . . . , An) ∈  whenever Ai ∈ , i = 1, 2, . . . , n.
Theorem 4.2. Let G ∈ {Sn, n, Almn, Bmpn, Jlyn}. Then G is structure preserving on any geometrically
convex subsets. In particular for any Hermitian unitary matrix Q , G is structure preserving on P±Q .
Proof. It is easy to see that each G ∈ {Sn, Almn, Bmpn, Jlyn} is structure preserving on a geodesically
convex set from the closedness of and their symmetrization procedures and induction.
For the least squares mean n, it can be shown in the following steps. First, the inductive mean
Sn(A1, . . . , An) = Sn−1(A1, . . . , An−1)#1
n
An, S1(A) = A, is structurepreserving. Second, by theStrong
Law of Large Number [26] (see [10] for theweak law of large numbers proved by Bhatia and Karandikar
without using the S.L.L.N.), there exists a map (random walk) ω : N → {1, 2, . . . , n} such that
lim
k→∞ Sk(Aω(1), . . . , Aω(k)) = n(A1, . . . , An).
Finally, from the fact that Aω(i) ∈  for all i and Sk(Aω(1), . . . , Aω(k)) ∈  for all k and that is closed,
its limitn(A1, . . . , An) ∈ . 
Let Gi ∈ {Sn, n, Almn, Bmpn, Jlyn}, i = 1, 2. We observe that Gi(A, B) = A#B for n = 2 and
hence the following result covers Theorem 3.7.
Theorem 4.3. Let Gi ∈ {Sn, n, Almn, Bmpn, Jlyn}, i = 1, 2, and let Q be a Hermitian unitary matrix.
Then the map G : Pn → P defined by
G(X1, . . . , Xn) = G1(A1, . . . , An) 12 G2(B1, . . . , Bn) G1(A1, . . . , An) 12
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where Xi = fQ (Ai, Bi), i = 1, 2, . . . , n, satisfies the idempotency, (P2), (P8), (P9), and the non-
expansiveness
δQ (G(X), G(Y)) 
1
n
n∑
i=1
δQ (Xi, Yi).
If Gi ∈ {n, Almn, Bmpn}, i = 1, 2, then G satisfies (P3).
Proof. Let Xi = A1/2i BiA1/2i , where Ai ∈ P+Q , Bi ∈ P−Q , i = 1, 2, . . . , n. By Remark 2.8, Ai =
Xi#(QXiQ) and Bi = Xi(QX−1i Q). By definition,
G(X) = G1(A)1/2G2(B)G1(A)1/2,
where X = (X1, . . . , Xn),A = (A1, . . . , An) and B = (B1, . . . , Bn).
If Xi = Xj for all 1  i, j  j, then Ai = Aj and Bi = Bj for all i, j by uniqueness of the factorization.
By (P1), we have
G(X, . . . , X) = G1(A1, . . . , A)1/2G2(B, . . . , B)G1(A1, . . . , A)1/2 = A1/2BA1/2 = X.
This shows that G satisfies the idempotency property.
(P2). From (αX)#(QαXQ) = α(X#(QXQ)), (αX)(Q(αX)−1Q) = X(QX−1Q),we have
G(α1X1, . . . , αnXn) = G1(α1A1, . . . , αnAn)1/2G2(B)G1(α1A1, . . . , αnAn)1/2
=
⎛
⎝ n∏
i=1
α
1
n
i
⎞
⎠ G1(A)1/2G2(B)G1(A)1/2
=
⎛
⎝ n∏
i=1
α
1
n
i
⎞
⎠ G(X).
(P3). Suppose that G1 and G2 are permutation invariant. Let σ be a permutation on n-letters. Then
G(Xσ ) = G(Xσ(1), . . . , Xσ(n))
= G1(Aσ(1), . . . , Aσ(n))1/2G2(Bσ(1), . . . , Bσ(n))G1(Aσ(1), . . . , Aσ(n))1/2
= G1(A)1/2G2(B)G1(A)1/2
= G(X).
(P5). Let X = (X1, . . . , Xn), Y = (Y1, . . . , Yn) ∈ Pn. For 1  i  n, pick Ai, Ci ∈ P+Q and
Bi,Di ∈ P−Q such that Xi = fQ (Ai, Bi), Yi = fQ (Ci,Di). Setting
A = (A1, . . . , An), C = (C1, . . . , Cn),
B = (B1, . . . , Bn), D = (D1, . . . ,Dn)
we have G1(A), G1(C) ∈ P+Q and G2(B), G2(D) ∈ P−Q by Theorem 4.2. Note that δ±Q (X, Y) = δ(X, Y)
for X, Y ∈ P±Q . Then
δQ (G(X), G(Y)) = δQ (fQ (G1(A), G2(B)), fQ (G1(C), G2(D)))
=
[
δ+Q (G1(A), G1(C))2 + δ−Q (G2(B), G2(D))2
]1/2
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=
[
δ(G1(A), G1(C))
2 + δ(G2(B), G2(D))2
]1/2
(P5)
 1
n
⎡
⎢⎣
⎛
⎝ n∑
i=1
δ(Ai, Ci)
⎞
⎠2 +
⎛
⎝ n∑
i=1
δ(Bi,Di)
⎞
⎠2
⎤
⎥⎦
1/2
= 1
n
⎡
⎢⎣
⎛
⎝ n∑
i=1
δ+Q (Ai, Ci)
⎞
⎠2 +
⎛
⎝ n∑
i=1
δ−Q (Bi,Di)
⎞
⎠2
⎤
⎥⎦
1/2
 1
n
n∑
i=1
√
δ+Q (Ai, Ci)2 + δ−Q (Bi,Di)2
= 1
n
n∑
i=1
δQ (Xi, Yi)
where the third equality follows Theorem 4.2 and the last inequality follows from√(∑n
i=1 xi
)2 + (∑ni=1 yi)2  ∑ni=1
√
x2i + y2i .
(P8). By the self-duality of the geometric and spectral geometric means,
A
−1
i = X−1i #(QX−1i Q), B−1i = X−1i (Q(X−1i )−1Q).
This implies that
G(X−1) = G(X−11 , . . . , X−1n )
= G1(A−11 , . . . , A−1n )1/2G2(B−11 , . . . , B−1n )G1(A−11 , . . . , A−1n )1/2
= G1(A)−1/2G2(B)−1G1(A)−1/2
=
[
G1(A)
1/2G2(B)G1(A)
1/2
]−1
= G(X)−1.
(P9). It follows from the determinantal identity that
Det(G(X)) = Det(G1(A)1/2G2(B)G1(A)1/2)
= Det(G1(A))Det(G2(B))
=
⎛
⎝ n∏
i=1
Det(Ai)
⎞
⎠
1
n
⎛
⎝ n∏
i=1
Det(Bi)
⎞
⎠
1
n
=
n∏
i=1
Det(A
1/2
i BiA
1/2
i )
1
n =
n∏
i=1
Det(Xi)
1
n . 
Remark 4.4. The Log-Euclideanmean of X = (X1, . . . , Xn) ∈ Pn is defined by LE(X) = exp
(
1
n
∑n
i=1
log Xi) . It satisfies the idempotency, permutation invariancy, self-duality and the determinantal iden-
tity [3]. One can see that the following means have the same properties: for G ∈ {n, Almn, Bmpn},
GQ (X) = G(A) 12 LE(B)G(A) 12 ,
G˜Q (X) = LE(A) 12 G(B)LE(A) 12 ,
where Xi = fQ (Ai, Bi). Similarly for the Cheap mean of [12].
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Finally we consider an extension of our new mean mQ to n-positive definite matrices. In order
to modify the customary approaches to extend our mean to the multivariate case, we can choose to
replacemI withmQ at two different points. The notion of themeans Sn, n, Almn, Bmpn and Jlyn exist
on any NPC spaces [26,25,20]. Applying to our NPC spaces (P, δQ )with newly constructed meansmQ
varyingoverHermitianunitarymatricesQ yields newgeometricmeans ofn-positive definitematrices;
SQn , 
Q
n , Alm
Q
n , Bmp
Q
n and Jly
Q
n .
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