Abstract: We give explicit formulas for reducing the problem of determining whether a given 2-cocycle is a coboundary and if so finding a lifting 1-cochain to a system of norm equations.
The vanishing of certain Galois cohomology groups of function fields and number fields, which are of interest in arithmetic geometry, is quite well established: e.g., there is Hilbert's Theorem 90 which gives the effective vanishing of H 1 (K / K * ) for any finite Galois extension, or Tsen's Theorem which when applicable implies the analogous vanishing of H 2 . The goal is to provide effective and detailed versions of these results. We will describe the algorithms that will reduce the problem of exhibiting a cocycle explicitly as a coboundary if possible to solving norm equations. We are concerned specifically with the following problem.
Problem 1.1.
Given a finite group G and a G-module A, determine for an arbitrary cohomology class [ ] ∈ H 2 (G A) represented by an explicit 2-cocycle of the standard cochain complex whether [ ] = 0 and if so find a 1-cochain such that ∂ 1 = .
The analogous problem for -cocycles (with ∈ N) will be denoted by 1.1 . We prove * E-mail: preu@math.uzh.ch T. Preu Theorem 1.2.
Let G be the Galois group of a finite Galois extension K / and A the usual G-module K * = K \{0}, both effectively given. Then we can effectively reduce Problem 1.1 for G and A to solving norm equations N K / ( ) = for cyclic intermediate field extensions K / and ∈
* .
There will be three sections devoted to reduction steps introducing well-known results and general tools. The first of them relates Problem 1.1 in the case G is cyclic to solving norm equations. The second reduces Problem 1.1 for a general G to the case of finite -groups, for various prime numbers . The last of them reduces Problem 1.1 for G solvable to cyclic groups (and is presented last since it uses ingredients of the other reduction steps). This section is the only one depending strongly on the special case of We give an overview on the context of our results. In arithmetic geometry computing local invariants as in Proposition 1.3 is used in the Brauer-Manin obstruction. Example 4.4 is motivated by an instance of this setting in [9] . In [10] one finds an effective but rather indirect approach using the Hensel lifting on Brauer-Severi varieties. For the special case of Hilbert symbols there are explicit formulas based on convergent power series (cf. [12, V, (3.7) Theorem] or [3, VII] ). Effective bounds for the rate of convergence in the case of Hilbert symbols of order over Q can be found in [16] as conferred by a referee. Our Proposition 1.3 uses solubility of norm equations over local fields and is effective in full generality. Ramification in the associated Galois extensions increases only the precision needed in solutions of these norm equations and bounds for this can be read off from [3, III.1].
Another application is in minimizing representations as another referee pointed out. Recently Fieker in [5] gave an algorithm to solve this problem for number fields by reducing to Problem 1.1 and then solve S-unit equations. We give a comparison with our method in Remark 5.2.
The results of the following three sections are well known at least on the level of cohomology (cf. [2, 7] or [15] ) and partially also on the level of representing complexes. We provide all of the rather involved formulas needed for algorithms on the level of complexes. In particular the formulas referred to in Corollary 2.2, and Propositions 3.3 and 4.1 have not been found by us in the literature. It is also well known that formulas such as presented here can be applied as they are in the last part. The author's contribution is to actually do so.
Some complexes: from cyclic groups to norm equations
Let G be a finite group and A a G-module, both effectively given, and denote the action of ∈ G on ∈ A by . Recall that the "standard complex" in homogeneous form resolves the trivial G-module Z by the free G-modules Z G +1 endowed with diagonal action given by ( 
When G = α is cyclic of order ∈ N we will also use the "efficient complex" [2, I, (6. 3)], where serve as symbols to reference the position in the complex:
We give a quasi-isomorphism of these two complexes by specifying morphisms of chain complexes τ = (τ ) 
Proposition 2.1. (1),
For a finite cyclic group G = α of order we get a quasi-isomorphism as in
σ 2 α 1 α 1 + 2 α 1 + 2 + + 2 =    (−1) 2 if 2 −1 + 2 ≥ for all 0 otherwise; σ 2 +1 α 1 α 1 + 2 α 1 + 2 + + 2 +1 =        (−1) +1 1 −1 =0 α 2 +1 if 2 + 2 +1 ≥ for all 0 otherwise; τ 2 ( 2 ) = (−1) 0≤ 1 2 < α 1 α 1+ 1 α 1 + 2 α 1+ 1 + 2 α 1 + 2 + + α 1+ 1 + 2 + + ; τ 2 +1 ( 2 +1 ) = (−1) +1 0≤ 1 2 < α α 1 α 1+ 1 α 1 + 2 α 1+ 1 + 2 α 1 + 2 + + α 1+ 1 + 2 + + ; 1 ( ) = −( ); 2 ( α 1 ) = α 1 α 1 − 1 −1 =0 α α +1 ; α 1 α 1 + 2 α 1 +···+ −1 = (−1)   α 1 α 1 +···+ −1 α 1 +···+ −1 − 1 +···+ −1 −1 = 1 +···+ −2 α 1 α 1 +···+ −2 α α +1   +        −1 =0 −2 α 1 +···+ −3 α α +1 if −2 + −1 ≥ 0 otherwise, ≥ 3
Proof. It follows by induction on that (σ )
∞ =0 is a chain map. It is then a straightforward exercise to check that σ • τ = id and verify the other properties of a quasi-isomorphism. [7, VI.13] ) and get
By applying the functor Hom Z[G] ( · A) we get complexes whose homology is the group cohomology H (G A) of G with coefficients in A. We identify Hom
with A to get from the efficient complex
We call ∆ a difference map and N a norm map -they depend on the cyclic group and its given generator. An equation of the form N( ) = , resp. ∆( ) = , is called a norm equation, resp. a difference equation, where is the unknown and is given. Note that ker 2
We get a quasi-isomorphism given by (τ )
, and a homotopy ( )
Corollary 2.2.
Let G = α be a finite cyclic group of order and ∈ Map G 2 A a 2-cocycle for the G-module A. Via τ 2 we get
Then is a coboundary if and only if lies in the image of the norm map. Furthermore if
= N( ) we get a 1-cochain satisfying ∂ 1 = which is given by
In this way, Problem 1.1 for cyclic groups is reduced to solving norm equations.
Shapiro's lemma, restriction and corestriction map: from general finite groups to -groups
This section is mainly based on ideas in [15, Chapter 2] . For this section fix ∈ N 0 . We give a solution to the following problem, and use it to reduce Problem 1.1 for general G to Problem 1.1 for -groups for the primes dividing the order of G. We consider the following intermediate task.
Problem 3.1.
Given a finite group G, a G-module A and a subgroup S < G such that Problem 1.1 is solvable for S. Denote by A S the S-module which is the restriction of A. Decide for a given -cocycle for the standard complex for A if the restriction of [ ] to H (S A S ) vanishes, and if so, exhibit explicitly an (
To make it easier for the reader to put the following pieces into an organized bigger picture, here is a commutative diagram, on which we elaborate afterwards:
These maps depend on S. Later we indicate this by a subscript S. For an S-module B we have a G-module:
In the notation of [15, p. 27] we have π * S→G A = A S and π * S→G B = Map S (G B), but we will use the more descriptive notation instead. Let T ⊂ G be a set of right coset representatives for S. According to [15, p . 29] we get a monomorphism and an epimorphism η of G-modules: 
We explain sh and ish in the following notation. For g = (
) ∈ S +1 and t = ( The complexes we use below will all be derived from the standard resolution for G, respectively S. The situation is similar to the dual of (1). The name sh is reminiscent of the fact that these morphisms induce the isomorphisms of Shapiro's lemma on the level of cohomology groups and the ish induce the "inverse Shapiro isomorphisms", cf. [15, p. 31] . For the moment we will work with a general S-module B, though later we will take this to be A S .
Proposition 3.2.
Define (sh )
as follows:
; = sh • . For such an we combine ∂ = 0, (4) and (5) to get
+ ( ) solves Problem 3.1. Summarizing, we have for = 2, Proposition 3.3. There are obvious analogs for = 2. Formulas will get more complicated but are valid when accordingly modified.
Let G be a finite group, S < G a subgroup with a set of right coset representatives T and ∈
Map G 2 A a 2-cocycle. Let res 2 S : S 2 → A S ( 1 2 ) → ( 1 2
) denote the restricted 2-cocycle for S. Define auxiliary functions s : G → S and t : G → T by requiring s( )t( ) = . Then if res

LHS spectral sequence: from solvable groups to cyclic groups
Suppose we have H G a (non-trivial) normal subgroup and set Q = G/H. We will denote elements of Q by = [ ] = H, where ∈ G is a representative. The Lyndon-Hochschild-Serre (LHS) spectral sequence (cf. [7, VIII, Theorem 9.5]) will be denoted by E = (E ) and is convergent: E
= H Q H (H A) implies H + (G A).
There is the following G-action on Map
gives rise to a Q-action.
By first vertically forming the standard resolution for the G-module A, then taking H-invariants, which yields a complex of Q-modules as described in the last paragraph, we may resolve each term horizontally, then take Q-invariants and get E 0 as in (7) . The differentials are induced by the differentials of the standard resolutions and a (−1) -factor is added to 0 to ensure anticommutativity of the bicomplex:
One proves that ker +1 0 = im 0 , i.e., Map G +1 A H are acyclic Q-modules, using Proposition 3.2 for {1 Q } < Q componentwise in the |G | components after applying the following morphism in all |Q | components:
For example, for = = 0, given : 
Example 4.4.
In the case G is a dihedral group of order 2 , Corollary 4.2 translates into a simple procedure for solving Problem 1.1. Suppose that G is generated by elements and satisfying = 2 = ( ) 2 = . In [9, Proposition 5] we find an efficient resolution whose initial terms we write as
The 2-cocycles for this efficient resolution are triples ( ) of nonzero elements ∈ K , ∈ K , ∈ K satisfying N = N N . Here each N denotes a norm from the respective field to , with the coboundaries the triples of the form
, where N denotes the norm from K to K for ∈ G.
The procedure reduces to two tests, with the failure of either indicating the nontriviality of the cohomology class of ( ). 
Using σ 2 we obtain from ( ) a 2-cocycle for the standard resolution. Explicitly is 
, so that δ ( ) is expressed as
Tedious but straightforward computations yield β , with β trivial and β expressed as
For = 1, = 0, the pair has first entry /N , and in the proof is produced using Hilbert's Theorem 90. The remainder of the argument is straightforward, so we omit details and mention only that the final step produces the 1-cocycle lift ( ) = ( ) 
where α is the element of Q 2 inducing the Frobenius on the residue field, τ 2 as in Section 2 maps into * .
Remark 5.2.
Fieker in [5] solves Problem 1.1 for number fields K / by identifying a finite set of "critical" primes S crit such that lifting a 2-coboundary with coefficients in K * is reduced to lifting with coefficients in the associated S-units U S K . After representing U S K as finitely generated abelian group an algorithm of Holt (cf. [8] ) is used to find a lifting for U S K -coefficients. Reducing Problem 1.1 directly to S-unit equations was previously outlined in [1, Theorem 2/3] both over number fields and function fields. The choice of the set of critical primes differs slightly.
In our approach we reduce to a finite collection of cyclic norm equations. For these there are well established approaches with optimized implementations; some of them also use S-units.
