Parallel subtraction is an operation defined on pairs of positive operators. In terms of electrical networks, one may pose the following problem: Given an electrical-network, represented by a specified positive operator, determine the set ofpositive operators which when connected in parallel with the specified operator yield another prescribed operator. The set of solutions of this electrical network problem is shown to have a minimum. The minimum is termed "the parallel difference of the fixed operators," and the operation is termed "parallel subtraction." The parallel difference is used to obtain explicit error estimates for an iteration procedure which approximates the geometric mean of positive operators. This concept of the geometric mean reduces to the square root of the product of the operators if the operators commute. Finally, by using the geometric mean, an operator version of the Gaussian mean is presented. In this paper we extend the theory of parallel subtraction of positive operators. Parallel subtraction is the inverse operation to parallel addition, a concept motivated by electrical network theory. This concept was introduced by Anderson and Duffin (1). Subsequently, Anderson and Trapp (2) and Pekarev and Smul'jan (3) extended the theory of parallel addition. Parallel subtraction was first considered in 1972 (4) and further results were reported in 1976 (3).
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Our goal is to characterize the parallel difference in terms of the minimal solution to a particular equation. In the next section, we review the relevant material and present our characterization theorem.
We then consider the geometric mean of positive operators. This operation, introduced by Pusz and Wornowicz (5) and Ando, generalized the scalar geometric mean. We show that the geometric mean may be approximated by using an iteration scheme; using the parallel difference, we obtain explicit error estimates for the iterates.
The iteration procedure for the geometric mean consists of successively computing the arithmetic and the harmonic means of a sequence of positive operators.
Gauss (6) considered a similar iteration scheme, using instead the arithmetic and the geometric means. We show that the Gaussian iteration scheme also determines an operator mean.
PARALLEL SUBTRACTION A self-adjoint linear operator on a finite dimensional Hilbert space is said to be positive if the quadratic form (Ax,x) > 0 for all vectors x. In terms of Hermitian matrices, a self-adjoint positive matrix is also called Hermitian positive semi-definite. In ref. 4 we considered parallel subtraction, the inverse operator to parallel addition. We We give below a new construction for A#B, using an averaging technique due to Asplund (7) who considered an entirely different problem. In the scalar case, this averaging technique may be reduced to Newton's method for the square root (see ref. 8 , problem 33, p. 54). Therefore, the Ai sequence is monotone decreasing and the Bi sequence is monotone increasing. Since both sequences are bounded, each limit exists. We now show that there is a common limit-in fact, Ai+ Having obtained the geometric mean of two positive operators, it is natural to ask for an operator equivalent of the scalar Gaussian mean. The Gaussian mean, also termed the arithmetic-geometric mean, is defined as the common limit of two sequences. The sequences are generated by successively computing the arithmetic and geometric means. Given ao and bo positive real numbers, let ai+ 1 = (a1 + bi)/2 and b1+1 = (aib1)1/2 for i > 1. Gauss showed that the common limit of these two sequences may be expressed as an elliptic integral (8 (1979) 
