Abstract: This contribution reviews a few basic concepts of optimization and design of a geodetic network. Proper assessment and analysis of networks is an important task in many geodetic-surveying projects. Appropriate quality-control measures should be defined, and an optimal design should be sought. The quality of a geodetic network is characterized by precision, reliability, and cost. The aim is to present a few case studies that have been designed to meet optimal precision and reliability criteria. Though the case studies may be of interest to the geodetic community in their own right, the aim is to gain insight into the general optimization problem of a geodetic network. This is also potentially of interest for educational purposes. The case studies include a zeroth-order design to improve the precision of the network points in a traverse network and a first-order design to meet the high reliability and maximum precision criteria in a geodetic network. It is shown that not only the configuration of the network but also the type of the observations used can affect the design criteria. For example, the case studies presented show that the optimal shape of the trilateration network (intersection with distances) can result in a weak network in the sense of reliability and precision if the observations are replaced by angles rather than distances (triangulation network). In close relation to the optimization problem of a geodetic network, the global positioning system satellite configuration is also optimized for a particular case that provides the minimum value of the geometric dilution of precision.
Introduction
Optimal design and optimization of a geodetic network is an important task in many geodetic applications. The quality of a geodetic network is characterized by its precision, reliability, and cost (Seemkooei 2001a, b) . Repeatability is another quality-control criterion that is mainly an issue for satellite-based positioning techniques, especially on very-long-baseline interferometry, absolute global navigation satellite system positioning, and continuously operating networks. In classical geodetic networks, repeatability is combined with the precision and does not accomplish any separate role.
The precision of a geodetic network can be expressed by the covariance matrix of the parameters. In two-(or three-) dimensional networks, error ellipses (or ellipsoids) can be extracted from the elements of the covariance matrix. Also, as two extreme cases, the precision criterion can be expressed by either the variance of the unknown parameters (diagonal entries) in the one-dimensional case or the full structure of the covariance matrix of the parameters in the multidimensional case. The reliability of a geodetic network, introduced by Baarda (1968) , is divided into the internal and external reliability. Internal reliability refers to the ability of a network to detect gross errors in observations, and external reliability refers to the effect of the undetectable errors on the estimated parameters. The geometrical strength analysis (robustness analysis) is another aspect of reliability (Vaní cek et al. 1990 (Vaní cek et al. , 2001 Berber et al. 2006) . The reliability and geometrical strength criteria have been shown to be highly interrelated (Seemkooei 2001a, b) . Hsu (2004) and Hsu et al. (2008) established the mathematical foundation for this relation. The geometrical strength is not the subject of discussion in the present contribution.
Optimal design of a geodetic network involves designing an optimal configuration for the network (e.g., selection of the location and number of network points) and an optimal selection of the type, number, and weight of the observations. They need to be optimally selected to meet the desired criteria such as precision, reliability, and cost. Optimal design problem of a geodetic network originates from the work of Baarda (1973) and Grafarend (1974) . The latter identified four orders of design: zeroth-order design (ZOD), designing a reference system (datum) for the network, first-order design (FOD), designing an optimal configuration for the network, second-order design (SOD), selecting the optimal weights of the observations, and third-order design (THOD), improving an existing network. All of these order designs are presented in detail by many authors in the reference book on optimization and design of geodetic networks (Grafarend and Sanso 1985) .
The design problem can be solved using two methods, namely, the analytical method and the trial-and-error (heuristic) method. In the trial-and-error method, the user postulates a solution upon which the design criteria are computed. Should either of the criteria not be met, a new solution is postulated, and the criteria are recomputed. This step is repeated until a satisfactory network is achieved (Cross 1985) . In the analytical method, there is a unique series of mathematical steps that automatically provide a network with optimal quality-control measures. A detailed description of the analytical methods was provided by Kuang (1991 Kuang ( , 1996 . Amiri-Simkooei (2004) and Amiri-Simkooei and Sharifi (2004) proposed an analytical SOD algorithm to make the reliability parameters as uniform as possible. Some research is ongoing in the field of optimal design of geodetic networks using the simulated annealing (SA), which is a generic probabilistic method for the global optimization problem. One may for instance refer to Berné and Baselga (2004) and Baselga (2011) , who proposed the SA method for the classic FOD and SOD problems, respectively. The SA was also used for robust estimation methods by Baselga (2007) .
The goal of the present contribution is to design and optimize a geodetic network. For this purpose, different design orders such as ZOD and FOD will be considered. The paper is organized as follows. First, the quality-control measures of a geodetic network are described. The precision and reliability criteria are briefly explained. Then, a few simple geodetic networks/problems are considered. The analytical and numerical ZOD and FOD problems are applied to the networks for an optimal design. Though the presented examples might look intuitively trivial for some of the case studies presented, to our knowledge, they are unique in the sense of the analytical derivations given. Also, the case studies provided can be of interest in their own right to the geodetic community for many surveying applications like cadastre, detail and land surveying, and geographic information system (GIS). In addition, they can also provide insight into the optimal design problem and can be instructive from an educational point of view.
Optimal Design Criteria
In this section, the quality control measures-precision and reliability-of a geodetic network are briefly presented. Consider the linear(ized) model of observation equations: EðyÞ 5 Ax; DðyÞ 5 Q y where A is the m 3 n design matrix, Q y is the known m 3 m covariance matrix of the observables, y is the m-vector of observables, x is the n-vector of unknown parameters, and E and D are the expectation and dispersion operators, respectively. The precision of the estimatesx is expressed by the diagonal elements of the covariance matrix of the parameters, which is of the form
where P 5 Q 21 y 5 weight matrix. Different precision criteria can be defined on this covariance matrix. For example, the diagonal elements of Qx explain the variances of the parameters. When the unknown parameters are the coordinates of the network points, error ellipses (ellipsoids) may be used. The dimensions and orientation of the error ellipses are measures for the precision description of the coordinates. This precision description is also achievable at the design stage, because no observations are required for calculating Qx.
The reliability matrix R, which contains the redundancy numbers (r i ) on its main diagonal, has the following form:
where I 5 identity matrix of size m. When the observables are uncorrelated, the redundancy numbers are between 0 and 1 (0 # r i # 1). In an extreme case, when they are zeros, no gross errors, regardless of how large they are, can be detected, while in the other extreme, when they are ones, all gross errors, regardless of how small they are, can be detected. For the former case, there is the same number of unknowns as observations, and hence, A is an invertible matrix resulting in R 5 0, while the latter case occurs when measuring a known quantity (no unknown in the model) in which the design matrix A is zero, and therefore, R 5 I. In this case, all offdiagonal entries of R are zeros, indicating that the residual of an observable is not affected by the errors of other observables; it expresses only the error of that particular observable. In the real case, however, it is desirable to have a network with relatively large and uniform redundancy numbers, so that the ability of the gross error detection is identical in every part of the network. The internal and external reliability criteria can therefore be of the form (Baarda 1968) 
It should be mentioned that any of the previously mentioned design orders can be used to reach a network with high precision and/or maximum reliability. The present contribution, through a few case studies, investigates how the ZOD and FOD problems can be used to achieve a network that fulfills these two optimal design criteria. For the precision criterion, this can be achieved either by minimizing the absolute size of the errors in the network points or by applying homogeneity in the precision of the network using circular errors rather than (elongated) ellipsoidal errors. For the reliability criterion, one may seek an optimal network to reach uniform (e.g., equal) redundancy numbers for the network observables.
A Few Optimization Case Studies
In the following-by means of a few analytical examples-the ZOD and FOD problems to reach networks that meet some precision and reliability criteria are presented. The case studies provided show how an optimization problem works, though some of the examples illustrated are of interest in their own right in many geodeticsurveying applications like cadastre, detail and land surveying, and GIS.
Case 1: Open Traverse
Traverse networks are widely used in many surveying engineering projects. In an open traverse, the successive distances and angles between points are measured (Fig. 1) . Given the position of the reference point P 0 , the aim is to determine the position of the last point P k of the traverse. One also needs to know at least one azimuth (bearing) measured at point P j, to determine the orientation of the network. The goal of the optimization problem is to find the position of such an azimuth (i.e., to determine the index j) to reach a network in which the position error at point P k is the smallest possible (minimum). The coordinates of the point P 0 are assumed to be known up to a certain precision. It is also assumed that all angles have been measured with the same precision s b i 5 s b and that all distances have been measured with the same precision s l i 5 s l . The measurements are assumed to be independent. Also, the only azimuth u j; j11 5 a is measured with precision s a .
After a few simple algebraic operations, the bearings of the directions before the point P j are calculated as
while the bearings of the directions after the point j are
The coordinates of the last point P k are then computed as follows:
and
To obtain the standard error of the individual coordinates, the error propagation law is applied to Eqs. (4) and (5). From Eq. (5), it follows that
By taking the partial derivatives and substituting them in the preceding equation, the variance in the y-component at point k reads (Appendix)
which is to be minimized. Note that the first three terms in Eq. (7) are independent of the position of the point j. One may argue that the third term (the first summation) depends also on j. Although this is intuitively true, note that the expression for the summand is identical for all values of i ranging from 1 to k. In other words, if one splits the summation into two parts (the first from 1 to j and the second from j 1 1 to k), one would always obtain identical results (independent of j). The last term in Eq. (7) is thus the only one that should be minimized (i.e.,F → min) over j. This minimization problem is equivalent to the following minimization problem (Appendix):
which leads to determining the index j using the following expression:
In a similar manner, one obtains the following formula for minimizing the standard error in the x-direction:
To minimize the standard error in the position of the last point P k , the index j is obtained as
Analytical evaluation of the preceding minimization problems is difficult. In practice one has to be satisfied by the numerical evaluation. For different values of t (ranging from t 5 1 to k), one can evaluate the numerical values for any of Eqs. (9), (10), or (11). The t-value corresponding to the smallest possible (minimum) value computed is set to be the optimum value for the j.
Special Case
Now consider a special case of the preceding equations for which an analytical expression can be obtained. Assume that the distances between successive stations are approximately the same and also that the traverse continues approximately along a straight line, i.e., the angles are close to 180°. In addition, assume that the point P 0 is located at the origin. In this case, one obtains x i 5 i 3 x and y i 5 i 3 y, with x and y constant values. Eqs. (9)e(11) can then accordingly simplify to j ¼ arg min
The index j is then given as (Appendix)
This indicates that the best position for measuring the azimuth in an open traverse is in the middle of the network. This example can hence be considered as an optimal ZOD problem in which the orientation of the datum is optimally chosen by an analytical method.
Case 2: Intersection with Two Distances
An intersection network is assumed (Fig. 2) . It is desired to estimate the position of an unknown point Pðx; yÞ using two distances measured from two known points P 1 and P 2 . The two measurements are assumed to be uncorrelated with the same precision. Achieving an optimal precision description for the unknown point is requested. This optimality is provided if the (absolute) error ellipse at the point P becomes a circle. It is required to determine the geometric locus of such positions in which this optimality criterion is fulfilled. Therefore, an optimum FOD problem needs to be solved. To achieve this goal, one needs to compute the covariance matrix Qx 5 ðA T Q 21 y AÞ 21 . The observation equations are
from which the design (coefficient) matrix A is obtained as
where l 1 and l 2 are given in Eq. (14) and s is a known quantity. Without loss of generality, one may in addition assume that the weight matrix is an identity matrix, i.e., P 5 Q 21 y 5 I. The covariance matrix of the unknown parameters is then
4s 2 y 2 2 6 6 6 6 4
in which the diagonal entries are the variances of x and y and the offdiagonal entry is the covariance between x and y. The error ellipse, representing the precision description at point P, becomes an error circle if (1) the diagonal entries of the covariance matrix are the same (i.e., s 2 x 5 s 2 y ), and (2) the off-diagonal entry becomes zero (s xy 5 0). Under these conditions, one has
Eq. (17) will hold if either of the following two relations are fulfilled (Appendix):
In a similar manner, Eq. (18) will hold if either of the following two relations are fulfilled (Appendix):
The previous two sets of relations obtained from Eqs. (17) and (18) indicate that the common term [i.e., Eqs. (20) and (22)] will fulfill both equations. Therefore, the error ellipse becomes an error circle if
which is an equation for a circle centered at (s, 0) with the radius s. This means that all (unknown) points on this circle (i.e., intersection with right angle, 90°) have an error circle that describes the homogeneity of their precision. Note that the radius of the error circle is the smallest possible (minimum) compared with the semimajor axes of all points either inside or outside of the circle in Eq. (23). This example shows how the FOD problem can be solved to reach a network that meets a proper precision description for the unknown point P. This optimality criterion was met by introducing an error circle instead of an error ellipse.
Case 3: Intersection/Resection with Three Points
Three cases will be considered: (1) intersection using three distances, (2) intersection using three azimuths, and (3) resection using three angles.
Intersection Using Three Distances
An intersection network is assumed (Fig. 3) . It is desired to estimate the position of an unknown point Pðx; yÞ using three distances measured from three known points P 1 , P 2 , and P 3 . The three points are assumed to make an equilateral triangle in which all three sides are equal. Without loss of generality, one may assume that the center of mass of the triangle is the origin (0, 0). The three measurements are assumed to be uncorrelated with the same precision. Achieving an optimal precision description for the unknown point is requested. This optimality is provided if the (absolute) error ellipse at the point P becomes a circle. Fig. 2 . Intersection network using two distances measured from two known points to an unknown point; s is a known quantity It is required to determine the geometric locus of such positions in which this optimality criterion is fulfilled. Therefore, an optimal FOD problem needs to be solved. To achieve this goal, one needs to compute the covariance matrix Qx 5 ðA T Q 21 y AÞ 21 . The observation equations are
where l 1 , l 2 , and l 3 are given in Eq. (24). Without loss of generality, one may in addition assume that the weight matrix is a scaled identity matrix, i.e., P 5 Q 21 y 5 s 2 l I. The covariance matrix of the unknown parameters is as follows: 
in which the diagonal entries are the variances and the off-diagonal entry is the covariance. The error ellipse, representing the precision description at point P, becomes an error circle if (1) the diagonal entries of the covariance matrix are the same (i.e., s 2 x 5 s 2 y ) and (2) the off-diagonal entry becomes zero (s xy 5 0). Because the covariance matrix Q x is diagonal under these circumstances, there is no need to invert Eq. (26). One then has
xðy 2 sÞ l 2
After some rather lengthy algebraic and mathematical operations, one can conclude that Eq. (27) will hold if any of the following three relations are fulfilled:
In a similar manner, Eq. (28) will hold if any of the following three relations are fulfilled:
The previous two sets of relations obtained from Eqs. (27) and (28) indicate that the common terms [i.e., Eqs. (30) and (33) and Eqs. (31) and (34)] will fulfill both equations. Therefore, one has
which is the equation of a circle centered at (0, 0) with radius s. This means that all (unknown) points on this circle (i.e., intersection of 60°) have an error circle which describes the homogeneity of their precision. Note that the radius of the error circle is the smallest possible (minimum) compared with the semimajor axes of all (but one) points inside or outside of the circle in Eq. (35). The other possibility [Eqs. (31) and (34)] is the origin in which x 5 y 5 0, and the error ellipse also has a circular shape. In all of these cases, the radius of the error ellipse equals the semimajor (a) and semiminor (b) axes of the error ellipse, and hence a 5 b 5 ffiffiffiffiffiffiffi ffi 2=3 p s l , where s l is the precision of the observables. One can now do a SOD problem to determine the precision of the observations. In the 95% confidence region, this reads as a max 5 b max 5 2:4473 ffiffiffiffiffiffiffi ffi 2=3 p s l , which might become smaller than the desired precision criterion from which s l can be obtained. (Here, a max 5 2:447a and b max 5 2:447b are, respectively, the semimajor and semiminor axes in the 95% confidence region.) Fig. 4 . Measurements from three known points to an unknown point: measuring (a) and (b) three distances, (c) and (d) three azimuths, and (e) and (f) three angles; indicated in the plots are also quality-control measures; ratio of (a), (c), and (e) semimajor axis to semiminor axis and (b), (d), and (f) minimum redundancy number
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The problem has also been solved numerically. The ratio of the semimajor axis to the semiminor axis has been plotted in Fig. 4(a) . As can be seen, the circle passing through the points P 1 , P 2 , and P 3 along with the origin (0, 0) is the geometric locus where this ratio becomes one. As a measure for the reliability, the minimum redundancy number is also maximized. Ideally, the minimum redundancy number should be the mean redundancy number, which is r 5 1=3 for this example. Fig. 4(b) shows the minimum redundancy numbers for the entire area. The maximum value of this measure is achieved on the circle x 2 1 y 2 5 s 2 and at the origin. Therefore, this geometric locus not only has the optimal precision description by means of circular error ellipses but also has the maximum reliability by means of uniform redundancy numbers. Note that these conclusions were made because the observations are equally weighted and that the intersections of the three distances are at an angle of 60°(on a circle and/or at the origin).
Intersection Using Three Azimuths
Another situation occurs when three azimuths (or bearings) are measured either from the unknown point to the known points or from the known points to the unknown point. Similar analysis to what was done before using the three distances can also be performed when measuring three azimuths. Fig. 4(c and d) illustrates the best configurations using these measurements, assuming that the observables are uncorrelated with identical precision. Theoretically, there exist four distinct points in which both the precision and reliability criteria are fulfilled. Therefore, the geometrical locus will reduce to these four points. This is in contrast to the previous situation, where the geometrical locus was a circle.
Resection Using Three Angles
The third situation occurs when one measures three angles from the unknown point to the known points P 1 , P 2 , and P 3 , which is called resection. Contrary to the previous situations in which the best configuration, in the sense of high precision, was obtained on a circle passing through the points P 1 , P 2 , and P 3 , the results indicate that this situation should be reversed [Figs. 4(e and f) ]. This circle in fact gives the worst situation for a resection using three angles. Except for the central point, the best situation is achieved when the unknown point is far enough from this circle. The reliability criterion is, however, independent of the position of the unknown point in this case. The minimum redundancy number is the maximum value of one-third over the entire area.
Case 4: Linear Regression
In this case study, the simplest problem of linear regression is considered. Although this cannot be considered to be a geodetic network, as it is a redundant and hence inconsistent system of equations, it is conceptually very similar to a geodetic network. Let us assume that the parameters of the line y 5 ax 1 b are unknown (i.e., the offset b and slope a). They are to be estimated using the observables y i ; i 5 1; . . . ; m, measured at the fixed positions on the x-axis as x i 5 i; i 5 1; . . . ; m (Fig. 5) . Further, assume that the observables are uncorrelated with the same precision s. The goal is to find the most reliable observable y j (index j) for which the maximum redundancy number is obtained. The aim is also to give some interpretations and relate them to the previous work in the field of geodetic networks.
The design matrix for this linear regression model is of the form
The redundancy numbers are the diagonal entries of R in Eq. (2), which with P 5 Q 21 y 5 I simplifies to R 5 I 2 AðA T AÞ 21 A T . After a few simple algebra operations, one obtains
The redundancy number of the jth observable is
which simplifies to
The redundancy number r j is a function of the index j. To find the maximum redundancy number, one needs to take the derivative of r j with respect to j and set the result equal to zero, i.e.,
Note that the second derivative of r j with respect to j is negative, meaning that Eq. (41) is in fact the solution for a local maximum. Therefore, it was proved that the maximum redundancy number belongs to an observation in the middle of the network. This indicates that the blunder detectability of an observation in the middle is higher compared with observations at the edges. In other words, the internal and external reliability of an observation on the perimeter of the network is lower compared with an observation in the middle. Similar issues have already been reported in the real and simulated geodetic networks by Seemkooei (2001a, b) . He showed the redundancy numbers of the observations in the middle of a network are, on average, larger than those at the edges. This is because of the stronger observation ties for observations located in the middle rather than those located on the perimeter of the network.
Case 5: Positioning with Global Positioning System
The last case study is a global positioning system (GPS) example. Though this is directly not a geodetic network, it is conceptually comparable to the classical optimization problem of a geodetic network, because the dilution-of-precision (DOP) values have the same interpretation as the precision criterion in a classical network. It is also similar to the geodetic network, as it may be compared with a threedimensional trilateration network. The GPS satellite configuration is optimized for a particular case to meet the smallest value for geometric DOP (GDOP). For positioning using GPS, one needs at least four satellites. The relative configuration of the receiver and satellites may play an important role for such a positioning method. For four satellites, the coefficient (design) matrix is of the form
In a local apparent (LA) system, the design matrix A simplifies to
2cos E 1 cos a 1 2cos E 1 sin a 1 2sin E 1 1 2cos E 2 cos a 2 2cos E 2 sin a 2 2sin E 2 1 2cos E 3 cos a 3 2cos E 3 sin a 3 2sin E 3 1 2cos E 4 cos a 4 2cos E 4 sin a 4 2sin E 4 1
To exemplify the preceding design matrix, one may assume that the first three satellites are located at an equal elevation angle of E 1 and azimuths of 0, 120, and 240°, respectively. The aim now is to find the optimal position (azimuth and elevation) of a fourth satellite such that the minimum DOP is obtained for that configuration. The minimum DOP corresponds to the maximum precision of the positioning. Under the previously mentioned conditions, the design in Eq. (43) reads as
The covariance matrix of the estimates, with P 5 I, reads as
The GDOP follows from the preceding equation as
Because the design matrix A is square and invertible, the preceding equation yields
where a 21 i; j is the entry of the inverse of matrix A at row i and column j (i.e., it represents A 21 in index notation). After some mathematical and algebraic operations, one has Among these solutions, the only acceptable solution is the first, which minimizes the function. The second is not acceptable, because the fourth satellite is located under the horizon plane and will not be visible. (It is at its nadir.) The last two solutions cannot be accepted, because they result in imaginary numbers for values 0°# E 1 # 90°. The only acceptable solution is then at E 5 90°, when the satellite is at its zenith. This is intuitively what one would expect, but this issue has been shown analytically. The practical application of this result is that, when dealing with four satellites, it is optimal to have the fourth satellite far away from the plane passing through the other three satellites. Further explanation is given as follows.
Singular Models
Some numerical results on the behavior of Eq. (48) are now considered. Fig. 6 shows the GDOP values versus E 1 at E 5 30°. The GDOP gets infinitely increased at E 1 5 30°. This means that when the four satellites are simultaneously located in a plane, the design matrix becomes singular, and the geometrical configuration becomes extremely weak. Another singular case occurs when the azimuths of the satellites are identical. In this case, again, all satellites are located in a plane. The design matrices for the cases that JOURNAL OF SURVEYING ENGINEERING © ASCE / NOVEMBER 2012 / 179 the satellites have the same elevation and the same azimuth are, respectively,
2cosðEÞ cos a 1 2cosðEÞ sin a 1 2sinðEÞ 1 2cosðEÞ cos a 2 2cosðEÞ sin a 2 2sinðEÞ 1 2cosðEÞ cos a 3 2cosðEÞ sin a 3 2sinðEÞ 1 2cosðEÞ cos a 4 2cosðEÞ sin a 4 2sinðEÞ 1
The former is singular, because the third and fourth columns are linearly dependent, while the latter is singular, because the first and second columns are linearly dependent.
The previous conclusion can be generalized. Assume that all satellites are in a plane and on a sphere centered at the location of interest; they are at an identical distance (r) from the origin. In this case, the design matrix A can be written as
It is not difficult to show that this matrix is singular. Assume that the equation of the plane passing through all satellites is ax 1 by 1 cz 1 d 5 0. Multiply the column vectors V 1 ; V 2 ; V 3 ; and V 4 with the coefficients a, b, c, and d, respectively. It is clear that these four vectors fulfill the plane equation, and hence, the columns of matrix A are linearly dependent.
Concluding Remarks
In this contribution, basic concepts of optimization and design of geodetic networks were considered. A few case studies were presented. Although the examples considered may be of interest for many geodetic applications in their own right, the aim was also to gain insight into the general optimization problem in geodetic networks. It may therefore be potentially of interest to the geodeticsurveying community and also for educational purposes. In close relation to the classical optimization problem of a geodetic network, the GPS satellite configuration was optimized for a particular case to meet the smallest value for the GDOP.
Two quality-control measures, namely, the precision and reliability, were considered as criteria for which the optimal design needs to be sought. Among the criteria, the precision requirements can be achieved at the ZOD and the SOD stages. The ZOD was investigated in a traverse by choosing an appropriate position for measuring an azimuth in the network. The FOD problem in which the optimal configuration of the network was sought was investigated. The FOD is mainly responsible for the geometrical strength criterion and hence the reliability of the network. It was also shown that the precision and reliability of a network is a function of not only the configuration but also the type of observations carried out. For example, a trilateration network with high geometrical strength does not necessarily result in the same configuration if the network becomes a triangulation one. The type and number of observations along with their precision can also play an important role in the precision and reliability of a geodetic network.
Appendix. Derivation of Equations
Derivation of Eq. (7) To derive Eq. (7), take 
and 8 > > > > > > > < > > > > > > > :
Derivation of Eq. (8)
To derive Eq. (8), take
Derivation of Eq. (13) To derive Eq. (13), take j ¼ arg min
The expression for F can be written as
