A solution to Linckelmann's gluing problem in all fusion systems of blocks yields an alternative formulation of Alperin's weight conjecture. Using Bredon equivariant cohomology techniques we solve the gluing problem in fusion systems (of blocks) which are isomorphic to the fusion systems of the symmetric groups or the alternating groups or GL d (q) or SL d (q) at the defining characteristic.
Introduction
Fix a prime p and an algebraically closed field k of characteristic p. Let F be a saturated fusion system on a p-group S and F c the full subcategory of the F-centric subgroups, see [7] . An s-simplex in F c is a sequence P 0 · · · P s of F-centric subgroups of S. It is F-conjugate to P 
where Aut F (P • ) is the subgroup of Aut F (P s ) that normalises P • and k × is the group of the invertible elements in k. See [19] and [17, §1] for more details. A family of classes α [P•] ∈ A Aut F (P • ) ≤ Aut F (P s ) ⊆ F c yield a natural map
We say that the gluing problem for the family (α [P•] ) has a solution if it is in the image of γ. See [19] , [18] and [17, §4] which are the starting point of this paper. Suppose that F is the fusion system of a block b. Külshammer and Puig's construction in [15, 1.8, 1.12] , together with Dade's splitting theorem, yield a compatible family of classes (α [P•] ) in A 2 F . Linckelmann showed in [18, 4.2] , see also [17, §4] , that a solution to the gluing problem for this family of classes in all the fusion systems of blocks yields an alternative formulation to Alperin's weight conjecture.
Little is known about the solution of the gluing problem. By [23, Thms. 1.2, 1.3] it is not unique in general and in contrast, the gluing problem is trivial in the fusion systems of tame blocks. In this paper we will prove the following result. has a solution in the fusion systems of the symmetric groups and the alternating groups and also GL d (q) and SL d (q) at the defining characteristic.
A collection C in F c is a set of F-centric subgroups of S which is closed to F-conjugacy. We let F C denote the full subcategory generated by the object set C. A compatible family (α Assume that F has an associated centric linking system L, see [7] . Let L C be the full subcategory of L with object set C. By [16, Theorem A] there is a functor
where Aut L (P • ) is the preimage of Aut F (P • ) under the projection Aut L (P s ) π − → Aut F (P s ). By abuse of notation we denote the image of classes α [P•] ∈ A i F under π * by the same letter α [P•] and may seek for a solution to the gluing problem in L C . Namely, we want to find a class α ∈ H i (L C ; k × ) which restricts to
. The upshot of the next result is that in the presence of a linking system, the gluing problem can be reduced to any collection C which contains the F-centric F-radical subgroups, [7, Def. A.9] . This is the equivalence of (a) and (d) of the theorem below. It will be proven in §3. Theorem 1.2. Consider a saturated fusion system F on S and assume that it has an associated centric linking system L. Assume that α [P•] ∈ A Proof. Denote H G = H 1 G (A) and H Gi = H 1 Gi (A). The orbits of X have the form U = (G 1 /K 1 ) × · · · × (G n /K n ) = G/(K 1 × · · · × K n ). Therefore, with the notation of Definitions 2.1 and 2.8
It follows that C * G (X; H G ) ∼ = C * G (X; H G1 ⊕ · · · ⊕ H Gn ).
Consider N ⊳ G and set K = G/N . Fix G-modules M and U and let M → I
• be an injective resolution. Since Z[G] is a free right N -module,
• ) is an injective resolution for M ↓ G N . Since Ext * G (U, M ) and Ext * N (U, M ) are the homology groups of the cochain complexes Hom G (U, I
• ) ⊆ Hom N (U, I
• ), the groups Ext * N (U, M ) are K-modules and there are natural maps Ext *
Definition 2.11. Suppose that N ⊳ G and set K = G/N . For a G-module M define the following coefficient functors for G, where X is a G-set The proof is deferred to Appendix B. The basic idea of the proof is, however, very simple. We have to show that by applying these coefficient functors to an orbit [x] of a simplex in X we obtain a short exact sequence of groups. The isotropy group of [x] has the form i N ≀ Σ ki where i k i = r. It is an elementary exercise with commutators to check that (N ≀Σ k ) ab fits into an exact sequence N k ab → N ab × (Σ k ) ab → (Σ k ) ab → 0 and that by taking Σ k -invariants of the group on the left the sequence becomes short exact and split. It therefore remains exact after applying Hom(−, A) and it is easy to identify the terms of this short exact sequence with the groups obtained by applying H 
Reduction of the gluing problem to F -radical collections
For any poset P let S(P) be the subdivision poset. Its objects x are the sequences (simplices) x 0 x 1 · · · x n in P ordered by inclusion, i.e. x ′ ≤ x if x ′ is a subsequence (a face) of x.
Proposition 3.1. Define π : S(P) → P by (x 0 · · · x n ) → x n . It induces, for any functor F : P → Ab, a natural isomorphism H * (S(P); π * F ) ∼ = H * (P; F ).
Proof. By inspection, for any y ∈ P the comma category (π ↓ y), cf. [22, §II.6] , is isomorphic to S(P ≤y ) whose nerve is contractible because x ≤ x ∪ {y} ≥ y gives rise to a zigzag of natural transformations from the identity to the constant functor. The result follows e.g. from [3, [12, 5.4] .
Let L be a centric linking system associated to a fusion system F on S, see [7, §1] . Let C be any collection of F-centric subgroups of S closed under conjugation in F. Let F C and L C denote the full subcategories on the object set C. Clearly F C is a poset under inclusion. By [7, Prop. 1.11] it is possible to choose lifts ι Q P in L for the inclusions P ≤ Q in C in such a way that ι
This renders L C a poset as well. The posets S(F C ) and S(L C ), whose objects P 0 < · · · < P s we denote by P • , become categories where morphisms
• is a sub-chain of Q • . See [19] for more details. The posets of isomorphism classes are denoted [S(
and that their nerves are contractible by [20] . The automorphism groups of P • in S(F C ) and S(L C ) are denoted, as in the introduction, Aut
Let Φ : C → D be a functor of small categories. The over category (d ↓ Φ) consists of the pairs (c, ϕ) where c ∈ C and ϕ :
There is an obvious projection functor 
The edge maps H j (C; A) → E 0,j 2 are obtained by taking the inverse limit over d ∈ D of the natural maps π *
. Given a collection C of F-centric subgroups of S, Linckelmann proved in [19, Theorem 1.1] the existence of the following short exact sequence which is obtained in [19, Section 3] by means of the the base change spectral sequence
The map ǫ is the composition of the isomorphism
2 in the base-change spectral sequence of the projection π :
is identified with a full subcategory of S(L C ) which contains the object P • and Aut S(L C ) (P • ) as an initial full subcategory. Therefore the homomorphism ǫ in Linckelmann's exact sequence is the same homomorphism defined in the introduction. Namely it is the inverse limit over [
Since k × is a divisible group with no p-torsion it follows from [6, Lemma 1.3] by applying it to every prime q = p at a time
for every category C. This proves the equivalence of (c) and (d). The equivalence of (a) and (b) is a special case when C is the collection of all the F-centric subgroups.
Given the collection C we obtain the following diagram in which the square commutes and the bottom row is exact by [19, Theorem 1.1] .
We will prove below that the first vertical arrow is an isomorphism and that the second is a monomorphism. The equivalence of (b) and (c) then follows by a simple diagram chasing. If the third group in the second row vanishes, then the first arrow is an epimorphism which implies that the gluing problem has a solution in L C . Since C contains the F-centric F-radical subgroups of S, the inclusion |L C | ⊆ |L| is a homotopy equivalence by [5, Theorem 3.5] 
since the family is compatible so it suffices to prove that κ [P ] = 0 for all P ∈ L.
Let E denote the collection of all P ∈ L such that κ [P ] = 0. Clearly E must be disjoint from C. We want to prove that E is empty. If this is not the case, choose P ∈ E which has maximal order. We may assume that P is fully normalised.
The proof of [6, Lemma 1.3] applies verbatim for q = 0 which is needed if
Since Q is the preimage of O p (Aut F (P )) in S, the map Aut F (P < Q) → Aut F (P ) is surjective by [13, Lemma 2.4] . It follows that Aut L (P < Q) → Aut L (P ) is surjective by [7, Lemma 1.10(a)], and therefore it is an isomorphism.
Thus, the morphisms [P ]
Compatibility implies that ϕ
. This is a contradiction to the choice of P .
Recall that a p-subgroup P of a finite group G is called p- 
. Let S be a Sylow p-subgroup of a finite group G and let F = F S (G) be the associated fusion system. A subgroup P ≤ S is F-centric if and only if it is p-centric. If P is F-centric and F-radical then it is p-centric and p-radical in G.
Corollary 3.4. Let F = F S (G) be the fusion system of a finite group G with a Sylow subgroup S and set
If H 2 G (|D|; H) = 0 then the gluing problem in F c has a solution for any family of compatible classes
Proof. Let C denote the poset {P ∈ D : P ≤ S}. By Proposition 3.3, C consists of F-centric subgroups and contains all the F-centric F-radical subgroups of S. It is clearly closed under F-conjugation. By [17, Prop. 3.2] , the groups
are isomorphic to the homology groups of the cochain complex E * where
and coface maps are the usual alternating sums of the maps obtained from the inclusion of faces of n-simplices. Note that [S(F C )] is the poset of the non-degenerate simplices of |D|/G because C contains an element from every G-conjugacy class of D and since conjugation of elements of C in G and in F are the same thing. Also, by hypothesis Aut L (P ) = N G (P ) for any P ∈ D. Hence,
G (|D|; H) = 0 by hypothesis on |D|. The result follows from Theorem 1.2.
Basic p-subgroups of the symmetric group and partitions
In this section we make several definitions and observations which will be the fundamental building blocks in proving the hypotheses of Corollary 3.4 for the fusion systems of the symmetric and alternating groups. Most of the results, if not all of them, are probably known but we were unable to find published references and we therefore prove them in Appendix E. A p-subgroup P ≤ Σ n is called basic if it is conjugate to
Its degree is deg(P ) = c 1 + · · · + c t . 
Define the following partitions consisting of d, 1 intervals,
For 1 ≤ i ≤ d−1 define the following partitions consisting of 2 and d−1 intervals 
and if p > 2 then every factor GL ci (p) ≤ R(c) contains odd permutations.
Proof. This follows from [1, (
Recall that the support of an element g ∈ Σ n , denoted supp(g), is the set of points which g does not fix. For a subgroup G ≤ Σ n set supp(G) = ∪ g∈G supp(g), that is, supp(G) is the complement of the set fix(G) of the fixed points of G. The following definition and lemmas should be compared with [21, Lemma 5] . They will be fundamental tools in Sections 5, 6 and 7.
Definition 4.7. Fix any integer r ≥ 0 and any K ≤ Σ n , let ∆ r (K) be the set of g ∈ K such that | supp(g)| ≤ r. Let δ r (K) be the subgroup generated by ∆ r (K).
Proof. Immediate consequence of the definitions. Lemma 4.9. Consider a basic subgroup P = V c1,...,ct of degree d and some r ≥ 1. Let q be the largest integer ≤ t such that s := p c1+···+cq ≤ r and set e = p cq+1+···+ct . Then δ r (P ) = (V c1,...,cq ) e ⊳ P . Moreover, δ r (P ) contains every basic subgroup of degree ≤ log p r which is contained in P .
Proof. If q = t then δ r (P ) = P and the result is trivial. Assume that q < t and set H = V c1,...,cq and K = V cq+1,...,ct . Then P = H ≀K and K = V cq+1 ≀K ′ and H is transitive on s points. Now V cq+1 acts transitively and freely on p cq+1 elements so by Lemma A.1,
. It follows that δ r (P ) ⊆ H e and the reverse inclusion is clear from Lemma 4.8. Finally, if U ≤ P is basic of degree ≤ log p r then U = δ r (U ) ≤ δ r (P ).
5. Proof of Theorem 1.1 for the fusion system of Σ n .
Alperin and Fong proved in [1] that if P is a p-radical p-subgroup of Σ n then it is a product of basic subgroups. The proof of Theorem 1.1 for the fusion system of Σ n is an inductive procedure based on Corollary 3.4 and 5.1-5.4 below.
Definition 5.1. Let D(n) be the collection of the p-subgroups P ≤ Σ n which are products of basic subgroups (Definition 4.1) and which fix p − 1 points or less.
Definition 5.3. The components of P ∈ D(n) are the basic subgroups whose product is P . Let deg(P ) be the maximum degree of the components of P .
that at most r of its components are conjugate to V d , see Definition 4.1.
It is clear that
Proof of Theorem 1.1 for Σ n . The fusion system of Σ n is isomorphic to the fusion system of Σ m if p | m and 0 ≤ n − m < p. In light of Corollary 3.4 and Proposition 5.2, it remains to prove that if p | n and k is an algebraically closed field of characteristic p, then
Assume that ( †) holds for d ≥ 1. Induction on r, using Proposition 5.4(b) and (c), shows that H * ≥2 (|E d+1,r (n)|; H 1 Σn (k × )) = 0 for all r ≥ 0. The induction step for d + 1 follows since D d+1 (n) = E d+1,r (n) for sufficiently large r.
We will now prove Propositions 5.2 and 5.4.
Proof. Lemma 4.6 implies the first equality, the second is in [1, Section 2B].
Proof of Proposition 5.2. Fix P ∈ D(n). By Proposition 5.5, C(P ) = Z(P ) × Σ m where m ≤ p − 1, hence P is p-centric. If p | n then m = 0 because every basic subgroup P i is transitive on p di elements, and therefore P contains its centraliser.
If P is a p-centric and p-radical subgroup of Σ n the by [1, Section (2A)] it is a product of basic p-subgroups and since it is p-centric, Proposition 5.5 implies that | fix(P )| < p, namely P ∈ D(n).
P is a product of r basic subgroups of degree d}. (
r is a Γ-poset, see Definition 4.2. The high transitivity of Σ n implies that any P ∈ B(d, r) is conjugate to a subgroup of (Σ p d ) r , namely P is conjugate to some Q ∈ B(d) r . By looking at the orbits of the basic subgroups, it follows that if Q, Q ′ ∈ B(d) r are conjugate via some g ∈ Σ n , then g ∈ Γ. In particular N Σn (Q) ≤ Γ. By Proposition 2.5,
Note that Part(d) r and Part(d) r 0 , see Definition 4.3, have Σ r -contractible nerves because d ≥ 2 so they have a maximum. We deduce from Proposition 4.
This proves point (i). Proposition 2.7 together with Definition 2.6 imply that
) and
In light of Propositions 2.12 and 2.3 and the Σ r -contractibility of | Part(d) r | and | Part(d) r 0 |, we see that in order to prove point (ii) it remains to prove that
This is shown in Proposition C.1 whose proof only depends on the results in sections 2 and 4.
Proposition 5.8. If r ≥ 1 and rp d ≤ n then there is a relative isomorphism
for all i and e 1 + · · · + e s = r and R • should be removed from the expression if and only if m < p.
| has the following properties. First, each P i has at most r components which are conjugate to V d . Second, there exists some i such that P i / ∈ E d,r−1 (n), thus, the number of component of P i that are conjugate to V d is exactly r. By Lemma 4.9, V d contains no proper basic subgroup so P 0 has exactly r factors conjugate to V d . By looking at the orbits of the components of the groups P i we see that for every component V d of P 0 there must be a component of degree d in every P i that contains it because there is a bijection between the orbits of P i and its components. The other components of P i cannot be conjugate to V d (otherwise P 0 will have r + 1 such components). Thus, up to conjugation in Σ n , we may assume that P • belongs to the relative
• in this relative space is Σ n -conjugate to P • then they are conjugate in Σ n ′ × Σ m because the components V d of P 0 can only be conjugate to these components in P ′ 0 . The first result follows from Proposition 2.5.
We can now write
By the definition of D(n) it is clear that R • should be suppressed if and only if m < p. We may assume that Q 0 = (V d ) r and since Q i must be a product of basic subgroups of degree d, by looking at the orbits of Q 0 we
• are nonconjugate k-simplices in |B(d)|. Proposition 5.5 now easily implies the formula for Iso Σn (P • ).
Proof of Proposition 5.4. (a) Any
, we obtain a map of Σ n -posets
) and all n for some (d, r). We will prove it for (d, r) for all
whose orbit space is acyclic by (a) if d = 2 and by the induction hypothesis if
We now assume that r ≥ 1 (and
We can now apply Propositions 5.8 and 5.7(i) to deduce that
From the induction hypothesis on E d,r−1 (n) we conclude that |E d,r (n)|/Σ n is acyclic which completes the induction step. (c) We obtain the following calculation, where the first isomorphism follows from Propositions 5.8, 2.7 and 2.10 and the second from Proposition 2.9, Proposition 5.7(i), the acyclicity of |E d,0 (m)|/Σ m and Lemma 2.2.
By Proposition 5.7(ii) these groups vanish for * ≥ 2.
6. Proof of Theorem 1.1 for the fusion systems of A n and p > 2.
Let us first outline the proof. Since p > 2,
Recall the definition of H 1 Σn|An (k × ) from 2.11 and note that D(n) is by construction a Σ n -poset. The key observation is:
Therefore the proof of Theorem 1.1 for the fusion systems of A n and for p > 2 follows once we show that H * ≥2
3, the goal of this section is to prove the next result.
We will now fill in the details.
Proof of Proposition 6.1. We have remarked that
Proof of Proposition 6.2. Set X = |D(n)| as a Σ n -space. Proposition 2.7 and Definition 2.11 show that C *
Definition 6.4. Recall from Definition 2.11 that there is a natural transformation of coefficient functors H Σn → H Σn|An . Let N and M denote the kernel and cokernel of this natural transformation. Let M ′ denote the image of this natural transformation. There are short exact sequences
denote the set of the odd permutations in K.
Proof. A n acts transitively on X with isotropy K ev because KA n = Σ n . The result follows by the natural identification
, see e.g. Proposition B.1(1).
Proof.
Step 1: Reduction to the case n = p d and P k = V c1,...,cr is a basic subgroup of degree d. Since the groups P i are products of basic subgroups, by looking at the orbits of P k we see that
• ) and we may therefore assume that P k is a basic subgroup V c1,...,cr of degree d in Σ n where n = p d .
Step 2: Completion of the proof. We will denote c = (c 1 , . . . , c r ). Since p is odd, Proposition 4.5(iii) implies that the diagonal copy of GL c1 (p) in GL c1 (p) p c 2 +···+cr ≤ GL c (p) contains odd permutations. Therefore it only remain to prove that GL c1 (p) normalises a P k -conjugate of P • .
We prove the last claim by induction on d. If d = 1 then P i = V 1 for all i so there is nothing to prove. Assume that d ≥ 2. We will prove the claim by induction on k. When k = 0 there is nothing to prove. So we assume that k ≥ 1.
If P k−1 is basic of degree d then by Lemma E.1(b) we may assume, up to conjugation by an element of P k , that P k−1 = V e where c refines e = (e 1 , . . . , e m ), see Definition 4.3. By induction hypothesis on k − 1, up to conjugation by an element of P k−1 , we may assume that GL e1 (p) normalises
We now assume that P k−1 is a product of basic subgroups of degrees ≤ d−1. • . Doing it for each factor Q (i)
This completes the induction step for k and therefore for d. Proposition 6.8. Recall the coefficient functors M and N from 6.4 and fix d ≥ 2, r ≥ 1 and n ≥ 0 such that p | n and rp d ≤ n. Then
Case I: t > 1, namely P ′
• is a product of at least two non-conjugate simplices in |B(d)|. In this case Lemmas 6.7 and A.6(b) and Proposition 6.6 imply that
Case II: t = 1 and m > 0. Note that m ≥ p since p | n so the simplex P 
Case III: t = 1, m = 0 and r = 1. Note that P • = P ′ • and by Proposition 4.5 we may assume that P 0 = V d and P k = V c1,...,ct and also
. Proposition 6.6 and Lemmas 6.7 and A.6(a) imply that
Case IV: t = 1, m = 0 and r ≥ 3. This time we apply Lemmas 6.7 and A.6(c) to deduce that M([P • ]) = 0 and N ([P • ]) = C 2 as before. Case V: t = 1, m = 0 and r = 2. In this case Lemmas A.7 and 6.7 show that
We now deduce that 
We also see that M vanishes on all the simplices P • of (|E d,r (n)|, |E d,r−1 (n)|) except those in Case V, i.e. if n = 2p d and r = 2. In this case,
and on the orbit of these simplices it has constant value C 2 by Lemma A.7. Together with Propositions 5.7(i) and 2.3 we now see that
We have thus seen that H * 
for all * ≥ 2. The induction step follows from the induction hypothesis on (d, r − 1) and the long exact sequence in cohomology.
7. Proof of Theorem 1.1 for the fusion system of A n and p = 2.
Throughout this section p = 2. First we note that the fusion system of A n is isomorphic to that of A m where p | m and 0 ≤ n − m < p. We will therefore assume throughout this section that p | n, namely that n is even.
Let us outline the proof. Recall from 3.2 the definition of the posets S
An (Definitions 2.6 and 2.1). By Proposition 7.2, see also Definition 2.6, we obtain isomorphisms
where k is an algebraically closed field of characteristic 2.
Proof. By Proposition 4.5, N = Q ⋊ GL e (p) for some Q ≤ P q . By Lemma A.9, Hom(GL e (p),
2 ) e = 0 and since k × has no 2-torsion, then also Hom(Σ m , k × ) = 0.
Proof of Proposition 7.3. We will use induction on the pairs (d, ) will follow from the induction hypothesis on E d,r−1 (n) and the long exact sequence in cohomology if we prove that H * ≥1
This will be our goal for the remainder of the proof. By Propositions 5.4(b) and 5.8, see also Definition 2.6, we need to prove that
where n ′ = rp d and m = n − n ′ . Moreover, the isotropy group of a t-simplex P • in the relative space (
where Q
• , . . . , Q
• are non-conjugate t-simplices in |B(d)| and Q
Let us first assume that d = 2. We will show that M↓ • has either the form Therefore all the factors in ( ‡) contain odd permutations. We conclude from Propositions 7.4 and 6.6 and Lemma A.4 that if either s ≥ 2 or m ≥ 2 then
If m = 0 and s = 1 then P • = (Q
• ) r and therefore Iso(P • ) is either
Note that Σ r acts by permuting the orbits of (V 2 ) r and it is therefore contained in A n . In the first case we note that
In the second case, namely if Iso(
has the form V 2 ≤ · · · ≤ V 2 and therefore P • is a degeneracy of a 0-simplex in |B(d, r)|. We therefore see that M ↓ Σn Σ n ′ ×Σm vanishes on all the simplices P • except, possibly, on certain 0-simplices and their degeneracies.
Finally, let us assume that d ≥ 3. Lemma D.10 implies that the product of the first s factors in ( ‡) is contained in A n ′ because Q 
From Propositions 2.9 we get
This establishes ( †) and completes the proof. The proof of Theorem 1.1 for G and K relies on the next two propositions which we will prove later.
For every c = (c 1 , . . . , c t ) in Part 0 (d) define the following subgroups of GL d (q) and SL d (q),
and
Clearly Z(G), namely the group of scalar matrices, is contained in GL c (q). Also if c ≤ c
Proof of Theorem 1.1 for F G and F K . We describe the poset S We note that N G (P c ) = P c ⋊ GL c (q) and therefore 
Recall the definition of the functor A
1
LG
Hence, we can identify A
LG with π * (F G ) where π : S(Part 0 (d)) → Part 0 (d) is the functor from Proposition 3.1. Together with Proposition 8.1 we deduce that
By Proposition 3.3, C consists of F-centric subgroups of S and contains all the F-centric F-radical subgroups. We can now apply Theorem 1.2. 
Now apply Theorem 1.2. 
Proof. For any integer n let ν r (n) denote the largest power of r which divides n. Let R(d) be the poset {r
where r s is the largest power of r which properly divides d (thus, r s = d). There is an obvious inclusion functor
There is also a projection functor 
as a direct sum of finite abelian r i -groups where r 1 , . . . , r s are the primes dividing |L|. This gives rise to decompositions 
give rise to an exact sequence of functors
Set M ′ = Im(β) and N = Coker(β). Lemma A.9 shows there is an isomorphism
is contained in the group of scalar matrices, Z ′ ≤ GL c (q) 
Proof of Proposition 8.2. Consider the functors
and the constant functor M :
× , for every c we obtain a split short exact sequence 
Appendices

A. Commutators and centralizers in permutation groups
The commutator subgroup of any group G is denoted Γ 2 (G).
For a finite group G, the largest normal p-subgroup is denoted O p (G). We let O p ′ (G) denote the subgroup of a finite group G generated by all the elements of p-power order. It is clearly a characteristic subgroup of G which is contained in the kernel of any homomorphism G → k × where k is an algebraically closed field of characteristic p.
We will denote the symmetric group on a set Ω by Sym(Ω) and Alt(Ω) the alternating group. For any subgroup G ≤ Sym(Ω) denote G ev = G ∩ Alt(Ω). The group G acts freely on Ω if every ω ∈ Ω is fixed by the identity element of G only. The support of g ∈ G is the set of ω ∈ Ω which are not fixed by g. More generally, supp(G) is the set of ω ∈ Ω which G does not fix.
For any permutation group G, namely a subgroup of Σ n , we have the signature homomorphism sign : G → Σ n /A n ∼ = Z/2. Thus, sign(g) = 0 ∈ Z/2 if and only if g is an even permutation. Clearly sign is trivial if and only if G = G ev and it factors through G → G ab .
n . If H acts transitively and freely then for any g ∈ G both supp(g) and fix(g) are union of orbits of the base group H n and in particular their cardinality is divisible by m.
. . , S n be the orbits (of length m) of (Σ m ) n ≤ Σ mn . Note that k permutes S 1 , . . . , S n and that supp(h i ) ⊆ S i . Therefore supp(g) is the union of ∪ j∈supp(k) S j and ∪ i supp(h i ). In particular, if g / ∈ H n then k = 1 and therefore | supp(g)| ≥ | supp(k)| · m ≥ rm. If H acts freely then either supp(h i ) = S i or supp(h i ) = ∅ if h i = 1, hence supp(g) is a union of a subcollection of S 1 , . . . , S n .
Proof. The first statement is straightforward. Fix G = H ≀K, thus G = H n ⋊K. The result is a triviality if H = 1. We therefore assume that H = 1. Set P = O p (G) and note that P ∩ H n = 1 by hypothesis on H. Therefore the restriction of the projection π : G → K to P is injective and it follows that H n = Ker(π) acts trivially on P by conjugation, namely P ≤ C G (H n ). We leave it as an easy exercise to check that if Fix non-trivial subgroups G 1 , G 2 , . . . , G n of Σ Ω := Sym(Ω) with disjoint supports S 1 , S 2 , . . . , S n . Then
Suppose that G 1 and G 2 are transitive on S 1 and S 2 and that they contain odd permutations. Also assume that Ω = S 1 ∪ S 2 and that
Proof. The proof of (1) is elementary. To prove (2), set G = G 1 × G 2 × G 3 and consider some u ∈ C ΣΩ (G ev ). We have to prove that it centralises G 1 , G 2 and G 3 . By symmetry, it suffices to show that u centralises G 1 .
Fix
1 . In order to show that u −1 gu is the same permutation as g, we have to check their effect on every ω ∈ Ω. For any ω there is some j = 1, 2, 3 such that both ω and u(ω) do not belong to S j . Choose h ∈ G odd j and note that it must fix ω and u(ω). Now, u centralises gh ∈ G ev so g(ω) = gh(ω) = u −1 ghu(ω) = u −1 gu(ω). Since this holds for all ω ∈ Ω, we see that u centralises g.
Finally we prove (3). Set G = G 1 × G 2 and fix u ∈ C(G ev ). We have to prove that u centralises both G 1 and G 2 . First, we claim that u(s 2 ) ∈ S 2 for any s 2 ∈ S 2 . If u(s 2 ) = s 1 ∈ S 1 then there exists some h ∈ G ev 1 such that h(s 1 ) = s 1 because G ev 1 acts on S 1 with either one orbit of size |S 1 | ≥ 4 or with two orbits of size |S 1 |/2 ≥ 2. Now, u centralises h ∈ G ev so s 1 = h(s 1 ) = uhu −1 (s 1 ) = uh(s 2 ) = u(s 2 ) = s 1 which is absurd. Therefore u(S 2 ) = S 2 and u(S 1 ) = S 1 . For any g 1 ∈ G 1 choose g 2 ∈ G 2 such that g 1 g 2 ∈ G ev and observe that for any s 1 ∈ S 1 we have
. This shows that u centralises G 1 and it similarly centralises G 2 . Thus, C(G ev ) ⊆ C(G) and the reverse inclusion is clear.
Lemma A. 4 . Fix H ≤ Σ s and K ≤ Σ t which contain odd permutations and
Proof. Fix some w ∈ K odd . Note that w commutes with any x, y ∈ H. It follows
Proposition A.5. Fix some H ≤ Σ k and set G = H ≀ Σ n . Then
(1) The homomorphisms Σ n ≤ G and 
Proof. We will write Γ(−) instead of Γ 2 (−) for short. For h ∈ H we will write h i for the image of h in the i th factor of H n ≤ G. The elements of G are written in the form hσ for h ∈ H n and σ ∈ Σ n and σhσ −1 is obtained from h by permuting the factors of H n via σ. Note that x i and y j commute if i = j for any x, y ∈ H.
(1) Consider L ≤ G generated by Γ(H n ), A n and
. (2) We will show that the generators of Γ(G) described in part (1) 
For the other generators, we need to distinguish two cases. First assume that k is even. Then Σ n ⊆ G ev and therefore A n = Γ(Σ n ) ⊆ Γ(G ev ) is a triviality. If h ∈ H ev and i = j then
(note n ≥ 3) and observe that h i h
contains all the generators of Γ(G).
If k is odd then Σ n ≤ G contains odd permutations (ij). For any (ijℓ) ∈ A n choose h ∈ H odd and note that (ijℓ
3) Let L be the subgroup of G ev generated by Γ(H 2 ) and by
Clearly L ⊳ G and it is contained in G ev . Now we fix once and for all an element w ∈ H odd if k is odd and w ∈ H ev if k is even. Let τ = (12) denote the non-identity element of Σ 2 . Note that w 1 τ ∈ G ev and that G ev is generated by (H 2 ) ev and by w 1 τ . The image of (H 2 ) ev in G ev /L is clearly abelian and for any u, v ∈ H such that uv ∈ H ev one checks that
for any h ∈ H ev (note that w was chosen according to the parity of k) whence L = Γ(G ev ). Since Γ(G) ≤ G ev we obtain the exact sequence
for any y ∈ H odd chosen arbitrarily. Also,
In the next two results, k denotes an algebraically closed field of characteristic p. Thus, k × is a divisible group with q-torsion for all primes q = p.
Lemma A.6. Fix K ≤ Σ n and p > 2 and assume that one of the following holds.
(a) K contains an odd permutation and O Then the inclusion K ev → K induces a short exact sequence
The kernel C 2 is generated by the signature map
We obtain a short exact sequence of abelian groups 0 → Lemma A.7. Fix p > 2 and H ≤ Σ n such that H odd = ∅ and set G = H ≀ Σ 2 . Then the inclusion i : G ev → G induces a short exact sequence of abelian groups
The first map is induced by G sign −−→ C 2 . The last map is obtained by applying
Proof. Apply the exact functor Hom(−, k × ) to the exact sequence in Proposition A.5(3).
Proposition A.8. Fix some K ≤ Σ e and a finite group H and consider a subgroup G of Γ := H ≀ K. Assume that the projection Γ → K carries G isomorphically onto E ≤ K where E is an elementary abelian p-subgroup of Σ e which acts freely and transitively. Then there exists some h in the base group H e ≤ Γ which conjugates G to a subgroup of K ≤ Γ.
We may identify Σ e = Sym(E) and identify E with the image of E → Sym(E) via left translations. We view the elements of the base group H e as set-functions h : E → H (not homomorphisms!). Product of elements is taken pointwise and Σ e acts by permuting the factors, namely σ(h)(x) = h(σx) for any x ∈ E and σ ∈ Σ e . If σ ∈ E then σx is indeed the product σ · x in E. Let 1 denote the identity of H e .
Let g 1 , . . . , g d be generators for G and let σ , . . . , σ d ∈ E be their images in E. Note that E ≤ K is a subgroup of Γ = H ≀ K in a natural way. Thus, there are h 1 , . .
Our goal is to prove that by possibly replacing g 1 , . . . , g d with H e -conjugates, we have g i = σ i for all i, or in other words h i = 1.
Assume that this is not the case and assume that g 1 , . .
Note that r(f y) = 1. Fix some i < k.
If 0 ≤ s ≤ p − 2 then the expression on the right is precisely the expression for r(σ k x). If s = p − 1 then by (A.8.1) this expression is equal to 1 ∈ H which in turn, is r(
We have thus shown that r · g i · r −1 = σ i for all i ≤ k which contradicts the maximality of k.
Lemma A.9. Set q = p r for a prime p and
Proof. The elements of GL n (F q ) of p-power order are precisely the transvections which, in turn, generate SL n (F q ).
B. Proof of Proposition 2.12
Consider N ⊳ G and setḠ = G/N . LetK denote the image of K ≤ G inḠ. For any G-set X setX := X/N . ClearlyX is aḠ-set, hence a G-set. The assignment X →X is a functor q : {G-sets} → {Ḡ-sets}. The projection
is a homomorphism of G-modules.
Proposition B.1. Fix N ⊳ G and setḠ = G/N . LetK be the image of K ≤ G inḠ. Fix an abelian group A and set H
• q(X) ∼ = Hom(K, A) and the map to H 1 G (X) is obtained by applying Hom(−, A) to the projection K →K.
Proof. (1) Shapiro's lemma implies that Ext
sitively on the N -orbits via left translation. Also,K ≤Ḡ is the isotropy group of the orbit N/N ∩ K in X ↓ G N . Therefore
• denote the bar construction. It is a projective resolution of the trivial G-module Z which consists of G−G bimodules and it is a split exact chain complex of abelian groups. For any G-module M consider the cochain complex
is a split exact cochain complex and therefore
• of cochain complexes of G − G-bimodules. Therefore, for any G-set X we obtain a morphism of cochain complexes
Since both Z[X] and Z[Ḡ]
• have a trivial action of N , the left hand side is equal to HomḠ(Z[X], Hom Ab (Z[Ḡ] • , A)) and by taking homology groups we obtain a natural transformation Ext *
. In other words, we obtain a natural transformation of coefficient functors
Proof of Proposition 2.12. Recall that G = N r ⋊ Σ r . By Definition 2.11 and Proposition B.1(2) we obtain natural transformations
Our goal is to show that when these natural maps are evaluated on an orbit of a simplex x in X, they give rise to a short exact sequence of abelian groups.
By possibly replacing x with another simplex in its G-orbit we may assume that x = (y 1 , . . . , y 
by permuting the factors. It now follows from Propositions A.5(1) and B.1 (1) 
C. Calculation of some Bredon cohomology groups
Let us first outline the calculation. Details will follow later. 
There results the usual long exact sequence in homology and
r denote the r-fold product of C and define a functor F ⊗r : C r → Ab
Thus, if π i : C r → C denotes the projection to the i th factor then
. Clearly Σ r acts on C r and on the set {π 1 , . . . , π r } in such a way that π * i (F )(σ(c)) = π * σ −1 (i) (F )(c) for any c ∈ C and any σ ∈ Σ r . In this way, for any subcategory D ⊆ C r invariant under Σ r , the cobar construction C * (D; F ⊗r ) becomes in a natural way a cochain complex of Σ r -modules. Proposition C.3. With the notation of Construction C.2, the assignments
Σr are exact functors.
In this section we will study the vanishing of the homology of the cochain complex of the invariants C * (D; F ⊗n ) Σn in some special cases. Recall the definition of the poset Part(d) from 4.3. If c ≤ c ′ in Part(d) then there is a surjective function of sets c ′ → c which maps an interval i ′ ∈ c ′ to the unique interval i ∈ c which contains it. If L is an abelian group and X is a set, let L X denote the group of all the functions X → L.
The key to the proof of Proposition C.1 is the next result. In any G-poset C we will denote the orbits of its n-simplices, namely the simplices of |C|/G by [c 0 ≤ · · · ≤ c n ].
Proposition and Definition C.6. Let C be a G-poset and let M be a coefficient functor. LetC denote the quotient poset C/G. Assume that (a) |C|/G → |C| is an isomorphism of simplicial sets. Fix a finite group G and recall from Definition 2.1 the coefficient functor
Lemma C.7. Let C be a G-poset and assume that the hypotheses of Definition C.6 hold for C and
r be a Σ r -subposet and let D be its preimage in the Γ-poset C r . Then
Assuming C.3-C.7 we can prove the main result of this section.
Proof of Proposition C.1. Proposition 4.5 implies that
Since k × contains no p-torsion we deduce that
. We now apply Lemma C.7 to deduce that
The functor Φ HK ,B(d) is defined in Proposition C.6. By Proposition 4.5 and Lemma A.9 it has the following form, where c ∈ Part
. Now the result follows from Proposition C.5.
Let us now fill in the details for C.3, C.5, C.6 and C.7.
Proof of Proposition C.6. ). 
and with the notation above,
. From these formulas one easily checks that if D is a Σ r -subposet of C r and Const A : C → Ab is the constant functor with value A then
where M is the Σ r -permutation module ⊕ r A, see Definition 2.1.
Proof of Proposition C.3. This is immediate from Observation C.8 because for any n-simplex
is an exact functor.
Proof of Lemma C.7. With the notation of Observation C.8, for every nsimplex d • in |D| we deduce from Proposition 2.10 that
By inspection of the definition of the cochain complex C * Σr (|D|; fix Σr (H Γ|G r )) and the description of C * (D; (Φ HG,C ) ⊗r ) Σr in Observation C.8, one sees that these cochain complexes are isomorphic.
Recall that a (co)chain complex is called acyclic if all its homology groups vanish.
Proof of Proposition C. 
We will write [i, j] for the interval {i, i + 1, . . . , j} in {1, . . . , d}. Clearly the object ((d), [1, d] 
where M is the Σ r -module L r via permutation of the factors. 
Next we claim that |T (d) s 0 | ≃ * for any s ≥ 1. Let P(s) <s denote the poset of all the subsets (including the empty set) of {1, . . . , s} of size < s ordered by inclusion. Given R ∈ P(s) <s letR denote its complement and let
and we obtain a functor F : P(s) <s → Top. Note that R ∩ R ′ is the greatest lower bound of R and R ′ and that F (R ∩ R ′ ) = F (R) ∩ F (R). Thus, F is a "free diagram" in the language of [9] , or alternatively F is a Reedy cofibrant functor, see e.g. [10, §VI.22] so colim F ≃ hocolimF . We deduce that (2) is isomorphic to the poset {0 < 1}, we can identify Part (2) r 0 with the poset P 0 (r) of the non-empty subsets U of [r] = {1, . . . , r}. With these identifications note that F (0) = 0 and F (1) = L and we obtain a short exact sequence
Proposition C.3 and Claim 1 imply that it remains to show that E *
and the map between them is induced by the projection. Now,
and it vanishes if U n = [r]. Therefore, by Proposition 2.3
where P 0 (r) <r = P 0 (r) − {[r]} and ∆ n is the standard n-simplex. Therefore H(E * G ) vanishes for * ≥ 1 and Proposition 4] ). Let G be a finite group and H ⊳ G. Then
This propositions enable us to make the following definition.
Proposition D.9. Fix p = 2 and consider a product of basic subgroups of type
Proof. Recall from Proposition 5.5 that N (P )/P = i (GL ei (p) ≀ Σ mi ). Now, O p (GL r (p)) = 1 for any r ≥ 1 because GL 1 (2) = 1, GL 2 (2) = Σ 3 and GL r (2) is simple for r ≥ 3. By Lemmas A.2 and D.8, O p (N (P )) is generated by P ≤ A n and by O p (Σ mi ) which are also contained in A n because each Σ mi acts by permuting the orbits of (V ei ) mi whose cardinalities are 2 di where 
Proof of Proposition D.4. The assertions about α are immediate from the definitions since A n ⊳ Σ n . The fact that σ is Σ n -equivariant is clear since Σ n acts on S r p (A n ) by conjugation. It remains to prove that if
By Proposition D.11 it suffices to show that δ p (Q) ≤ δ p (P ). Now,Q and P are products of basic subgroups because they are p-radical in Σ n . LetQ Note that t ≥ 4 because e ≥ 2. Present P (I) = P 1 × · · · × P k as a product of basic subgroups of type I in Σ t .
If k ≥ 3, we deduce from Lemma D.8, Proposition A.3(2) and from Proposition 5.5 that Set r = p m1+···+ma and set e = p cq+1+···+ct and f = p ma+1+···+ms . Clearly e > f because c i = m i = d. By Lemma 4.9, δ r (Q) = (V m1,...,ma ) f and δ r (P ) = (V c1,...,cq )
e . Since all basic groups act transitively, δ r (Q) has f orbits and δ r (P ) has e orbits. But δ r (Q) ≤ δ r (P ) and e > f which is absurd. (b) Set n = p d . We prove the result by induction on s.
Step 1: s = 1. In this case Q and R are conjugate to V d . We will prove that Q is conjugate to R in P by induction on t. If t = 1 then P = V d so Q = R = P and the result is a triviality. Fix some t > 1. Set e = p c2+···+ct and set H = V c1
and K = V c2,...,ct ≤ Σ e . Then P = H ≀ K is a subgroup of H ≀ Σ e . Let ∆ e H denote the diagonal subgroup of H e and note that it is central in P . In fact ∆ e H = Z(P ). Since Q is abelian and acts freely and transitively and since Q ≤ P , Q = C Σn (Q) ⊇ C Σn (P ) ⊇ ∆ e H ∼ = H.
Set Q ′ = Q ∩ H e and let Q ′′ be a complement for Q ′ in Q ∼ = V d . Clearly, Q ′ ⊇ ∆ e H. Now, Q acts freely, namely with trivial isotropy groups, and therefore so does Q ′ . Since Q ′ ≤ H e , the length of its orbits is at most |H| = p c1 . Since Q ′ acts freely |Q ′ | ≤ p c1 = |∆ e H| and therefore Q ′ = ∆ e H. Similarly, set R ′ = R ∩ H e and let R ′′ be a complement of R ′ in R. By the argument above, R ′ = ∆ e H. Note that Q ′′ and R ′′ are elementary abelian of order |Q|/|Q ′ | = p d−c1 = e. LetQ,R andP be the images of Q, R and P under the projection H ≀ Σ e → Σ e . ClearlyP = K and Q ′′ and R ′′ are mapped isomorphically ontoQ and R. Since Q and R are transitive, so areQ andR, and since |Q| = |R| = e they act freely. Thus,Q andR are conjugate in Σ e to V d−c1 and both are subgroups ofP . By the induction hypothesis on t there is some g ∈P ≤ K ≤ P which conjugatesQ toR and we may therefore assume thatQ =R (note that g centralises Q ′ = R ′ ). By Proposition A.8 both Q ′′ and R ′′ are H e -conjugate, and therefore P -conjugate toQ =R and since Q ′ = R ′ = ∆ e H are fixed by this conjugation, we deduce that Q is conjugate to R in P . This completes the induction step for t.
Step 2: The induction step for s > 1. Set r = p m1+···+ms−1 and e = p ms . Set Q ′ = δ r (Q), R ′ = δ r (R) and P ′ = δ r (P ). By part (a) and Lemma 4.9, P ′ = (V c1,...,cq ) e for some q < t and Q ′ and R ′ are conjugate to (V m1,...,ms−1 ) e . In addition, Q ′ and R ′ have complements Q ′′ , R ′′ ∼ = V ms in Q and R respectively. Note that P = H ≀ K where H = V c1,...,cq and K = V cq+1,...,ct . Since Q ′ , R ′ ≤ P ′ = H e and all these groups have exactly e orbits of length r, one easily sees that every factor of P ′ contains exactly one factor of Q ′ and one factor of R ′ . Clearly, H e ∩ Q ≤ δ r (Q) and therefore Q ′ = H e ∩ Q. Similarly R ′ = H e ∩ R. LetQ,R andP be the images of Q, R and P under the projection H ≀ Σ e → Σ e . ThenP = K andQ andR are elementary abelian groups of order e = p ms . They act transitively because Q and R are transitive and therefore they act freely and therefore they are conjugate to V ms . By the case s = 1 shown above, Q andR are K-conjugate and since K ≤ P we can assumeQ =R. Also Q ′′ and R ′′ maps isomorphically ontoQ andR because Q ′ = H e ∩ Q and R ′ = H e ∩ R. By Proposition A.8, Q
′′ is H e -conjugate toQ, hence P -conjugate. Similarly, R ′′ is P -conjugate toR and we therefore assume that Q ′′ =Q =R = R ′′ . Consider one factor H = V c1,...,cq of P ′ . We have seen that it contains a factor Q Fix some c = (c 1 , . . . , c t ) in Part(d) and let W j denote the subspace of U generated by the basis elements in the jth interval; Thus dim W j = c j . For every 1 ≤ j ≤ t set F j = j i=1 W i and let W j act on F j via left translation. Now, F j is a subset of U and letW j denote the image of the composite W j → Sym(F j ) ≤ Sym(U ). It is clear that ifw is the image of w ∈ W j inW j and if u ∈ U thenw(u) = w + u if u ∈ F j andw(u) = u if u / ∈ F j . Since F j = W j ⊕ F j−1 , we see thatW j acts on F j ∼ = w∈Wj F j−1 by permuting the components. Therefore, if K is any subgroup of Sym(F j−1 ) theñ W j and K generate K ≀ W j . We define V (c) def = the subgroup of Sym(U ) generated byW 1 , . . . ,W t .
It is immediate from Definition 4.1 that V (c) is the basic subgroup V c1,...,ct . Since W j−1 acts on F j = w∈Wj F j−1 via its action on F j−1 , the image of
is generated byW j and the diagonal copy of W j−1 in W j−1 ≀ W j ∼ = W j−1 ,W j . In particular its image is contained in W j−1 ,W j . It now follows that if c ′ ≤ c then V (c ′ ) ≤ V (c) because the partition c ′ is obtained from c by successively joining adjacent intervals. This completes the proof of point (i). Point (ii) follows immediately from Lemma E.1 and we now prove point (iii). 
