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Abstract
We present a new semi-parametric approach to syn-
thesize novel views of an object from a single monocular
image. First, we exploit man-made object symmetry
and piece-wise planarity to integrate rich a-priori visual
information into the novel viewpoint synthesis process.
An Image Completion Network (ICN) then leverages 2.5D
sketches rendered from a 3D CAD as guidance to generate
a realistic image. In contrast to concurrent works, we
do not rely solely on synthetic data but leverage instead
existing datasets for 3D object detection to operate in a
real-world scenario. Differently from competitors, our
semi-parametric framework allows the handling of a wide
range of 3D transformations. Thorough experimental anal-
ysis against state-of-the-art baselines shows the efficacy of
our method both from a quantitative and a perceptive point
of view.
Code and supplementary material are available at:
https://github.com/ndrplz/semiparametric
1. Introduction
How would you see an object from another point of view?
Given a single view of an object, predicting how it would
look like from arbitrarily different viewpoints is definitely
non-trivial for humans and machines. This task is inher-
ently ill-posed, as most of the 3D information is lost in the
projection on the 2D image plane. Still, according to Gard-
ners’ theory of multiple intelligences [12], the ability to per-
form out-of-plane transformations on 2D objects constitutes
a sign of visual-spatial intelligence and a desirable property
for a machine in its long journey towards human-level in-
telligence. Indeed, humans have been shown to perform
*indicates equal contribution.
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Figure 1. From a single in-the-wild image (left) our framework
allows to synthesize realistic novel views of the object (top) or to
transfer its appearance to different models (bottom).
mental transformations for decision-taking about their sur-
rounding environment [47, 2, 66], e.g. decide if two object
figures share the same underlying three-dimensional shape
despite differing by a rotation [47] or a scale factor [2].
Recently, powerful parametric deep learning mod-
els [26, 14] made it possible to frame the generation of novel
viewpoints as a conditioned image synthesis problem. De-
spite the promising results, a number of issues are still open.
First, even though synthesised images may look realistic per
se, fine-grained visual appearance (e.g. texture) is lost when
encoded through the network. Second, a vast amount of
data is required for the network to generalize to arbitrary
transformations. Consequently, most methods are trained
solely on synthetic data, leading to a performance drop in
real-world scenarios. Finally, in absence of any prior in-
formation about the novel view, a fully-parametric model
struggles to generalize to arbitrary viewpoint changes: in-
deed, most recent works still have to restrict to a small set of
transformations (e.g. rotating around the object at constant
radius) [63, 53, 71, 39].
These shortcomings are particularly unfortunate given
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that a number of prior works have shown that a non-
parametric approach can be a viable path for photorealism,
as also pointed out by Qi et al. [42]. For instance, new im-
ages can be generated by collaging [15, 27, 7, 22, 19] or by
leveraging multiple photographs to synthesize novel views
via image-based rendering [5, 4, 36, 17, 37]. Still, these
methods require a large amount of data at test time: entire
image banks for collaging, multiple photographs and depth
data for image-based rendering.
In this work, we propose an original semi-parametric
approach to the problem of object novel viewpoint syn-
thesis, which attempts to take the best from both worlds:
the realism of non-parametric models, and the represen-
tational capability of purely parametric ones. The intu-
ition behind this work is that many man-made objects ex-
hibit a symmetric, piece-wise planar structure. Therefore,
they may be approximately represented by a small set of
piece-wise planar patches, which can be warped almost ex-
actly from source to destination viewpoint via a symmetry-
aware homography transformation. These warped patches
provide a rich hint about the visual content of the tar-
get viewpoint, but they are far from being useful on their
own. Thus, a fully-convolutional network is fed with these
patches along with 2.5D CAD-rendered sketches to be used
as guidance; it is then trained in a self-supervised manner
to discriminate which part of the image must be completed
or in-painted for the result to look realistic (see Fig. 2).
Among all man-made object categories, the one of vehicles
has by far drawn most of the attention in recent literature
due to their ubiquity in urban scene understanding applica-
tions [64, 54, 11, 46, 33, 29]. Our experimental evaluation
will therefore focus on vehicles, leaving as future work the
analysis of a broader set of object categories.
In summary, our main contributions follow:
• We frame the problem of object novel viewpoint syn-
thesis in a semi-parametric setting. Simple geometrical
assumptions about the object shape provide rich hints
about its appearance (non-parametric); this informa-
tion guides a fully-convolutional network (parametric)
in the synthesis process.
• We show how our model can be trained on existing
datasets for 3D object detection, with no need for
paired source/target viewpoint images. Furthermore,
we leverage 2D keypoints for real-world images where
foreground segmentation is not provided.
• We demonstrate how our method is able to preserve
visual details (e.g. texture) and is resilient to a much
wider range of 3D transformations than competitors.
A thorough experimental analysis is conducted compar-
ing our proposal with state-of-the-art methods, considering
both the quantitative and the perceptual point of view.
2. Related Work
View synthesis In just few years, the widespread adoption
of deep generative models [26, 14] has led to astounding
results in different areas of image synthesis [43, 1, 67, 23,
56, 65]. In this scenario, conditional GANs [34] have been
demonstrated to be a powerful tool to tackle image-to-image
translation problems [20, 72, 73, 8]. Hallucinating novel
views of the subject of a photo can be naturally framed as
an image-to-image translation problem. For human sub-
jects, this has been cast to predicting his/her appearance in
different poses [32, 49, 68, 49]. Fashion and surveillance
domains drew most of the attention, with much progress en-
abled by large real-world datasets providing multiple views
of the same subject [30, 69].
For rigid objects instead, this task is usually referred to as
novel 3D view synthesis and additional assumptions such
as object symmetry are taken into account. Starting from a
single image, Yang et al. [63] showed how a recurrent con-
volutional network can be trained via curriculum-learning
to perform out-of-plane object rotation. In a similar set-
ting Tatarchenko et al. [53] predicted both object appear-
ance and depth map from different viewpoints. Successive
works [71, 39] trained a network to learn a symmetry-aware
appearance flow to map object pixels form input to output
view, re-casting the remaining synthesis as a task of image
completion. All these works [63, 53, 71, 39] assume the tar-
get view to be known at training time. As this is not usually
the case in the real-world, these approaches are limited by
the need to be trained solely on synthetic data and exhibit
limited generalization in a real-world scenario.
The recent work by Zhu et al. [74] exploits cycle consis-
tency losses to overcome the need of paired data, thus train-
ing on datasets of segmented real-world cars and chairs they
gathered for the purpose. Although that work shows more
realistic results, it requires pixel-level segmentation for each
class of interest. In contrast, we show that already avail-
able datasets for object 3D pose estimation [62, 61] can be
used for this purpose, despite the extremely rough align-
ment between the annotated model and the image. More
importantly, we differ by all methods above as we explicitly
bootstrap the image generation with visual patches warped
from the source image.
3D Shape reconstruction In this frame, few recent
works [58, 74] have shown that the use of 2.5D sketches
can be a viable path to bridge the gap between synthetic
and real-world data. In particular, in Zhu et al. [74] the
2.5D sketch consists of both a silhouette and a depth image
rendered from a learnt low-resolution voxel grid by means
of a differentiable ray-tracer. While this method is appeal-
ing for its geometrical guarantees, it is limited by a number
of factors: i) it requires a custom differentiable ray-tracing
module; ii) footprint of voxel-based representations scales
with the cube of the resolution despite most of the informa-
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Figure 2. Model architecture overview. Approximately planar patches are extracted from the 2D keypoints locations. The Image Comple-
tion Network (ICN) uses the synthetic 2.5D sketches as templates to reconstruct object’s appearance from the patches in a self-supervised
fashion. During training, input patches are warped forth and back to a randomly sampled viewpoint to enforce resilience against homogra-
phy issues that are likely to be encountered at test time. During inference, novel views of the input object are synthesised by providing the
ICN a novel viewpoint and a (possibly different) rendered 3D model to be used as shape guideline.
tion lying on the surface [51, 38]; iii) errors in the 3D voxel
grid naturally propagate to the 2.5D sketch. We also follow
this line of work to provide soft 3D priors to the synthe-
sis process. However, in our semi-parametric setting 2.5D
sketches are additional inputs which can be rendered from
arbitrary viewpoints using standard rendering engines.
Nonparametric view synthesis In the interactive editing
setting, recent works [24, 44] have shown astounding re-
sults by keeping the human in the loop and assuming a
perfect (even part-level) alignment between the 3D model
and the input image. As pixels are warped from the input
to the target view [44] it is not feasible to transfer the ob-
ject appearance on a completely different model. Moreover,
the time required to synthesise the output is still far from
real-time (few seconds). On the opposite, we work with a
very coarse alignment between the input image and the 3D
model. Since we train a deep network to map texture hints
on the output, it is possible to transfer appearance from one
model to a completely different one (e.g. sedan to jeep). Fi-
nally, our method takes just few milliseconds to hallucinate
the novel object view and can thus work in real-time.
In the different setting of image synthesis from semantic
layout the recent work of Qi et al. [42] has shown that non-
parametric components (i.e. a memory bank of image seg-
ments) can be integrated in a parametric image synthesis
pipeline to produce impressive photo-realistic results; this
effectively reduces the complexity of the task to aligning,
ordering and painting these segments properly on the output
canvas. Although our task is completely different, we sim-
ilarly rely on image patches to provide hints to the Image
Completion Network; however, our patches are not queried
from a database but warped directly from the input view.
3. Model
Our goal is to develop a framework in which the visual ap-
pearance of an object can be automatically predicted from
arbitrary viewpoints, given a single real-world image. More
formally, the model takes as input an image of a single
object xs ∈ IRH×W×3 viewed from the source viewpoint
Vs along with its 2D keypoints ks and outputs an image
x˜d ∈ IRH×W×3 depicting the same object from the destina-
tion viewpoint Vd. For training only, the 3D CAD model
C ∈ IRf×3×3 aligned with xs must be also available in order
to remove the background during self-supervision. At test
time only object 2D keypoints ks are needed (see Fig. 2).
The three main parts of our pipeline are described in this
section: i) extraction of the planar patches from the object
(Sec. 3.1), ii) patch warping to the destination viewpoint
(Sec. 3.2) and iii) synthesis of the novel image (Sec. 3.3, 3.4
and 3.5). In the following, we assume a bounding box
around the object and 2D keypoints have been provided by
off-the-shelf detectors e.g. [16, 41]; we focus on the overall
pipeline for object synthesis instead.
3.1. Keypoint-based decomposition into planar
patches
We leverage 2D keypoints to approximate the visible object
with a simple polyhedron with a small set of faces. Since
keypoints mark characteristic locations in the object shape
(e.g. corners), a face defined from at least three of those
carries a semantic meaning (e.g. the roof of a car). Ex-
ploiting 2D keypoints to find object faces is appealing for
a number of reasons. First, it is straightforward to compute
the homography matrix between planes in different view-
points, since computing correspondences between two sets
of keypoints is trivial. Furthermore, a number of datasets
provide object landmark annotations in real-world scenar-
ios (e.g. [28, 62, 61, 57, 59]) and solid keypoints detection
methods exist [55, 41, 16].
Specifically, for each source image xs ∈ IRH×W×3 an array
of 2D keypoints ks ∈ IR|ks|×2 is available, being |ks| the
category-specific number of keypoints (e.g. |ks| = 12 for
vehicles). From these a set of planar patches can be defined
as:
Ps = {p(0)s ,p(1)s , . . . ,p(|P|)s }, p(i)s ⊆ ks (1)
where each patch p(i)s has a subset of object keypoints as
vertices. We choose |P| = 4 for vehicles, namely left,
right, front and back sides.
3.2. Warping and dewarping
Warping patches Source patches Ps are warped to the des-
tination viewpoint to get a set of warped patches Pd that are
employed to bootstrap the novel viewpoint synthesis. To
this end, we define the destination viewpointVd ∈ IR4×4 to
be an arbitrary rigid transformation of the camera:
Vd =
[
R t
0T 1
]
(2)
Locations of 2D keypoints kd ∈ IR|ks|×2 in the novel view-
point can be now computed by using a pinhole camera
model as:
k
(i)
d = KV
−1
d k
(i)
3D (3)
where K is a virtual intrinsic camera matrix with squared
pixel and principal point in the image center, k(i)3D is the i
th
3D keypoint in the CAD model. It is worth noting that the
CAD model is not constrained to be the same as the one
in the source image; it only has to feature the same key-
points (see appearance transfer in Fig. 8). An homography
matrix H relating planar surfaces in the two views is then
estimated from correspondences between ks and kd. In this
way patches in the destination viewpoint (warped patches
from now on) can be computed via matrix multiplication:
Pd = {p(0)d ,p(1)d , . . . ,p(|P|)d }, p(i)d = Hp(i)s (4)
De-warping patches Since the dataset does not provide
paired views, it is not possible to supervise the destination
image x˜d; hence, we propose to train the network in a self-
supervised manner, by forcing it to reconstruct xs from Ps.
Nonetheless, this would create a distribution shift between
the data fed to the network during training and inference
stages. In fact, while Ps is perfectly aligned with xs (it is a
subset of xs), Pd might be affected by homography failures
and interpolation errors among other issues. To alleviate
this shift, we train the network to reconstruct the image xs
from a third set of patches (called dewarped patches in what
follows):
P˜s = {p˜(0)s , p˜(1)s , . . . , p˜(|P|)s }, p˜(i)s = H−1p(i)d (5)
In this way the network learns to cope with possible
transformation errors and cannot simply short-circuit input
patches to the output. The importance of this dewarping
trick for a well-behaved network training is highlighted in
Sec. 4.1.
3.3. Leveraging 2.5D sketches
While image patches carry rich information about the ap-
pearance of the object, they bear few cues about the object
shape. In other words, visual aspect and shape are disentan-
gled by design. This is a desirable property enabling mul-
tiple applications which require to change one of the two
while keeping the other fixed. In this section we propose a
method to constrain the synthesised object shape. Let
C = {C(0), C(1), . . . , C(|C|)}, C(i) ∈ IRf×3×3 (6)
be the set of CAD models which approximate the intra-
class variation for the current object class, each C(i) be-
ing a 3D mesh composed of f faces. The number of
CADs |C| needed to cover the intra-class variation reason-
ably depends on the object category, but it is often rela-
tively low (|C| = 10 for the vehicle class in the Pascal3D+
dataset [62]). Each training example i is thus composed by
an image x(i) and its associated viewpoint V(i) and CAD
index α ∈ {0, 1, . . . , |C|}. Therefore, a virtual camera can
be used to render the CAD C(α) from viewpoint V(i). In
particular, following [58], we render the 2.5D sketch of
CAD surface normals along with a coarse material-based
part segmentation:
s2.5D(C
(α),V(i)) ∈ IRH×W×6 (7)
which provides rich information about the object’s 3D
shape. During training, this 2.5D sketch is fed to the image
completion network together with de-warped patches P˜s to
reconstruct xs. It is worth noticing that these additional data
come for free, as they require only synthetic sources (i.e. the
object CAD in our method).
3.4. Appearance prior
Our method relies on warped patches to transfer the object
appearance from a source to a destination viewpoint. Still
Ablation and competitors
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Figure 3. Visual results comparison with competitors and ablated versions of the proposed method on Pascal3D+ test set. Please refer to
Sec. 4.1 for details.
it can happen that viewpoints Vs and Vd are so far apart
that an object shares no visible faces across the two even
with symmetry constraints (e.g. front to back). To alleviate
this issue, we crop from the input image xs a small patch cs
with side 10% of the image size and give it as an additional
input to the image completion network as a prior knowledge
about the rough object appearance in absence of other hints.
3.5. Image Completion Network
The Image Completion Network (ICN) g(· | θ) is a fully
convolutional network parametrized by θ trained to recon-
struct a realistic image xs from dewarped patches P˜s, 2.5D
sketches s2.5D and appearance prior cs:
x˜s = g(P˜s, s2.5D(C(α),Vs), cs | θ) (8)
Architecture Our fully convolutional network resembles
the generator networks introduced in [72] and employed
among others in [74]. Our claims of this being a viable
choice are twofold. On the one hand, this generator network
has been designed for similar tasks; achieving state-of-the-
art performances and being employed by a wide commu-
nity. On the other hand, using a comparable architecture
allows an equitable comparison with the state-of-the-art,
since difference in results cannot be attributed to the rep-
resentational power of the network.
Objective A number of recent works [21, 6, 42] indicate
that loss functions based on high-level features extracted
from pretrained networks can lead to much more realistic
results compared to naive per-pixel losses between the out-
put and ground-truth image. Given a set of layers {Φl}
from a network Φ and a training pair consisting of a real
and a generated images (xs, x˜s), we define the perceptual
loss function as
LV GGxs,x˜s(θ) =
∑
l
λl‖Φl(xs)− Φl(g(x˜s; θ))‖1. (9)
Where g(.; θ) is the ICN. We employ each second convolu-
tional layer of each block in VGG-19 [50] as feature extrac-
tor Φl. Following [6] we set {λl} such that the expected
contribution of each term is approximately the same for
each layer.
As mentioned above, images generated from novel view-
points x˜d cannot be directly supervised if the dataset does
not provide paired views. Nevertheless, we can still enforce
the realism of ICN output in an adversarial fashion. Given
a generic image x˜ synthesised by ICN either in the source
(x˜s) or the destination (x˜d) viewpoint, we set up a min-max
game as follows:
Ladvxs,x˜ = Exs [logD(xs)] + Ex˜[log(1−D(x˜))] (10)
where D is the discriminator network from [72] aiming to
distinguish between real and synthesised images. Our total
loss is defined as:
L = LV GGxs,x˜s + γLadvxs,x˜ (11)
where γ modulates the contribution of the adversarial term.
4. Experiments
Datasets Large-scale 3D shape repositories providing
object geometries such as Princeton Shape Benchmark [48]
and Shapenet [3] exist, but do not come with real-world
images aligned. Differently, large real-world datasets
for 3D object detection and pose estimation such as
Pascal3D+ [62] and Objectnet3D [61] provide 3D shape
annotation (roughly [52]) aligned with in-the-wild images.
In the following we use Pascal3D+ dataset.
input 0° 30° 60° 90° 120° 150° 180° 210° 240° 270° 300° 330°
Figure 4. Results of 360° rotation. Our output is consistent for the whole rotation circle. Best viewed zoomed on screen.
Competitors We evaluate our method against three
competitive baselines which are currently state-of-the-art
in the task of novel viewpoint synthesis. The first one
is Visual Object Networks [74], an adversarial learning
framework in which object shape, viewpoint and texture
are treated as three conditionally independent factors that
contribute to the synthesis of the novel viewpoint. The
pre-trained model released by the authors is denoted VON
in what follows. Since VON is originally trained on a
custom car dataset collected by the authors [74], for a
fair comparison we implement a second baseline VONFT
by fine-tuning their network on Pascal3D+. Lastly, we
compare to Variational U-Net for Conditional Appearance
and Shape Generation [10] (VUnet in the following), a
state-of-the-art framework for conditional image genera-
tion based on variational autoencoder [26]. In the original
implementation [10] a U-net [45] architecture is fed with
keypoint-based skeletons to perform pose-guided human
generation. We re-train their model on Pascal3D+ to
perform pose-guided object generation. To ensure the
setting is the same, we feed their shape-encoding network
with our 2.5D sketches, instead of the skeletons employed
in the original implementation.
To maximize evaluation fairness, in what follows we
only sample novel viewpoints rotating around the z-axis
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Input
Figure 5. Predictions of our model from different viewpoints. The
geometry-aware design of our semi-parametric method allows the
model to be resilient to large viewpoint variations, including rota-
tion, elevation and camera distance. Best viewed on screen.
at fixed distance and elevation, which is the only setting
handled by competitors. Still, our method can handle more
general roto-translations, as showcased in Fig. 5.
Implementation details The 2D bounding box of each
example of Pascal3D+ [62] is padded to a squared aspect
ratio and resized to 128x128 pixels. We work in LAB space
relying on the training procedure from [60]. Following
[55, 41] truncated and occluded objects are discarded,
resulting in 4081 training and 1042 testing examples
respectively. Our model is trained for 150 epochs with
batch size 10. During training both input and target undergo
small random rotations, translations and shearing for data
augmentation purposes. We use Adam [25] optimizer with
initial learning rate 0.0001 and halve it every 25 epochs.
Loss balancing term γ is set to 5. The code is developed in
PyTorch [40]: we depend on Open3D library [70] for 3D
data manipulation and rendering. Random search has been
employed for hyper-parameter tuning.
4.1. Visual Results
Our model produces high-quality results for a variety of
camera viewpoints, preserving fine-grained object appear-
ance, as it can be appreciated in figures 3, 4 and 5.
Competitors The key differences between the proposed
method and baselines can be appreciated in Fig. 3. The
output from Visual Object Networks [74] (VON) is gen-
erally realistic, but hardly reflects the visual appearance
of the input. Furthermore, both VON and VONFT gener-
ator networks do not generalize to poses which are less
common in the training set such as the frontal pose in (d).
VUnet [10] suffers from blurred results typical from vari-
ational autoencoders [13]; also, due to skip connections,
input appearance may leak to the output when the two
viewpoints are very different (b, d). More generally, the
drawbacks of a solely learning-based viewpoint synthesis
which all three competitors share are evident in (a, c):
complex textures cannot be recovered once compressed in
a feature vector.
Ablation Ablated versions of our model are shown in
P3D+ 0° 30° 60° 90° 120° 150° 180° 210° 240° 270° 300° 330° Avg
ours 43.1 166.7 53.4 42.7 46.5 48.2 58.5 177.6 55.7 45.9 45.6 42.3 55.5 69.89
VUnet 72.4 202.4 90.7 79.9 88.3 78.8 96.3 203.3 94.0 77.5 85.2 82.0 92.6 105.9
VON 86.4 134.1 107.2 150.0 126.5 124.4 114.4 151.7 113.8 127.2 128.9 132.0 107.3 126.4
VONFT 81.9 165.2 100.6 137.8 125.9 137.6 108.1 190.5 155.7 134.8 123.1 117.1 102.1 133.2
Table 1. Fréchet Inception Distances [18] results. Each row reports the average distance between real and generated images for each
method on the left. The first column lists FID scores when novel viewpoints are sampled from Pascal3D+ distribution. On the right side,
viewpoints are sampled while rotating around the object at fixed elevation and distance and FID results are reported for 12 azimuthal angles
bins. Please refer to Sec. 4.2 for details.
Car (plain) Car (textured) Avg
ours > VUnet [10] 76.0% 85.0% 78.0%
ours > VON [74] 88.0% 98.0% 91.0%
ours > VONFT [74] 96.0% 99.0% 97.0%
Table 2. Blind randomized A/B test results. Each row lists the per-
centage of workers who preferred the novel viewpoint generated
with our method with respect to each baseline (chance is at 50%).
fourth to eighth columns. First we investigate the aid of
the dewarping trick presented in Sec. 3.2. In No-dewarp
column, the ICN was trained to reconstruct the image from
Ps instead of P˜s (see Sec. 3.1). As expected, despite the
very low reconstruction error at training time (due to the
similarity between xs and Ps), the model fails to generalize
to the synthesis of novel viewpoints where the textures Pd
are the result of an homography transformation. The effect
of removing the appearance prior is showcased in No-prior
column. Without prior information, the ICN fails to infer
the object appearance when no planar patch is provided, as
shown in (b, e). Removing the adversarial term (No-adv
column) results in slightly blurred outputs. Eventually,
Sil-only and Normal-only show ablated versions in which
the input sketches are constituted only by 2D silhouette and
2.5D surface normals respectively. Although results do not
differ dramatically, it can be appreciated how the network
benefits from additional information to resolve ambiguous
situations such as self-occlusions (e) and details such as
side windows, lights, wheels (a-e).
Results for appearance transfer are showed in Fig. 8.
In this setting, the network is requested to complete the
warped faces Pd using the 2.5D sketch rendered from a
totally different CAD. It can be appreciated how novel
viewpoints are still realistic, since the network exploits
the 2.5D sketch to complete the warped appearance in a
CAD-agnostic manner. Common failure cases, mostly
coming from errors in 2D keypoints or from homography
failures, are showcased in Fig. 9: please refer to the caption
for details.
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Figure 6. Results of time-limited A/B preference test against real
images. Both VON and our method are resilient to human judge-
ment over time. Please refer to Sec.4.3 for details.
4.2. Metrics Evaluation
Fréchet Inception Distance To quantitatively measure the
similarity between generated and real images we rely on
Fréchet Inception Distance (FID), which was shown to con-
sistently correlate with human judgment [18, 31]. We em-
ploy activations from the last convolutional layer of an In-
ceptionV3 model pretrained on ImageNet [9] to compute
the FID in two scenarios. In the first one, novel viewpoints
used to generate the images are sampled from Pascal3D+
annotations. Since real images come from the same view-
point distribution this setting indicates the minimum dis-
tance that a method can achieve; results are reported in
Table 1, first column (P3D+). In the second scenario, we
sample novel viewpoints while rotating around the object
at fixed distance and elevation: results are reported in Ta-
ble 1, binned in 12 equidistant azimuthal angles. Fréchet
Inception Distance rewards the realism we can get with our
semi-parametric approach; in both setting our method out-
performs competitors by a large margin.
4.3. Perceptual Experiments
To assess the quality of our results also from a perceptual
point of view, randomized A/B preference tests were per-
formed by 43 human workers, following the experimental
protocol of previous works [6, 42, 74]. As we want to
evaluate both the realism and the appearance coherence
of our method, we perform two different tests. For both
experiments, images are all shown at the same resolution
of 128x128 pixels. As all methods produce a white
background, ground truth aligned 3D CAD is used to mask
Pascal3D+ real images. Both sampling order and left-right
order of A and B are randomized.
In the first setting, the subject is presented with three
images: while the first one comes from Pascal3D+ test set,
A and B depict a novel viewpoint of the object generated
with two different methods. The human worker is then
asked whether rotating the input object would better lead to
A or B. This setting rewards the method producing images
which are more consistent with human’s expectation after a
mental rotation of the first object. Results reported in Tab. 2
indicate that our method is largely preferred to competitors,
likely because of the built-in realism that comes from
warping the original image. As a further analysis we split
by manual annotation Pascal3D+ images into plain and
textured sets, the latter set containing vehicles which fea-
ture characteristic textures. Table 2 highlights that results
on the two sets are significantly different, with workers
expressing almost unanimous preference for our method on
the textured set. The fact that human attention was caught
by these appearance details highlights the importance of
preserving fine-grained details in the synthesized output.
The second experiment consists of a two-alternative
forced choice aimed at evaluating the relative realism of
each method. Here the subject is presented with only two
images for a determined amount of time. The worker is
then asked which of the two appeared more realistic. The
experiment is then repeated by varying the amount of time
the worker can spend on each pair of images. Results
depicted in Figure 6 are twofold. On the one hand, workers
clearly discern VUnet and VONFT images from real ones
as more time is available. VUnet is hurt by excessive blur
and visual artifacts; VONFT suffers from a severe loss of
realism w.r.t. the original VON method, which may be
related to the great variety of viewpoints in the Pascal3D+
dataset compared with the one used in Zhu et al. [74]. On
the other hand, both VON and our method produce realistic
images workers struggle to distinguish from the real ones
even in 8000ms.
  
Figure 7. Artificial data generated stitching generated vehicles
onto Pascal3D+ [62] backgrounds. See Sec. 4.4 for details.
Figure 8. Appearance transfer to different 3D models; it can be
appreciated how the network performs a reasonable transfer of ob-
ject’s appearance even when the destination 3D model is highly
different to the input one.F ilure Cases
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Figure 9. Failure cases. The model can fail when the input patches
are grossly wrong, either due to errors in keypoints estimation
(top) or to homography failure (middle). Lastly, when the training
dataset provides a very coarse alignment between the 3D models
and the images such as Pascal3D+[62], in some cases the align-
ment error is learnt as well (bottom - see the back wheel).
4.4. Applications
Novel viewpoint synthesis Our method can be employed
to generate realistic novel views of an object from an arbi-
trary viewpoint and distance, as depicted in Figures 4 and 5.
Disentangled appearance and shape editing Our ap-
proach makes it possible to edit object appearance and
shape in a disentangled manner. Thus shape can be
changed while preserving appearance (Fig. 8) or the other
way around (Fig. 7).
Data augmentation Our model may be used to generate
realistic synthetic data. To support this, we generate ten
synthetic images from each one in Pascal3D+ [62] training
set and employ them to augment training data for a stacked-
hourglass network [35, 41] in the task of keypoint local-
ization. In this setting, training solely on synthetic images
achieves 73% of Percentage of Correct Keypoints (PCK) on
the real test set, compared to 79% when training on real
data. However, pre-training on generated data and fine-
tuning on real ones boosts the PCK by 5% to 84%, all other
hyper-parameters being the same.
5. Conclusions
In this work we have presented a semi-parametric ap-
proach for object novel viewpoint synthesis. In our frame-
work, non-parametric visual hints act as prior information
for a deep parametric model to synthesize realistic images,
disentangling appearance and shape. Perceptual experi-
ments results as well as image-quality metrics reward our
method for its realism and the visual consistency of the syn-
thesised object across arbitrary points of view. Still, a num-
ber of improvements can already be foreseen and are left
as future work, such as loosening the assumptions on in-
put shape to work with more complex (deformable) objects
or to train the whole system end-to-end leveraging spatial
transformer layers and differentiable rendering.
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