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 要  旨 
コード補完機能は，多くの統合開発環境 (以下，IDE) のエディタで提供されており，コーデ
ィングの利便性において重要な役割を果たしている． Eclipse や IntelliJ IDEA などの主要な 
IDE では，変数やメソッド呼び出しなどの単純な式だけでなく， if 文や for 文のような制御
構文も補完することができる． 
しかし，これらの既存の補完機構では，補完されるコード内で使用される変数の選択が適切
であるとは限らないことや，ブロック内のコードの補完ができないといった問題点が存在する．
したがって，プログラマには，自動的に選択された変数が適切かどうかを確認して適宜変更し，
さらにブロック内の処理全体を記述する手間が生じてしまう． 
本研究はこれらの問題を解決するために，既存のコード資産を利用した補完機構を提案する．
本機構では，コード検索と実行テストの 2 つの過程を経て補完候補を提示する．まず，プログ
ラマは制御構文に対する事前条件，事後条件を記述する．本機構は，プログラマが与えたこれ
らの条件に出現する変数の型情報のみを利用し，既存のコード資産からコードを検索する．そ
の後，検索の結果得られたコードが事前条件，事後条件を満たしているか実行テストを行い，
条件を満たすものだけを補完候補としてプログラマに提示する．提示された候補は，適切な変
数が利用され且つブロック内のコードも含まれているので，プログラマは望みの候補を選択す
ることで，よりスムーズにコーディングを行うことができるようになる. 
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要旨
コード補完機能は，多くの統合開発環境 (以下，IDE)のエディタで提供されており，コー
ディングの利便性において重要な役割を果たしている． Eclipseや IntelliJ IDEAなどの主要
な IDEでは，変数やメソッド呼び出しなどの単純な式だけでなく， if文や for文のような制
御構文も補完することができる．
しかし，これらの既存の補完機構では，補完されるコード内で使用される変数の選択が適
切であるとは限らないことや，ブロック内のコードの補完ができないといった問題点が存在
する．したがって，プログラマには，自動的に選択された変数が適切かどうかを確認して適
宜変更し，さらにブロック内の処理全体を記述する手間が生じてしまう．
本研究はこれらの問題を解決するために，既存のコード資産を利用した補完機構を提案す
る．本機構では，コード検索と実行テストの 2つの過程を経て補完候補を提示する．まず，
プログラマは制御構文に対する事前条件，事後条件を記述する．本機構は，プログラマが与
えたこれらの条件に出現する変数の型情報のみを利用し，既存のコード資産からコードを検
索する．その後，検索の結果得られたコードが事前条件，事後条件を満たしているか実行テ
ストを行い，条件を満たすものだけを補完候補としてプログラマに提示する．提示された候
補は，適切な変数が利用され且つブロック内のコードも含まれているので，プログラマは望
みの候補を選択することで，よりスムーズにコーディングを行うことができるようになる.
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1 はじめに
1.1 研究の背景
コード補完機構は，多くの IDEのエディタで提供されており，コーディングの利便性において
重要な役割を果たしている．コード補完とは，不完全なコードに対して，次に書くことのできる
コードの候補一覧を表示，挿入し，プログラマの入力の手間を軽減するものである．また，多く
のプログラマがこの機構を利用している [3]. IDEが持つコード補完機構は，主に変数やメソッド
呼び出しのような単純な式を入力する際によく利用されている．長い名前の変数やメソッドを利
用している場合，この機構によってプログラマのタイプ数を大きく減らすことが可能となる．プ
ログラミング言語 Javaでは，標準ライブラリでも長い名前のクラス名やメソッド名を採用して
いるので，コード補完機構はより有用性が高い．
これまで，コード補完機構をより便利にしたツールの開発や研究 [4]が行われてきた．たとえ
ば， Code Recomendersプラグイン [5]は，メソッド呼び出しの補完において，過去の統計デー
タをもとに，使用される可能性の高いメソッドを候補の上位に表示する．
一方で， IDE では変数やメソッド呼び出し以外にも様々なコードを補完することができる．
その一例として， if文や for文のような制御構文がある．これは，制御構文に対して予め用意
されている雛形を挿入するものである．特に Eclipseでは，制御構文を補完する際の初期化式や
条件式なども補完することができる．また，それらの式で利用される変数も，スコープ内から自
動的に決定する．
しかし，制御構文の補完においては，内部で使用される変数が不適切なことや，内容の一部が
異なっていることが多いため，補完候補を挿入した後に，プログラマが適宜修正する手間が生じ
てしまうことがある．実際に， Eclipseの制御構文の補完でもこのような問題が発生し，更には
制御構文のブロック内のコードが補完できない．これらにより，プログラマは制御構文の補完後
にも手間が生じてしまう．
1.2 目的と方針
本研究は，制御構文に対して，より多くのコードを正確に補完できるコード補完機能の実装を
目的とする．具体的には，構文内で利用される変数を正確に補完できるようにし，且つブロック
内も補完できるようにする．
補完候補となるコード片は，既存のコード資産の利用による検索と，事前条件，事後条件をも
とにした実行テストによる絞り込みを行い予測する．これは，コードサーチとプログラム合成を
複合させた方法である．事前条件，事後条件を与えることで，実行前後の変数の変化の仕方を絞
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り込む．従って，補完されるコード片は実行前後で変数の状態が変化するものとする．また，本
機構は Javaの for文に限定した補完機構とし， Eclipseプラグインとして実装する．
1.3 本論文の構成
本論文は，次のような構成からなる．2章では，既存の IDEが行うコード補完について説明す
る．3 章では，補完コード片の生成方法について説明する．4 章では本機構の設計について，5
章ではその実装について述べる．6章では本システムの評価を行い，7章で本論文のまとめと今
後の課題について言及する．
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2 制御構文に対する補完機構
コード補完機構は，次の 3つの動作から成り立つ．まず，プログラマからの不完全な入力を読
み取る．不完全な入力とは， "for"などの制御構文のキーワードである．次に，読み取った不
完全なコードに対して，次に続くことのできるコードを検索する．最後に，提示した候補をある
基準に従ってソートし，プログラマに候補の一覧を提示する．
本章では主要な IDEについて，それぞれにおける制御構文の補完方法とその効果を for文を
例に説明し，問題点を述べる．
2.1 既存の IDEにおける補完機構
2.1.1 for文の補完
Eclipse [1]や NetBeans [6]では，プログラマがエディタ上で forと記述した後にコード補完
を行うコマンドを入力すると，図 2.1のように補完候補がその概要を表す説明文とともにポップ
アップウィンドウに列挙され，実際に補完されるコードは別のポップアップウィンドウに表示さ
れる．プログラマはこれらの内容を見て，選択する補完候補を決定する．候補を選択すると，右
ウィンドウのコードが挿入される．
for文に対する補完候補は，図 2.2(a), (b), (c), (d)の 4つのコード片が存在する．(a)のコード
片は，コレクション collection からイテレータを作成し，イテレータの要素数の分だけループ
処理をする．(b)と (c)のコード片は，配列 array の要素数だけループ処理をする．(d)のコード
片は，iterableの要素数だけループする foreach文である．ここで，collection や array，
iterableは抽象的な変数であり，実際にコード片が挿入されるときはスコープ内で利用できる
図 2.1: Eclipseにおけるコード補完のスクリーンショット
3
1 for (java.util.Iterator iterator = collection.iterator();
2 iterator.hasNext();) {
3 Type type = (type) iterator.next();
4
5 }
(a)「for -コレクションの繰り返し」を表す for文の補完
1 for (int i = 0; i < array.length; i++) {
2 Array type array_element = array[i];
3
4 }
(b)「for -一時変数を使った配列の繰り返し」を表す for文の補完
1 for (int i = 0; i < array.length; i++) {
2
3 }
(c)「for -配列の繰り返し」を表す for文の補完
1 for (iterable_type iterable_element : iterable) {
2
3 }
(d)「foreach -配列または Iterableの繰り返し」を表す for文の補完
図 2.2: Eclipseによる for文補完候補
変数で置換される．利用できる変数が 2つ以上存在する場合，Eclipseは一定のルールに従って，
利用する配列を自動的に決定する．また，(a) の Type は型名を示すものであり，collection
に置換される変数の型に対応した型が設定される．(b) の Array Type も同様である．このよ
うに，補完されたコード片は， “for” や括弧のように必ず同じ記述がされる雛形のコードと，
collection や array のように，場面によって置換されるものが異なる抽象的なコードの 2つ
から成り立っている．
制御構文の補完後，プログラマは collection や array に適用する変数を必要に応じて適宜
変更し，ブロック内の処理を記述する．(a)や (b)のように一部の補完候補にはブロック内のコー
ドも記述されているが，そのコードの内容はローカル変数への配列要素の代入といった程度だけ
である．
IntelliJ IDEA [2]でも，プログラマがエディタ上で “for”と記述すると，図 2.3のように for
文に対する補完候補がその概要を表す説明文とともにポップアップウィンドウに列挙される．補
完候補のコード片は図 2.4(a), (b), (c)の 3つが存在する．(a)と (b)は forを，(c)は foreach文
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図 2.3: IntelliJ IDEAにおけるコード補完のスクリーンショット
1 for ()
(a)「for」を表す for文の補完
1 for (int i = 0; i < ; i++) {
2
3 }
(b)「fori - Create iteration loop」を表す for文の補完
1 for (:
2 ) {
3
4 }
(c)「foreach - Create a for each loop」を表す for文の補完
図 2.4: IntelliJ IDEAによる for文補完候補
の雛形のコード片となっている．図 2.2(c) と図 2.4(b)，図 2.2(d) と図 2.4(c) がそれぞれ同様の
コード片を表しているが，図 2.4の方は抽象的なコードが存在せず，その部分はプログラマが後
から記述するようになっている．このように，既存の IDEにおける補完機構は， for文に対し，
抽象的なコードに対する扱いは異なるものの，いくつかの雛形のコードを補完候補として用意し
ている．
2.1.2 for文以外の補完
既存の IDE の補完機構は，他の制御構文に対しても同様の動作をする．例えば， if 文を
Eclipseで補完する場合，補完候補として図 2.5(a)～(e)の 5つのコード片が存在する．
(a), (c), (d) のコード片は if 文を，(b) のコード片は if else 文を，(e) のコード片は else
if ブロックを表すコードである．コード内に出現する condition には boolean 型の変数が，
name にはオブジェクトがそれぞれ割り当てられる． if においてもやはり，“if”や括弧といっ
5
1 if (condition) {
2
3 }
(a)「if - if文」を表す if文の補完
1 if (condition) {
2
3 } else {
4
5 }
(b)「ifelse - if else文」を表す if文の補完
1 if (name != null) {
2
3 }
(c)「ifNotNull - not nullをチェックする if文」を表す if文の補完
1 if (name == null) {
2
3 }
(d)「ifNull - nullをチェックする if文」を表す if文の補完
1 else if (condition) {
2
3 }
(e)「elseif - else ifブロック」を表す if文の補完
図 2.5: Eclipseによる if文の補完
た雛形のコードと， conditon や nameのような抽象的なコードの 2つから成り立っており，ブ
ロック内の記述は後からプログラマが行うようになっている．
一方で， IntelliJ IDEAで補完する場合，補完候補として図 2.6(a), (b)の 2つのコード片が提
示される．図 2.5(d)と図 2.6(b)はそれぞれ同様のコード片を表しているが，図 2.6の方はやはり
抽象的なコードが存在せず，その部分はプログラマが後から記述するようになっている．
このように，既存の IDEにおける補完機構は，制御構文に対し，抽象的なコードに対する扱い
は異なるものの，いくつかの雛形のコードを補完候補として用意し，プログラマが制御構文をス
ムーズに記述できるような機構となっている．
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1 if ()
(a)「if」を表す if文の補完
1 if ( == null) {
2
3 }
(b)「ifn - Inserts ”if null” statement」を表す if文の補完
図 2.6: IntelliJ-IDEAによる if文の補完
2.2 問題点
補完される制御構文内で使われる変数やブロック内の処理について，例を用いて考える．
Eclipseにおいて，一つ目の引数の配列の総和が，二つ目の引数の配列の総和より大きいかを求
めるような
boolean isBiggerSum(int[] first, int[] second)
というメソッドを作成していたとする．メソッドの実装方法としては， int 型のローカル変数
sum1 と sum2 を用意し， sum1 には first の総和の値を，sum2には secondの総和の値を
それぞれ代入して， sum1 と sum2 を比較する．このメソッドを実装するために，プログラマ
はまず int sum1 = 0, sum2 = 0;と変数宣言をする．その後， sum1 の値を， first の各
要素の総和にするために， for ループの記述を行う．この時，"for"と記述し (図 2.7(a))，「配
列の繰り返し」を表す for 文を補完すると，図 2.7(b)の赤字で示されたコード片が補完される．
このコードは，図 2.2(c)のコードから， array を仮引数の second で置換したものである．
ここで， for文の継続条件式において使う配列に関して， Eclipseによる自動決定がプログラ
マが意図した配列になるとは限らないという問題点がある．この例の場合， Eclipseは “スコー
プ内の変数のうち，補完場所から一番近くで出現された変数を利用する”というルールを用いる
ため， array を secondで置換し補完した．しかし，プログラマは firstの総和を求めたいの
で，継続条件式の second.length は適切ではない．そのため， second を first に書き換
える手間がプログラマに生じてしまう．
また， Eclipseにあらかじめ用意されたコード補完は， for文のブロック内を補完するように
設計されていないという点も問題である．例のような “総和を求める”という多くの場面で利用
されるであろう単純な処理であっても，プログラマはその処理内容を全て記述しなければなら
ない．
7
1 boolean isBiggerSum(int[] first, int[] second){
2 int sum1 = 0, sum2 = 0;
3 for
4 }
(a) for文の補完前の状況
1 boolean isBiggerSum(int[] first, int[] second){
2 int sum1 = 0, sum2 = 0;
3 for (int i = 0; i < second.length; i++) f
4
5 g
6 }
(b) for文の補完後の状況
図 2.7: 変数の利用が適切でない例
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3 コード片の補完方法に関する関連研究
本章では，プログラマの意図するコード片を提案するための手法を 2つ紹介する．一つはコー
ドサーチ，もう一つはプログラム合成である．
3.1 コードサーチ
効率的なソフトウェア開発を実現するために，コードの再利用という手法が用いられている．
これは，既存のコード片をコピー &ペーストするなどして，そのコード片を別のソースコード
中に記述することである．コピー &ペーストをすることで，複数行にわたるコード片も手間な
く再利用することができる．
コードサーチとは，あらかじめ収集したソースコードコーパスの中から，プログラマにとって
有益なコード片を探すこと [7] [8]であり，更にそのコードを再利用することで，効率的なコー
ディングを行うことができる．コードサーチ自体は基本的にプログラマの入力によるキーワード
検索であり，キーワードを含むコード片を検索結果として提示する．これをコード補完に応用す
る場合，検索クエリは手入力で生成するのではなく，補完機構が自動生成する．更に，検索自体
もキーワード検索をするのではなく，プログラムの特徴ベクトルを利用した検索にする場合が
多い．
山本らの研究 [9]では，メソッド定義文に対する補完機構を提案している．これは，記述中の
メソッド定義に対して，その後に続く定義文を補完するものである．この補完機構では，記述中
のメソッド定義文のコード片をトークン毎に分割し，識別子を型名に変換し，型名とトークンの
並び (以降，トークン文字列)を生成し (図 3.1)，それを検索クエリとしている．トークン文字列
は補完機構が自動生成するので，プログラマは補完機構に対し，特別な記述をせずにコード補完
をすることができる．
しかし，トークン文字列だけで検索を行うので，検索で得られる結果が必ずしもプログラマの
望んだコード片であるとは限らないという問題点がある．補完されるコード片の記述量が多くな
るほど，プログラマによるコード内容の確認時間が長くなり，手間となってしまう．
また，プログラマの望んだコード片を提示しやすくするためには長いトークン文字列を与える
必要がある．すなわち，プログラマはメソッドの書き始めでトークン文字列が少ない状態では，
望んだコード片が出にくいという問題も生じる．
Stevenらの研究 [14]では，コード片の検索をした後にプログラマが与えた条件によって絞り
込むことでメソッド定義文のコード片を提示する．コード片の検索クエリにはメソッドのシグネ
チャを与える．条件とは，そのメソッドに対する入出力例のことである．例えば，次のように
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boolean isBiggerSum (int[] first, int[] second) {
int sum1 = 0, sum2 = 0;
for (int i = 0 ; 
}
int int = int , int = int ;
for ( int int = int ;
int sum1 = 0 , sum2 ;
for ( int i ;
= 0
= 0
図 3.1: 記述中のソースコードからのトークン文字列の抽出
int add1(int n)
引数の int型の値に 1足した値を返す add1メソッドの場合，検索のクエリとして
"int add1(int n)"
を記述する．この記述から，返り値の型と引数の型が一致するメソッドをデータベースから検
索する．提示するコード片のメソッド名は，ここで記述したメソッド名に置換する．また，条件
として
"add1(1) == 2"
のように記述する．左辺のメソッド呼び出しの返り値と右辺の値が等しいかをテスト実行して調
べる．この機構では，自由変数やフィールドの値を変更するような処理をするメソッドを探すこ
とができない．自由変数とは，補完されるコードの外側で宣言された変数のことである．つま
り，この機構では，補完されるメソッドの本体の外側で定義された，フィールドを利用すること
ができない．また，検索で取得できるメソッドが多すぎるので，テスト実行に 1分以上かかって
しまう．本機構では，変数の値が変更されるコードも検索できなければならず，テスト実行の時
間も短くなければならない．
Huangらの研究 [15]では，ソースコード中の型の利用状況を利用して，有用なメソッド呼び
出しを検索し，プログラマに提示する．この機構では，記述中のソースコードと似たソースコー
ドを検索する．具体的には，ソースコード中に利用された変数やメソッドの型の数で比較する．
出力されたソースコード中で多く利用されたメソッド呼び出しをプログラマに提示する．この機
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実行前
(事前条件)
プログラムの一部
for (int i = 0; i < 10; i++ ) {
n += ??;
}
n == 3; // (n は int 型) n == 23;
for(int i = 0; i < 10; i++) {
n += 2;
}
⋮
実行後
(事後条件)
図 3.2: JSketchによるプログラム合成の例
構では，プログラムの書き始めのように，利用した型の数が少ない場合は適切な結果が得られに
くいという欠点がある．本機構では，プログラムの書き始めでも望んだコード片を提示できるよ
うにする．
A-SCORE [16]では，型情報を利用しない代わりに，コメントや識別子を構成する単語を利用
して，メソッド定義文のコード片を提示する．メソッド定義文のコード内における，変数名，定
義したメソッド名，使用したメソッドの名前と，コメント中に出現した名詞や動詞を解析し，そ
れをそのメソッドの特徴として扱い，コーパス内から同様の特徴を持つメソッドを提示する．こ
の機構ではプログラムの内容は考慮しないので，記述したいコード片と同様のものがコーパス内
に存在したとしても，適切な識別子を利用しないと提示されないという問題や，適切な識別子を
利用しても，記述したい内容と異なるコード片が出力されるという問題ある．本機構では，動作
の内容をもとにコード片を生成し，さらに適切な識別子を利用した形でプログラマにコード片を
提示する．
3.2 プログラム合成
プログラム合成は，与えられたプログラムの一部に仕様を与えることで，仕様を満たすプログ
ラム片を生成することである．仕様を与えることにより，プログラマの意図に近いコードを生成
することが出来る可能性が高くなる．この技術を利用して，プログラマが望んだプログラムを提
示する研究が行われている．JSketch [10] では，メソッド定義の一部を未定を表す “??” で記述
し，それに対する仕様を入出力例によって与える．図 3.2では， for文中の nに加える値を ??
にし，それに対する仕様を，実行前の状態と実行後の状態を与えることで生成する．図では，実
行前の nは 3，実行後の nは 23という仕様を与えている．この条件により，機構は ?? の値を 2
に決定することができ，仕様を満たすコードを生成する．
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この手法を本機構で利用する場合，実行前の状態と，プログラムの一部，実行後の状態はプロ
グラマが与えることになり，コードの生成までのプログラマの手間が大きい．この手法を本機構
で用いる場合，プログラムの一部にあたる制御構文をプログラマが記述する必要があるが，目的
とする制御構文の多くの部分をプログラマが書かなければならないので，本末転倒である．
Srivastavaらの研究 [17]でも，同様に 3つの記述を与えてプログラムを合成する．仕様を与え
て目的のコード片を生成することは有用ではあるが，本機構で利用するにあたり有用性を出すた
めには，プログラムの一部にあたる制御構文の記述をなくさなければならない．
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4 提案機構
本章では，プログラマが Javaで制御構文を記述するときに，プログラマの望む制御構文を提
示し，挿入するコード補完機構を提案する．本機構で対象とする制御構文は for 文のみとする
が，手法自体は while文など他の制御構文に対しても適用することができる．プログラマの望
んだコード片の見つけ方として，本機構では大きく分けて 2段階の操作を経る．
1. 既存のコード資産から作られた for文データベースから，型を使った検索により補完候補
を探す．
2. プログラマから与えられた事前・事後条件を満たしているかをテスト実行し，補完候補を
絞り込む．
このような操作をするために，本機構は図 4.1に示す設計を採った．コード片の候補をデータ
ベースから検索し，それぞれの候補に対し，プログラマが与えた仕様を満たしているかを調べ
る．最終的に仕様を満たしたコード片のみを補完候補として，プログラマに提示する．
本研究では，集合知を利用してコード片の検索を行う [9]．集合知とは，多くの人による知識や
情報の統計のことである．検索エンジンのサジェストなどは集合知を利用しており，“多くの人
が利用している情報は有益である”ということを活かして検索ワードを提案している．本機構で
も同様に，多くのプログラマが記述したコードは有益であると考え，プログラマの望むコードの
中から多くの人が利用するコードを優先して提案する．これによりプログラマが望んでいるコー
ド片の大まかな候補を見つける．そこからさらにテスト実行を行い，条件を満たす候補に絞り込
むことで，プログラマの望んだ動作をする可能性の高いコード片のみを見つけることができる．
⋮
図 4.1: 本機構でのコード生成方法
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for
for for
for
for
図 4.2: 本機構の動作の流れ
以降では，2.2節で挙げた例を用いて，各動作の流れと各操作について説明する．まず，本機
構の動作例を説明する．次に，データベースの作成についてと，コード片生成までの各動作につ
いて説明する．
4.1 動作例
本システムでの動作の流れを図 4.2 に示す．本機構はクライアント・サーバ方式となってい
る．サーバ側には補完候補の検索システムが置かれており，クライアント側には補完候補をさら
に絞り込んでプログラマに表示するプラグインが置かれる．
まず，プログラマは for と記述した後にコード補完のコマンドを押す．するとポップアップ
ウィンドウが表示されるので，プログラマは for文の事前条件と事後条件を記述する．事前条件
とは，for文の実行前に成り立つべき条件，事後条件とは，事前条件を満たした状態で for文を
実行した後に満たされるべき条件のことである．2.2節の例では，事前条件は「sum1の値が 0」，
「firstの配列の中身は f1, 2, 3, 4g」，事後条件は「sum1の値が 10 (firstの総和)」という
ように，具体例によって記述する.
これらの条件が入力されると，プラグインは事前・事後条件の情報をサーバの検索システムに
送る．検索システムでは，プログラマが与えた条件に出現する変数の型情報のみを利用し，既存
のコード資産をもとに構築された for文データベースからコードを検索する．その結果として，
ブロック内のコードを含む for文全体が複数個得られ，サーバはこれをプラグインに返す．ここ
で返される for文においては，中で使われる変数は抽象化されている．抽象化された変数は，プ
ラグインにおいて，事前条件，事後条件内で使用した適切な変数を用いて具象化される．更に，
候補を絞り込むために，それぞれの for文に対し，事前条件と事後条件を満たすかどうかを，実
際に for文を実行して調べる．最後に，条件を満たしているものだけをプログラマに提示する．
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1 boolean isBiggerSum(int[] first, int[] second){
2 int sum1 = 0, sum2 = 0;
3 for (int i = 0; i < first.length; i++) f
4 sum1 += first[i];
5 g
6 }
図 4.3: 本機構における for文の補完例
提示された候補のひとつがプログラマに選択されると，そのコードが図 4.3の赤字のように挿
入される．図 2.7(b)と比較すると，終了条件式で使用する配列が firstになっており，ブロッ
ク内には firstの総和を sum1に代入する処理が記述されている．
このようにして，プログラマの望んだ機能を実装した制御構文が完成する．
4.2 for文データベースの作成
本機構では，補完候補を検索するためのデータベースがサーバ側で必要である．データベース
の作成作業は，システムを構築する時にサーバで一度だけ行う必要のある処理である．データ
ベース作成処理では，過去に作成されたソフトウェアから， for文の用例を抽出する．
データベースには以下のものが必要となる．
 検索のための， for文に対する特徴データ
 同データの使用頻度
 検索結果として出力する for文
特徴データは， for 文に対する自由変数の型の種類と出現数とする．また，使用頻度が高い
for文ほど優先度の高い補完候補とするために，同データの使用頻度も記録する．したがって，
同データの使用頻度を適切に計測するために，解析する for文の変数名は抽象化しておく．これ
により，検索結果として出力する for文も，変数名を抽象化したものとなっている．
データベースは表 4.1のようなテーブルとなっている．id属性は，各タプルの idを表す属性
であり，値は 1から順番にタプルごとに割り当てられる．使用回数属性は，解析中に現れた同内
容のタプルの数を表す属性である．値が大きいタプルほど，より多くのソースコードで使用され
ているということである．自由変数属性は，for文中で出現する自由変数のそれぞれの型の出現
数を表している．テンプレート属性は， for 文のデータを表す属性である．本研究では，この
データをテンプレート値と呼ぶ．テンプレート値には抽象化された for 文のソースコードだけ
でなく，抽象化された変数の情報や， for文内で利用した，インポートが必要なクラスの完全限
定名といった情報も含まれている．表中では，idの値が 2のデータと 4のデータは自由変数属性
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表 4.1: for文データベースの中身
id 使用回数 自由変数 テンプレート
int[] int String . . .
1 10 0 1 0 . . . for(int $1 = 0; $1 < 10; ...
2 20 1 1 0 . . . for(int $1 = 0; $1 < $2.length; ...
3 8 1 0 1 . . . for(int $1 = 15; $1 > $2.length(); ...
4 12 1 1 0 . . . for(int $1 = 0; $1 < $2.length; ...
:::
:::
:::
:::
:::
:::
:::
の各値は等しいが，テンプレート値の "..." 以降の情報が異なるため，別のデータとして扱わ
れている．変数やクラスの完全限定名も含めたのは，変数の具象化やテストコードの記述の際に
利用するためである．テンプレート値はデータベース内では文字列型で保持され，ソースコード
中の型情報を失ってしまうので，検索後に型情報を利用するためには，文字列中に記載しておく
必要がある．
例として図 4.4の 2つの for文を抽象化する．図 4.4(a)では for文中に出現する変数は iと
nであり，どちらも int型である．自由変数は nのみなので，“この for文中で int型の自由変
数が 1回出現した”ということを記録する．また，iを$1に，nを$2に抽象化する．このデータ
をデータベースに格納すると，表 4.1の idの値が 1のタプルになる．
同様に，図 4.4(b)では for文中に出現する変数は iと arrayと nであり，iと nは int型，
arrayは int[]型の変数である．自由変数は arrayと nなので，“この for文中で int[]型の
自由変数が 1回，int型の自由変数が 1回出現した”ということを記録する．また，iを$1に，
arrayを$2に，nを$3に抽象化する．このデータをデータベースに格納すると，表 4.1の idの
値が 2のタプルになる．
1 for (int i = 0; i < 10; i++) {
2 n += i;
3 }
(a)
1 for (int i = 0; i < array.length; i++) {
2 n += array[i];
3 }
(b)
図 4.4: 抽出する for文の例
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4.3 事前条件，事後条件の入力
本機構ではプログラマが “for”と入力した際，図 4.5(a)のようなポップアップが表示される．
事前条件欄，事後条件欄はそれぞれ事前条件を記述する欄，事後条件を表す欄である．事後条件
欄にはさらに値を記述する欄と，比較演算子を記述する欄がある．
プログラマはこのポップアップに for 文を実行したときの状態の変化を記述する．first
の総和を求める場合は図 4.5(a) のように記述する．図 4.5(a) では， “for 文の実行前では配列
first の中身が順に 1，2，3，4 で，sum1 の値が 0 となり， for 文の実行後では，sum1 の値
は 10と等しくなる”ということを表している．ここで記述する条件とは，ソースコード中に静
的に記述された条件ではなく，あくまでテストのための条件である．従って，ソースコード中の
firstや sum1の値が必ずしも事前条件欄で記述した状態と一致しなくてもよい．firstには事
後条件に何も記述されていないが，これは first に関する事後条件が無いことを示している．
また，事前条件にも事後条件にも記述がない secondは，補完候補の生成において利用されない
ことを表している．
また，条件追加のボタンを押すと，図 4.5(b) のように右側に事前条件欄，事後条件欄がもう
(a)事前・事後条件の入力例
(b)条件を追加した様子
図 4.5: 事前・事後条件の入力欄
17
一つ現れ，複数の条件を記述することが可能となる．図 4.5(b)の場合，“firstの中身が 1,2,3,4
で，sum1の値が 0の場合は，実行後に sum1の値が 10と等しくなり，firstの中身が 5,6,7で，
sum1の値が 5の場合は，実行後に sum1の値が 23と等しくなる”ということを表している．
プログラマによる入力が完了したら，サーバにデータを送り検索を行う．
4.4 検索
検索は，テーブル内の自由変数属性をもとに行う．プログラマから与えられた事前・事後条件
内で記述された変数の型をもとに検索する．これは， for文の前後で状態が変化する変数，すな
わち事前・事後条件で記述された変数は， for文内で利用されるはずであるからである．たとえ
ば，図 4.5(a)の条件の下で図 4.3の赤字で示された for文を補完したい場合，そのコード片を見
ると， int[]型の変数 firstが式の右辺で利用されており， int型の変数 sum1が代入式の左
辺で参照されている．このように，事前・事後条件が設けられた変数は，ブロック内の処理で利
用されると考えられるので，事前・事後条件内の変数と， for文内の自由変数を比較するような
検索方法は妥当である．
図 4.5(a) の場合， int[] 型の変数が一つ (first) と int 型の変数が一つ (sum1) 記述されて
いるという情報を利用する．入力のない型 (表 4.1での String型など )に関しては，出現数を
0とする．したがって，“int[]型の変数の出現数 1回，int型の変数の出現数 1回，その他の
型の出現数全て 0回”として検索する．その結果，表 4.1からは，自由変数属性の値が検索クエ
リと全て一致している，idの値が 2の for文 (図 4.6(a))と 4の for文 (図 4.6(b))が，候補とし
て返される．
1 for (int $1 = 0; $1 < $2.length; $1++) {
2 $3 += $2[$1];
3 }
(a) idの値が 2の for文
1 for (int $1 = 0; $1 < $2.length; $1++) {
2 $3 -= $1;
3 }
(b) idの値が 4の for文
図 4.6: 図 4.5(a)の記述から検索を行った結果出力された for文
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4.5 抽象変数の具象化
検索の結果として得られた for文には，抽象化された変数名が利用されているので，実際に利
用するには，プログラムに合わせて抽象変数を実際の変数で具象化しなければならない．具象化
する際に，その変数が for文に対して自由変数かどうかによって，具象化の方法を変える必要が
ある．
図 4.6(a)の $2や $3のように，変数宣言も無くいきなり利用されている変数は，自由変数で
ある．これらに対しては，プログラム内で既に宣言されている変数で置換しなければならない．
一方で，$1のように for文内で変数宣言された変数は，非自由変数である．このような非自由
変数には，スコープ内で利用されていない新たな変数名を与えればよい．
本機構では，自由変数は現在のスコープ内の変数で置換し，非自由変数には別の名前を付ける
ようにする．また，自由変数を具象化する際に，プログラマがあらかじめ記述した事前条件，事
後条件内で利用されている変数を利用する．これにより，プログラマが for 文内で利用する変
数を指定することができる．例では，idの値が 2の for文と 4の for文に対し，抽象化された
int[]型の変数と int型の変数をそれぞれ firstと sum1で置換する．同じ型の変数が複数存
在する場合は，それぞれの抽象変数の具象化の方法が複数存在する．その場合は具象化の組み合
わせの数だけ補完候補を生成する．
4.6 テストの実行
4.5節で得られたそれぞれの補完候補に対して，事前条件を与えたうえで事後条件を満たして
いるかを，テストコードを記述し，実行することで調べる．この動作はプラグイン側で行う．そ
のために，Javaプログラムの単体テストを行うためのフレームワークである JUnit [11]を利用す
る．JUnitは一度に複数のテストを行う際，一部のテストでエラーが起こってしまっても実行を
中断せずに全てのテストを行うことができる．
テストコードには，各テスト内容をメソッド単位で記述する．テストメソッドの作り方は次の
とおりである．まず，プラグインは事前条件で与えられた入力を満たす式を挿入し，その後候補
となる for文を記述する．最後に，
boolean assertTrue(boolean b)
メソッドを用いて事後条件を記述する．assertTrueメソッドは JUnitのライブラリで提供され
ており，引数の b が true であれば true を返し，false であれば false を返すメソッドであ
る．テストメソッドの処理を終えたときに，assertTrueメソッドの返り値を見て，trueであ
ればそのテストメソッドは成功したと JUnitは判断する．また，assertTrueメソッドは一つの
テストメソッド内で複数回実行することができる．その場合は，全ての assertTrue メソッド
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で trueが返った時に，テストメソッドの成功と判断する．本機構では事後条件を引数としてこ
のメソッドに与える．また，テストメソッドにはタイムアウト時間を設定することができ，無限
ループが発生しても，タイムアウト時間でそのメソッドの実行を強制的に終了することができ
る．本機構では，タイムアウトで終了したテストメソッドは，事前・事後条件を満たさないもの
として扱う．
最終的に， JUnitテストにより条件を満たしていると判断されたものだけを，プログラマに提
示する．候補が複数存在した場合には，データベースにおける使用回数属性の値が大きい方か
ら提示する．これらにより，適切な変数を使い，プログラマの望んだ動作をする可能性の高い
for文を補完することができる．例では，表 4.1から検索した結果として idが 2の for文と 4
の for文が返ってきたが，このうち idが 2の方は配列の要素を変数に加えており，sum1の値は
10になるので事後条件を満たしている．一方で idが 4の方は，ループカウンタ変数で引いてお
り，sum1の値は -10になるので事後条件を満たさない．従って，idが 2の for文のみが候補と
して提示される．
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5 実装
本章は，本システムの実装について説明する．まず，サーバ側のデータベースと検索エンジン
について説明し，次に， Eclipseプラグインについて説明する．
5.1 サーバ側の実装
5.1.1 for文データベースの構造
for文データベースの構造は表 4.1の通りである．id属性，使用回数属性，自由変数属性は int
型の値で表現する．テンプレート値は，for文の具象化やテストメソッドの記述の際に利用され
るので，抽象化された for文と，各抽象変数の情報，インポートクラスの情報を合わせた文字列
とした．BNF記法で記述すると図 5.1のような文法となっている．なお，[]は 0回か 1回の記
述，fgは 0回以上の繰り返しを表す．
テンプレート値は変数名を抽象化した for文ソースコードと，抽象変数情報，インポート情報
の 3つを足し合わせた文字列となっている．各情報は，“＾”文字で区切られている．
抽象変数情報は，抽象変数名，その変数の型，自由変数かどうかの記述の 3つからなる文字列
となっており，各情報は “:”文字で区切られている．また，抽象変数情報同士は “,”文字で区切
られている．自由変数ならば freeと，非自由変数ならば unfreeという記述となる．
インポート情報は， for 文内で使用したクラスの完全限定名を列挙する．ただし，
<テンプレート値 >
::=
<抽象 for文ソースコード > “＾” [<抽象変数情報 >] “＾” [<インポート情報 >]
<抽象変数情報 >
::=
<抽象変数名 > “:” <クラス名 > “:” ( “free” j “unfree” )
f “,” <抽象変数名 > “:” <クラス名 > “:” ( “free” j “unfree” ) g
<インポート情報 >
::=
<クラスの完全限定名 > f “,” <クラスの完全限定名 > g
図 5.1: テンプレート値の文法
21
<for statement>
::=
“for” “(” ( f <variable declaration> g j ( f <expression> g “;” ) j “;” )
[ <expression> ] “;”
f <expression> g
“)” <statement>
図 5.2: for文の文法
java.lang.String クラスや java.lang.Process クラスのような java.lang パッケージ内
のクラスはインポートをする必要がないので，それらのクラスについては記述しないように
した．
5.1.2 for文の構造
まず，データベースを作成するために，既存のソースコードから for文の情報を抜き出した．
対象となるソースコードとして，GitHubの中の評価の高いプロジェクトの Javaコードを使用し
た． for文の抽出方法には，Java development toolsライブラリ (以下，JDT) [12]を利用した．
JDTは，Eclipseで Java開発を行うためのプラグインである． Eclipseは JDTから開発されて
いるので， JDTを利用することで　 Eclipseワークスペース上で扱っている Javaソースファイ
ル等にアクセスすることができる．また，ソースコードの保持方法も， JDTで定義されている．
JDTでは， Javaのソースコードを抽象構文木 (Abstract Syntax Tree，以下 AST )という中間表
現にして保持する．この ASTをたどることによって，必要なソースコードの情報を得ることが
できる．JDT では，Java の各要素を，org.eclipse.jdt.core.dom パッケージ内の ASTNode
という型を継承したクラスのインスタンスで表している．この ASTNodeが階層的に組み合わさ
れた AST として，ソースコードが表現される．従って，Java コードの ASTNode を調べること
で，for文中のコードを解析することができる．
まず， for文は bnf記法で記述すると以下の文法となっている [13]．
variable declarationは変数宣言式を， expressionは式を， statementは文を表している．初期
化式は式のカンマ区切りか空 (“;”)のどちらかである．その次の [ expression ]は継続条件式を，
最後の f expression gは更新式を表す． for文のループ中の処理は文として表現されている．
これを，for文の ASTを表す ForStatementクラスで表現すると図 5.3のようになる．
ForStatementクラスは，初期化式，継続条件式，更新式を Expressionクラスでそれぞれ表
現する．初期化式，更新式は 0個以上の式が存在しうるので，List<Expression>インスタンス
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"for (" f <Expression> g ";" [ <Expression> ] ";" f <Expression> g ")"
Statement
図 5.3: ForStatementクラスの表現
をフィールドに持つ形で情報を保持している．一方で，継続条件式は 0 個，または 1 個の式し
か存在しないので，Expressionインスタンスをフィールドに持つ形で情報を保持している．ま
た，ブロックの中身は Statementで表現され，Statementインスタンスをフィールドに持つ形
で情報を保持している．従って， for文の内部で利用される変数を抽出するためには，これらの
フィールドを解析する必要がある．org.eclipse.jdt.core.domパッケージは，解析するサブ
クラスのみに限定した場合，図 5.4のようなクラス階層となっている．
Expressionクラスとそのサブクラスは以下のとおりである．
・Expressionクラス
式を表す抽象クラスである．int getNodeType()メソッドを行うと，その式の具体的な
形を表す具象クラスを，int 型の値で表現して返す．これにより，式がどのような形に
なっているかが分かる．
・Assignmentmtクラス
a = bのような，代入式を表す．式全体は
<Expression> <AssignmentOperator> <Expression>
で表され，右辺，左辺の項を表す Expression フィールドと，代入演算子を表す
AssignmentOperatorフィールドを保持している．
・CastExpressionクラス
(int)dのような，キャスト式を表す．式全体は
"(" <Type> ")" <Expression>
で表され，キャスト対象のオブジェクトを表す Expressionフィールドと，キャストする
型を表す Typeフィールドを保持している．
・ClassInstanceCreationクラス
new ArrayList<String()>のような，インスタンス生成式を表す．式全体は
"new" <Type> [ "<" <Type> f"," <Type> g ">" ]
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ASTNode
Expression
Assignment
CastExpression
ClassInstanceCreation
FieldAccess
InfixExpression
MethodInvocation
PostfixExpression
PrefixExpression
ParenthesizedExpression
Name
QualifiedName
SimpleName
Statement
Block
ExpressionStatement
ForStatement
IfStatement
VariableDeclarationStatement
VariableDeclaration
VariableDeclarationFragment
図 5.4: org.eclipse.jdt.core.domパッケージのクラス階層の一部
"(" [<Expression> f "," Expression g ] ")"
で表され，インスタンスのクラス名を表す Typeフィールドと，型変数を表す Typeフィー
ルド，コンストラクタの引数を表す Expressionフィールドを保持している．
・FieldAccessクラス
a.fのような，フィールドアクセスを表す．式全体は，
<Expression> "." <SimpleName>
で表され，フィールドの呼び出し側の項を表す Expressionフィールドと，呼び出し先の
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項を表す SimpleNameフィールドを保持している．
・InfixExpressionクラス
1+2+3のような，中置記法で記述された式を表す．式全体は，
<Expression> <InfixOperator> <Expression> f InfixOperator Expression g
で表され，右辺，左辺の項を表す Expressionフィールドと，演算子を表す InfixOperator
フィールドを保持している．
・MethodInvocationクラス
a.m()のような，メソッド呼び出しを表す．式全体は，
[ <Expression> "." ] <Expression> "(" [ <Expression> f ","
<Expression> g ] ")"
で表され，メソッドの呼び出すオブジェクトを表す Expressionフィールドと，メソッド
名を表す Expression フィールド，メソッドの各引数を表す Expression フィールドを
保持している．
・ParenthesizedExpressionクラス
((Double)d).hashCode() のうちの ((Double)d) のように，キャストを括弧でくくっ
た式を表す．式全体は
"(" <Expression> ")"
で表され，キャスト対象のオブジェクトを表す Expressionフィールドを保持している．
・PrefixExpressionクラス
++iのような，前置記法で記述された式を表す．式全体は，
<PrefixOperator> <Expression>
で表され，演算子を表す PrefixOperatorフィールドと，オペランドを表す Expression
フィールドを保持している．
・PostfixExpressionクラス
i++のような，後置記法で記述された式を表す．式全体は，
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<Expression> <PostfixOperator>
で表され，オペランドを表す Expressionフィールドと，演算子を表す PostfixOperator
フィールドを保持している．
・QualifiedNameクラス
完全限定名，またはフィールドアクセスを表す．式全体は，
<Name> "." <SimpleName>
で表され，ドットの右側項を表す SimpleNameフィールドと，それの呼び出し側の項を表
す Name フィールドを保持している．Name クラスは抽象クラスであり，その具象クラス
は QualifiedNameクラスと SimpleNameクラスである．つまり，呼び出し側はこの 2つ
のクラスのどちらかである.
・SimpleNameクラス
boolean型のリテラル，または nullリテラル以外の識別子を表す．式全体は，
<String>
で表され，識別子を表す Stringフィールドを保持している．
Statementクラスとそのサブクラス，及び VariableDeclarationFragmentクラスは以下の
とおりである．
・Statementクラス
文を表す抽象クラスである．int getNodeType()メソッドを行うと，その文の具体的な
形を表す具象クラスを，int 型の値で表現して返す．これにより，文がどのような形に
なっているかが分かる．
・Blockクラス
ブロックを表す．文全体は
"f" f <Statement> g "g"
で表され，List<Statement>フィールドを持つという形で，複数の Statementオブジェ
クトを保持している．
26
・ExpressionStatementクラス
a = b.m();のような，式文を表す．文全体は
<Expression> ";"
で表され，式文を表す Expressionフィールドを持つ．このクラスにより，文から式への
変換が可能となる．
・ForStatementクラス
for文を表す．文全体は図 5.3のとおりである．
・IfStatementクラス
if文を表す．文全体は，
"if" "(" <Expression> ")" <Statement> [ "else" <Statement>]
で表され，条件式を表す Expression フィールドと，then 部の処理を表す Statement
フィールド，else部の処理を表す Statementフィールドを保持している．else部が存
在しない場合は，対応する Statementフィールドは nullとなる．
・VariableDeclarationStatementクラス
int a = 1, b = 2;のような，初期化文を表す．文全体は，
f <ExtendedModifier> g <Type> <VariableDeclarationFragment> f ","
<VariableDeclarationFragment> g ";"
で表され，キャストを表す ExtendedModifierフィールド，変数の型を表す Typeフィー
ルド，各変数宣言式を表す VariableDeclarationFragmentフィールドを持つ．
・VariableDeclarationFragmentクラス
変数宣言のうちの，変数の代入部分を表す．式全体は，
<SimpleName> f"[]"g "=" <Expression>
で表され，宣言する変数の識別子を表す SimpleName フィールドと，初期値を表す
Expressionフィールドを保持している．
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5.1.3 for文データベースの作成
for文の解析は， for文を構成する各 Expressionフィールドと Statementフィールドを解
析し，変数の識別子を表す SimpleNameオブジェクトを抽出する．抽出された SimpleNameオ
ブジェクトから識別子の型と名前，自由変数かどうかを調べ，各 for文に対する型の出現数を記
録する．また，この時に識別子を “$n” (nは変数の番号)に変更した．また，変数の型が，イン
ポートが必要な変数の型の場合は，その型の完全限定名を記録した．
解析の方法としては，まず Expression フィールドと Statement フィールドに対して int
getNodeType()メソッドを行い，具体的な型を得る．その後，各サブクラスで以下の処理を行
わせた．
Statement クラスの各サブクラスと VariableDeclarationFragment クラスは以下のよう
に解析した．
・Blockクラス
ブロック内の各 Statementを解析する．
・ExpressionStatementクラス
式を表す Expressionフィールドを取り出し，解析する．
・ForStatementクラス
再帰的に解析を行う．
・IfStatementクラス
if文の各要素を表す Statement，及び Expressionを取り出し，解析する．
・VariableDeclarationStatementクラス
各 VariableDeclarationFragmentフィールドを解析する．
・VariableDeclarationFragmentクラス
左辺の SimpleName フィールドを取り出し，変数の抽象化を行う．右辺のフィールドが
nullでないならば，右辺も解析する．
Expressionクラスの各サブクラスとは以下のように解析した．
・Assignmentmt, InfixExpressionクラス
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左辺と右辺の式を表す Expressionフィールドを解析し，SimpleName型のオブジェクト
を取り出す．
・ClassInstanceCreationクラス
Typeフィールドから完全限定名を取り出し，インポートクラスに登録する．また，引数
を表す Expressionフィールドを解析し，SimpleName型のオブジェクトを取り出す．
・FieldAccess, MethodInvocation, QualifiedNameクラス
呼び出し側の式を表す Expressionフィールドを解析し，SimpleName型のオブジェクト
を取り出す．
・CastExpression, ParenthesizedExpressionクラス
キャスト対象の式を表す Expressionフィールドを解析し，SimpleName型のオブジェク
トを取り出す．
・PrefixExpression, PostfixExpressionクラス
オペランドを表す Expressionフィールドを解析し，SimpleName型のオブジェクトを取
り出す．
・SimpleNameクラス
対象となる変数の型と変数名を取り出す．まだデータベースに登録していない変数なら
ば，その型に対する自由変数の値を 1増やす．また，変数名の抽象化を行い，変数の型の
完全限定名をインポートクラスとして記録する．
これらにより，インポートが必要な ArrayList<Integer>クラスを含む for文 (図 5.5(a))か
ら，図 5.5(b)のようなテンプレート値を生成することができる．図 5.5(b)4行目の赤字が，抽象
変数情報であり，5行目の緑字がインポート情報である．
データベースの作成，管理に使用するデータベース管理システムとしては， MySQL を用い
た．MySQLではデータベースの管理を SQLクエリでの命令で行うので，データベースを操作
する際にはクエリの文字列を作成し，それをMySQLに与える．データベースの作成は次のよう
に行った．
 タプルを挿入するテーブルが存在するかを確認する．存在しない場合はテーブルを新規作
成する．
 for 文中に出現した各型のカラムがテーブルに存在するか調べ，存在しない型に対して
は，該当するカラムを追加する．
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1 for (int i = 0; i < list.size(); i++) {
2 n += list.get(i);
3 }
(a) ArrayList<Integer>クラスを含む for文
1 for (int $1 = 0; $1 < $2.size(); $1++) {
2 $3 += $2.get($1);
3 }
4 ＾$1:int:unfree,$2:ArrayList<Integer>:free,$3:int:free
5 ＾java.util.ArrayList<Integer>
(b)抽象 for文ソースコードに抽象変数情報とインポート情報を加えたテンプレート値
図 5.5: テンプレート値の生成
 自由変数値，テンプレート値が同じタプルが存在するかを調べる．存在する場合は該当タ
プルの使用回数値を 1増やす．
 同タプルが存在しない場合は，新規でタプルを挿入し，使用回数値に 1を設定する．
5.1.4 検索エンジン
検索は，以下のように， SELECT文にWHERE句で自由変数属性についての条件を与えたク
エリを実行させた．
“ selectテンプレート属性 from ” <テーブル名 >
“ where ” <クラス名 > “ = ” <出現数 > f “ and ” <クラス名 > “ = ” <出現数 > g
“ order by使用回数属性 desc; ”
“selectテンプレート属性”の記述により，検索結果のクエリの中からテンプレート値のみを返
すようにした．また，自由変数属性の中で，事前・事後条件中に出現した型については，それら
の型の出現数をそれぞれ条件として与えた．出現しない型については，それら型の出現数を 0と
して条件を与えた．更に，“ order by使用回数属性 desc”の記述により，検索結果を使用回数属
性の降順に並び替えるようにした．
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5.2 クライアント側のプラグインの実装
5.2.1 Eclipseプラグインについて
Ecliseは，Javaだけでなく様々な開発ツールのための統合プラットフォームの提供を目的とし
ている．そのため，各種機能を自由に追加できるプラグイン・アーキテクチャを採用している．
また，プラグインは自分自身を別のプラグインで拡張できるようにするために，「拡張ポイント」
を提供している．拡張ポイントはクラスの形で用意され，このクラス継承したサブクラスを作成
することで，拡張をすることができる．コード補完に対する拡張ポイントは
org.eclipse.jdt.ui.javaCompletionProposalComputer
である．このクラスは IjavaCompletionProposalComputerインタフェースを実装しており，
インタフェースが用意しているメソッドの本体を再定義することで，本機構を実装した．メソッ
ドは以下のとおりである．
・List < ICompletionProposal > computeCompletionProposals
(ContentAssistInvocationContext context, IProgressMonitor monitor)メソッド
補完候補のリストを作成して返す．ICompletionProposalクラスは，補完候補 1つを表
すインタフェースである．このメソッドは，コード補完のコマンドが押された時に呼ばれ
るメソッドであり，このメソッドが終了すると補完候補群のポップアップが表示される．
・List < ICompletioninfomation > computeContextInformation
(ContentAssistInvocationContext context, IProgressMonitor monitor)メソッド
補完候補の情報のリストを返す．
・String getErrorMessage()メソッド
補完候補のリストや，コンテキスト情報を得ることができなかった理由を返す．
・void sessionStarted()メソッド
コード補完プラグインが開始した時の動作．
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computeCompletionProposals
メソッドの開始
ポップアップの表示
プログラマによる
事前・事後条件の入力
ポップアップの検索
ボタンは押されたか
補完候補の生成
computeCompletionProposals
メソッドの終了
yes
no
図 5.6: computeCompletionProposals メソッドの動作
・void sessionEnded()メソッド
コード補完プラグインが正常に終了した時の動作．
本研究において必要なメソッドは，実装するメソッドのうち computeCompletionProposals
である．従って，このメソッドに本機構を記述した．動作としては，図 5.6のようになる．補完
候補の生成にはプログラマによって与えられる事前・事後条件が必要になるので，ポップアップ
を表示した後に，すぐさま補完候補の生成に移ることはできない．したがって，検索ボタンが押
されるまではメソッドは停止するようにした．
また，残りの４つのメソッドは nullを返すだけの実装とした．
5.2.2 事前・事後条件の入力欄
プログラマがコード補完のコマンドを押した際，補完対象の文字列が “for” である場合に
のみ，事前・事後条件を入力できるポップアップを出現させる．ポップアップが出現すると，
フォーカスはエディタからポップアップへと移る．
ポップアップ内の操作について，テキストボックス内で Tabキーを押すことで，キャレットを
右隣のテキストエリアに移動させることができる．検索ボタンには Alt + Enterキー，条件追加
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ボタン Alt + cキーがそれぞれショートカットキーとして割り振られており，マウスでクリック
しなくてもそれらのボタンを押すことができる．また，エスケープキーを押すことで，この機構
での補完を中止することができる．これらにより，プログラマはキーボードから手を離さずに事
前・事後条件の入力を行うことができ，キーボード -マウス間の手の移動の負担をなくすことが
できる．更に，提示された補完候補の選択もキー操作のみで行うことができるので，本機構はマ
ウスを一切使わずに利用することができる．
5.2.3 コード片の生成
取り出したテンプレート値を以下のように操作して，変数名を具象化した for文を生成した．
1. テンプレート値を “^”で区切り，文字列を抽象 for文ソースコード，抽象変数情報，イン
ポート情報にそれぞれ分割する．
2. 各抽象変数の型と，それが自由変数かどうかを調べる．
（a）抽象変数情報を “,”で区切り，各抽象変数ごとの情報に分割する．
（b）各抽象変数情報を “:”で区切り，その抽象変数の型と自由変数情報を取り出す．
3. 非自由変数を具象化する．
4. 自由変数に対して，具象化の組み合わせを生成し，各組合せごとに具象 for文ソースコー
ドを生成する．
5.2.4 JUnitテスト
テストでは，事前に用意している JUnitテストプロジェクトの test.Tester.javaにソース
を書き込み，コンパイルと実行をする．テストコードは図 5.7のように記述する．
まず，JUnitを行うための assertTrue(boolean)メソッドと@Testアサーションを利用する
ために，org.junit.Assertクラスと org.junit.Testクラスをインポートする JUnitテスト
はメソッド単位で実行テストをするので，候補となる for文ごとにそれぞれテストメソッドを作
成する．各テストメソッドにはそれぞれ@Testアサーションを記述する．このアサーションは，
対象のメソッドがテスト実行をするメソッドであることを JUnitに知らせるものである．また，
(timeout = 50)でタイムアウト時間 (単位はミリ秒)を設定する．<テスト内容>は，図 4.5(b)
のように，条件が複数存在する場合には，複数回記述する．一回目の<事前条件>では，変数宣言
をするので<クラス名>を記述するが，二回目以降の<事前条件>では，既に宣言した変数の値を再
初期化するので，<クラス名>を記述しない．
図 5.8 は，2.2 節の例において，図 4.5(a) の記述のもとで検索した結果得られた 2 つの抽象
for文 (図 4.6)から生成されたテストコードである．
生成されたテストメソッドは 2つある．これは，検索で得られた for文は 2つで，且つ各変
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<テストコード >
::=
"package test;
import static org.junit.Assert.*;
import org.junit.Test;"
f "import" <クラスの完全限定名> g";"
"public class Testerf"
f "@Test(timeout = 50)
public void testMethod" <番号>"()f" <テスト内容> "g"
g
"g"
<テスト内容 >
::=
f <事前条件> g
<変数を具象化した for 文>
f <事後条件> g
<事前条件 >
::=
[<クラス名>] <変数名> "=" <事前条件欄の値> ";"
<事後条件 >
::=
"assertTrue(<変数名> <事後条件欄の比較演算子> <事後条件欄の値>) ";"
図 5.7: テストコードの文法
数の具象化の方法はそれぞれ一通りなので，生成できる for文が 2 × 1 × 1 = 2つだからであ
る．testMethod0は idが 2の for文に対するテストメソッドであり，testMethod1は idが 4
の for文に対するテストメソッドである．それぞれのメソッドは，まず firstと sum1を宣言
し，事前条件で記述された値 (1,2,3,4と 0)をそれぞれに代入している．次に変数名を具象化し
た for文を記述し，最後に事後条件で記述された条件 ("sum1", "==", "10")を sum1 == 10
という条件式の形で assertTrueメソッドの引数に与えている．
JUnit テストを実行すると，まず testMethod0 メソッドが実行される．このメソッドの場
合は assertTrue メソッドで true が返るので，テストメソッドは成功として扱われる．次
に，testMethod1 メソッドが実行される．このメソッドの場合は assertTrue メソッドで
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1 package test;
2 import static org.junit.Assert.*;
3 import org.junit.Test;
4
5 public class Tester{
6 @Test(timeout=50)
7 public void testMethod0(){
8 int[] first = {1,2,3,4};
9 int sum1 = 0;
10 for (int i = 0; i < first.length; i++) {
11 sum1 += first[i];
12 }
13 assertTrue(sum1 == 10);
14 }
15
16 @Test(timeout=50)
17 public void testMethod1(){
18 int[] first = {1,2,3,4};
19 int sum1 = 0;
20 for (int i = 0; i < first.length; i++) {
21 sum1 -= i;
22 }
23 assertTrue(sum1 == 10);
24 }
25 }
図 5.8: テストコードの例
falseが返るので，テストメソッドは失敗として扱われる．したがって，このテストの結果では
testMethod0のみがテストの成功であることが分かる．プラグインは，testMethod0で利用さ
れた for文を補完候補と判断する．
5.2.5 補完候補の提示
Eclipse のコード補完プラグインでは，図 2.1 のような，実際にプログラマのエディタ
に表示される補完候補群のデータを作成する必要がある． Eclipse では，各補完候補は
ICompletionProposal インタフェースを実装したクラスのインスタンスで表される．この
インタフェースを実装したクラスとして CompletionProposalクラスが存在する．テストが成
功した際，CompletionProposal型のインスタンスを生成し，for文の内容をその中に入れる．
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これにより補完候補が完成する．
また，補完候補を列挙しているリストは List<ICompletionProposal>型となっている．候
補が表示される際は，リストの先頭から表示されるので，使用回数属性が多い順に補完候補をリ
ストに登録した．
プログラマが候補を選択すると，ブロックの中まで記述された for文が挿入され，キャレット
は for文の次の行に移動するようにした．
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6 評価
本章では，本機構の性能評価について述べる．性能として，本機構の補完精度の高さとコー
ディング時間の 2点を評価した．プログラマの望んだ for文が補完出来るかを調べることで精
度を確認し，既存の記述方法と比べて素早くコーディングが出来るかを調べることで，コーディ
ング時間の短縮を確認した．また，本機構での補完候補の生成時間を測り，コーディング時間に
影響するかも調べた．本機構では，比較のために自由変数属性のカラム数が異なる 4つのデータ
ベースを作成した．それぞれのデータベースを表 6.1に示す．
for 文の基礎学習のためのサンプルコードとは， java 学習用の基本的なプログラムを説明し
ている webサイトに載っているサンプルコードのことである．ソースコードを収集するために，
20 以上の web サイトを利用した．サンプルコードは，説明のために単純な処理をすることが
多く，単純な処理をする for 文を求める場合には，補完候補が提示されやすいと考えられる．
これらのコードを解析し，ソースコード内で利用された 419個の for文をもとに，最もサイズ
の小さいデータベース (以下，Sampleデータベース)を作成した．JDK1.8の標準ライブラリか
らは 8406 個の for 文をもとにデータベース (以下，JDK1.8 データベース) を作成した．また，
GitHubから評価の高いソースコードをダウンロードし，そこからサイズの異なる 2つのデータ
ベースを作成した．評価の高いソースコードとは，具体的には starが 50以上のリポジトリにに
あるソースコードのことである．サイズの小さいデータベース (以下，GitHubSmallデータベー
ス)は，14992個の for文から作成し，サイズの大きいデータベース (以下，GitHubBigデータ
ベース)は，42082個の for文から作成した．
6.1 精度
本機構で提示された候補が，本当に実際に利用されているかを調べた．方法としては，既存の
Javaコードの for文を利用している場所で，本機構による for文の補完を行い，その時に，実際
表 6.1: 作成した for文データベースと，解析した for文の数
解析したソースコード 収集した for文 for文の種類
for文の基礎学習のためのサンプルコード (Sample) 419 269
JDK1.8に付属の標準ライブラリのソースコード (JDK1.8) 8406 6394
GitHubでの評価の高いソースコード (GitHubSmall) 14992 11554
GitHubでの評価の高いソースコード (GitHubBig) 42082 22285
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表 6.2: 適切な補完候補の順位の割合 (%)
データベース 1位～ 3位 4位以下 該当なし
Sample 21.0 6.8 72.2
JDK1.8 29.6 11.6 58.8
GitHubSmall 30.1 17.1 52.8
GitHubBig 33.1 23.7 43.2
に記述されたコードと同等なコードが候補に現れるか，また，現れたときの表示順位を調べた．
ただし，実験の対象となる Javaコードは，15個の webサイト上から取得したもので， Sample
データベース作成時に利用していないものである．同等なコードとは，記述方法が多少異なって
いても処理内容が等しいコードのことである．例えば，プログラム内の for 文中に含まれてい
なかった System.out.printfメソッドが，提示されたコード中に含まれていた場合，実行に影
響のないコードの違いなので，同等のコードとして扱った．また，ブロック内で標準出力が記述
されているだけであったり，return文が記述されているような，本機構で生成できない for文
は，実験の対象としなかった．この実験では，評価対象となる 339個の for文を利用したソー
スコード集から調べた．補完候補の表示順位については，1位～ 3位の間で表示された候補を高
評価とした．実験結果を表 6.2に示す．
表より，データベースが大きくなるほど，1 位 ～ 3 位の間に提示された適切な補完候補の
割合が高くなっていることが確認できた．更に，適切な補完候補を提示できなかった割合が
低くなっていることも確認できた．GitHubBig データベースを利用した場合では，提示でき
た割合が 50% を超えていた．JDK1.8 データベースと GitHubSmall データベースを比べると，
GitHubSmall データベースは，1 位 ～ 3 位までに提示できた割合が， JDK1.8 データベースの
割合とほとんど変わっていないにもかかわらず，4位以下で提示できた割合は高くなっている．
GitHubSmall データベースでは，自由変数の型による検索でとても多くの抽象 for 文を得るこ
とがあり，それにより最終的な補完候補の数が増えたため，4位以下の割合が増えてしまったと
言える．
表示される候補を増やす方法は 2つある．一つはデータベースのサイズを大きくすること，も
う一つは本機構の動作そのものを改善することである．後者については，例えば，本機構では
for文を抽象化する際，リテラルはそのまま保存していた．これにより，リテラル以外はプログ
ラマの望んだコード片であっても，リテラルの内容により事前・事後条件を満たさなくなること
が起きる．しかし，リテラルを抽象化し，事前・事後条件を満たすような値を探すようにすれば，
プログラマの望んだコードを提示することができる．
また，表示順位については，適切な候補の表示順位が低いのは良くない．なぜなら，ユーザは
基本的に 1位から順番に候補のコード内容を確認するはずで，順位が低いほど確認するコードの
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量が多くなり，ユーザの負担が増えてしまうからである．従って，より高い順位に適切な候補が
表示されるような改善が必要である．
6.2 補完候補の生成時間の変化
本機構における補完候補の生成時間が，条件によってどれほど変化するかを調べた．まず，補
完候補を生成するまでの動作を，役割ごとに分けると次のようになる．
 MySQLを用いた検索時間
 変数名を具象化し，テストメソッドを記述する時間
 テストメソッドをコンパイルする時間
 JUnitによるテスト時間
このうち，テストメソッドの記述，コンパイル，テスト時間は，テストメソッドの数が多いほ
ど実行時間が長くなると考えられる．一方，MySQL による検索時間は，データベースの大き
さによる実行時間の変化を調べる必要がある．従って，テストメソッドの数とデータベースの
大きさを変化させたときのそれぞれの時間を計測した．測定環境は，CPUが Intel(R) Core(TM)
i5-6500 (3.20GHz)，メモリ 8GB， OSは 64ビットWindows10 Professionalである．
まず，テストメソッドの数による実行時間の変化を調べた．テストメソッドが 1 個，10 個，
50個，100個，500個の場合におけるテストメソッドの記述，コンパイル，テスト時間をそれぞ
れ 100回測定し，平均値を求めた．この実験ではMySQLによる検索を行わず，あらかじめ用意
したテストメソッドを利用した．用意したテストメソッドは，図 4.6(a)のコードから作成したメ
ソッド 1つであり，テストメソッドを複数個にして実験する場合は，同じテストメソッドをその
回数分だけ処理するようにした．実験結果を表 6.3に示す．
表より，テストメソッドの増加によりある程度の実行時間の増加が確認された．テストメソッ
ドの個数が 500個程になると実行時間は倍になるが，精度の実験で調べた中では，テストメソッ
ドの最大数は 267個であったので，実際の動作は最大でも 1000ミリ秒程度である．各動作ごと
に見ると，テストメソッドの記述時間は他の動作と比べて増加率が一番大きい．しかし動作時間
表 6.3: テストメソッドの個数による各動作の実行時間 (ms)の比較
処理内容 1個 10個 50個 100個 500個
変数名の具象化とテストメソッドの記述 3 4 11 23 104
テストコードのコンパイル 454 465 523 592 813
テストの実行 155 158 174 203 304
合計 612 627 709 819 1222
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表 6.4: for文データベースのサイズによる検索時間 (ms)の比較
データベース クエリ生成 検索
Sample 0.053 2
JDK1.8 0.193 173
GitHubSmall 0.318 348
GitHubBig 0.430 632
自体が短いため，テストメソッドの個数が増え過ぎなければ処理時間の増加に大きな影響を与え
ない．コンパイル時間は合計時間の 8割弱を占めており，テストメソッドが 1個の場合でも 454
ミリ秒がかかってしまう．しかし，処理時間の増加率は小さいので，テストメソッドの個数が増
えることで処理時間が増大することはない．テスト時間は，テストメソッドが 1個の場合で 155
ミリ秒であった．これもコンパイル時間と同様に，処理時間の増加率は小さいことが分かった．
次に，データベースのサイズによる検索時間の変化を調べた．サイズの異なる 3 つのデータ
ベースにおける検索時間を，それぞれ 100回測定して平均値を求めた．検索クエリは，“int型
の変数が 2回，int[]型の変数が 1回，その他の型の変数は 0回出現”という内容のクエリにし
た．実験結果を表 6.4に示す．
表より，自由変数属性の数に対し，クエリ生成時間，検索時間ともに一次関数的に増加してい
ることが分かった．クエリ生成は 1 ミリ秒以下で実行できたので，データベースのサイズが大
きくなっても実行時間に大きな影響を及ぼさないと考えられる．しかし，検索時間は GitHubBig
データベースにおいては 632 ミリ秒かかっており，データベースのサイズに大きく影響して
いる．
2つの実験より，補完候補の生成時間は 650～ 1600ミリ秒ほどかかることが分かった．また，
データベースのサイズ，テストメソッドの数にそれぞれ影響されることが分かった．
6.3 既存の記述方法との比較
次に，制御構文の記述に対して，本機構を使用した場合と，既存の記述方法を利用した場合と
で，タイピング回数とコーディング時間を比較した．本機構を使用した場合については，候補が
提示された場合と，提示されなかった場合の記述時間をそれぞれ測定した．また，既存の記述方
法は 2つあり，一つは制御構文に対する Eclipseの既存の補完機構を用いる方法，もう一つは制
御構文の補完を用いず，手入力で記述する方法である．被験者は，それぞれの記述方法に慣れて
いる著者一人で行った．
ブロック内のコード量が多い場合は，本手法の方が記述が容易になることが予想されるが，
コード量が極めて少ない場合は，逆に本手法を用いずに記述したほうが容易な場合も考えられ
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1 for (int i = 0; i < array.length; i++) {
2 sum += array[i];
3 }
(a)ブロック内の処理が少ない for文
1 for (int i = 0; i < array.length; i++) {
2 if (array[i]){
3 n++;
4 } else {
5 m++;
6 }
7 }
(b)ブロック内に if文を含む for文
1 for (int i = 0; i < array.length; i++) {
2 for (int j = 0; j < array[i].length; j++) {
3 sum += array[i][j];
4 }
5 }
(c)二次元配列を利用した for文
1 for (int i = 0; i < textAreaList.size(); i++) {
2 JTextArea textArea = textAreaList.get(i);
3 String string = textArea.getText();
4 string = string.replaceAll("，", "、");
5 string = string.replaceAll("．", "。");
6 textArea.setText(string);
7 }
(d)様々なオブジェクトを利用した for文
図 6.1: テストコード
る．したがって，比較方法として，いくつかの for文を記述する際のタイピング回数と記述時間
を比べた．対象となる for文は図 6.1の 4つのコードとした．
図 6.1(a)は配列の総和を求めるプログラムで，ブロック内は代入式一つのみの単純なコード片
である．図 6.1(b)は boolean型の配列から，trueの要素の数と falseの要素の数を数えるプ
ログラムである．ブロック内には if文があり，(a)よりも長いコードとなっている．図 6.1(c)は
二次元配列の総和を求めるプログラムで，ブロック内に更に for文が記述されたものである．図
6.1(d)は，各テキストエリア (JTextArea)の入力文字列に対し，“，”と “．”をそれぞれ “、”と
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“。”に置換するプログラムである．ブロック内に制御構文はなく，4つのコード中では一番記述
量の多い for文である．
記述方法として，補完を行わない場合は， Eclipseのコード補完機構を自動起動しないよう設
定した上で，コードを全て手で入力した．ただし，コード中のインデントは Eclipseの機能で自
動でつけられるので，インデントを入れるために空白文字を入力することはしなかった．既存の
補完機構を利用する場合は，制御構文と識別子の補完を行ってコードを記述した．本機構を利用
した場合は，"for"の記述の後に本機構を用いた補完を一度行うことでコードを記述した．この
とき，適切な候補が提示できる場合はそのまま候補を選択することで入力を終えられたが，提示
できない場合は，既存の補完機構を利用した場合と同等の記述をした．
また，本機構を利用するにおいて 2つのデータベースを作成した．共に Sampleデータベース
から作られたもので，一つは図 6.1の全ての for文が含まれており，もう一つは逆にすべて含ま
れていないものである．適切な候補が提示できる場合を測定するときは前者のデータベースを利
用し，提示できない場合を測定するときは後者のデータベースを利用した．
まず，タイピング回数を調べた結果，表 6.5(a) のようになった．補完を行わなかった場合の
タイピング回数を見て分かる通り，コード番号が大きいコードほど文字数は多くなっている．
既存の補完機構を用いた場合，コード 2 では図 2.2(c) と図 2.5(b) の補完を行った．ただし，
condition には式が入っていなかったので，補完後に array[i] の記述をする必要が生じた．
また，コード 3では図 2.2(c)の補完を 2度行った．しかし，2回目の for文の補完の時は，継続
条件式で利用される変数が適切でなかったので，変数名を変更しなければならなかった．コード
表 6.5: 各記述方法ごとのコーディング時間 (s)の比較
(a)タイピング回数 (key)の比較
記述方法 コード 1 コード 2 コード 3 コード 4
補完なし 67 94 135 299
既存の補完機構 28 40 49 158
本機構で提示できた場合 24 46 33 37
本機構で提示できなかった場合 44 82 74 208
(b)コーディング時間 (s)の比較
記述方法 コード 1 コード 2 コード 3 コード 4
補完なし 23.6 36.1 48.1 97.1
既存の補完機構 12.4 22.1 22.9 74.3
本機構で提示できた場合 13.8 20.4 18.8 28.1
本機構で提示できなかった場合 26.7 39.2 38.8 114.2
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4では最初に for文の補完を行う際，適切なコード片が存在しなかったため，図 2.2(c)の補完を
した後に，array を textAreaListに，.lengthを.size()に変更する手間が生じた．それ以
降は識別子を補完した．その結果，補完なしの場合と比べてタイピング回数は約半数になった．
本機構で提示できた場合では，“for”の記述と条件の記述を行うのみで実装できるので，条件
を容易に記述できれば，タイピング回数は文字数によらないことが分かった．しかし，既存の補
完機構でも大きくタイピング量を減らせたコード 1～ 3では，既存の補完機構と同等のタイピン
グ回数となってしまった．ただし，コード 4では本機構の方がタイピング回数が大幅に少なくな
り，コード 1～ 3と同等のタイピング回数で記述をすることができた．
これらの結果より，本機構を用いた場合と，既存の補完機構を利用した場合でのタイピング回
数 N は以下の式で成り立つことが分かった．
N ::= N f or + Nconditon + Nselect + Nblock + Nvalue
N f or は，“for”を記述する時のタイピング回数である．これはどの記述方法でも共通して 3で
ある．Nconditon は，事前，事後条件を記述し，検索を行う際のタイピング回数である．既存の記
述方法の場合は，この値は 0となる．Nselect は，提示された候補欄の中から使用するコード片を
選択する際のタイピング回数である．このタイピングはどの記述方法でも共通して存在し，記述
方法による値の差異は小さい．Nblock は，既存の補完機構で補完した後に，ブロック内を記述す
る際のタイピング回数である．本機構で提示できた場合は，この値は 0となる．Nvalue は，既存
の補完機構で補完した後に，自動記述された変数を訂正する際のタイピング回数である．本機構
で提示できた場合は，この値も 0となる．
したがって，タイピング回数が 0のものを省略すると，既存の補完機構を用いた場合のタイピ
ング回数 Nexist と，本機構を用いてうまく提示できた場合のタイピング回数 Nsuccess と，本機構
を用いてうまく提示できなかった場合のタイピング回数 N f ailure は以下の式で表される．
Nexist ::= 3 + Nselect + Nblock + Nvalue
Nsuccess ::= 3 + Nconditon + Nselect
N f ailure ::= 3 + Nconditon + Nselect + Nblock + Nvalue
ブロック内の記述が少ない場合は，
Nblock + Nvalue ; Nconditon
となるので，本機構でうまく提示できた場合と既存の補完機構を用いた場合とでタイピング数は
ほぼ同じ結果になったと言える．しかし，ブロック内の記述が多い場合は，
Nblock + Nvalue > Nconditon
となるので，本機構でうまく提示できた場合が一番タイピング数が少なったと言える．本機構で
うまく提示できなかった場合は，タイピングにおいて全ての要素が含まれるので，どの場合にお
いても最もタイピング数が多くなったと言える．
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次に，コーディング時間を測定した．各記述方法で 4回ずつ記述し，それぞれの平均時間を出
した．その結果，表 6.5(b)のようになった．
コーディング時間は基本的にタイピング回数に依存する．したがって，タイピング回数が多い
ほどコーディング時間は長くなる．タイピング回数の同等のコード 1 ～ 3 では既存の補完機構
とほぼ同じコーディング時間となった．一方，コード 4では，既存の補完機構よりも半分以下の
時間でコーディングを終えることができた．
6.4 評価のまとめ
本章では，本機構での補完の精度，補完候補の生成速度の変化と，コーディング時間について，
実験を通じて得られた知見について述べた．
精度では，データベースが大きくなるほど結果は良くなり，最も大きいデータベースを利用し
た際は，補完候補を提示できた場合が 50% を超えた．割合をより大きくするためには，事前・
事後条件の与え方や，テストコードの記述方法， for文の抽象化の方法を改善し，候補の数を増
やす必要がある．また，データベースが大きくなった際に，4位以下に適切なコード片が提示さ
れることが多くなってしまい，プログラマには，適切な候補を見つけるまで複数のコード内容を
確認する負担が生じた．このため，補完候補の提示順についても改善が必要であった．
補完候補の生成速度の変化には，データベースサイズの増加と，テストメソッド数の増加は共
に影響を与えていた．しかし， GitHubBigデータベースを利用しても最大で 2秒弱の時間で補
完候補を生成できるので，コーディング時間にはあまり影響はないと言える．
コーディング時間は，ブロック内のコードが少ない場合は，既存の補完機構を用いた場合とほ
ぼ同じタイピング回数，コーディング時間となった．また，ブロック内のコードが多くなると，
本機構の方が大幅に早くコーディングできた．しかし，目的のコード片が提示されなかった場合
は，既存の補完機構よりもコーディング時間のが長くなってしまった．この面から見ても，提示
できる割合はもっと大きくしなければならない．
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7 おわりに
本論文では，既存の IDEにおいて制御構文を補完する際の問題点を提起し，その問題を解決す
るための機構の提案を行った．本手法では，既存のコード資産による検索と，テストの実行によ
る候補の絞り込みを行う．これにより，ポップアップに事前条件と事後条件を与えるだけでプロ
グラマの望んだコード片を提示できるようにした．そして，本機構の有効性を度と速度の両面か
ら評価した．補完候補を提示できない場合が多く，補完候補の生成方法には課題が残ったが，提
示できる場合では，既存の補完機構以上に，記述を素早く完了させることができた．
今後の課題として，補完精度の向上が挙げられる．本機構では，提示されなかった場合が多
かったので，for文の抽象化の方法の変更などを改善する必要がある．またデータベースが大き
くなった場合に，4位以下に適切な候補が表示されることが多くなったので，補完候補の表示順
の決定には，使用回数属性以外のものも利用する必要がある．
また，for文以外の制御構文への対応がある．現在は for文にしか対応していないので，他の
構文にも対応させ，プログラマにより効率の良い入力をさせることが考えられる．foreach 文
や while文，do-while文はループ処理を行うので，本機構と同様の手法で対応することができ
る．一方で，if文や switch文のような分岐処理をする構文に対しては，本機構を用いる場合，
複数の事前・事後条件を与える必要があると考えられ，効率的なコーディングを提供することは
難しい．従って，本機構とは別の方法で補完候補を生成する必要があると考えられる．
最後に，事前・事後条件の入力欄の簡略化が挙げられる．現在の実装ではプログラマに手入力
をしてもらう点が，プログラマにとって手間である．また，その時に入力方法を誤ると，テスト
コードのコンパイルが失敗してしまい，何も提示されなくなってしまう問題や，プログラマがそ
の入力ミスに気づき辛いという問題もある．したがって，よく使われる入力を選択できるように
するなどの改善が必要である．
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