n-gram models, repeat distribution, and edit distance), and data generated by different stochastic 30 processes (entropy rate and n-grams). However, the string edit (Levenshtein) distance performed 31 consistently and significantly better than all other tested metrics (including entropy, Markov 32 chains, n-grams, mutual information) for all empirical datasets, despite being less commonly used 33 in the field of animal acoustic communication. 
INTRODUCTION 43
Many animals communicate using sequences of discrete acoustic elements, the best known example 44 being bird song, which is composed of multiple notes combined in a distinctive order. of DNA. In our implementation of the LD algorithm, we assign an equal cost (of 1) to any correction 157 operation (addition, deletion, substitution), no cost (0) for a matching element, and no cost for 158 differences in sequence lengths after optimal alignment. 159
Although other binary metrics exist apart from LD, they are in general unsuitable for the task at hand. 160
For example, the Hamming distance requires sequences of the same length, and the most frequent k 161 characters simply provides a count of the most common symbol/element. These therefore provide less 162 information than the Levenshtein 2010) , in which the probability of a particular element occurring depends only on 168 the preceding element (or sometimes, more than one preceding element). These conditional 169 probabilities of each element, given the preceding element(s), can be expressed as a transition matrix 170 T, in which the element T i,j represents the probability of the element j occurring after the element i. However, such a metric would not be expected to produce a meaningful measure for sequences 179 composed of non-overlapping element types (e.g. ABCABC, and DEFDEF). Therefore we sort 180
vectors V A and V B in order of transition probability before comparison. This allows a comparison of 181 transition probability distributions, independent of element type. 182
183

N-gram distribution (NG) 184
Researchers have previously proposed that an important property of animal sequences is the nature of 185 repeating units within the sequence (Cane 1959; Pruscha & Maurus 1979) . 186
A sequence of length L consists of L-n+1 sub-sequences of length n. Thus, the five-element sequence 187 ABBAC consists of 5-2+1=4 two-element sub-sequences: AB, BB, BA, and AC. For a sequence 188 consisting of C distinct element types, there are a total of C n distinct n-element possible sub-189 sequences. The vector of sub-sequence frequencies, P(iC n ) can be considered a feature vector, and 190 the distance between two strings calculated in a similar way to that shown above: 191
In the following analyses, we chose the n-gram distribution for n = 3, as this provides a good balance 192 between coverage and diversity. contrast to the TT and NG metrics described above, both of which result in multiple measurements on 211 a single sequence), SE should still be considered a unary metric, because it does not directly measure 212 the distance between two sequences, but rather the difference in a derived metric from each. 213
214
Entropy rate (ER) 215
Entropy rate has been shown to be a useful metric for measuring vocal sequence complexity 216 (Kershenbaum 2013 where  i is the stationary probability of element i, i.e., the overall probability of i occurring in the 221 sequence; see Kershenbaum (2013) for additional information on metric calculation. As with Shannon 222 entropy, we define a metric D ER for the difference between sequences A and B: 223
Repeat distribution (RD) 225
The repeat number distribution was used in a recent study to compare the similarity between natural 226 and synthetic songs of Bengalese finches, Lonchura striata var. domestica (Jin & Kozhevnikov 227 2011) . It is an aggregate measure, calculated on a corpus of sequences. For each set of sequences a 228 histogram is generated showing the probabilities P n that any element occurred in isolation (n = 1), was 229 repeated twice (n = 2), three times (n = 3), and so on. As with the n-gram distribution, we define a 230 metric that measures the difference between two such histograms, generated from sequences A and B, 231
where P A and P B are the feature vectors of sequences A and B, comprising the repeat distributions for 232 all the elements: 233
Mutual information (MI) 235
Mutual information is an information theory measure that can be applied easily to quantify the 236 similarity of two sequences. MI combines both measures of the inherent complexity in a sequence 237 (via Shannon entropy), and the joint entropy of the sequences, which measures the probability that a 238 particular pair of elements will occur at the same point in two sequences; see Kershenbaum et al. 239 (2012) for additional information on metric calculation. MI is defined as follows: 240 
Artificial sequences 257
In the first test, we evaluated the utility of each of the similarity metrics by their ability to identify 258 correctly the stochastic process model from which artificial sequences were generated. We generated 259 artificial sequences using three different stochastic processes, often used to model animal vocal 260 sequences ) : the zero-order Markov process (ZOMP), the first-order 261
Markov process (FOMP), and the semi-Markov renewal process (RP). The ZOMP is an independent 262 stochastic process, in which the probability of any particular element occurring at a particular point in 263 a sequence is determined solely by the prior probability of that element. In the FOMP, element 264 probabilities are determined by a transition table, where the probability of a particular element 265 depends on the immediately preceding element. The RP has been shown to be a more realistic model 266 of animal vocal sequence production in which the number of repeated 267 elements is drawn from a Poisson distribution, rather than being determined by the diagonal of a 268 transition table. In each case, we examined 10 sequences of 10 elements each, drawn from five 269 possible elements (A-E). We generated 30 sequences, 10 from each of the stochastic processes, 270 ZOMP, FOMP, and RP. The ZOMP was modelled by selecting five random prior probabilities, one 271 for each element type, and renormalising to sum to unity. We then generated the sequences by 272 selecting elements according to these prior probabilities. The FOMP was modelled by generating a 273 random 5 x 5 transition table in a similar way to the ZOMP prior probabilities, so that the rows of the 274 transition matrix summed to unity. A random initial element was chosen for each 10-element 275 sequence, and the remaining nine elements in each sequence were chosen randomly according to the 276 probabilities in the transition table. The RP was modelled in a similar way to the FOMP, except that 277 for each element generated, a random number of repeats were drawn from a Poisson distribution with 278 mean five (to give 95% confidence of ≤ 9 repeats). Having generated 30 sequences of 10 elements, we 279 then calculated a 30 x 30 distance matrix for each of the similarity metrics. We then used an Adaptive 280
Resonance Theory (ART) artificial neural network to cluster these 30 points into natural groupings, 281 In the second test using artificial sequences, we simulated "individuals" by generating 100 random RP 289 transition matrices, and from each of them producing a set of 10 sequences of 10 elements each. We 290 used the RP generation process, rather than a Markovian ZOMP or FOMP, as the RP more reliably 291 describes many types of animal vocal sequences . Each sequence generated 292 from a single transition matrix would be expected to be more similar to other sequences from the 293 same transition matrix, than sequences generated by a different random transition matrix, therefore we 294 used a similar clustering approach as in the stochastic process analysis above. We calculated the 100 x 295 100 distance matrix for each similarity metric, obtained by comparing the sequences from each of the 296 100 transition matrices, and clustered the results as before, measuring the NMI as an indication of 297 clustering success. 298
For a final test using artificial sequences, we examined the effect of typical sample sizes (number of 299 sequences) on each of the similarity metrics. Using the sequences generated in the individual 300 simulation above, we varied the number of sequences analysed from one to ten, recalculated the 301 distance matrices and clustering, and measured the NMI. 302
303
Animal sequences 304
We tested the performance of the above metrics using empirical sequences of animal vocalisations, 305
where those sequences are thought to contain information that is known a priori. rise'', ''medium rise'', and ''large rise''). We then calculated distance matrices using each of the 314 similarity metrics described above, and clustered using an ART network. For the calculation of NMI, 315
we compared the generated clusters to the known clusters of individual identity. As empirical data do 316 not allow the generation of unlimited data sets as with artificial sequences, we estimated confidence 317 intervals for each of the empirical data sets by randomly selecting 80% of the calls for clustering and 318 calculation of NMI, and repeated this process 100 times. 319
We analysed three further empirical data sets for which contextual information in vocal sequences has 320 been proposed. The first data set used recordings of humpback whales (for details see Garland et al. 
Artificial sequences 354
For sequences generated by different stochastic processes, the entropy rate (ER) metric provided the 355 best clustering, with a NMI value of 0.518 ± 0.005 (standard error) (Figure 2a Results from clustering sequences of simulated "individuals" (sequences generated by stochastic 360 processes with similar parameters), indicated that NG produced the highest NMI score 0.751 ± 0.001, 361 while the LD, RD, and TT metrics all produced high but slightly lower NMI scores (greater than 0.7; 362 Figure 2b) , with no significant differences among the NMI values of these three metrics. 363
Both the LD and NG metrics that performed well on the above clustering tasks were also robust to 364 sample size (Figure 3) . Most other metrics were also relatively unaffected by sample size. However, 365 the RD performed poorly at smaller sample sizes (≤ 4), and the MI declined with increasing corpus 366 size (> 2). 367
368
Animal sequences 369
When clustering to reconstruct the individual identity from bottlenose dolphin signature whistles, the 370 We analysed the performance of eight different techniques from two broad approaches, to investigate 384 the utility of each approach in the comparison of animal sequences. The unary and binary metrics 385 performed similarly well in the artificial sequence tests, with the entropy rate (ER) metric slightly 386 better than the Levenshtein distance binary metric (LD), in distinguishing between data generated by 387 different stochastic processes, and n-gram (NG) slightly better in distinguishing simulated individuals. 388
However, the LD metric performed significantly better than all other tested metrics when presented 389 with empirical animal sequences. This result emphasises that caution should be used when using 390 artificially generated sequences based on simple stochastic models to simulate animal vocal 391 sequences. Recent work has shown that assumptions of simple models for animal vocal production are 392 likely to be inaccurate performed all other tested metrics. We suggest when comparing song sequences, the LD metric 416 should be employed preferentially, while if the complexity or information content of each song is the 417 focus of study, the researcher should employ other techniques such as entropy. 418
Previous studies of sequence comparison in hyrax song (Kershenbaum et al. 2012 ) have shown 419 geographical variation in sequence structure using the LD metric, as these findings were supported by 420 application of an unrelated (unary) metric, mutual information (MI). In the current study, MI 421 performed very poorly on both simulated and empirical data, although MI performance was somewhat 422 better on the hyrax data than on the other data sets. This implies that the aspect of the sequences that 423 is measured by MI does not vary in correlation with geographic location or individual. While not all 424 studies can compare large numbers of analytical algorithms, this emphasises the utility of comparing 425 at least two different techniques when assessing novel algorithms, to ensure that results are robust 426 under a range of analytical approaches. 427
Despite all tested metrics performing poorly in the assessment of geographic origin in hyrax song, the 428 LD metric was significantly better than all others. In previous work, ( Kershenbaum et al. 2012 ) 429 measured the correlation between sequence similarity and the distance between populations, rather 430 than classification success, and the latter suggests that distinct dialects are not present in the hyrax. 431
Rather, small but significant differences are present between all pairs of populations, depending on 432 geographic isolation. In contrast, humpback whales, chickadees, and bottlenose dolphins show strong 433 discrimination between in-group and out-group sequences, indicating that the differences between the 
