This paper studies whether quantum proofs are more powerful than classical proofs, or 
Introduction
If someone hands you a quantum state, is that more "useful" than being handed a classical string with a comparable number of bits? In particular, are there truths that you can efficiently verify, and are there problems that you can efficiently solve, using the quantum state but not using the string? These are the questions that this paper addresses, and that it answers in several contexts.
Recall that QMA, or Quantum Merlin-Arthur, is the class of decision problems for which a "yes" answer can be verified in quantum polynomial time, with help from a polynomial-size quantum witness state |ψ . Many results are known about QMA: for example, it has natural complete promise problems [16] , allows amplification of suc-cess probabilities [18] , and is contained in PP [18] . Raz and Shpilka [23] have also studied communication complexity variants of QMA.
Yet as Aharonov and Naveh [3] pointed out in 2002, the very definition of QMA raises a fundamental question. Namely: is it really essential that the witness be quantum, or does it suffice for the algorithm verifying the witness to be quantum? To address this question, Aharonov and Naveh defined the class QCMA, or "Quantum Classical MerlinArthur," to be the same as QMA except that now the witness is classical. 1 We can then ask whether QMA = QCMA. Not surprisingly, the answer is that we don't know.
If we can't decide whether two complexity classes are equal, the usual next step is to construct a relativized world that separates them. This would provide at least some evidence that the classes are different. But in the case of QMA versus QCMA, even this limited goal has remained elusive.
Closely related to the question of quantum versus classical proofs is that of quantum versus classical advice. Compared to a proof, advice has the advantage that it can be trusted, but the disadvantage that it can't be tailored to a particular input. More formally, let BQP/qpoly be the class of problems solvable in quantum polynomial time, with help from a polynomial-size "quantum advice state" |ψ n that depends only on the input length n. Then the question is whether BQP/qpoly = BQP/poly, where BQP/poly is the class of problems solvable in quantum polynomial time with help from polynomial-size classical advice. Aaronson [2] showed that BQP/qpoly ⊆ PP/poly, which at least tells us that quantum advice is not "infinitely" more powerful than classical advice. But, like the QMA versus QCMA question, the BQP/qpoly versus BQP/poly question has remained open, with not even an oracle separation known.
Our Results
This paper introduces new tools with which to attack QMA versus QCMA and related questions.
First, we achieve an oracle separation between QMA and QCMA, but only by broadening the definition of "oracle." In particular, we introduce the notion of a quan-tum oracle, which is just an infinite sequence of unitaries U = {U n } n≥1 that a quantum algorithm can apply in a black-box fashion. Just as a classical oracle models a subroutine to which an algorithm has black-box access, so a quantum oracle models a quantum subroutine, which can take quantum input and produce quantum output. We are able to give a quantum oracle that separates QMA from QCMA: Theorem 1.1 There exists a quantum oracle U such that
Similarly, there exists a quantum oracle V such that BQP V /qpoly = BQP V /poly. Theorem 1.1 implies that if QMA = QCMA, then any proof of this fact will require "quantumly nonrelativizing techniques": techniques that are sensitive to the presence of quantum oracles. Currently, we do not know of any quantumly nonrelativizing techniques that are not also classically nonrelativizing. For this reason, we believe that quantum oracle separations merit the same informal interpretation as classical oracle separations: almost any argument that one might advance against the former, is also an argument against the latter! The difference is that quantum oracle results are sometimes much easier to prove than classical ones. To our knowledge, this paper provides the first example of this phenomenon, but other examples have since emerged [1, 20] .
It might be objected that, even if quantum oracle separations are no less trustworthy than classical ones, they certainly aren't more trustworthy, and complexity theorists have known since the celebrated IP = PSPACE theorem [24] that oracle results sometimes "point in the wrong direction." We wish to stress two points in response. First, oracle results provide at least some understanding, thereby opening the way to further progress. This is particularly true in quantum computing, where even the oracle results tend to be much less intuitively obvious than they are in the classical world. Second, complexity theorists do not currently have any nonrelativizing technique for "noninteractive" classes such as QMA and QCMA even remotely analogous to the arithmetization technique that Shamir [24] used to show IP = PSPACE. We hope such a technique will someday be discovered.
Underlying Theorem 1.1 is the following lower bound. Suppose a unitary oracle U n acts on n qubits, and suppose that either (i) U n is the identity, or (ii) there exists a secret nqubit "marked state" |ψ n such that U n |ψ n = − |ψ n , but U n |ϕ = |ϕ whenever |ϕ is orthogonal to |ψ n . Then even if a quantum algorithm is given m bits of classical advice about |ψ n , the algorithm still needs Ω 2 n m+1 queries to U n to distinguish these cases. Note that when m = 0, we recover the usual Ω √ 2 n lower bound for Grover search as a special case. At the other extreme, if m ≈ 2 n then our bound gives nothing-not surprisingly, since the classical advice might contain explicit instructions for preparing |ψ n . The point is that, if m is not exponentially large, then exponentially many queries are needed.
Since |ψ n is an arbitrary 2 n -dimensional unit vector, it might be thought obvious that 2 Ω(n) bits are needed to describe that vector. The key point, however, is that the QCMA verifier is given not only a classical description of |ψ n , but also oracle access to U n . So the question is whether some combination of these resources might be exponentially more powerful than either one alone. We prove that the answer is no, using the hybrid argument of Bennett et al. [9] together with geometric results about partitionings of the unit sphere.
In Section 4, we show that our lower bound is basically tight, by giving an algorithm that finds |ψ n us-
This algorithm has the drawback of being computationally inefficient.
To fix this, we give another algorithm that finds |ψ n using O n 2 n /m queries together with O n 2 2 n /m + poly (m) computational steps.
Having separated QMA from QCMA by a quantum oracle, we next revisit the question of whether these classes can be separated by a classical oracle. Right now, we know of only one candidate problem for such a separation in the literature: the Group Non-Membership (GNM) problem, which Watrous [27] placed in QMA even though Babai [4] showed it is not in MA as an oracle problem. In Group NonMembership, Arthur is given black-box access to a finite group G, together with a subgroup H ≤ G specified by its generators and an element x ∈ G. Arthur's goal is to verify that x / ∈ H, using a number of group operations polynomial in log |G|. (Note that the group membership problem is in NP by a result of Babai and Szemerédi [7] .) In Watrous's protocol, the quantum witness is simply an equal superposition |H over the elements of H. Given such a witness, Arthur can check non-membership by comparing the states |H and |xH , and can similarly check the veracity of |H by comparing it to |hH , where h is an almost-uniformly random element of H.
Evidently a classical proof of non-membership would have to be completely different. Nevertheless, in Section 5 we show the following: Theorem 1.2 GNM has polynomially-bounded QCMA query complexity. Theorem 1.2 implies that it is pointless to try to prove a classical oracle separation between QMA and QCMA by proving a lower bound on the quantum query complexity of Group Non-Membership. If such a separation is possible, then a new approach will be needed.
The idea of the proof of Theorem 1.2 is that Merlin can "pull the group out of the black box." In other words, he can claim an embedding of a model group Γ into G. This claim is entirely classical, but verifying it requires solving the Normal Hidden Subgroup Problem (NHSP) in Γ. This problem has low query complexity by a result of Ettinger, Høyer, and Knill [13] , but is not known to be in BQP. In addition, analyzing the description of Γ is not known to be computationally efficient. Nonetheless, in Section 5.1 we discuss evidence that NHSP is in BQP and that nonmembership for Γ is in NP. Based on this evidence, we conjecture the following:
Given our results in Section 5, the question remains of whether there is some other way to prove a classical oracle separation between QMA and QCMA. In Section 6, we conjecture that the answer is yes: The reason we believe Conjecture 1.4 is that it seems possible, for many purposes, to "encode" a quantum oracle into a classical one. In Section 6 we explain more concretely what we mean by that, and present some preliminary results. For example, we show that there exists a BQP algorithm that maps an oracle string A to an n-qubit pure state |ψ A , such that if A is uniformly random, then |ψ A is (under a suitable metric) close to uniformly random under the Haar measure. We also study the question of applying a random N × N unitary matrix using a random classical oracle in the same way. We do not know how to do this, but we show that one quantum query will not suffice for this purpose. To prove this, we show that a quantum algorithm that uses just one query can apply at most 4 N different N × N unitaries, whereas the number of unitaries required to approximate the uniform distribution grows like 2
We end in Section 7 with some open problems.
Preliminaries
Throughout this paper, we refer to the set of Ndimensional pure states as CP N −1 (that is, complex projective space with N − 1 dimensions). We use Pr to denote probability, and E to denote expectation.
We assume familiarity with standard complexity classes such as BQP and MA. For completeness, we now define QMA, QCMA, BQP/qpoly, and BQP/poly. (i) If x ∈ L then Q accepts with probability at least 2/3 given |x |ψ n as input.
(ii) If x / ∈ L then Q accepts with probability at most 1/3 given |x |ψ n as input.
The class BQP/poly is defined similarly, except that |ψ n is replaced by a classical string a n ∈ {0, 1} p(n) .
Let us now explain what we mean by a "quantum oracle." For us, a quantum oracle is simply an infinite sequence of unitary transformations, U = {U n } n≥1 . We assume that each U n acts on p (n) qubits for some known polynomial p. We also assume that given an n-bit string as input, a quantum algorithm calls only U n , not U m for any m = n. This assumption is only made for simplicity; our results would go through without it. 2 When there is no danger of confusion, we will refer to U n simply as U .
Formally, the oracle access mechanism is as follows. Assume a quantum computer's state has the form
where |z is a workspace register and |φ b,z is a p (n)-qubit answer register. Then to "query U n " means to apply the p (n)-qubit unitary transformation that maps |Φ to
Let C be a quantum complexity class, and let U = {U n } n≥1 be a quantum oracle. Then by C U , we will mean the class of problems solvable by a C machine that, given an input of length n, can query U n at unit cost as many times as it likes.
In defining the notion of quantum oracle, at least two choices present themselves that have no counterpart for classical oracles:
(1) If we can apply a quantum oracle U , then can we also apply controlled-U (that is, U conditioned on a control qubit |b )?
(2) If we can apply U , then can we also apply U −1 ?
At least for the present paper, the answers to these questions will not matter, for the following reasons. First, all of the quantum oracles U that we consider will be self-inverse (that is, U = U −1 ). Second, while our algorithms will need to apply controlled-U , that is only for the technical reason that we will define U so that U |ψ = − |ψ if |ψ is the marked state, and U |ϕ = |ϕ whenever ϕ|ψ = 0. If we stipulated instead that U |ψ |b = |ψ |b ⊕ 1 and U |ϕ |b = |ϕ |b whenever ϕ|ψ = 0, then U alone would suffice.
Yet even though these choices will not matter for our results, it still seems worthwhile to discuss them a bit, since they might arise in future work involving quantum oracles.
One could argue that (i) the purpose of an oracle is to model a subroutine that an algorithm can call without understanding its internal structure, and that (ii) given a quantum circuit for applying some unitary operation U , one can easily produce a circuit for applying controlled-U or U −1 , without understanding anything about the original circuit's structure. In particular, to produce a circuit for controlled-U , one simply conditions each gate on the control qubit; while to produce a circuit for U −1 , one simply inverts all the gates and reverses their order. These considerations suggest that the answers to questions (1) and (2) should both be 'yes.' On the other hand, it would still be interesting to know whether disallowing controlled-U or U −1 would let us prove more quantum oracle separations. (Note that if we disallow these operations, then the set of inequivalent quantum oracles becomes larger.)
Quantum Oracle Separations
The aim of this section is to prove Theorem 1.1: that there exists a quantum oracle U such that QMA U = QCMA U . The same ideas will also yield a quantum ora-
To prove these oracle separations, we first need a geometric lemma about probability measures on quantum states. Let µ be the uniform probability measure over Ndimensional pure states (that is, over CP N −1 ). The following notion will play a key role in our argument.
Definition 3.1 For all
Equivalently, σ is p-uniform if it can be obtained by starting from µ, and then conditioning on an event that occurs with probability at least p.
So for example, we obtain a p-uniform measure if we start from µ and then condition on log 2 1/p bits of classical information about |ψ . Our geometric lemma says that if |ψ is drawn from a p-uniform measure, then for every mixed state ρ, the squared fidelity between |ψ and ρ has small expectation. More precisely: Lemma 3.2 Let σ be a p-uniform probability measure over
The proof of Lemma 3.2 is deferred to Section 3.1. In this section we assume the lemma, and show how to use it to prove our main result. In particular, we show that any quantum algorithm needs Ω 2 n m+1 queries to find an n-qubit marked state |ψ , even if given m bits of classical advice about |ψ .
Theorem 3.3 Suppose we are given oracle access to an nqubit unitary U , and want to decide which of the following holds:
(i) There exists an n-qubit "quantum marked state" |ψ such that U |ψ = − |ψ , but U |φ = |φ whenever φ|ψ = 0; or (ii) U = I is the identity operator.
Then even if we have an m-bit classical witness w in support of case (i), we still need Ω 2 n m+1
queries to verify the witness, with bounded probability of error.
Let A be a quantum algorithm that queries U . Also, let U ψ be an n-qubit unitary such that U ψ |ψ = − |ψ , but U ψ |φ = |φ whenever φ|ψ = 0. Then A's goal is to accept if and only if U = U ψ for some |ψ .
For each n-qubit pure state |ψ , let us fix a classical witness w ∈ {0, 1} m that maximizes the probability that A accepts, given U ψ as oracle. Let S (w) be the set of |ψ 's associated with a given witness w. Since the S (w)'s form a partition of CP 
Fix that w * (or in other words, hardwire w * into A). Then to prove the theorem, it suffices to establish the following claim: A cannot distinguish the case U = U ψ from the case U = I by making o 2 n m+1 queries to U , with high probability if |ψ is chosen uniformly at random from S (w * ). To prove the claim, we use a generalization of the hybrid argument of Bennett et al. [9] . Suppose that A makes T queries to U . (Technically speaking, we should also allow queries to controlled-U , but this will make no difference in our analysis.) Then for all 0 ≤ t ≤ T , let |Φ t be the final state of A, assuming that U = I for the first t queries, and U = U ψ for the remaining T − t queries. Thus |Φ 0 is the final state in case (i), while |Φ T is the final state in case (ii). We will argue that |Φ t cannot be very far from |Φ t−1 , with high probability over the choice of marked state |ψ . Intuitively, this is because the computations of |Φ t and |Φ t−1 differ in only a single query, and with high probability that query cannot have much overlap with |ψ . We will then conclude, by the triangle inequality, that |Φ 0 cannot be far from |Φ T unless T is large.
More formally, let ρ t be the marginal state of the query register just before the t th query, assuming the "control case" U = I. Also, let ρ t = p i |ϕ i ϕ i | be an arbitrary decomposition of ρ t into pure states. Then for every i, the component of |ϕ i orthogonal to |ψ is unaffected by the t th query. Therefore
where the third line uses the Cauchy-Schwarz inequality (the average of the square root is at most the square root of the average). Now let σ be the uniform probability measure over S (w * ), and observe that σ is 2 −m -uniform. So by Lemma 3.2,
where the second line again uses the Cauchy-Schwarz inequality. Finally,
by the triangle inequality. This implies that, for |Φ T and |Φ 0 to be distinguishable with Ω (1) bias, we must have
. Using Theorem 3.3, we can straightforwardly show a quantum oracle separation between QMA and QCMA. Proof of Theorem 1.1. Let L be a unary language chosen uniformly at random. The oracle U = {U n } n≥1 is as follows: if 0 n ∈ L, then U n |ψ n = − |ψ n for some nqubit marked state |ψ n chosen uniformly at random, while
Almost by definition, L ∈ QMA U . For given a quantum witness |ϕ , the QMA verifier first prepares the state
, then applies U n to the second register conditioned on the first register being |1 . Next the verifier applies a Hadamard gate to the first register, measures it, and accepts if and only if |1 is observed. If 0 n ∈ L, then there exists a witness-namely |ϕ = |ψ n -that causes the verifier to accept with probability 1. On the other hand, if 0 n / ∈ L, then no witness causes the verifier to accept with nonzero probability.
On the other hand, it follows from Theorem 3.3 that L / ∈ QCMA U with probability 1 over the choice of L and U . The proof uses a standard diagonalization argument, and is therefore omitted.
We can similarly show a quantum oracle separation between BQP/qpoly and BQP/poly.
Theorem 3.4 There exists a quantum oracle U such that
Proof. In this case U n will act on 2n qubits. Let L be a binary language chosen uniformly at random, and let
and L (x) = 0 otherwise. Also, for all n, let |ψ n be an n-qubit state chosen uniformly at random. Then U n acts as follows: for all x ∈ {0, 1} n ,
but U n (|φ |x ) = |φ |x whenever φ|ψ n = 0. Clearly L ∈ BQP U /qpoly; we just take |ψ n as the advice. On the other hand, by essentially the same argument as for Theorem 1.1, one can show that L / ∈ BQP U /poly with probability 1 over L and U .
Proof of Geometric Lemma
In this section we fill in the proof of Lemma 3.2, thereby completing the oracle separation theorems.
In proving Lemma 3.2, the first step is to ask the following question: among all p-uniform probability measures σ, which is the one that maximizes E |ψ ∈σ | ψ|0 | 2 ? We can think of the set of quantum states CP N −1 as a container, which contains a fluid σ that is gravitationally attracted to the state |0 . Then intuitively, the answer is clear: the way to maximize E |ψ ∈σ | ψ|0 | 2 is to "fill the container from the bottom," subject to the density constraint pσ ≤ µ. In other words, the optimal σ should be the uniform measure over the region 
We claim that setting σ := τ (p) maximizes the integrand for every value of y. Certainly, then, setting σ := τ (p) maximizes the integral itself as well.
To prove the claim, we consider two cases.
This is maximal as well, since
for all p-uniform probability measures σ. Lemma 3.5 completely describes the probability measure that maximizes E |ψ ∈σ | ψ|0 | 2 , except for one detail: the value of h (p) (or equivalently, the radius of R (p)).
The next lemma completes the picture.
Lemma 3.6 For all p,
Proof. We will show that for all h,
where µ is the uniform probability measure over CP 
Let d − → r be shorthand for dr 0 · · · dr N −1 . Then we can express the probability that | ψ|0 | ≥ h as
(The full calculation is omitted, but is included in the full version.) By combining Lemmas 3.5 and 3.6, we can now prove Lemma 3.2: that if σ is p-uniform, then for all mixed states ρ,
Proof of Lemma 3.2. If p ≤ e −Ω(N ) then the lemma is certainly true, so suppose p ≥ e −O(N ) . Since the concluding inequality is linear in ρ, we can assume without loss of generality that ρ is a pure state. Indeed, by symmetry we can assume that ρ = |0 0|. So our aim is to upperbound E |ψ ∈σ | ψ|0 | 2 , where σ is any p-uniform probability measure. By Lemma 3.5, we can assume without loss of generality that σ = τ (p) is the uniform measure over all |ψ such that | ψ|0 | ≥ h (p). Then letting
we have
where the last line follows from Lemma 3.6.
Upper Bound
In this section we show that the lower bound of Theorem 3.3 is basically tight. In particular, let U be an n-qubit quantum oracle, and suppose we are given an m-bit classical proof that U is not the identity, but instead conceals a marked state |ψ such that U |ψ = − |ψ . Then provided 2n ≤ m ≤ 2 n , a quantum algorithm can verify the proof by making O 2 n /m oracle calls to U . This matches our lower bound when m ≥ 2n.
3
Let N = 2 n be the dimension of U 's Hilbert space. Then the idea of our algorithm is to use a "mesh" of states |φ 1 , . . . , |φ M ∈ CP N −1 , at least one of which has nontrivial overlap with every pure state in CP N −1 . A classical proof can then help the algorithm by telling it the |φ i that is closest to |ψ . More formally, define the h-ball about |φ to be the set of |ϕ such that | φ|ϕ | ≥ h. Then define an h-net for CP N −1 of size M to be a set of states 3 When m 2n, the best upper bound we know is the trivial O " √ 2 n " . However, we conjecture that O " p 2 n /m " is achievable in this case as well. |φ 1 , . . . , |φ M such that every |ψ ∈ CP N −1 is contained in the h-ball about |φ i for some i. 4 We will use the following theorem, which follows from Corollary 1.2 of Böröczky and Wintsche [10] . Böröczky and Wintsche do not provide an explicit construction of such an h-net; they only prove that it exists. 5 Later, we will give an explicit construction with only slightly worse parameters than those of Theorem 4.1. But first, let us prove an upper bound on query complexity.
Theorem 4.2 Suppose we have an n-qubit quantum oracle U such that either (i) U = U ψ for some |ψ , or (ii) U = I is the identity operator. Then given an m-bit classical witness in support of case (i), where m ≥ 2n, there exists a quantum algorithm that verifies the witness using O
2 n /m + 1 queries to U .
Proof. By Theorem 4.1, there exists an h-net S for CP
2 n −1 of cardinality |S| = O 2 3n/2 log 2 + 2 n h 2 (1 − h 2 ) 2 n . Setting |S| = 2 m gives m ≤ 3n 2 + 2 n log 1 1 − h 2 + O (log n) .
Solving for h, we obtain
such that for every |ψ , there exists an i such that | φ i |ψ | ≥ h where h = Ω m/2 n . Given an oracle U = U |ψ , the classical witness w ∈ {0, 1} m will simply encode an index i such that | φ i |ψ | ≥ h. If we prepare |φ i and feed it to U , then the probability 4 These objects are often called ε-nets, with the obvious relation h = cos ε. 5 Note that we cannot just start from an explicit construction of a spherepacking, and then double the radius of the spheres to get a covering. We could do that if we wanted a covering of CP N−1 by small balls. But in our case, h is close to zero, which means that the balls already have close to the maximal radius. of finding the marked state |ψ is | φ i |ψ | 2 ≥ h 2 . Furthermore, if we do find |ψ , we will know we did (i.e. a control qubit will be |1 instead of |0 ). From these facts, it follows immediately from the amplitude amplification theorem of Grover [14] and Brassard et al. [11] that we can find |ψ with probability Ω (1) using
Of course, if we care about computational complexity as well as query complexity, then it is not enough for an h-net to exist-we also need the states in the h-net to be efficiently preparable. Fortunately, proving an explicit version of Theorem 4.1 turns out to be simpler than one might expect. We will do so with the help of the following inequality. 
For brevity, the proof is omitted from this abstract; it might be an enjoyable exercise for the reader.
We now use Lemma 4.3 to construct an h-net. 
Here we can assume that α z1 , . . . , α zt are all nonzero, since otherwise we simply decrease t. Now let β z be the element of {1, −1, i, −i} that is closest to α z / |α z |, with ties broken arbitrarily. Then our approximation to |ψ will be the following:
To specify |φ , the classical advice just needs to list z 1 , . . . , z t and β z1 , . . . , β zt . Since t ≤ k, this requires at most k (n + 2) ≤ m bits. Given the specification, it is clear that |φ can be prepared in time polynomial in tn ≤ m. Moreover,
We can therefore set h :
Hence m ≤ (n + 2) (k + 1)
The following is an immediate consequence of Theorem 4.4. It is natural to ask whether we could construct a smaller explicit h-net, and thereby improve the query complexity in Corollary 4.5 from O n 2 n /m + 1 to the optimal O 2 n /m + 1 . We certainly believe that this is possible, but it seems to require more complicated techniques from the theory of sphere coverings.
Group Non-Membership
The Group Non-Membership (GNM) problem is defined as follows. We are given a finite group G, a subgroup H ≤ G, and an element x ∈ G. The problem is to decide whether x / ∈ H. But how are G, H, and x specified? To abstract away the details of this question, we will use Babai and Szemerédi's model of black-box groups [7] . In this model, we know generators for H, and we know how to multiply and invert the elements of G, but we "do not know anything else." More formally, we are given access to a group oracle O, which represents each element x ∈ G by a randomlychosen label (x) ∈ {0, 1} n for some n log 2 |G|. We are also given the labels of generators h 1 , . . . , h l for H. We are promised that every element has a unique label.
Suppose that our quantum computer's state has the form
where (x) and (y) are labels of group elements and |z is a workspace register. Then the oracle O maps this state to
|z .
Note that if the first register does not contain valid labels of group elements, then O can behave arbitrarily. Thus, from now on we will ignore labels, and talk directly about the group elements they represent. Using O, it is easy to see that we can perform group inversion (by putting the identity element e in the x register) and multiplication (by first inverting y, then putting y −1 in the y register), as well as any combination of these operations.
We will show that GNM has polynomially-bounded QCMA query complexity. In other words, if x / ∈ H, then Merlin can provide Arthur with a poly (n)-bit classical witness of that fact, which enables Arthur to verify it with high probability using poly (n) quantum queries to the group oracle O.
To prove this result, we first need to collect various facts from finite group theory. Call g 1 , . . . , g k an efficient generating set for a finite group G if (i) k = O (log |G|), and (ii) every x ∈ G is expressible as g
where e 1 , . . . , e k ∈ {0, 1}. The following lemma was shown by Babai and Erdős [5] .
Lemma 5.1 ([5]) Every finite group G has an efficient generating set.
Given finite groups Γ and G, we say that functions f, g :
Also, recall that f : Γ → G is a homomorphism if f (xy) = f (x) f (y) for all x, y ∈ Γ. The following two propositions relate ε-closeness to homomorphisms.
Proposition 5.2 If two homomorphisms
Hence there exists a y such that f (y) = g (y) and f y −1 x = g y −1 x . But this implies that f (x) = g (x).
In particular, Proposition 5.2 implies that if a function f is 1/5-close to a homomorphism, then it is 1/5-close to a unique homomorphism (1/5 being an arbitrary constant less than 1/4). Proof. The first algorithm simply chooses O (1) pairs x, y ∈ Γ uniformly at random, accepts if f (xy) = f (x) f (y) for all of them, and rejects otherwise. Let k = O (r). Then the second algorithm chooses z 1 , . . . , z k ∈ Γ uniformly at random, and outputs the plurality answer among f (z 1 ) f z
It follows from the Classification of Finite Simple Groups that there are at most two finite simple groups of any particular order (see [12] for example). The following well-known result is a combination of that fact and of a theorem due to Neumann [21] . 2 N ) 2 ) . 6 The most accurate asymptotic result on the number of groups of order N , in terms of the prime factorization of N , appears in a paper by Pyber [22] .
Theorem 5.5 Let F (N ) be the number of groups of order N up to isomorphism. Then F (N ) = N O((log
Finally, recall that the Hidden Subgroup Problem (HSP) is defined as follows. We are given a finite group G, and oracle access to a function f : G → Z. We are promised that there exists a "hidden subgroup" H ≤ G such that f (x) = f (y) if and only if x and y belong to the same left coset of H. The problem is then to output a set of generators for H. Whether HSP can be solved in quantum polynomial time, for various non-abelian groups G, is one of the most actively studied questions in quantum computing. However, if we only care about query complexity, then Ettinger, Høyer, and Knill [13] proved the following useful result.
Theorem 5.6 ([13])
For all finite groups G, there exists a quantum algorithm that solves HSP using only polylog (|G|) quantum queries to f (together with a possibly exponential amount of postprocessing). 7 We can now prove Theorem 1.2: that GNM has polynomially-bounded QCMA query complexity. Proof of Theorem 1.2. Let G be a group of order at most 2 n , and let O be a group oracle that maps each element of G to an n-bit label. Also, given (the labels of) group elements x, h 1 , . . . , h m ∈ G, let H be the subgroup of G generated by h 1 , . . . , h m . Then the problem is to decide if x / ∈ H. In our QCMA protocol for this problem, Merlin's witness will consist of the following:
• An explicit "model group" Γ, of order at most 2 n .
• A list of elements γ 1 , . . . , γ k ∈ Γ, where k = O (log |Γ|).
• A corresponding list g 1 , . . . , g k ∈ G.
• Another list z, λ 1 , . . . , λ m ∈ Γ.
By Theorem 5.5, there are at most 2 poly(n) groups of order |Γ| ≤ 2 n up to isomorphism. From this it follows that Merlin can specify the witness using only poly (n) bits. Now if Merlin is honest, then the witness will satisfy the following three properties: (1) γ 1 , . . . , γ k is an efficient generating set for Γ.
(2) z / ∈ Λ, where Λ is the subgroup of Γ generated by
Suppose for the moment that (1)- (3) all hold. Then there exists an embedding f : Γ → G, which maps the set γ 1 , . . . , γ k in Γ to the set g 1 , . . . , g k in G. Furthermore, this embedding satisfies f (Λ) = H and f (z) = x. Since z / ∈ Λ by (2), it follows that x / ∈ H as well, which is what Arthur wanted to check.
So it suffices to verify (1)-(3). In the remainder of the proof, we will explain how to do this using a possibly exponential amount of computation, but only poly (n) quantum queries to the group oracle O.
First, since properties (1) and (2) only involve the explicit group Γ, not the black-box group G, Arthur can verify these properties "free of cost." In other words, regardless of how much computation he needs, he never has to query the group oracle.
The nontrivial part is to verify (3). It will be convenient to split (3) into the following sub-claims:
is an embedding into G).
To verify (3a), first Arthur fixes a "canonical representation" of each element γ ∈ Γ. This representation has the form
k , where γ 1 , . . . , γ k is the efficient generating set for Γ, and e 1 , . . . , e k ∈ {0, 1} are bits depending on γ. Next he defines a function f : Γ → G by
for all γ ∈ Γ. By using the canonical representation of γ, Arthur can evaluate f (γ) using at most k − 1 queries to the group oracle O. Finally Arthur appeals to Corollary 5.4. If f is not 1/5-close to a homomorphism, then by using O (1) queries to f , with high probability Arthur can detect that f is not a homomorphism. In that case Merlin has been caught cheating, so Arthur rejects. On the other hand, if f is 1/5-close to some homomorphism f , then by using O (log |Γ|) queries to f , with high probability Arthur can "correct" f to f . In that case it remains only to check that f (γ i ) = g i for all i ∈ {1, . . . , k}.
Once Arthur has an efficient procedure for computing f -that is, a procedure that involves only poly (n) queries to O-he can then verify property (3b) directly.
To verify (3c), Arthur runs the algorithm of Ettinger, Høyer, and Knill [13] for the Hidden Subgroup Problem. Notice that, since f : Γ → G is a homomorphism, there must be a "hidden subgroup" K ≤ Γ-namely the kernel of f -such that f is constant on cosets of K and distinct on distinct cosets. Furthermore, f is injective if and only if K is trivial. But deciding whether K is trivial is just an instance of HSP, and can therefore be solved using poly (n) quantum queries by Theorem 5.6.
Computational Complexity
Theorem 1.2 showed that one can always verify group non-membership using a polynomial-size classical witness, together with polynomially many quantum queries to the group oracle O. Unfortunately, while the query complexity is polynomial, the computational complexity might be exponential. However, as mentioned in Section 1.1, we conjecture that this shortcoming of Theorem 1.2 can be removed, and that GNM is in QCMA for any group oracle O.
In our QCMA protocol, the main computational problem that needs to be solved is not the general HSP, but rather the Normal Hidden Subgroup Problem (NHSP)-that is, HSP where the hidden subgroup is normal. This is because the kernel of a homomorphism is always a normal subgroup. Hallgren, Russell, and Ta-Shma [15] showed that NHSP is in BQP for any explicit group Γ, provided the quantum Fourier transform over Γ can be implemented efficiently. Furthermore, Moore, Rockmore, and Russell [19] showed that many classes of finite groups G have an explicit model Γ ∼ = G for which this assumption holds.
However, even if it can be shown that NHSP is in BQP, there are two remaining obstacles to showing that GNM is in QCMA. First, we need to be able to verify group non-membership in the explicit model group Γ-possibly with the help of additional classical information from Merlin. And second, we need an efficient algorithm to compute the function f : Γ → G for every γ ∈ Γ, even though f is explicitly defined only on the generators γ 1 , . . . , γ k .
More precisely, we need that for every finite group G, there should exist an explicit model group Γ ∼ = G, together with a list of generators
(ii) GNM over Γ is in QCMA, and (iii) Every γ ∈ Γ can be efficiently decomposed into a product of γ 1 , . . . , γ k .
These steps have already been completed for several classes of groups. For example, if G is abelian, then there exists a model Γ = Z/r 1 × · · · × Z/r k for which NHSP is in BQP by the work of Shor [25] and Kitaev [17] ; GNM is in P by linear algebra; and the classification of finite abelian groups yields an efficient decomposition. If G is isomorphic to the symmetric group S n , then for the model Γ = S n , we have that NHSP is trivial (since the only normal subgroup is A n ); GNM is in P by the work of Sims [26] ; and S n is efficiently generated by transpositions. We conjecture that all three steps can be completed for arbitrary groupsfirst for the finite simple groups, using their classification, and then for arbitrary groups using their composition series. This latter step would be somewhat in the spirit of the proof that permutation group membership is in NC [6] .
Mimicking Random Quantum Oracles
We have seen, on the one hand, that there exists a quantum oracle separating QMA from QCMA; and on the other hand, that separating these classes by a classical oracle seems much more difficult. Together, these results raise a general question: how much "stronger" are quantum oracles than classical ones? In particular, are there complexity classes C and D that can be separated by quantum oracles, but such that separating them by classical oracles is almost as hard as separating them in the unrelativized world? Whatever the answer, we conjecture that QMA and QCMA are not examples of such classes. The reason is that it seems possible, using only classical oracles, to approximate quantum oracles similar to ones that would separate QMA from QCMA.
To illustrate, let σ be the uniform probability measure over 2 n × 2 n unitary diagonal matrices. (In other words, each diagonal entry of D ∈ σ is a random complex number with norm 1.) Also, let H ⊗n be a tensor product of n Hadamard matrices. Then let ς k be the probability measure over 2 n × 2 n unitary matrices
In other words, U ∈ ς k is obtained by first applying a Hadamard gate to each qubit, then a random 2 n × 2 n diagonal matrix, then Hadamard gates again, then another random diagonal matrix, and so on k times.
Note that we can efficiently apply such a U -at least to polynomially many bits of precision-if given a classical random oracle A. To do so, we simply implement the ran-
where A (i, x) is a uniformly random n-bit integer indexed by i and x, and ω = e 2πi/2 n . Now let µ be the uniform probability measure over 2 n × 2 n unitary matrices. If k 2 n , then ς k is not close to µ in variation distance, since the former has only Θ (k2 n ) degrees of freedom while the latter has Θ (k4 n ). 8 On the other hand, we conjecture that a U drawn from ς k will "look random" to any polynomial-time algorithm, and that this property can be used to prove a classical oracle separation between QMA and QCMA.
Let us explain what we mean in more detail. Suppose we are given access to an n-qubit unitary oracle U , and want to decide whether (i) U was drawn uniformly at random (that is, from µ), or (ii) U was drawn uniformly at random conditioned on there existing n/2-qubit pure states |ψ and |ϕ such that U |0 ⊗n/2 |ψ ≈ |0 ⊗n/2 |ϕ .
In case (i), the states |ψ and |ϕ will exist only with negligible probability. 9 It follows that the above problem is in QMA U -since if case (ii) holds, then a succinct quantum proof of that fact is just |ψ itself. We now state three conjectures about this problem, in increasing order of difficulty.
Conjecture 6.1 The above problem is not in QCMA
U . In other words, if case (ii) holds, there is no succinct classical proof of that fact that can be verified with high probability using poly (n) quantum queries to U .
Presumably Conjecture 6.1 can be proved using ideas similar to those in Section 3. If so, then the next step is to replace the uniform measure µ by the "pseudorandom" measure ς k .
Conjecture 6.2 Suppose that instead of being drawn from
µ, the unitary U is drawn from ς k for some k = Ω (n). Then the probability that there exist n/2-qubit states |ψ and |ϕ such that U |0 ⊗n/2 |ψ ≈ |0 ⊗n/2 |ϕ is still negligibly small. Now suppose we want to decide whether (i') U was drawn from ς k , or (ii') U was drawn from ς k conditioned on there existing n/2-qubit states |ψ and |ϕ such that U |0 ⊗n/2 |ψ ≈ |0 ⊗n/2 |ϕ . 8 Admittedly, it is still conceivable that the finite-precision version of ς k is close in variation distance to the finite-precision version of µ. However, a more sophisticated argument that counts distinguishable unitaries rules out that possibility as well. 9 Indeed, the reason we did not ask for (n − 1)-qubit states |ψ and |ϕ such that U (|0 |ψ ) ≈ |0 |ϕ is that such states will exist (almost) generically. For the choice of |ψ gives us 2 n−1 −1 independent complex variables, whereas the requirement that U (|0 |ψ ) have the form |0 |ϕ imposes only 2 n−1 constraints. Asking for (n − 2)-qubit states |ψ and |ϕ such that U (|00 |ψ ) ≈ |00 |ϕ might suffice (since now we have 2 n−2 − 1 variables versus 3 · 2 n−2 constraints), but we wish to stay on the safe side.
Also, let A be a classical oracle that encodes the diagonal matrices D 1 , . . . , D k such that
If Conjecture 6.2 is true, then case (ii') can be verified in QMA A . So to obtain a classical oracle separation between QMA and QCMA, the one remaining step would be to prove the following.
Conjecture 6.3 Case (ii') cannot be verified in QCMA
A .
From Random Oracles to Random Unitaries
The previous discussion immediately suggests even simpler questions about the ability of classical oracles to mimic quantum ones. In particular, could a BQP machine use a classical random oracle to prepare a uniformly random nqubit pure state? Also, could it use such an oracle to apply a random n-qubit unitary?
In this section we answer the first question in the affirmative, and present partial results about the second question. We first need a notion that we call the "ε-smoothing" of a probability measure. Let µ be the uniform measure over CP 2 n −1 . Also, let Q be a quantum algorithm that queries a classical oracle A. Suppose that, given 0 n as input, Q A outputs the pure state |ψ A ∈ CP 2 n −1 . Then we say that Q "approximates the uniform measure within ε" if, as we range over uniform random A ⊆ {0, 1} n , the induced probability measure σ over |ψ A satisfies S ε (σ) − µ ≤ ε.
Definition 6.4 Let σ be a probability measure over |ψ ∈ CP

Theorem 6.5 For all polynomials p, there exists a quantum algorithm Q that runs in polynomial time, and that approximates the uniform measure within 2 −p(n) .
Proof Sketch. The algorithm Q is as follows: first prepare a uniform superposition over n-bit strings. Then, using the classical random oracle A as a source of random bits, map this state to |Ψ = 1 2 n/2 x∈{0,1}
where each α x is essentially a Gaussian random variable. More precisely, let q (n) = (n + p (n)) 2 . Then each α x is drawn independently from a complex Gaussian distribution
(1) The class QMA (2) is defined similarly to QMA, except that now there are two quantum provers who are guaranteed to share no entanglement. Is there a quantum oracle relative to which QMA (2) = QMA?
(2) Is there a quantum oracle relative to which BQP/qpoly ⊂ QMA/poly? This would show that the containment BQP/qpoly ⊆ PP/poly proved in [2] is in some sense close to optimal.
(3) Can we use the ideas of Section 6 to give a classical oracle relative to which BQP ⊂ PH? What about a classical oracle relative to which NP ⊆ BQP but PH ⊂ BQP? 10 (4) Is there a polynomial-time quantum oracle algorithm Q, such that for every n-qubit unitary transformation U , there exists a classical oracle A such that Q A approximately implements U ? Alternatively, would any such algorithm require more than poly (n) queries to A? 11 
