The aim of this paper is to develop stable and accurate numerical schemes for boundary integral formulations of the heat equation with Dirichlet boundary conditions. The accuracy of Galerkin discretisations for the resulting boundary integral formulations depends mainly on the choice of discretisation space. We develop a-priori error analysis utilising a proof technique that involves norm equivalences in hierarchical wavelet subspace decompositions. We apply this to a full tensor product discretisation, showing improvements over existing results, particularly for discretisation spaces having low polynomial degrees. We then use the norm equivalences to show that an anisotropic sparse grid discretisation yields even higher convergence rates. Finally, a simple adaptive scheme is proposed to suggest an optimal shape for the sparse grid index sets.
Introduction
Solutions to the heat equation are needed in many applications in physics, engineering and financial modeling [1] , [2] . The primary application in three dimensions is modeling heat flow in an isotropic medium. Higher dimensional applications appear in, e.g. the valuation of financial derivatives or in image analysis and machine learning [3] . Since the analytic solutions to these problems are typically not known, efficient numerical methods for solving them are important.
Standard methods for solving parabolic boundary value problems, such as finite element methods, approximate the solution using a variational formulation on a subdivision of the domain Ω combined with a low-order time stepping scheme [4] . Efficient variants of this finite element approach using various space-time sparse grid discretisations can be found in e.g. [5] . In complicated spatial domains, or for unbounded domains, generating a mesh of the domain Ω can be extremely challenging. In contrast, the boundary integral formulation of the problem only requires a mesh of the boundary Γ = ∂Ω. In many applications only the boundary values of the solution or its derivatives are the quantities of interest. This data can be obtained directly as a solution of the boundary integral formulation.
After the boundary reduction the resulting Galerkin boundary integral formulation of the heat equation becomes coercive [6] . Hence it remains stable for any conforming space-time discretisation. In particular, it remains stable for arbitrary choices of mesh size versus time step size. For problems with inhomogeneous stationary boundary conditions, this allows us to solve the equation much more efficiently, as a small number of time steps is sufficient. In order to allow easy error analysis of these methods for different choices of discrete approximation spaces we restrict ourselves to a Galerkin discretisation of the problem.
The main aim of this paper is to show that the boundary integral formulation provides a stable method to solve the heat equation for various choices of discretisation spaces. We will supplement the obtained theoretical bounds by numerical experiments. The computational gains of the boundary integral formulation are easily lost with a naive implementation of the method, largely due to the resultant full stiffness matrices and singular integrals. In a subsequent paper we will expand on how to resolve these implementational issues.
The paper is organised as follows. In Section 2 we formulate the heat equation, introduce the boundary reduction and the anisotropic Sobolev spaces that the boundary integral operators are posed in.
In Section 3 we will show that the classical convergence results from [6] can be improved for particular choices of polynomial degrees by using a wavelet decomposition of the discrete spaces. More precisely, this error analysis yields an improvement for low polynomial degrees. These low order polynomials are of interest as they can be easily implemented, even when using wavelet bases.
In Section 4 we improve on the error analysis of the sparse grid approximations to this problem given in [7] and [8] and verify those results numerically. We show that the combination technique ( [9] , [10] ) gives an efficient and easily implemented approximation of the sparse grid space for this problem.
Further, we show examples of index sets produced by a simple adaptive algorithm. The adaptive implementation suggests that the approximation spaces constructed in [11] give higher convergence rates for these problems if an appropriate anisotropic scaling in time and space is chosen.
Problem Formulation
We start by formulating the domain heat equation. Let Ω ⊂ R d , d ≥ 2 be a bounded domain with a smooth boundary Γ := ∂Ω. The extension of the following theory to non-smooth, e.g. polygonal domains, is possible [12] , [6] . However, for simplicity we restrict ourselves to smooth domains Γ ⊂ C ∞ . Further, let n be the outer normal vector field of Γ.
With T > 0 we denote a finite time horizon and with I := (0, T ) the time interval of interest. The domain heat equation is defined on the space-time cylinder Q := Ω × I. Definition 2.1. Given boundary data g : Γ × I → R find the solution u : Q → R satisfying:
where T is the trace operator γ 0 u = u| Γ in the case of Dirichlet boundary conditions, or the normal derivative of the solution on the boundary γ 1 u = ∂ n u| Γ in the case of Neumann boundary conditions.
Boundary reduction
The boundary element method relies on finding a formulation of the problem (1) which is posed on the mantle of the space-time cylinder Ω × I. For this we require the fundamental solution of the heat equation, which is
for any spatial dimension d ≥ 1 (see [6] ).
Then we can apply Green's second theorem to problem (1) with either Dirichlet or Neumann boundary conditions, giving the following representation of the solution of the heat equation
where n y is outward unit normal to ∂Ω at the point y.
The boundary element method then consists of finding the missing boundary data in (3) . That is, either the boundary flux γ 1 u for the Dirichlet problem or the boundary values γ 0 u for the Neumann problem. This formulation can be simplified using the following operators:
The single layer heat potential is defined as
The double layer heat potential is defined as
Using the trace operators γ 0 and γ 1 , the representation formula (3) can now be written more concisely as
Let ϕ ∈ H 
and the double layer operator K is defined as
An extensive analysis of these operators, including results on their well-posedness and regularity can be found in [6] and [12] . Using these operators we can formulate two methods to find solutions of the boundary integral formulation of the heat equation. For this we first need to introduce the anisotropic Sobolev spaces these methods are posed in. Let r, s ≥ 0 then
Their dual spaces are given by H −r,−s := (H r,s ) .
We restrict these spaces to the bounded domain Q:
They are equipped with the graph norm:
These spaces are well-defined for (r, s)
The Sobolev spaces with zero initial conditions at t = 0 will be denoted bỹ
For the sake of simplicity we will restrict ourselves in the following to Dirichlet boundary conditions T u = γ 0 u and vanishing source terms f = 0.
We are now ready to give the two formulations of the boundary element method we will work with. The direct method first calculates the boundary flux of the solution and then uses the representation formula to find the solution itself. This is particularly useful in engineering applications, where the boundary flux is itself a quantity of interest [6] .
The direct method:
2. Then the unique solution u ∈H 1, 1 2 (Q) of the Dirichlet problem (1) with f = 0 can be represented by
The second method we introduce is called the indirect method. The main advantage of this method is that only the single layer operator V needs to be assembled. This method could be used if the boundary flux is of no particular interest since the intermediate solution ψ has no particular physical meaning [6] .
The indirect method:
Galerkin discretisation
We now discretise these operators in time and space. In the following sections we will discuss several different choices of discrete spaces, so we initially keep the notation of this section general. Let X L be a nested sequence of discrete spaces dense in H − 1 2 ,− 1 4 (Σ), i.e.
Then, the direct and indirect formulations of the heat equation with Dirichlet data in the variational form are:
The following lemma follows directly from the Lax-Milgram Lemma and the Lemma of Céa respectively, using the coercivity and continuity of V in the appropriate anisotropic Sobolev spaces described above. See [6] for further details.
Lemma 2.4. The solution ψ L ∈ X L of the problems (11) is unique and quasi-optimal:
Here V and c v are the continuity and coercivity constants of the single layer heat operator V respectively.
be a basis of the discrete space X L , where N is the number of basis functions. Then, finding the discrete solution ψ = N j=1 c j b j ∈ X L requires the solution of a linear system of the form
We refer to the resultant matrix as A i,j = V b j , b i . The structure of the matrix A follows directly from the form of the fundamental solution. In particular, since G(x, t) = 0 if t < 0, the matrix is block lower triangular.
Error Analysis for Full Tensor-products
We start with a simple discretisation of the integral formulation of the heat equation using tensor products of piecewise polynomial basis functions in time and space. In this section we give improved error bounds for certain choices of polynomial degrees. The classical theory due to [6] uses an Aubin-Nitsche duality argument and properties of the L 2 -orthogonal projection. We propose a new proof using as a main ingredient norm equivalences, which can be shown using a wavelet decomposition of the discrete spaces.
We start by introducing the spaces of piecewise polynomials in time and space. Let X x i and X t j be the nested finite element spaces:
In time we simply define the discrete spaces as discontinuous piecewise polynomials on an equidistant grid, which is refined by bisection. More precisely,
In space we define the discrete spaces using parameterisations γ : [0, 1] d−1 → Γ of the boundary of the spatial domain. In two dimensions the smooth boundary Γ can be paramaterised using a single smooth, 1-periodic function γ. In higher dimensions or in the case of a piecewise smooth boundary Γ the domain is cut up into non-overlapping patches and each is parameterised by a smooth function. Thus,
where τ i is the triangulation of the boundary at level i and P px is the space of polynomials of degree p x . Again, we refine by halving the support of the basis functions in each direction. For a two dimensional problem this is simply a bisection. For a three dimensional problem discretised using triangles this corresponds to a red refinement.
Then the full tensor product space X L can be defined as
Next we introduce a multilevel decomposition of the space X L . This decomposition is needed to show the norm equivalences that are central to the proof. We construct a system of subspaces W j , that are pairwise orthogonal with respect to the L 2 inner product. They give a multilevel decomposition of X x i as follows:
we have (see [11] )
These norm equivalences deliver (sharp) upper and lower bounds for the error estimates, which we use in the forthcoming error analysis.
We generalise the tensor product spaces of the form X x L ⊗ X t L by using the above multilevel decomposition and including W x i ⊗ W t j for certain indices (i, j). The resulting spaces are then described fully by the indices of the included subspaces. The index set corresponding to the anisotropic full tensor product space is
where σ is a positive real parameter that can be chosen freely. The form of scaling used here mirrors the definition of anisotropic sparse grid index sets from [13] and allows us to easily compare to those sets in Section 4. The index set is visualised in Figure 1 . In subsequent sections we will characterise various sparse grid discretisation spaces by other choices of index set.
The parameter σ denotes the scaling in time and space. For example, if σ = 2, we use four times as many discretisation levels in time than in space. On the other hand if σ < 1 we refine more strongly in space than in time.
w ( x , t) ∈ X L we get the following by applying (14) twice. inf
The term 2 −2(max{ x 2 , t 4 }+2 max{µ x ,λ t}) reaches its maximum when the negative exponent is as small as possible. We define
Then, in order to determine the error bound we find the minimum n := min
To do so we use the following properties of monotonically increasing functions.
Let F be a monotonically increasing function. Then its minimum outside the set I σ L is
Proof. Let x ≥ L/σ + 1 Then there holds
Together this tells us that the minimising multi-index lies in the subset
In Figure 1 this subset is depicted by the dashed lines.
Now let x = L/σ + 1 and t ≥ 0, then there holds
Analogously, for x ≥ 0 and t = σL + 1 we have
This shows that the minimum can only be attained at ( L/σ + 1, 0) or (0, σL + 1) as asserted.
To estimate the convergence rate from (16) we require the minimum n defined in (18) . Clearly, the function of the exponent f ( x , t ) is a monotonically increasing function. Using Lemma 3.2 we get n = min
Thus, the minimum is
We can now formulate the following theorem on the convergence in the energy norm. 
Proof. Inserting the exponent n from (19) into (16) we get
For σ 2 = µ+1/2 λ+1/4 we have n = λ +
Full tensor product, d = 2
(px, pt) conv. rate γ scaling σ 2 (0, 0) 15 22 ∼ .7 6 5 (1, 0) (1, 1) 45 38 ∼ 1.2 10 9 Full tensor product, d = 3
(px, pt) conv. rate γ scaling σ 2 (0, 0) 15 32 ∼ .46 6 5 (1, 0) (1, 1) 45 56 ∼ .8 10 9 Table 1: Improved convergence rates and optimal values of σ for full product discretisations in 2 and 3 dimensions.
The highest possible rate of convergence is attained in the space H px+1,pt+1 (Σ), so we restrict the regularity constants µ and λ by the polynomial degrees p x + 1 and p t + 1 respectively [13] .
In Table 1 we give the convergence rates and optimal choices of σ for different combinations of polynomial degrees. In the case of an analytic solution the only constraints on µ and λ lie in the polynomial degree of the discretisation. Thus, we can choose µ = p x +1 and λ = p t +1 to maximise the convergence rate. Then, the optimal scaling σ can be written in terms of polynomial degree as σ 2 = 4px+6 4pt+5 . In two dimensions and for p x = p t = 0 the optimal scaling is σ = 6 5 and this gives a higher convergence rate than that for σ = 1 in the classical theory from [6] , suggesting that this scaling should be used instead.
As the polynomial degrees in time and space p x = p t increase the improvement becomes smaller. The results from Theorem 3.3 and Table 1 give the largest improvement for the case p x = p t = 0. This happens since for large p x = p t the term 4µ+2 4µ+1 approaches 1 and thus the results approach the results given in [6] .
Numerical Experiments
We now verify the expected convergence rates for different choices of scaling factor σ 2 . In these numerical experiments we set the time horizon to T = 4, giving the time interval I := (0, 4). We initially choose a unit circle B 1 (0) as the domain Ω. Thus, Q := B 1 (0) × I is the space-time cylinder with mantle Σ = ∂B 1 (0)×I and we solve the Dirichlet problem (1) with the right hand side g(r, ϕ, t) = t 2 cos(ϕ). The advantage of this test is that the exact solution can be calculated to verify the numerical solution [14] .
In Figure 2 we plot the convergence of the boundary flux in the energy norm squared. For the curve corresponding to the scaling σ = 6/5 the expected convergence rate from Theorem 3.3 is 15 11 . As we can see the convergence rate is close to the predicated rate. We also run tests with two other values of σ. When σ = 1, we have a slightly lower convergence rate, as predicted by (19) . Further, the constant for h t ∼ h 6/5 x leads to a lower overall error. The convergence rate in this case is expected to be 5 4 . Lastly, when σ = 2 we expect a slower convergence rate of 1 from (19) . The numerical tests confirm these rates.
Next we give some more challenging tests on an ellipse with the semi-axes a = 0.8 and b = 0.5. For these tests it is simpler to use the indirect method, as the exact solution is not known. We use a value calculated with ∼ 3.3 · 10 7 degrees of freedom as an approximation of the exact solution to calculate the error. For this test we use the more oscillatory right hand side g(ϕ, t) = t 2 cos(2ϕ).
In Figure 3 one can see that the correspondence to the expected rates is good for σ = 2, where we again expect a rate of exactly 1. At σ = 1 the rate should be 5/4 = 1.25, and is in fact somewhat higher than that. In particular, the error for σ = 1 is smaller than the error for σ = 6 5 . The reason for this discrepancy is not clear. The expected convergence rate for σ = 6 5 is 15 11 , and Figure 3 shows a good correspondence to this rate.
Sparse Grids
The natural tensor product structure of Σ = Γ × I in space and time lends itself to a sparse grid approximation. The main idea behind these methods is to truncate the tensor-product expansion of a one-dimensional multilevel basis to improve the cardinality of the tensor product in space-time. To approximate a function such as f (x, t) = f 1 (x)f 2 (t) that can be decomposed entirely in time and space the subspaces that are highly refined both in space and time can be dropped entirely without a loss of approximation properties. This is particularly helpful as these are precisely the most 'expensive' subspaces, i.e. those containing the most degrees of freedom.
A sparse Galerkin discretisations yields only a mild dependence on the dimension. More precisely, standard sparse grid methods scale in dimension with O(N (log N ) d−1 ) [15] , while the full tensor product scales with O(N d ), where N is the number of degrees of freedom. Thus, the sparse grid approximation can alleviate the 'curse of dimensionality'.
Let X x L be the discrete space in the spatial dimensions and X t L the discrete space in time. The first step in defining sparse grid structures is the definition of one-dimensional multilevel decompositions. They can then be combined to form sparse grid spaces. As in (13) assume that there exists a system of subspaces W x i and W t j such that
The general form of a sparse grid space in two dimensions iŝ
where J L is an index set, which can be freely chosen.
The approximation properties of the spaceX L are entirely dependent on the choice of index set J L . In Section 3 for example we have seen the approximation properties for the set index set I σ L = {( x , t ) : x ≤ L/σ, t ≤ σL}, there we essentially only had to find the minimum of a monotonically increasing function outside of the subset I L in order to find the error in the energy norm. The same is true for more general index sets J L . 
where 0 < σ < ∞ is a free parameter (see e.g. [16] ). In this case we writeX L =X σ L .
Error Analysis of Sparse Grids
An extensive error analysis of the standard sparse grid approximation to this problem has been shown in [7] and [8] using an Aubin-Nitsche based argument. As in the error analysis for the full tensor product spaces in Section 3 the main ingredient will be norm equivalences, shown using wavelet bases. For sparse grid approximation spaces the appropriate Sobolev spaces are spaces of weak mixed derivatives,
Define the set of indices outside of the sparse grid index setĴ σ L as
Then as in Section 3 we use the norm equivalences (22) to estimate
According to [13] the index set I can be split into two disjoint sets I = I 1 ∪ I 2 , given by
(23)
We setf ( x , t ) := max{ x 2 , t 4 } + (µ x + λ t ) and apply the splitting (23) to estimate
The terms of the infinite sums can be rewritten using the following well-known property of the geometric series ∞ k=m r k = r m 1−r , r < 1. This gives
To estimate the first summand the exponentf ( x , Lσ − σ 2 x ) must be minimised in the range 0 ≤ x ≤ L/σ . This exponent is piecewise linear. Thus, its minima lie either at the limits of the range x = 0 and x = L/σ or at the turning point off ( x , Lσ − σ 2 x ).
Let c > 0 be a constant that depends only on µ and λ. To simplify the expression and to determine the turning point we use the estimate m − 1 ≤ m and get
Then the turning point off ( x , Lσ − σ 2 x ) lies at
We examine these three potential minima separately: • x = L/σ , t = 0 gives the exponentf ( L/σ , 0)(µ + 1 2 ) L/σ . In this case we can estimate
Taking these terms together we get
Finally, we note that the dimension of the approximation space is given by (see [13] ):
In [13] the following three reasonable strategies for choosing the scaling factor σ are suggested.
1. Equilibrating the degrees of freedom in the spaces W x x ⊗ W t t with x σ + t /σ = L leads to the choice σ 2 = d − 1. 2. Equilibrating the approximation power of the tensor-product spaces leads to the choice σ 2 = µ λ . 3. Equilibrating a cost-benefit ratio leads to the choice σ 2 = d−1+µ 1+λ .
We refer to [13] for a closer discussion of these choices and note only that in our implementation each degree of freedom in time and space requires roughly equal computational effort. We apply the first strategy, choosing σ 2 = d − 1.
Remark 2. In two dimensions and for equal polynomial degrees all three strategies coincide.
Theorem 4.2. Let ψ and ψ L denote the exact solution to (11) and the approximation in the discrete space X L with σ 2 = d − 1 respectively. Further, let d > 1 and let µ, λ fulfil µ ≤ p x + 1 and λ ≤ p t + 1 and let c > 0 be a constant depending only on µ and λ. Then the convergence in the energy norm is given by
Proof. Applying equation (25) with σ 2 = d − 1 to the estimate (24) directly gives
This gives an estimate in the space H µ,λ mix (Σ). To get regularity in the non-mix spaces we simply apply the following result from [7] . Let a, b, k ≥ 0 and k ≥ a + 2b, then
The convergence rates for different dimensions and choices of polynomial degrees (up to logarithmic terms) are summarised in Table 2 for d = 2 and in Table 3 for d = 3. We compare with the results for full tensor product discretisations given in Section 3.
The table shows that in discretisations with low polynomial degree the sparse grids yield higher rates than the full tensor products. However, they require higher regularity assumptions on the data.
In the case of piecewise constant basis functions, i.e. p x = p t = 0 and d = 2, the convergence rate in the energy norm using these sparse grids is almost twice as high as that of full tensor products. For d = 3 the improvements to the convergence rates γ are not quite as large as in two dimensions since we still discretise with a full tensor product in the spatial dimensions. We note that for d = 3 these rates give an improvement over the rates given in [7] .
(p x , p t ) conv. rate γ scaling σ 2 (0, 0) (1, 0) (1, 0) 2 Table 3 : Convergence rates for full and sparse tensor product discretisation in 3 dimensions.
Combination Technique
The combination technique for the solution of sparse grid problems was first introduced in [9] . The basic idea behind the technique is to find a sparse grid approximation using a linear combination of smaller full grid solutions. The advantage of this is that the included full grids are much smaller than the full sparse grid and can be computed more quickly, while still giving the same accuracy. It also gives an easier implementation since the need for the solution in a sparse grid space is replaced with the solution of several full grids. Further, the solution of the systems corresponding to these full grids can be performed in parallel, see e.g. [17] and [18] .
No general proof of convergence for the combination technique exists. However, it has been shown in [19] that it produces the same order of convergence with the same complexity as the Galerkin approach in the standard sparse tensor product case for elliptic operators acting on arbitrary Gelfand triples. In particular, we can apply [19, Theorem 2] to our problem since I and Γ are bounded and the bilinear form (11) is continuous and coercive [6] and thus guarantee convergence of the combination technique.
To introduce the combination technique we use the Galerkin projection onto the full tensor product discrete spaces. The Galerkin projection is well-defined due to the coercivity of the single-layer operator V . Let Π X be a mapping
which satisfies Galerkin-orthogonality
We refer to this projection as the Galerkin projection. For ease of notation we will denote the Galerkin projection onto the space X
Then for isotropic sparse grids we find indices such that
Running over these indices gives the combination technique sparse grid solution ϕ L :
This combination of spaces is shown in Figure 4 . Essentially one adds the spaces for l = 0 (denoted by + on the figure) and then subtracts the spaces for l = 1 (denoted by − on the figure).
If we want to use the combination technique for an anisotropic sparse grid index set, i.e. for a set of the formÎ (27) is changed as follows (see [19] ) σ 2 l x + t = σL − l, l = 0, 1.
Numerical Experiments
Next we test the convergence rates derived in Section 4, we compare the convergence rates of the square of the energy norm of the full tensor product discretisation and the isotropic sparse grid discretisation with a scaling of σ = 1 in both. As before we chose the time horizon to be T = 4 and solve the Dirichlet problem (1) on a unit circle with the right hand side g(r, ϕ, t) = t 2 cos(ϕ). The convergence rate for the full tensor product discretisation, namely 5 8 , is as expected. The expected convergence rate for the square of the energy norm for the isotropic sparse grid method is 7 6 . The tests in Figure 5 show a correspondence to the expected rates.
Lastly, we give some numerical results for the combination technique. The left plot in Figure 5 shows convergence of the energy norm against the total number of degrees of freedom. As expected, the convergence rates are identical to those obtained by implementing the sparse grid method using a multilevel decomposition. However, as the right plot in Figure 5 shows the combination technique provides a large improvement in the time taken for the calculation.
Adaptive Sparse Grids
Independently of the choice of approximation spaceX L we can make the following an Aubin-Nitsche argument. Let us assume that the solution ψ is in L 2 (Σ).
Then we can estimate
small for small for full tensor for any approximation spaceX L . This argument leads to the idea of finding a compromise between the full tensor product discretisation and the sparse grid discretisation. However, it is unclear what form this index set should take. The optimised index sets given in [11] are one possibility. However, they still leave us several free parameters that need to be chosen.
In order to get a better idea of how a good index set might look we implemented a simple adaptive scheme from [16] . Since our aim was to gain a better understanding of the optimal shape of the index set, we have not used an error indicator to choose the next index to include. Instead we have simply calculated the actual contribution to the energy norm for each index.
For an index ( x , t ) the local cost function c( x , t ) is given by the size of the corresponding subspace W ( x, t) , i.e. c( x , t ) = 2 t+lx(d−1) .
Our local benefit function b( x , t ) gives the contribution of the index to the energy norm, i.e.
b(
.
In each step of the adaptive algorithm we choose the next admissible index that maximises the costbenefit ratio c( x , t )/b( x , t ). We require that an admissible index has no "holes", i.e. that all downset neighbours are already contained in the index set. Figure 6 shows the growth of the adaptively chosen index set. We notice that these index sets behave similarly to the optimised index sets from [11] for negative choices of T . For our purposes we require an anisotropy in the definition of the index sets. Care has to be taken when comparing to [11] , where this anisotropy is not present in the definition. where T ∈ [−∞, 1)and σ are free variable . The lines in Figure 6 show the boundary of the index set J T ,σ L for a scaling of 6 5 and T = −1 for comparison.
Numerical Experiments
Next we numerically verify that the adaptively chosen index sets indeed yield an improvement over the standard index sets. In Figure 7 we see that this is the case. As before we chose the time horizon to be T = 4 and solve the Dirichlet problem (1) on a unit circle with the right hand side g(r, ϕ, t) = t 2 cos(ϕ). For this problem the exact solution is known, so the exact error can be calculated.
Conclusions
The boundary integral formulation efficiently approximates the Cauchy data of the given boundary value problem, i.e. the missing boundary values for the Neumann problem or the missing boundary fluxes for the Dirichlet problem. We have shown an error analysis for two types of discretisation spaces. Firstly, we have shown improved error bounds for a full tensor product discretisation. These improvements are largest for lower polynomial degrees, which are primarily of interest in an implementation. Secondly, we have shown similar improvements for anisotropic sparse grid discretisation spaces. In terms of degrees of freedom the sparse grid discretisation gives a considerably higher convergence rates than the full tensor product discretisation. However, the sparse grid combination technique is essential to ensure that these gains lead to a corresponding speed-up in run time.
There is scope to explore the choice of sparse grid index set for this problem, as the adaptive algorithm shows that the anisotropic sparse grid index sets are not the optimal choice.
