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性能も向上してきており，特に，グラフィック処理を行うGPU (Graphics Processing Units)では，
数百のコア（演算ユニット）を用いた並列処理が普通に行われるようになってきている．近年，
GPUを汎用的な計算にも利用しやすいように機能が追加され，開発環境も整備されつつあり，














ゲートからなるマクロゲートになっている．例えば，図 2において，スレッド 1が G11, G21,


























以下，第 2章では本研究で使用した NVIDIA社の GPU Tesla M2090 [6, 8]の概要と GPUの統




本研究で用いた GPU Tesla M2090は，Fermiコア・アーキテクチャ [8]を採用しており，32個
のコアを持つストリーミング・マルチプロセッサ 16個で構成されており，GPU当たり合計 512

































2の例では，一つのスレッドが G11, G12, G21, G22, G31, G32の順にゲートの出力を計算する．
スレッドで計算する信号値は，64 bitの符号なし整数の各ビットに一つの 0/1パタンを割り当
てることで 64パタンを表現する．GPUの 64 bit論理演算命令を使って各ゲートの出力を順に計
算することにより，1スレッドで 64 = 26個のパタンを並列に計算することが出来る．したがっ
て，例えば図 3に示すように，4スレッド並列に実行すると，64  4 = 256パタンを並列に計算
することが出来る．
1ブロックには最大 512個のスレッドを格納することが出来るので，1ブロックで，64 512 =
32; 768 = 215 個のパタンを並列にシミュレーションできる．これより多くの入力パタンに対し
てシミュレーションする場合は，複数のブロックを用いたグリッドを構成することで対応する．
4. 実験結果




コンピュータ (Xeon X5675, 3.07GHz)で逐次型プログラムにより 224個の入力パタンに対する論
理シミュレーションを行うのに要した時間（秒）である．この逐次型プログラムでは，GPUの
スレッドと同様に 64 bit符号なし整数の各ビットに一つの 0/1パタンを割り当てることで 64パ
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表 1 実験結果
回路名 入力数 出力数 ゲート数 CPU GPU 比率
c432 36　 7　 160　 3.56 0.28 12.7
c880 60　 26　 383　 9.71 0.65 14.9
c1355 41　 32　 546　 14.69 0.93 15.8
c2670 233　 140　 1193　 25.26 2.05 12.4
c3540 50　 22　 1669　 35.98 2.72 13.2
c5315 178　 123　 2307　 52.24 4.07 12.9
c6288 32　 32　 2416　 73.78 4.17 17.7
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In the area of logic verification and test generation for large logic circuits, logic simulations of large
combinatorial circuits become essential task. In this paper, we propose a new logic simulation method
that processes large number of input patterns in parallel by using GP-GPU approach, where we can use,
in general, hundreds of processing units (cores). We applied our method to logic simulation of ISCAS
benchmark circuits, and obtained around 12 to 18 times speed-up.
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