In this paper, we propose a new method
Introduction
Recent advances in SAT solver technologies [6, [16] [17] [18] 20] have enabled solving a problem by encoding it as a SAT problem, and then using an efficient SAT solver to find a solution, such as for model checking, planning, and scheduling [4, 7, 10, 11, 14, 19, 21] .
In this paper, we propose a new method to encode Constraint Satisfaction Problems (CSP) and Constraint Optimization Problems (COP) with integer linear constraints into Boolean Satisfiability Testing Problems (SAT) of CNF (product-ofsums) formulas [23] .
As Hoos discussed in [10] , basically two encoding methods are known: "sparse encoding" and "compact encoding". Sparse encoding [5] encodes each assignment of a value to an integer variable by a different Boolean variable, that is, Boolean variable representing x = a is used for each integer variable x and integer value a. The direct encoding [24] and the support encoding [8] are based on the sparse encoding. The compact encoding [7, 12] assigns a Boolean variable for each bit of each integer variable.
The encoding method used in this paper (named order encoding) is different from these. The method is basically the same as the one used to encode Job-Shop Scheduling Problems by Crawford and Baker in [4] and studied by Soh, Inoue, and Nabeshima in [11, 19, 21] . It encodes a comparison x ≤ a by a different Boolean variable for each integer variable x and integer value a.
The benefit of this encoding is the natural representation of the order relation on integers. Axiom clauses with two literals, such as {¬(x ≤ a), x ≤ a + 1} for each integer a, represent the order relation for an integer variable x. Clauses, for example {x ≤ a, ¬(y ≤ a)} for each integer a, can be used to represent the constraint among integer variables, i.e. x ≤ y.
The original encoding method used in [4, 11, 19, 21] is only for Job-Shop Scheduling Problems. In this paper, we extend the method so that it can be applied to any finite linear CSPs and COPs.
To evaluate the effectiveness of this approach, we applied the method to the Graph Coloring Problems and the Open-Shop Scheduling Problems (OSS).
The proposed method gives the better performance compared with the direct encoding [24] and the support encoding [8] for the Graph Coloring Problems.
As for OSS problems, all 192 instances in three OSS benchmark sets proposed in [3, 9, 22] are examined, and our program found and proved the optimal results for all instances including three previously undecided problems [2, 13, 15] .
Finite linear CSP and SAT
In this section, we define finite linear Constraint Satisfaction Problems (CSP) and Boolean Satisfiability Testing Problems (SAT) of CNF formulas.
Z is used to denote a set of integers and B is used to denote a set of Boolean constants ( and ⊥ are the only elements of B representing "true" and "false" respectively).
We also prepare two countably infinite sets of integer variables V and Boolean variables B. Although only a finite number of variables are used in a specific CSP or SAT, countably infinite variables are prepared to introduce new variables during the translation. Symbols x, y, z, x 1 , y 1 , z 1 , . . . , are used to denote integer variables, and symbols p, q, r, p 1 , q 1 , r 1 , . . . , are used to denote Boolean variables.
Linear expressions over V ⊂ V, denoted by E(V), are algebraic expressions in the form of a i x i where a i 's are non-zero integers and x i 's are integer variables (elements of V). We also add the restriction that x i 's are mutually distinct.
Literals over V ⊂ V and B ⊂ B, denoted by L(V, B), consist of Boolean variables { p | p ∈ B}, negations of Boolean variables {¬ p | p ∈ B}, and comparisons {e ≤ c | e ∈ E(V), c ∈ Z}. Please note that we restrict comparison literals to only appear positively and in the form of a i x i ≤ c without loss of generality. For example, ¬(a 1 x 1 + a 2 x 2 ≤ c) can be represented with −a 1 x 1 − a 2 x 2 ≤ −c − 1, and x = y (that is, (x < y) ∨ (x > y)) can be represented with (x − y ≤ −1) ∨ (−x + y ≤ −1). Encoding of other expressions, such as max, abs, etc., will be explained in Section 3.5.
Clauses 
is a mapping from V to Z representing the lower bound of the integer variable, (3) u is a mapping from V to Z representing the upper bound of the integer variable, (4) B is a finite subset of Boolean variables B, and (5) S is a finite set of clauses (that is, a finite subset of C(V, B)) representing the constraint to be satisfied.
In the rest of this paper, we simply call finite linear CSP as CSP. We extend the functions and u for any linear expressions e ∈ E(V), e.g. (2x − 3y) = −9 and u(2x − 3y) = 6 when (x) = (y) = 0 and u(x) = u(y) = 3.
An assignment of a CSP (V, , u, B, S) is a pair (α, β) where α is a mapping from V to Z and β is a mapping from B to { , ⊥}.
is satisfiable by an assignment (α, β) if the assignment makes the clause C be true and
We denote this satisfiability relation as follows.
(α, β) |= C
A clause C is satisfiable if C is satisfiable by some assignment. A set of clauses is satisfiable when all clauses in the set are satisfiable by the same assignment. A logical formula is satisfiable when its clausal form is satisfiable. The CSP is satisfiable if the set of clauses S is satisfiable.
Finally, we define SAT as a special form of CSP. 
Converting comparisons to primitive comparisons
In this section, we will explain a method to transform a comparison into primitive comparisons.
A primitive comparison is a comparison in the form of x ≤ c where x is an integer variable and c is an integer satisfying (x) − 1 ≤ c ≤ u(x). In fact, it is possible to restrict the range of c to (x) ≤ c ≤ u(x) − 1 since x ≤ (x) − 1 is always false and x ≤ u(x) is always true. However, we use the wider range to simplify the discussion.
Let us consider a comparison of x + y ≤ 7 when (x) = (y) = 2 and u(x) = u(y) = 6. As shown in Fig. 1 , the comparison can be equivalently expressed as
in which 10 black dotted points are contained as satisfiable assignments since 0 ≤ x, y ≤ 6. Please note that conditions (x ≤ 1 ∨ y ≤ 5) and (x ≤ 5 ∨ y ≤ 1), which are equivalent to y ≤ 5 and x ≤ 5 respectively, are necessary to exclude cases of x = 2, y = 6 and x = 6, y = 2.
Now, we will show the following lemma before describing the conversion to primitive comparisons in general. Proof (=⇒) From the hypotheses and the definition of satisfiability, we get α(e)
Parameters a and b range over
If there are no such a and b , the conclusion holds. If α(e) ≤ a, e ≤ a in the conclusion is satisfied. Otherwise, f ≤ b in the conclusion is satisfied since α(
. Now, we show the conclusion through a proof by contradiction. Assume that α(e) + α( f ) > c which is the negation of the conclusion.
When The following proposition shows a general method to convert a (linear) comparison into primitive comparisons.
Proposition 1 Let (V, , u, B, S) be a CSP, then for any assignment (α, β) of the CSP, for any linear expression n i=1 a i x i ∈ E(V), and for any integer c ≥ (
Proof The satisfiability of a i x i ≤ c is equivalent to the satisfiability of (a i x i ≤ b i ) from Lemma 1, and the satisfiability of each a i x i ≤ b i is equivalent to the satisfiability of
Therefore, any comparison literal a i x i ≤ c in a CSP can be converted to a CNF (product-of-sums) formula of primitive comparisons (or Boolean constants) without changing its satisfiability. Please note that the comparison literal should occur positively in the CSP to perform this conversion.
Encoding to SAT
As shown in the previous subsection, any (finite linear) CSP can be converted into a CSP with only primitive comparisons. Now, we eliminate each primitive comparison
) by replacing it with a newly introduced Boolean variable p(x, c) which is chosen from B. We denote a set of these new Boolean variables as follows.
We also need to introduce the following axiom clauses A(x) for each integer variable x in order to represent the bound and the order relation.
However, these will be removed in the early stage of SAT solving and will not affect much the performance of the solver.
Proposition 2 Let (V, , u, B, S) be a CSP with only primitive comparisons, let S * be a clausal form formula obtained from S by replacing each primitive comparison x ≤ c with p(x, c), and let A = x∈V A(x). Then, the following holds. (V, , u, B, S) is satisfiable
there is an assignment (α, β) which makes S be true and (x) ≤ α(x) ≤ u(x) for all x ∈ V. We extend the mapping β to β * as follows.
Then an assignment (α, β * ) satisfies S * ∪ A. (⇐=) From the hypotheses, there is an assignment (∅, β) which makes S * ∪ A be true. We define a mapping α as follows.
It is straightforward to check the assignment (α, β) satisfies S.
Keeping clausal form
When encoding a clause of CSP to SAT, the encoded formula is no more a clausal form in general.
Consider a case of encoding a clause {x − y ≤ −1, −x + y ≤ −1} which means x = y. Each of x − y ≤ −1 and −x + y ≤ −1 is encoded into a CNF formula of primitive comparisons. Therefore, when we expand the conjunctions to get a clausal form, the number of obtained clauses is the multiplication of two numbers of primitive comparisons. 
This conversion does not affect the satisfiability which can be shown from the following lemma. 
Proof (=⇒) From the hypotheses, there is an assignment (α, β) which satisfies some L i . We extend the mapping β so that β( p i ) = and β( p j ) = ⊥ ( j = i). Then, the assignment satisfies converted clauses.
(⇐=) From the hypotheses, there is an assignment (α, β) which satisfies some p i . The assignment also satisfies {¬ p i , L i }, and therefore L i . Hence the conclusion holds. −1) ) respectively. Expanding S 1 ∨ S 2 generates 9 clauses. However, by introducing new Boolean variables p and q, we obtain the following seven clauses.
Size of the encoded SAT problem
Usually the size of the encoded SAT problem becomes large.
Suppose the number of integer variables is n, and the size of integer variable (three for integer variables and one for the case handling described in the previous subsection).
Encoding expressions other than a i x i ≤ b
Comparisons and expressions other than a i x i ≤ b can also be encoded to SAT by using the conversion described in Fig. 2 .
Comparisons and expressions (the first column) can be replaced with the replacement (the second column) with some extra condition (the third column) where E div c and E mod c are integer quotient and remainder of E divided by an integer constant c.
Comparison with direct and support encodings
This section compares the proposed encoding with other encodings, especially the direct encoding [24] and the support encoding [8] , through the following CSP example.
x ∈ {2, 3, 4, 5, 6} y ∈ {2, 3, 4, 5, 6}
Direct encoding: The direct encoding [24] uses Boolean variables p xi meaning x = i for each CSP variable x and each integer constant i ( (x) ≤ i ≤ u(x)). Therefore, 10 Boolean variables are used for the above CSP example. The following at-least-one and at-most-one clauses are used as axioms for each CSP variable x.
Fig. 2 Encoding expressions other than a i x i ≤ b
Therefore, the following 22 clauses are required for the example.
(similar clauses for y)
Constraints are encoded into clauses representing conflict points. When x 1 = i 1 , . . . , x n = i n violates the constraint, the following clause is added.
Therefore, 15 clauses are used to encode x + y ≤ 7.
Support encoding: The support encoding [8] uses the same Boolean variables and axiom clauses with the direct encoding.
Constraints are encoded into clauses representing supports. When y = j 1 , . . . , y = j n is the support of x = i, the following clause is added.
Therefore, the following 8 clauses are used for x + y ≤ 7.
Order encoding: The order encoding uses Boolean variables p xi meaning x ≤ i for each CSP variable x and each integer constant i ( The following bound and order clauses are used as axioms for each CSP variable x.
Therefore, the following 14 clauses are required.
(similar clauses for y) Constraints are encoded into clauses representing conflict regions instead of conflict points. When all points (x 1 , . . . , x n ) in the region i 1 < x 1 ≤ j 1 , . . . , i n < x n ≤ j n violate the constraint, the following clause is added.
Therefore, the following 5 clauses are used to encode x + y ≤ 7.
Encoding finite linear COP to SAT Definition (Finite linear COP) A (finite linear) COP (Constraint Optimization Problem) is defined as a tuple (V, , u, B, S, v) where (1) (V, , u, B, S)
is a finite linear CSP, and (2) v ∈ V is an integer variable representing the objective variable to be minimized (without loss of generality we assume COPs as minimization problems).
The optimal value of COP (V, , u, B, S, v) can be obtained by repeatedly solving CSPs.
Of course, instead of linear search, binary search method is useful to find the optimal value efficiently as used in previous works [11, 19, 21] .
It is also possible to encode COP to SAT once at first, and repeatedly modify only the clause {v ≤ c} for a given c. This procedure substantially reduces the time spent for encoding.
Experimental results
In order to show the applicability of our method, we applied it to the Graph Coloring Problems and the Open-Shop Scheduling (OSS) Problems.
Graph coloring problems
Graph Coloring Problem (GCP) is a problem to find the minimum number of colors (the chromatic number) for a given undirected graph such that no two adjacent vertices have the same color. All of 119 benchmark instances listed in the web site of the Computational Symposium on Graph Coloring 1 are used to compare the order encoding with the direct encoding [24] and the support encoding [8] .
The encoding programs are written in Perl and MiniSat [6] is used as the SAT solver. These programs find the minimum chromatic number by changing the number of colors with binary search method.
The order encoding program decided the minimum chromatic number of 44 instances within the time limit of 1800 s executed on Intel Xeon 2.8 GHz 4 GB memory machine, while the direct and support encoding programs solved 39 and 38 instances respectively which are included in the 44 instances. Figures 3 and 4 list the solved instances for each encoding method along with the CPU seconds of MiniSat solver for the SAT problem with the optimum chromatic number c (followed by a mark of "S") and the SAT problem with c − 1 colors (followed by a mark of "U"). For example, the instance DSJC125.1 can be colored with five colors but not with four colors.
The result shows the order encoding is also effective for CSPs with not-equals constraints. 
Open-shop scheduling problems
There are three well-known sets of OSS (Open-Shop Scheduling) benchmark problems by Guéret and Prins [9] (80 instances denoted by gp * ), Taillard [22] (60 instances denoted by tai_ * ), and Brucker et al. [3] (52 instances denoted by j * ), which are also used in [2, 13, 15] . Some problems in these benchmark sets are very hard to solve. Actually, three instances (j7-per0-0, j8-per0-1, and j8-per10-2) are still open, and 37 instances are closed recently in 2005 by complete MCS-based search solver of ILOG [15] .
Representing OSS problem as CSP is straightforward. Figure 5 defines a benchmark instance gp03-01 of 3 jobs and 3 machines. Each element p ij represents the process time of the operation O ij (0 ≤ i, j ≤ 2). The instance gp03-01 can be represented as a CSP of 27 clauses as shown in Fig. 6 .
In the figure, integer Before encoding the CSP to SAT, we also need to determine the lower and upper bound of integer variables. We used the following values and u (where n is the number of jobs and machines).
The value u is used for the upper bound of s ij 's and m, and the value is used for the lower bound of m (the lower bound 0 is used for s ij 's). For example, = 1000 and u = 1509 for the instance gp03-01. We developed a program called CSP2SAT which encodes a CSP representation (of a given OSS problem) into SAT and repeatedly invokes a complete SAT solver to find the optimal solution by binary search. 2 We used MiniSat [6] as the backend complete SAT solver because it is known to be very efficient.
We run CSP2SAT for all 192 instances of the three benchmark sets on Intel Xeon 2.8 GHz 4 GB memory machine with the time limit of 3 h (10800 s).
Figures 12, 13, and 14 provides the results for each benchmark instance. The column named "Optim." describes the optimal value found by the program, and "CPU" describes the total CPU time in seconds including encoding process. The column named "SAT" describes the numbers of Boolean variables and clauses in the encoded SAT problem. Although time spent for encoding is not shown separately in the figures, it ranges from 1 s to 1163 s and fits linearly with the number of clauses in the encoded SAT program.
CSP2SAT found the optimal solutions for 189 known problems and one unknown problem (j8-per10-2) within 3 h. Figure 7 shows the overall performance. 96 instances (50%) are solved within 1 min, and 173 instances (90%) are solved within 10 min.
The known upper bound of j8-per10-2 was 1009. CSP2SAT improved the result to 1002 and proved there are no solutions for 1001. Figure 8 shows the start times s ij of the optimal scheduling found by the program. Figure 9 provides the log scale plot of the number of clauses in the encoded SAT problem (x-axis) and the total CPU time (y-axis) for 190 problems. The mark + is We found the most of the CPU time was spent for showing satisfiability and unsatisfiability of the boundary makespan values. Figure 10 plots the CPU seconds spent for checking satisfiability by changing makespan values of the j6-per0-0 instance. The time of 226 s is required to prove the makespan value 1055 is unsatisfiable, and the time of 57 s is required to prove 1056 is satisfiable for j6-per0-0 which spent 817 s in total.
For the remaining two open problems j7-per0-0 and j8-per0-1, we solved and proved their optimal values by using 10 Mac mini machines (PowerPC G4 1.42 GHz 1 GB memory) running in parallel on Xgrid system [1] and by dividing the problem into 120 subproblems where each subproblem is obtained by specifying the order of six operations.
Optimal solutions were found and proved for both of the two remaining instances. The makespan value 1048 is proved to be optimal for the instance j7-per0-0 within 6 h, and the makespan value 1039 is proved to be optimal for the instance j8-per0-1 within 13 h. Figure 11 summarizes the newly obtained results. All three remaining open problems in [2, 13, 15] are now closed (Figs. 12, 13 , and 14).
Conclusion
In this paper, we proposed a method to encode Constraint Satisfaction Problems (CSP) and Constraint Optimization Problems (COP) with integer linear constraints into Boolean Satisfiability Testing Problems (SAT).
To evaluate the effectiveness of this approach, we applied the method to the Graph Coloring Problems and the Open-Shop Scheduling Problems (OSS). The proposed method gives the better performance compared with the direct encoding and the support encoding for the Graph Coloring Problems. As for OSS problems, all 192 instances in three OSS benchmark sets are examined, and our program found and proved the optimal results for all instances including three previously undecided problems.
