We test the Fama-French three-factor model for a large international data set ranging from 1990 to 2011 using an alternative proxy for expected returns, the implied cost of capital (ICC). The implied risk premiums of the three factors over all countries are all highly significant. Also, the risk premiums for the three factors lie within a much smaller range compared to their counterparts based on realized returns. For all countries, we find the cross-sectional variation in expected stock returns not only to depend on the stock's market risk, but also to be driven by its exposure towards the size and value factor. Moreover, even though portfolio intercepts for the three-factor model display significant alphas, they are very small from an economic perspective. We conclude that the Fama-French three-factor model is an appropriate asset pricing model using this alternative proxy for expected returns.
Introduction
Asset pricing models typically build on expected returns. Consequently, to test the empirical validity of an asset pricing model one has to find a reasonable proxy for expected returns first. Due to the difficulties in observing expectations realized returns are up to now the most common proxy in empirical studies that test alternative asset pricing models.
The model proposed by Fama and French (1993) is one of the most widely applied multifactor models in both research and practice. By adding mimicking portfolios related to size (SMB) and book-to-market (HML), their model captures cross-sectional patterns better than the capital asset pricing model (CAPM).
To the best of our knowledge, the explanatory power of the Fama-French three-factor model has only been evaluated using realized returns. Instead, we are the first to validate the Fama-French three-factor model using the implied cost of capital (ICC). Thus, our main contribution is giving evidence about the appropriate asset pricing model using an alternative expected return proxy. For a well-specified asset-pricing model the intercepts should be indistinguishable from zero and the model should explain as much as possible of the variation in returns.
Our expected return estimate, the ICC, which is defined as the discount rate that matches analyst earnings forecasts with the current stock price, has several advantages over observed returns, which have recently come under criticism.
First of all, Elton (1999) argues that realized returns are a poor measure of expected returns because they are notoriously noisy. In contrast, the standard deviation of the ICC is an order of magnitude smaller than the standard deviation of realized returns.
1 Moreover, realized returns cannot be decomposed into a discount rate and a cash flow news part. 2 In contrast, the ICC directly accounts for cash flow news by using time-varying analyst earnings forecasts.
Consequently, the ICC reflects the discount rate part only. 3 Finally, the ICC is conditional on the current state of the economy and therefore able to reflect return expectations in line with investors' current risk aversion. For example, Pástor et al. (2008) examine the theoretical relation between the ICC and the conditional expected stock return and show that the two are perfectly correlated 1 For example, Lee et al. (2009) find for their international sample that the standard deviation ratio of the realized return and the ICC lies in the range of 12.13 (for Canada) and 18.33 (for U.S.).
2 See Campbell and Shiller (1988) ; for some recent applications of the return decomposition approach see Vuolteenaho (2002) and Chen and Zhao (2009) .
3 Chen et al. (2013) is a recent study that contributes to the return decomposition literature by using the ICC approach. They show that the ICC conveys information similar to the discount rate component in the classical return decomposition approach.
if dividend growth and conditional expected returns follow an AR(1) process.
They conclude that the ICC should be useful in capturing time variation in expected returns. In contrast, realized and expected returns are negatively related in the short run since innovations in expected returns cause ex post returns to move in the opposite direction.
These arguments motivated various studies in the finance field to use the ICC as an expected return estimate in different applications. To name just a few, Claus and Thomas (2001) estimate the equity risk premium with the help of the ICC and find that it is much smaller than estimated with realized returns; Pástor et al. (2008) use the ICC to gain new insights into the time-series relation between the conditional mean and volatility of stock market returns; and Hail and Leuz (2009) employ the ICC to test whether a cross-listing in the U.S.
reduces a firm's cost of capital. In summary, both theoretical considerations and empirical evidence indicate that the ICC can shed new light on evidence previously based on realized return data.
In our study, we compute firm-level ICC for an international data set (G-7 countries, i.e. Canada, France, Germany, Italy, Japan, United Kingdom and the United States) from 1990 to 2011 using analyst earnings forecasts provided by I/B/E/S. We then use the expected risk premiums computed from those ICCs and re-run the analysis of Fama and French (1993) .
In summary, we find that the Fama-French three-factor model performs very well in explaining the cross-section of expected returns. First, it outperforms the CAPM, which is further evidence that the SMB and HML factor are integrated in return expectations formed by investors. Second, the explanatory power of the model improves when implied instead of realized returns are used. In fact, the alphas of our portfolios are much smaller than those for realized returns and the adjusted R 2 is higher. Third, our results are very robust on a crosscountry level. The implied risk premiums of the three factors over our seven countries are all highly significant and lie within a much smaller range than their counterparts based on realized returns. This is in line with the argument that risk premiums between developed countries should not vary much due to the possibility of investors to diversify internationally.
However, the ICC approach is not without its own shortcomings. First of all, the ICC-method relies on the assumption that analysts are able to capture, at least partially, market expectations about future cash flows. Furthermore, the I/B/E/S data base is biased towards larger firms since those firms are more likely to be tracked by analysts. Finally, there is a hotchpotch of different methodologies to compute the ICC, all resulting in slightly different estimates.
While we address those issues in detail in the robustness section, we want to emphasize that we view our study as a complementary analysis to previous 3 research that uses realized returns. We are not arguing that the ICC is a superior proxy of expected returns, but an alternative proxy that is unaffected by points of criticism that realized returns face, while introducing new issues.
Our work is related to recent literature that tests asset pricing models with alternative expected returns proxies. Lee et al. (2009) also use an implied cost of capital approach to construct firm-level expected returns for a data set that comprises the G-7 countries and ranges from 1991 to 2000. They apply a FamaMacBeth regression approach in which they use realized returns in the first stage to compute factor betas and test a three-factor model consisting of a world market beta, a country-specific local market factor, and a currency factor. They also control for several firm characteristics. Their main finding is that idiosyncratic volatility, leverage, size, and the book-to-market ratio have a significant impact on expected returns. For a U.S. sample, Tang et al. (2013) use the ICC to compute expected returns for dollar neutral long-short trading strategies formed on a wide array of anomaly variables and find that, except for the size and value variables, those return differences are all between −0.1% and zero, while they are significantly different from zero based on realized returns.
They conclude that only size and value factors are priced risk factors, while the remaining anomalies are due to unexpected returns. Consequently, mispricing, not risk, is the main driving force of asset pricing anomalies. Finally, Campello et al. (2008) construct firm-specific measures of expected equity returns using corporate bond yields and test which factors are priced when they apply asset pricing tests to this proxy. They find that market beta as well as size and value premiums are positive, while momentum is insignificant.
To some extent, these studies are the starting point of our analysis: Given their findings that expected returns are related to the market, size and bookto-market ratio, how much of cross-sectional variation does the Fama-French three-factor model leave unexplained? Put another way, while those studies try to identify the factors that drive expected returns, we evaluate the Fama-French three-factor model.
The remainder of the paper is organized as follows. Section 2 introduces the methodology to compute the ICC. Section 3 provides details about the data and the implementation of the Fama-French three-factor model. Section 4 presents summary statistics, while Section 5 shows our main empirical results. Section 6 applies common robustness tests and Section 7 discusses the implications of our results. Section 8 concludes.
2 Methodology to Compute the Implied Cost of Capital
All methods to compute the implied cost of capital are derived from the dividend discount model: 
where F ROE t is the forecasted return on equity (ROE) in period t. For the first three years, we compute it as F EP S t /B t−1 , where F EP S t is the consensus mean I/B/E/S analysts earnings per share forecast of period t. After this explicit forecast period, we linearly fade F ROE t for the next nine years to a target industry ROE. We compute this target industry ROE as a rolling industry median over the last three years, taking only into consideration firms that have a positive ROE. We define industries based on the Campbell (1996) classification.
Finally, we compute the terminal value as a simple perpetuity of the residual incomes after period 12. This implies that any growth after period 12 is value neutral. We infer the book value by applying clean-surplus-accounting and using a constant future dividend payout ratio P O, i.e.
For firms with a negative payout ratio, we compute it as the ratio between the dividends and 6% of total assets.
Since I/B/E/S updates its forecasts monthly, this is also the periodicity in which we update our cost of capital estimates. However, the right-hand side of equation 2 exclusively relies on items that refer to the fiscal year-end. To match the price on the left-hand side of the equation with the right-hand side, we discount the price to the fiscal year end. Finally, to be consistent with the asset pricing literature that mostly uses monthly returns, we transform the annual ICC to a monthly one in our empirical analysis. lists for each country. We restrict our sample to stocks of type equity; companies and securities located or listed in the domestic country; the primary quotation of a security; and the (major) security with the biggest market capitalization and liquidity for companies with more than one equity security. Furthermore, we exclude securities with quoted currency and ISIN country code other than the domestic country or suspicious words like "ADR", "DUPL", "PREF", "ETF"
or "%" in the company name. This screening process leaves 30,641 unique securities for the U.S. and 25,027
for the other G-7 countries. For these securities, we obtain realized return and market capitalization data from Datastream, accounting data from Worldscope and the analyst forecasts as well as the share price from I/B/E/S on Datastream.
All items are measured in local currency. Because of the international setting of our study, and to assure data quality, we have to limit our analysis to the period from July 1990 to December 2011 to get a reasonable number of firms per country.
Following Ince and Porter (2006) and Schmidt et al. (2011) , we apply several dynamic screens to the monthly realized return data. We calculate returns from the total return index and delete all zero returns from the end of the time-series to the first non-zero return. In addition, we remove all observations for which returns are greater than 890%, for which the unadjusted price in local currency is greater than 1,000,000 or for which R t or R t−1 is greater than 300% and
To be in our full sample from July of year y to June of year y + 1, we need the market capitalization for the security on June 30 of year y and December 31 of year y − 1 and a positive book value on the fiscal year end of y − 1. For the sorting of the stocks for the Fama-French factors and portfolios, we define book value as common equity plus deferred taxes, if available.
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As a proxy for the risk free rate in the U.S., we choose the one month T-bill rate, downloaded from Kenneth French's website. For the other G-7 countries, to our best knowledge, no consistent one month T-bill rates are available in
Datastream. Therefore, we obtain from Datastream the one month interbank rates offered by the British Bankers' Association (BBA).
To compute the implied cost of capital, we need the consensus mean oneyear, two-year, and three-year ahead earnings forecast as well as the stock price from I/B/E/S. In cases in which the three-year ahead forecast is unavailable, but I/B/E/S provides a consensus long-term growth rate for the firm, we use this rate to infer the three-year ahead earnings forecast from the two-year ahead earnings forecasts. Also, if the long-term growth rate is not available, we compute it as the implicit growth rate between the one-year ahead and two-year ahead earnings forecasts. We winsorize growth rates below 2% and above 100%, respectively, and exclude all observations with a negative book value. Finally, we compute the book value per share as the Worldscope common equity divided by the I/B/E/S number of shares.
We also obtain the actual dividends and earnings per share (EPS), the ROE, the payout ratio, the fiscal year-end, the earnings announcement date, and the total assets from Worldscope. We need the actual EPS to infer synthetic book values per share from the last fiscal year-end in cases in which the earnings have been announced, but not the book value. We assume that the annual report date is 120 days after the fiscal year-end. 8 In cases in which both the book values and the earnings have not been announced yet, the first I/B/E/S earnings forecast refers to the earnings of the last fiscal-year end and we use this item to infer the book value per share.
Because not all of our observations for which we have realized returns are covered by I/B/E/S, we will analyze three different samples in our analysis.
The first sample consists of all observations for which the data to compute the Fama-French factors based on realized returns is available. We will refer to this sample as our full sample of realized returns. The second sample is a subset of the full sample and consists of all realized return observations for which an implied return is also available for the same month. To this subset of realized returns we will refer as I/B/E/S sample of realized returns. Our third sample consists of the same observations as the second sample, but here we use implied returns instead of realized returns. We will refer to this sample as the I/B/E/S sample of implied returns.
[ of 60% (50%). As it is more likely that larger firms are covered by I/B/E/S than smaller firms, we will compare in Section 4 the realized risk premiums (especially for the SMB and HML factor) for the full and the I/B/E/S subsample to validate if the subsample is an appropriate proxy of the total sample. Furthermore, we will analyze the risk premiums for the I/B/E/S sample of implied returns.
Construction of risk factors
We construct the three risk factors RMRF, SMB, and HML for the realized returns of the full and I/B/E/S sample and for the implied returns of the I/B/E/S sample for all G-7 countries.
RMRF is the excess return of the market return (RM), a value-weighted return of all sample stocks within a country, over the local risk free rate (RF).
We use the one month T-bill rate as a proxy for the risk free rate in the U.S.
and one month interbank rates for the other G-7 countries.
For the construction of the risk factors SMB ("Small minus Big") and HML ("High minus Low") in each country, we follow the standard procedure of Fama and French (1993) 
In words, SMB is the difference between the average of the three small stock portfolios and the average of the three big stock portfolios. HML is the difference between the average of the two high B/M portfolios and the average of the two low B/M portfolios.
Regression models
In the previous Section, we described the construction of the risk factors used on the right hand side of our regression models. In this Section, we address the construction of the test portfolios on the left hand side of the regression models as well as the regression models itself.
As in Fama and French (1993) , we construct 25 (5x5) size-B/M portfolios for the U.S. at the end of June of each year y. For the other G-7 countries, we built 16 (4x4) instead of 25 size-B/M portfolios since the number of securities is smaller for these countries. Similar to the construction of the SMB factor we choose different size breakpoints than Fama and French (1993) for our full 9 Fama and French (1993) calculate the median of all NYSE stocks, but apply this breakpoint to all NYSE, AMEX, and NASDAQ stocks. Schmidt et al. (2011) show that the 80% quantile over all stocks (Fama and French (2006) also use this breakpoint) in the U.S. corresponds roughly to the median of the usually larger NYSE stocks. In Section 4, we demonstrate that the choice of this breakpoint leads to risk factors for the U.S. that are highly correlated with the risk factors from the website of Kenneth French. As the I/B/E/S sample is biased towards larger stocks, we use the median as the breakpoint for our subsample analysis.
sample. Schmidt et al. (2011) determine that the 90%, 80%, 70%, 60% quantiles of the market capitalization of all U.S. stocks correspond roughly to the quintiles of the NYSE stocks. We choose these breakpoints for the U.S. and the 89%, 75%, 62% quantiles for the other G-7 countries. The size breakpoints for our I/B/E/S sample are the quintiles (quartiles) of the market capitalization for the U.S. (other G-7 countries), as larger stocks are more likely covered by I/B/E/S.
The B/M breakpoints are the quintiles (quartiles) of the book-to-market ratios for both samples as in Fama and French (1993) . The 25 (16) portfolios for each country are constructed at the intersection of the 5x5 (4x4) independent sorted size-B/M sorts.
10 Monthly value-weighted returns are calculated for the next twelve months and the portfolios are updated at the end of June of year y + 1.
Starting with the CAPM, we estimate the coefficients of the one-factor model presented in equation 5 .
Afterwards, we estimate the coefficients of the Fama-French three-factor model presented in equation 6 . as realized returns, we believe this gives the reader a better understanding of its characteristics.
[ Table 2 about here.] Table 2 presents the summary statistics of our implied cost of capital estimates for each country. The average equally weighted implied cost of capital varies from 5.84% in Japan to 13.01% in United Kingdom. In line with other studies that compute the implied cost of capital, our value-weighted estimates are consistently lower than their equally weighted counterparts, which is a first indication that we might have a size effect in our data.
Note that the standard deviation lies in the range of 1.16% and 2.34%.
These values are similar to those presented by Lee et al. (2009) and an order of magnitude smaller than those based on realized returns.
[ All in all, the preliminary statistics about our ICC estimates exhibit their main advantageous characteristics: they are able to capture time variation in expected returns and they are far less noisy than realized returns. This makes us confident about our approach to use the ICC as an expected return proxy. Table 3 reports summary statistics of the market return (RM), the risk free rate (RF), the excess return of the market over the risk free rate (RMRF=RM-RF), the size factor (SMB), and the value factor (HML) for the G-7 countries from July 1990 to December 2011. In Panel A, we show the arithmetic means and t-values of realized returns for our full sample, whereas in Panel B we only use the subsample of realized returns for which also an implied return is available for the same month (I/B/E/S sample). In Panel C, we report the statistics of implied returns for this subsample.
Summary statistics for our risk factors
[ Table 3 about here.]
The risk free rates are ranging from 0.11% per month for Japan to 0.45% for U.K. and are all significantly different from zero.
The realized market returns for our full sample in Panel A are positive in six of the G-7 countries ranging from 0.44 % for Italy to 0.96% for Canada per month, while Japan has a negative market return of -0.18% per month.
The negative return on Japanese stocks is evidence of a period of bad luck for investors. However, it reemphasizes Elton's argument that realized returns are a poor proxy of return expectations: assuming that investors in Japanese stocks expected negative returns over the last twenty years is inconsistent with finance theory.
The stock returns result in positive monthly equity risk premiums in six of the G-7 countries ranging from 0.01% for Italy to 0.61% for Canada, but only for Canada (t=2.44) and the U.S. (t=1.94) they are significantly different from zero. Therefore, our results are rather imprecise, similar to Fama and French (2012) who are analyzing a similar period for North America, Europe, Japan and Asia-Pacific ex Japan. However, they find a higher equity premium for Europe, which is probably due to the fact that they use dollar market returns over the T-bill rates, which are on average smaller than our interbank lending rates.
We do not find a significant positive size premium in our results. Germany has the only significant size premium, but here it is negative with -0.45% per month. The other average SMB returns are statistically insignificant and show mixed signs. A more homogenous picture exists for the value premium. The monthly averages of HML factors range from 0.22% for Italy to 0.81% for Germany and are significant for four of our seven countries.
Comparing the U.S. risk factors from our full dataset with the counterparts for the same time period, downloaded from Kenneth French's website, shows that the risk premiums are quite similar. On average, both value weighted excess returns of the market yield 0.53% per month, with an almost perfect correlation of 0.99. Although we calculate the size breakpoints as the 80% quantile over all stocks and not as the median of all NYSE stocks like Fama and French (1993) , the SMB factors are nearly identical. The average monthly premium in Kenneth French's dataset is 0.16% and 0.17% in our full sample. The correlation coefficient between the two size factors is 0.98. Only for the HML factor exists small differences. Our average value premium is 0.32% per month, while the premium provided by Kenneth French yields only 0.22%. Despite this deviation, the correlation coefficient of 0.96 is still very high. Altogether, we can show that our data screens in Section 3.1 and choice of breakpoints for our full sample in Section 3.2 lead to risk factors that are very close to the benchmark factors of Kenneth French. This suggests that the screens, as described in Section 3, are appropriate to ensure data quality.
In Panel B, we show summary statistics for the subsample of realized returns of the I/B/E/S sample. In general, these are stocks with higher market capitalization. As the market return and market excess return are value-weighted, we only see small differences to the values in Panel A. Because of the definition of the size factor and the different breakpoints for the two samples, 13 we see the biggest differences of the monthly averages for the SMB factor. For instance, the value for the U.S. doubles and the sign of the factor for Canada switches.
In contrast, the significant negative size premium for Germany continues to exist. The value premium remains positive in all G-7 countries, although the monthly average or the significance of the HML factors are, with the exception of Italy, smaller for our I/B/E/S sample than for the full sample, which indicates that the value premium decreases with firm size. Fama and French (2012) and Loughran (1997) find the same results. All in all, the results for realized returns for the full sample on the one hand and the I/B/E/S sample on the other hand are fairly similar. For both samples, the value premiums are consistently positive for all countries and the market excess return between the two samples is almost identical. We only see noteworthy differences for the SMB factor, but even here the sign mostly remains the same. We therefore conclude that our subsample captures the characteristics of the full sample reasonable well. Furthermore, the restriction of our sample towards larger firms should make it more difficult for us to find meaningful crosssectional patterns because we reduce the variation in the cross-section and we limit our analysis to larger, more liquid firms.
When we look at implied instead of realized returns of the I/B/E/S sample in Panel C, we see much more consistent risk premiums. The risk premiums for all our countries are positive and highly significant. The market risk premium lies between 0.20% for Italy and 0.40% for the U.S. and France. The monthly average of the size factor ranges from 0.07% for Japan and Italy to 0.20% for the United Kingdom. Although the size premiums are economically small (except for the U.K.), they are statistically significant (all t-values are higher than 10).
The highest value premium exists for Germany with 0.28% per month and the smallest value exists for U.K. with 0.16% per month. Again, all value premiums 13 See Section 3.2.
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are highly statistical significant and also economically relevant (value premiums of 2%-3% per year).
Our findings confirm the results of Tang et al. (2013) and Lee et al. (2009) that the implied premiums for SMB and HML are highly significant and positive, although we use a longer and more current time period (as Lee et al. (2009) ) and international data (opposed to Tang et al. (2013) ). Compared to realized risk premiums, implied returns give much more precise estimators for the risk premiums, both because they are highly significant and because they are fairly homogeneous across countries. This is in line with the argument that risk premiums between developed countries should not vary much due to the possibility of investors to diversify internationally. According to our data, a risk premium of 3% to 5% per year for the market, of 1% to 2% for the size factor and of 2% to 3% for the HML factor seems reasonable. Table 4 and Table 5 report detailed statistics of implied returns of the 25 (5x5) portfolios and their regression results based on the equations (5) and (6) for the U.S. In Table 6 , we show summary statistics for realized and implied returns of all G-7 countries.
Empirical Results
[ Table 4 [ Table 5 about here.]
Adding SMB and HML to the regression in Table 5 Table 4 . The slopes on the market return factor are now ranging from 0.9 to 1.14; especially the betas in the smallest size quintiles are now much closer to one.
So, how does the Fama-French three-factor-model describe the cross section of average returns, i.e. are the intercepts in Table 5 indistinguishable from zero? The answer is twofold: On the one hand, about half of the intercepts are still significantly different from zero. Again, those high t-values are driven by the low standard deviation of our expected return estimate, which allows for much sharper inferences. On the other hand, they are very small in economical terms. Specifically, the intercepts range from -0.09 to 0.02 with an average absolute value of 0.04, which is much lower than 0.21 for the one-factor model.
In summary, the Fama-French three-factor model explains expected returns very well and leaves little unaccounted for.
This finding also holds internationally, as can be seen from Table 6 , which summarizes the CAPM and FF3FM regressions to explain excess returns on the 5x5 (4x4) size-B/M portfolios for the U.S. (other G-7 countries). We report the average adjusted coefficient of determination R 2 , the average absolute value of the intercepts and the Gibbons et al. (1989) GRS statistic for 25 (16) portfolios in each country and for our three samples. Thus, we compare the explanatory power of the CAPM and the Fama-French three-factor model both for realized and for expected returns.
[ French (2012) that the three factor model does a good job in explaining returns of portfolios when microcaps are excluded. Nevertheless, the alphas both for our full and our subsample are economically relevant.
When we look at the summary statistics for the implied returns, we see the same results for the other G-7 countries as for the U.S. discussed at the beginning of the section. The average CAPM R 2 are higher than their counterparts for the realized returns and ranging from 0.80 for the U.K. to 0.96 for Japan. When we add the value and size factors, the R 2 are even increasing to a range of 0.88 for Canada to 0.99 for Japan. Furthermore, the absolute average intercepts are much lower than their counterparts for the realized returns. For the CAPM, the values lie between 0.21% for the U.S. and U.K. and 0.06% for Japan. Adding SMB and HML to the model pushes the average absolute intercepts economically close to zero. The maximum value exists with 0.07% for Germany. The values for the other countries are around 0.05% per month or below, which corresponds to a yearly value of 0.5% or below. As mentioned before, the standard errors for the implied returns are much smaller than for the realized returns. Therefore, the hypothesis that all intercepts are jointly zero has to be rejected for all countries and both models. Nevertheless, a huge improvement of the GRS statistic in the Fama-French model compared to the CAPM is observable.
Robustness
As already mentioned before, the ICC is not without its own shortcomings. We will therefore address the most prominent points of criticism as well as their impact on our results.
Methodology for Computing the ICC
As described in Section 2, we linearly fade the forecasted three-year ahead ROE of a firm to a target industry ROE. We think that this is a reasonable assumption: it seems likely that investors expect a firm to earn an industry ROE in the long run. Nevertheless, one could argue that instead of finding differences in expected returns, which we ultimately want to measure with the ICC approach, we only report differences in historical ROEs. This would happen in those cases in which the historical return between industries varies because of reasons that are unrelated to future developments. As an example, it could be that one industry has a high historical median ROE in comparison to other industries, but the ROE difference is not expected by investors to continue in the future. They consequently expect lower cash flows and, hence, lower returns than we compute. To address this issue, we rerun our analysis with a country ROE instead of an industry ROE. Our results, as can be seen from Panel A of Table 7 , are unchanged: both the SMB and the HML factor are still highly significant. This results in nearly identical alphas and R 2 for all countries, as Table 8 shows.
Another issue often brought forward against the ICC methodology is that it relies on analyst forecasts, which tend to be systematically biased upwards, i.e. the actual earnings reported by firms are on average lower than those estimated by analysts. 14 However, note that analyst bias per se is not a problem for our analysis. First, our approach still yields the correct expected return estimate if analysts provide an unbiased estimator of investors' earnings expectation.
Maybe investors are just as overly optimistic as analysts. Second, an analyst forecast bias is not a problem for our analysis as long as the bias is unrelated to the characteristics we study. Only if the bias is systematically higher for small and value firms, our results would be invalid because our findings would not indicate that investors expect higher returns for smaller firms and firms with a higher book-to-market ratio, but only that analyst forecasts of those firms are systematically biased upwards. To make sure that our results are not driven by an analyst bias, we replace their ex ante earnings estimates by the ex post realized earnings. Note, however, that this approach adds additional noise to our estimation since realized earnings are the sum of expected earnings and an error term. Hence, we expect less significant results. Furthermore, this approach does not control for cash flow news anymore, which is one of the main advantages of the ICC methodology. Therefore, we strongly believe that that the ICC estimated with analyst forecasts are superior to those computed with 14 For a recent summary of the analyst forecast literature see Ramnath et al. (2008) .
realized earnings.
Panel B in Table 7 and Table 8 show the results based on ICC that are computed with actual earnings per share. The first interesting result is that our market premium is lower across all countries. Therefore, analysts overestimate the true earnings on average. Furthermore, the value premium is still significantly positive for all countries and around the same level. In contrast, the explanatory power of the size premium is reduced: it is now only significant for four of our seven countries. This can be a result of the additional noise added by using actual earnings. Nevertheless, the sign of the size premium is still positive for all countries but U.K. and Italy, where the premium is nearly zero. Despite the small differences for the risk premiums, the Fama-French three factor model does a better job on explaining implied returns than the CAPM.
For all countries the R 2 are rising and the average intercepts and GRS statistic are decreasing.
Finally, there is an ongoing debate on the preferred method to compute the implied cost of capital in the literature: while some authors discuss in length the pros and cons of the residual income model, from which the GLS method is a derivative, on a theoretical basis (e.g. Ohlson (2005) , Penman (2005) (2005)) and based on simulations (see Daske et al. (2009)) . In this paper, we focus on the GLS method because it is used as the main method by those studies most related to our work. Furthermore, Pástor et al. (2008) point out that any reasonable measure of ICC should explain some of the time variation in expected returns. We can confirm this for the residual income model proposed by Claus and Thomas (2001) in Table 7 and Table 8 . In untabulated results, we also confirm this for two derivatives of the abnormal earnings growth models introduced by Ohlson and Juettner-Nauroth (2005) .
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[ Lewellen et al. (2010) are skeptical about the current standard of using only 25 (16) size and book-to-market portfolios and suggest to include other portfolios like industry portfolios. Therefore, we apply our asset pricing tests on 
Industry portfolios as test portfolios

Implications
In this section, we want to discuss the implications our results have on the ongoing debate whether the size and value premium are risk factors or not.
17 Fama and French (1996) identify three main arguments of the explanatory power of the SMB and HML factor. The first explanation is that size and value are indeed premiums investors expect for additional risk they take. Consequently, the CAPM has to be discarded and replaced by a multifactor model that includes an SMB and HML factor. Second, the market is not efficient and the profits are the result of systematic mispricing. Or third, the empirical evidence is spurious because of survival ship bias or simply data mining.
Our evidence contradicts the last argument. Our analysis is yet another hit at those studies that identify data issues such as survivor bias and data snooping as the main drivers of the significant loadings on SMB and HML in empirical analysis. Our study uses a completely different proxy for expected returns and applies this proxy to a large international data set ranging up to December 2011 and still finds a significant SMB and HML factor. It is hard to argue that the evidence both based on realized and implied returns is all due to spurious data. However, one could object that the use of biased analyst forecasts introduces systematic errors that drive our results, but do not drive true return expectations by market participants. Based on our results using actual earnings in Table 7 analyst forecast bias seems not to be the reason for the implied value premium as it about the same as with analyst forecasts. Maybe analyst forecast bias is a bigger problem for the size premium. In all seven countries, the implied SMB estimate with actual earnings is lower than for the estimate based on analyst forecasts. Nevertheless the premium is still positive and significant in four out of seven countries and it is just a little bit lower than expected with analyst forecasts. This would be consistent with recent evidence that the realized size premium is smaller over longer horizons than estimated in Fama and French (1993) .
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This leaves us with two reasons why the implied premiums for SMB and HML are positive: mispricing and risk. 19 The former implies that the market prices for value (small) stocks are too low compared to growth (big) stocks. Thus, the analyst earnings expectations are right but the market price determined by the marginal investor is wrong which corresponds to mispricing. The latter implies that value (small) stocks are riskier than growth (big) stocks and must offer a higher expected return.
Let's discuss the mispricing story first. Maybe a part of this mispricing disappears when new information arrives at the market with earnings announcements. If risk plays a minor role in short time windows, higher cumulative abnormal returns (CARs) around these earnings announcements days for value (small) stocks than for growth (big) stocks would indicate mispricing. Porta et al. (1997) report this evidence for value stocks. Li et al. (2012) extend this analysis and show that differences in CARs of the HML portfolio can be explained by the ex-ante expected value premium and summarize that there is a important mispricing component in the expected value premium. However, we think that also risk can explain these higher CARs if the risk associated with the announcement drops for the HML portfolio around the announcement and realized returns are then positive.
[ Figure 2 about here.]
Within the risk story, investors expect higher premiums both for smaller and value firms in the long term as they consider them as riskier. According to Tang et al. (2013) average realized returns equal average expected returns plus average unexpected returns. If mispricing due to investor irrationality plays a minor role, average expected and realized returns should be the same. Figure 2 shows the market, the size, and the value premium over time. If implied returns are a good proxy for return expectations and if SMB and HML are risk factors, they should be positive throughout our observation period. By and large, this is what we see. Both SMB and HML are almost always positive across our seven countries and over time. Furthermore, the theoretically most grounded risk factor, the market risk premium, is the only one that has relevant periods in which it is negative. This, however, only occurs at the beginning of our sample period, a period which faces some data issues. 20 Thus, in summary, we favor the risk-based story of the SMB and HML factor.
Summary
This paper tests the validity of the Fama-French three-factor model in an international setting and with an alternative estimate of expected returns, the implied cost of capital.
We find that implied returns give much more precise estimators for the risk premiums compared to realized risk premiums, both because they are highly significant and because they are fairly homogeneous across countries. This is in line with the argument that risk premiums between developed countries should not vary much due to the possibility of investors to diversify internationally.
According to our data, a risk premium of 3% to 5% per year for the market, of 1% to 2% for the size factor and of 2% to 3% for the HML factor seems reasonable.
Furthermore, we show that the identified risk factors do a very good job in explaining the cross-section of average implied stock returns. The regressions based on sorts of size and book-to-market show highly significant loadings for the size (value) factor that are monotonically decreasing (increasing) with size (book-to-market). This produces very high R 2 (¿ 0.92 for all countries except Canada) that leave little variation left for other factors. Merton (1973) and Fama and French (1993) note that for a well-specified asset-pricing model the intercepts should be indistinguishable from zero. Although the GRS statistic rejects the hypothesis that all intercepts are jointly zero, we see a huge improvement compared to the CAPM. Furthermore, the average intercepts are close to zero (smaller than 1% per year for all countries) and hence economically not considerable. Thus, we conclude that the Fama-French three-factor model is an appropriate asset pricing model using implied cost of capital (ICC), an alternative expected return proxy.
However, our approach is not without its own limitations. To start with, the inclusion of a firm is dependent on the coverage of I/B/E/S, which biases our sample towards larger firms and leads to portfolios with few observations, particularly at the beginning of our sample and for Italy, the smallest country in our data set. However, we show that the factors based on realized returns only differ slightly between the full sample and the sample of firms with I/B/E/S coverage.
Also, a critique that is often brought forward against the ICC approach is that it heavily relies on analyst forecasts, which might not be an unbiased estimator of investors' expectations. To address this critique, we show that our main results still hold when we replace the forecasts by subsequent actual earnings.
Our results should be of interest to researchers and practitioners alike. We enrich the ongoing debate about the merits of the Fama-French three-factor model with empirical evidence that is confirmative for the model. In a nutshell, our analysis supports the application of the model in event studies, performance evaluation, and the cost of capital estimation. For the latter, however, we propose the use of implied instead of realized returns. of June of each year y. To be in our full sample in year y, we need the market capitalization for the security on June 30 of year y and December 31 of year y + 1 and a positive book value on the fiscal year end of y + 1. To be in the I/B/E/S sample at least one implied return for the following twelve months has to be available in addition to the former requirements. Table 3 : Risk factors The table reports summary statistics of the market return (RM), the risk free rate (RF), the excess return of the market over the risk free rate (RMRF=RM-RF), the size factor (SMB), and the value factor (HML) for the G-7 countries. The statistics are computed over the period July 1990 to December 2011. In Panel A, we show the arithmetic means and t-values of realized returns for our full sample, whereas in Panel B, we only use the subsample of realized returns for which also an implied return is available for the same month (I/B/E/S sample). In Panel C, we report the statistics of implied returns for this subsample. ***, ** and * indicate significance at the 1%, 5%, and 10% level. G-7 countries) . We report the average adjusted coeffcient of determination R 2 , the average absolute value of the intercepts -a-and the Gibbons et al. (1989) GRS statistic. In Panel A, we show statistics for our full sample, whereas in Panel B, we only use the subsample of realized returns for which also an implied return is available for the same month (I/B/E/S sample). In Panel C, we report the values for the implied returns of this subsample. The statistics are computed over the period July 1990 to December 2011. (other G-7 countries). We report the average adjusted coeffcient of determination R 2 , the average absolute value of the intercepts -a-and the Gibbons et al. (1989) 
