In this paper we use maximum principle in the far field region for the time dependent self-similar Euler equations to exclude discretely self-similar blow-up for the Euler equations of the incompressible fluid flows. Our decay conditions near spatial infinity of the blow-up profile are given explicitly in terms the coefficient in the equations. We also deduce triviality of the discretely self-similar solution to the magnetohydrodynamic system(MHD), under suitable decay conditions near spatial infinity than the previous one. Applying similar argument directly to the Euler equations, we obtain a priori estimate of the vorticity in the far field region.
The main theorems
We are concerned on the homogeneous incompressible 3D Euler equations. where v(x, t) = (v 1 (x, t), v 2 (x, t), v 3 (x, t)) is the velocity, p = p(x, t) is the pressure, and v 0 (x) is the initial data satisfying divv 0 = 0. For the Cauchy problem of (E) the local well-posedness is known for the initial data belonging to the standard Sobolev space, v 0 ∈ H m (R 3 ), m > 5/2(see e.g. [14] ). The question of spontaneous apparition of singularity in finite time, however, is still an outstanding open problem(see [2, 9] ).
For a general introduction to the blow-up problem for smooth initial data we refer a book(e.g. [15] ) or surveys( [8, 1] ). Here we concentrate on the study of specific scenario of blow-up of self-similar type, and its generalized version, the discretely self-similar blow-up(see the definition below). They have been studied previously in a series of papers(e.g. [5, 3, 4, 6, 7] ). An important question in this direction of study is how much we can relax the decay condition near spatial infinity of the blow-up profile and deduce its triviality, hence leading to exclude self-similar type blow-up in a full generality. The similar question for the Navier-Stokes equations was already answered satisfactorily at the level of the self-similar blow-up (not yet for the discretely selfsimilar blow-up) in the works of [16, 18, 17] . See also [10, 12, 13] for the earlier studies of the self-similar solutions in other nonlinear partial differential equations. For a comprehensive introduction to the self-similar solution with its various aspects we refer the book [11] .
In this paper, developing new argument of using the maximum principle in the far field region, we deduce the triviality of the discretely self-similar solutions to the system (E), under mild decay conditions near spatial infinity for the blow-up profile, thus substantially improving and complementing the previously known results. This type of argument is completely new in the study of self-similar solutions of the Euler equations as far as the author knows. We also show that this argument could be used for (E) directly to derive a priori estimate of the vorticity in the far field region. In the last section we show that our method of proof can also be applied to the exclusion of discretely self-similar solutions of more general system of inviscid magnetohydrodynamics, which improves also the previous results in this direction( [4] ).
Below, after reviewing briefly the notion of the discretely self-similar solution, we state our main results of the paper. Given α = −1, we make the self-similar transform of (E), which is defined by the map (v, p) → (V, P ) given by
where
, we have the following system in terms of (V, P ):
(1.
3)
The self-similar solution (v, p) of (E) is defined as a solution of (E) given by (1.1)-(1.2), where (V, P ) is a stationary solution of (SSE) α . In the case when T is the blow-up time of the solution (v, p), then we say that the solution given by (1.1)-(1.2) is a self-similar blowing-up solution. This is a solution of (E), having the scale symmetry with respect to (x * , T ). Namely, after translation of the coordinate origin into (x * , T ) we have the invariance,
for all λ ∈ R \ {0} and for all (x, t) ∈ R 3 × (−∞, 0). On the other hand, there exists a weaker notion of the self-similarity for the solution, called discrete self-similarity. We say a solution (v, p) of (E) is a discretely self-similar solution to (E) (with respect to (x * , T )) if there exists λ = 1 such that (1.4) holds true after translation of the origin. We find that (v, p) given by (1.1)-(1.2) is a discrete self-similar solution to (E) with λ = 1 if and only if the time-dependent (V, P ) of (SSE) α satisfies the periodicity in time,
Conversely, for any time periodic solution (V, P ) of (SSE) α with the period S 0 = 0 one can generate discretely self-similar solution of (E) with the scaling parameter given by (1.5). Thus, the question of the existence of nontrivial discretely self-similar solutions is equivalent to that of the existence of nontrivial time-periodic solution to (SSE) α . The following is our main result in this question.
, and the function y → f (y, s) is of the C m (R) class for each s ∈ R.
) be a time periodic solution to (SSE) α with the period S 0 = 0, which satisfies
In the case α < −1 we do not assume any extra condition, while if α > −1, we assume that there exists k > α + 1 such that the vorticity Ω = curl V satisfies
Remark 1.1 In Theorem 4.1 of [6] it is proved that for α > −1 the stationary solution to (SSE) α is trivial, namely the velocity V is a constant vector, if Ω ∈ L p (R 3 ) with p < Let us consider the time-periodic solutions of the following more general system than (SSE) α .
where a, b ∈ R, and b = 0. For the system (1.8) we have the following result, from which Theorem 1.1 follows as an immediate corollary. such that
The proof of Theorem 1.2 uses crucially the maximum principle in the far field region, restricted by suitable cut-off function, where the nonlinear vortex stretching term is dominated by the linear terms under the hypothesis (1.6). The decay rate of the condition (1.7) is necessary to adjust the strength of the linear terms in order to beat the nonlinearity. We note that the crucial decay assumption (1.6), which seemingly strong, is in fact redundant, and natural for the Cauchy problem of (E) with the standard initial data v 0 ∈ H m (R 3 ), m > 5/2, as will be seen in the proof of Theorem 1.3 below. The use of the maximum principle for the inviscid problem is the first time in this paper as far as the author knows. As another application of the argument to the Cauchy problem of (E) directly we can derive the following estimate for the vorticity in the far field region, which is similar to the 2D Euler equations.
, where T is the maximal time of local well-posedness. Then, for all ε > 0 and t 0 ∈ (0, T ) there exists
where {X t (·)} is the particle trajectory mapping generated by the velocity field v(x, t).
Proof of the Main Theorems
Theorem 1.2 is an immediate consequence of combining the following two lemmas.
) be a time periodic solution with the period S 0 of (1.8) with b = 0, satisfying (1.6). We assume that the decay conditions of Theorem 1.2 hold true. Then, the vorticity Ω has compact support in
) be a time periodic solution with the period S 0 of (1.8) with a ∈ R and b = 0. If we assume (1.6), and 
is done in [3] , while its time-dependent version is done in [7] . Below we present the proof, which is applicable to our purpose, and has refined argument.
Proof of Lemma 2.1 For r > 0 we denote B(0, r) = {y ∈ R 3 | |y| < r}. We will prove it by contradiction. We assume that the support of Ω is non-compact in
, where |Ω| > 0. Then, we will derive contradiction depending on the decay conditions of Ω as in (i)-(iii).
(A) The case of (i) with a + b > 0, b < 0: Taking curl on (1.8), we obtain the voticity equations,
For each ρ, δ > 0 we define a cut-off function ψ = ψ ρ (x) as follows.
where we definedÂ(y, s) bŷ
We note that from the condition (1.6) we have the sub-linear growth at spatial infinity for the radial component of the velocity,
Indeed, we have
as |y| → ∞ for all s ∈ [0, S 0 ], and (2.6) is verified. From (1.6) one can choose sufficiently large r 0 = r 0 (V 0 ) so that
for all ρ ≥ r 0 and for all s ∈ [0, S 0 ]. Substituting (2.8) and (2.9) into (2.4), we have
for all ρ ≥ r 0 and s ∈ [0, S 0 ]. Since ψ ρ is radially non-decreasing, and b < 0, we have
Hence, we obtain the following differential inequality.
where we set f (y, s) := |Ω| 2 ψ r 0 .
Let us define the space-time domain
We have ∂D r 0 = Γ 1 Γ 2 Γ 3 Γ 4 , where
Since we assumed non-compactness of the support of Ω on R Moreover, there exists y 0 ∈ R 3 with |y 0 | > r 0 such that the strict inequality
holds for all (y, s) ∈ D r 0 Γ 3 . Substituting y = y 0 , s = S 0 in (2.13), we obtain
Since Ω(y 0 , S 0 )| = |Ω 0 (y 0 )| > 0 by the periodicity, (2.14) is absurd.
(B) The case of (i) with a + b < 0, b > 0: In this case we define V (y, s) = V (y, S 0 − s),P (y, s) = P (y, S 0 − s) and Ω(y, s) = Ω(y, S 0 − s) for 0 ≤ s ≤ S 0 . Then, the vorticity equation becomes
This is the same situation as (A) above with a + b > 0, b < 0. In particular, we note that the signs in front of the terms (V · ∇)Ω and (Ω · ∇)V are not important in the estimates (2.8), (2.9). Hence, following the same argument as the proof (A), we conclude that Ω(y, s), and therefore Ω(y, s) has compact support in
(C) The case of (ii) with a + b ≤ 0, b < 0: Let k > a+b b
. We multiply (2.2) by Ωψ ρ |y| 2k to obtain
As previously from the condition (1.6) one can choose r 0 = r 0 (V 0 ) so that 
for all ρ ≥ r 0 and s ∈ [0, S 0 ]. Since
where we set f (y, s) := ψ r 0 |y| 2k |Ω| 2 .
The condition (1.9) implies that f = 0 on Γ 2 , and by construction of ψ r 0 we have also f (y, s) = 0 on Γ 2 . Thus, the positive maximum of f (y, s) on D r 0 , which exists due to assumption of the non-compactness of the support of Ω(y, s) in R 3 × [0, S 0 ], is attained only at Γ 4 , and we have
Moreover, there exists y 0 ∈ R 3 with |y 0 | > r 0 such that the strict inequality
holds for each (y, s) ∈ D r 0 Γ 3 . Substituting y = y 0 , s = S 0 into (2.23), we have
Since |Ω(y 0 , S 0 )| = |Ω 0 (y 0 )| > 0 by the periodicity in time, (2.24) is absurd.
(D) The case of (ii) with a + b ≥ 0, b > 0: Similarly to the proof (B) above we introduce V (y, s) = V (y, S 0 − s),P (y, s) = P (y, S 0 − s) and Ω(y, s) = Ω(y, S 0 − s) for 0 ≤ s ≤ S 0 to derive (2.15), and then we are reduced to the case of (C).
Proof of Lemma 2.2 Similarly to (2.7), from
Given R > 0, we introduce the radial cut-off function σ R (y) = 1 − ψ R (y), where
where we used the fact
due to the periodicity. For fixed δ > 0 and R > 0 the integrands in the right hand side of (2.26) are sufficiently smooth functions having the compact support, and one can integrate by part them to obtain (a + b)
(2.27) Passing δ ↓ 0 in (2.27), using the dominated convergence theorem, we have
We estimate I and J easily as follows.
|I| ≤ |b| qR
as R → ∞, where we used (2.25). Therefore, passing R → ∞ in (2.28), and using the dominated convergence theorem for the left hand side, we obtain,
from which we deduce easily Proof of Theorem 1. 3 We first note that
for m > 5/2, and thus ∇v(ξ, t) ∈ L 1 (R 3 ) for all t ∈ [0, T ). Hence, by the RiemannLebesgue lemma for the inverse Fourier transform we have
Let us recall that the trajectory mapping X t (a) is defined by
Let ψ ρ be the cut-off function defined in the proof of Theorem 1.2. We define a moving cut-off by Ψ ρ (x, t) = ψ ρ (X −1 t (x)), which satisfies the transport equation,
and therefore
Taking curl of (E), and multiplying it by ωΨ ρ e −2εt , we have
whereα(x, t) is defined bŷ
We fix t 0 ∈ (0, T ). By (2.31) there exists
For such R 1 we set R 0 = R 0 (v 0 , t 0 , ε) as
Then, we have min
for all t ∈ [0, t 0 ], and
. Substituting (2.37) into (2.34), and absorbing the vortex stretching term into the left hand side, one obtains
This implies that f (X t (a), t) ≤ f (a, 0), which is written in terms of original representation as
Since ψ R 0 (a) > 0 for |a| > R 0 , from (2.39) we have (1.10).
3
Remarks on the MHD system
The proof of the previous section applies well to the more general system such as the inviscid magnetohydrodynamic equations in R 3 , 
The following theorem shows the triviality of the time periodic solution of (3.3), which implies that there exists no nontrivial discretely self-similar blowing up solutions to the system (MHD), if the blow-up profile (V, B) satisfies suitable decay conditions near infinity as described in the theorem. This is a substantial improvement of the main result in [4] . 
