Network motif is a sub-graph pattern may reflect structure functions or reveal underneath mechanics. Some scholars have used triadic motifs for link prediction and achieve convincing results. But most of them ignore the effectiveness of quad motifs in calculating the similarity of two endpoints. In this article, a new method based on quad motifs is proposed. Two winner motifs are chosen among 199 sub-graphs. Local information of motifs is also taken into consideration. Experiments on nine real networks show that the index we proposed can improve prediction accuracy, compared with seven wellknown measures.
I. INTRODUCTION
Most systems in our real world can be described as networks, where nodes represent individuals and edges indicate interactions between them. Complex networks have been proved in the literature to be an effective tool for modeling and analyzing complex systems as they capture the intricate structure of interactions between components that lead to the complex phenomena [1] . Understanding the mechanism underneath networks, exploiting it and predicting are eternal topics in scientific research. Link prediction is the most fundamental problem that attempts to estimate the likelihood of the existence of a link between two nodes, based on observed links and the attributes of nodes [2] .
Plenty of link prediction methods have been proposed based on evolution mechanisms [3] , which can basically be divided into two categories: feature-based and topologybased. In the first category, attributes of nodes and links are used to accomplish the prediction task. But the node attributes of real complex networks are difficult to obtain [4] . Increase of computational complexity caused by calculating attributes make it infeasible for large networks. Recently, topology-based measures, which calculate structure information to predict links, have received more attention. These indices can be grouped into three categories: local, global and quasi-local [5] . The Common neighbors (CN) index is the simplest local approach. Its core idea is that if two nodes have more common neighbors, they are more likely to connect. Based on CN, considering influence of node degree, several local methods have been proposed, such as Salton index [6] The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu . and Jaccard index [7] . To improve the prediction accuracy, global methods calculate the similarity with the consideration of whole network topological information rather than only distance-two vertices. Katz [8] is the most typical global metric which calculates all possible paths. Quasi-Local approaches are a compromise between local and global measures. Local path index [9] , which achieve a very good balance between computational complexity and accuracy, is similar to Katz index.However, it only considers a limited path length.
Current research on link prediction mainly focuses on undirected networks. However, many networks in the real world are directed, such as the feeding relationships in food chain networks. Ignoring the direction of edges may cause you losing important information or even make the prediction meaningless. A small number of scholars have begun to pay attention to link direction. Literature [10] , [11] has applied some undirected similarity metrics directly to directed networks such as CN, RA and AA. Lichtenwalter et al. [12] proposed the PropFlow method based on random walk. Zhang et al. [13] introduced potential theory and selected a sub-graph (Bi-fan) with high prediction accuracy. Behfar et al. [14] analyzed the different degree distributions of out-links and in-links. Shang et al. [15] revealed bi-directional links and one-directional links have different roles in link prediction.
Network motifs are introduced as recurrent and statistically significant sub-patterns in the networks, not only limited to biological networks, but also applied to social, technological or wireless networks [16] . In recent years, methods based on triadic motifs have gained more and more attention. Literature [17] counted frequency of thirteen different triads to calculate the similarity between nodes. The more one triad appears, the higher the triad contributes to similarity. Bütün et al. [18] calculated similarity of nine non-closed triadic motifs separately and made them a nine-dimensional feature vector as an input for supervised learning. However, most of them ignore the effectiveness of quad motifs in calculating the similarity of two endpoints.
In this paper, we present a method based on quad motifs. Most quad sub-graphs are excluded by the precondition we made. Z-score method is used to further select important motifs. The proposed method also takes local information into account based on different motifs. Experiments on nine real networks show that our algorithm is promising and stable.
The rest of this article is structured as follows: Section II describes the proposed method; Section III presents the link prediction results on nine networks and the last section includes the conclusions and directions for future studies.
II. METHOD
In this section, we introduce the concept of network motifs and the method proposed in this paper. Fig. 1 is an overview of the proposed method.
A. NETWORK MOTIFS
Network motif is a sub-graph pattern that appears more frequently in the network than other structures [16] . It can help us understand the formation principles or evolving mechanics of complex networks. Similarly, we can use it for link prediction.
The number of non-isomorphic sub-graphs is showed in Table1. As mentioned earlier, some scholars have already conducted research on triads for link prediction while few people take quad motifs into consideration. We can see the problem here: there are 199 quad sub-graphs while there are only 13 triadic sub-graphs. Certainly we can never calculate all the sub-graphs to get the similarity of two vertices.
B. SIMPLIFICATION OF QUAD SUB-GRAPHS
Firstly, we give the definitions of closed quad, no-crossing quad and relative open quad in a static network. 
Considering a directed network G(V,E), V is the set of nodes and E represents the set of links.
Definition 1 Closed Quad: For a four nodes sub-graph Q abcd , if e ab , e bc , e cd , e ad ∈ E, then we say Q abcd is a closed quad.
Definition 2 Relative Open Quad: For a closed and nocrossing quad Q abcd , we get Q 1 abcd by removing an edge from Q abcd , then we say Q 1 abcd is a relative open quad to Q abcd . The examples of closed and unclosed quad sub-graphs are shown in Fig. 2 . When a closed quad is significant, its relative open quad can be used to calculate similarity. Because a link that can generate more import motifs is more likely to appear.
But when an open quad is important, we can't calculate the similarity between node x and y, as shown in Fig. 3 . It is not reasonable to make prediction based on only this structure. So we only consider closed quad in this paper. The examples of crossing and no-crossing quad sub-graphs are shown in Fig. 4 . Crossing quad sub-graphs structurally contain triadic sub-graphs. When it comes to crossing quad sub-graphs, we can deal it with triadic approaches. Based on these conditions, there are only 15 sub-graphs left, shown in Fig 5. Then we use z-score method, which counts and compares the number of sub-graphs in real networks and in random networks, to further analyze the importance of different quad sub-graphs. Milo et al. [20] introduced this method and launched MFINDER [21] in 2003. FANMOD [22] surpassed its predecessors in performance, becoming one of the standard tools in motif detection [23] . The network motif detection task has a huge computational cost. Numerous efforts have been made to reduce the cost. Finding a fast detection algorithm is not our goal, so we just use FANMOD to accomplish our task. Fig. 6 shows the average z-score of 15 sub-graphs on nine networks. As we can see, there are two motifs highly outstanding than the rest 13 sub-graphs. This means these two motifs appear more in real networks than in randomized networks. Predictor will be build based on these two motifs in next chapter.
C. QUAD MOTIFS INDEX (QMI)
Removing an edge from each of the two selected quad motifs, three predictors are generated: P1, F1 and F2, as shown in Fig. 7 . For a given node x, the set of in-going neighbors is depicted by in (x) and the set of out -going neighbors is out (x). Denote k in (x) as the in-degree of node x, k out (x) as the outdegree and k all (x) as the sum of in-degree and out-degree.
The function g(z 1 , z 2 ) indicates the weight of specific neighbors account for similarity. For the basic case, we can define g(z 1 , z 2 ) = 1. Degrees of common neighbors are employed to further improve prediction accuracy. In these two motifs, shown in Fig. 7 , there are 3 different types of node. For node z 1 in P1, out-degree is used for correction. Weight for node z 2 in P1 is related to k all (z 2 ). In-degree is taken into consideration for node z 2 in P2. Then g(z 1 , z 2 ) can be defined as:
There are two motifs so an adjust parameter α is introduced which control the ratio between them. Because Predictor P1 and P2 are generated from the same motif, same weight is assigned. So final prediction score of a new link is the sum of similarity function of P1, P2 and F1. The similarity function we proposed can be expressed as:
According to the previous discussion, the final similarity calculation is defined as:
Next, we discuss the computational complexity of QMI. When calculating similarity of CN index, we need to traverse all the nodes in a network and find out its distance-two neighbors. Complexity of traversing all the nodes is O(|V |) and traversing the neighborhood of a node is K. |V| represents the network size and K is the node degree. So the time complexity in calculating CN index is O(|V |K 2 ). For each predictor in QMI, distance-three neighbors need to be enumerated. The computational complexity of each predictor like P1 is O(|V |K 3 ). There are three predictors so the complexity of QMI is O(3|V |K 3 ). For the Katz index, the time complexity is mainly determined by the matrix inversion operator, which is O(|V | 3 ) [9] . The complexity of QMI and LP is comparable. As LP is more efficient than Katz [9] , QMI is more efficient than Katz as well.
III. EXPERIMENT A. BENCHMARKS
Seven well-known indices are chosen to compare with QMI. These measures, including four local indices, a global metric, a quasi-local index and MFI, are summarized below.
1) Common Neighbors index (CN). It believes that if two nodes share more links, they are more likely to connect.
2) Resource Allocation Index (RA) [24] . This index is affected by the resource allocation process and gives more weight to the small degree nodes.
3) The Sørensen Index (SO) [25] . This index is often used for ecological community data samples.
4) Leicht-Holme-Newman index (LHN) [26] . This metric is based on CN and take nodes degree into consideration. 
7) Matrix forest index (MFI) [27] . This method is based on matrix forest theory.
where L is the Laplacian matrix of the network.
B. DATASETS
We choose nine different real networks to perform experiments. Table 2 shows the basic topological features of these networks. Each original data set is randomly divided into two parts, namely training set and probe set. The former contains 90% of links and the latter contains the remaining 10%. 1) Email [28] : It is a email communication network generated from a large european research institution. Edges represent email communications between institution members. 2) FWMW [29] : It is the food chain network in Mangrove estuary during wet season, which contians 97 species and 1492 directed edges. 3) CElegans [30] : This is a neural network of in caenorhabditis elegans (C. elegans), a type of worm. 4) Political Blogs (PB) [31] : It came from statistics on blogs of US politics in 2005. Nodes represent blogs, and directed edges represent hyperlinks between blogs. 5) Physicians [32] : A directed network captures innovation spread among 246 physicians in four towns. 6) Chess [33] : This is a directed network of chess games. Each node is a chess player, and a directed edge represents a game. 7) DNC [33] : This network is generated from Democratic National Committee (DNC) email leak in 2016. Each node represent a person and a directed link denotes an email. 8) Adolescent [34] : This network was created from a survey in 1995. A node represents a student and an edge indicates friendship between students. 9) Wikivote [35] : It is the voting network of Wikipedia and a directed edge represents a vote.
C. EVALUATION METRICS
AUC (Area Under the receiver operating characteristic Curve) [36] is the most typical measure for performance evaluation in link prediction task. The value of AUC ranges from 0 to 1. AUC is equal to the probability that a higher score is given to a real link than a randomly chosen nonexistent link. Among n times of comparisons, if a real link is ranked higher than a nonexistent link for n 1 times, and they have same score for n 2 times. Then AUC can be calculated by:
Precision [36] is defined as the ratio of correct prediction in the top L predicted links. If there are m correct links among the top L links, the precision is defined as:
Here, we set L to 1% of the number of links for each network.
D. RESULTS
In this section, we first analyze the influence of local information on QMI. The second part is AUC results of QMI and baseline methods. In the last, experiments are employed on precision to further evaluate the performance of QMI.
1) QMI RESULTS WITH DIFERENT LOCAL INFORMATION
Firstly, we report results of QMI with diferent local information. QMI0 represents g(z 1 , z 2 ) = 1. QMIM means all the degrees are take into consideration without distinguishing indegree and out-degree in which g(z 1 , z 2 ) is defined as: Fig. 8 is the AUC values of QMI with diferent local information. As we can see, QMI perfroms best in all datasets. The perfromance of QMIM is the worst. Fig. 9 reports the precision result. Precision improvement of QMI is not clearly like AUC. QMI achieve the top precision in most of the datasets and QMI0 perform best in the rest. QMI is also in poor performance. These indicate that just considering degrees may not improve the accuracy but distinguish in-degree and out-degree will make the prediction better. 
2) QMI RESULTS WITH DIFFERENT α
The first part is AUC results of QMI with different α. In all datasets, as shown in Fig. 10 , the AUC values do not achieve maximum value with α = 0 or α = 1 which means two motifs are both indispensable. The only question is the ratio between them. Different datasets show different curves. Some has a sudden increase when α from 0 to 0.1. Some has a deep decline when α around 1. But most of them achieve peak performance with α between 0.4 to 0.8. In this area, the AUC value is stable and changes slightly. So, we better choose α in this range when making predictions.
We employ experiments on precision to further evaluate the performance of QMI. Fig. 11 shows the precision of QMI with different α in all datasets. Except Chess, precision curves of other networks have a sudden rise around α = 0 which means predictor F1 playing an important role in precision. Most of them achieve top precision with α above 0.8. Adolescent and chess achieve top precision with α around 0.3. Physicians get best precision with α around 0.6. The variety of precision is much larger than AUC. In FWMW, the difference between top and bottom value has been reached 0.7. Curves of the rest networks are much more stable.
Although more than half datasets reach best performance (AUC and Precision) with α around 0.8, there are still some datasets perform best with α ≤ 0.4. According to the previous experiment results, the recommended value of α is 0.6 in order to ensure that QMI has a good prediction results on all data sets.
3) QMI RESULTS COMPARED WITH BENCHAMARKS
AUC values of QMI compared with baseline indices are reported in Table 3 . In general, the proposed method outperforms other methods and delivers the highest accuracy on most datasets. AUC values of QMI are above 0.91 in most networks except Adolescent. Except Physicians and Adolescent, QMI gets the highest score. Even in these two networks, the AUC value of QMI is also very close to the best. Because of considering more information, global methods perform better than local indices. RA and AA, which perform very well in undirected networks [2] , do not show significant advantages in directed networks. This indicates that undirected algorithms does not meet the mechanism in directed networks. For example, each node has different indegree and out-degree in directed networks, while undirected algorithm can't tell the difference. This may be one of the reasons these algorithms does not perform well. Table 4 reports the average precision value of QMI and some similarity indices. As we can see, QMI can improve precision and delivers the highest value on in 7 out of 9 networks. In Email, precision of QMI is very close to the best. Global methods lost their advantage when it comes to precision. Local metrics like CN have even better performance compared with global methods in most networks. RA, SO and LHN have poor performance than expected, probably because they value more AUC than precision. Performance of MFI changes a lot compared to other indices in different networks. In FWMW and Celegans, precision of MFI is close to the top one. But in the rest networks, MFI has so poor performance. In a word, compared with the classical local and global indices, QMI performs better not only in AUC and precision, but also in computational complexity.
IV. CONCLUSION
A large amount of existing literature, however, focuses on undirected networks only. Most of the link prediction measures don't consider the role of link direction. Recently efforts has been made by using triadic patterns for directed link prediction. We make one step further. In this study, we introduce a directional link prediction measure based on quad motifs. Among 199 sub-graphs, two winner motifs are chosen. Local information in different motifs are also taken into consideration. Experiments have been performed in nine real networks. Results demonstrates that proposed metric yields better performance than baseline methods.
Extension the proposed method to weighted and temporal networks will be our future work. Our method is restricted to quad motifs. Covering Motifs more than quad ones to achieve higher accuracy has been left for further research.
