Abstract-The problem of tolerant junta testing is a natural and challenging problem which asks if the property of a function having some specified correlation with a k-Junta is testable. In this paper we give an affirmative answer to this question: There is an algorithm which given distance parameters c, d, and oracle access to a Boolean function f on the hypercube, has query complexity exp(k).poly(1/(cd)) and distinguishes between the following cases:
I. INTRODUCTION Juntas are a fundamental class of functions in Boolean function analysis. A function f : {−1, 1}
n → {−1, 1} is said to be a k-junta if there are some kcoordinates i 1 , . . . , i k ∈ [n] such that f (x) only depends on x i1 , . . . , x i k . In particular, special attention has been devoted to the problem of testing juntas.
We recall that a property testing algorithm for a class of functions C is an algorithm which given oracle access to an f : {−1, 1} n → {−1, 1} and a distance parameter > 0, satisfies 1) If f ∈ C, then the algorithm accepts with probability at least 2/3; 2) If dist(f, g) ≥ for every g ∈ C, then the algorithm rejects with probability at least 2/3.
The principal measure of the efficiency of the algorithm is its query complexity. Also, the precise value of the confidence parameter is irrelevant and 2/3 can be replaced by any constant 1/2 < c < 1.
Fischer et al. [14] were the first to study the problem of testing k-juntas and showed that k-juntas can be tested with query complexityÕ(k 2 / ). The crucial feature of their algorithm is that the query complexity is independent of the ambient dimension n. Since then, there has been a long line of work on testing juntas [3] , [2] , [27] , [10] , [9] and it continues to be of interest down to the present day. The flagship result here is that kjuntas can be tested withÕ(k/ ) queries and this is tight [3] , [10] . While the initial motivation to study this problem came from long-code testing [1] , [25] (related to PCPs and inapproximability), another strong motivation comes from the feature selection problem in machine learning (see, e.g. [6] , [7] ).
Tolerant testing: The definition of property tester above requires the algorithm to accept if and only if f ∈ C. However, for many applications, it is important consider a noise-tolerant definition of property testing. In particular, Parnas, Ron and Rubinfeld [24] introduced the following definition of noise tolerant testers.
Definition I.1. For constants 1/2 > c u > c ≥ 0 and a function class C, a (c u , c )-noise tolerant tester for C is an algorithm which given oracle access to a function f : {−1, 1}
n → {−1, 1} 1) accepts with probability at least 2/3 if min g∈C dist(f, g) ≤ c . 2) rejects with probability at least 2/3 if min g∈C dist(f, g) ≥ c u .
We observe that we restrict c u , c < 1/2. This is because most natural classes C are closed under complementation -i.e., if g ∈ C, then −g ∈ C. For such a class C and for any f , min g∈C dist(f, g) ≤ 1/2. Further, note that the standard notion of property testing corresponds to a ( , 0)-noise tolerant tester.
The problem of testing juntas becomes quite challenging in the presence of noise. Parnas et al. [24] observed that any tester whose (individual) queries are uniformly distributed are inherently noise tolerant in a very weak sense. In particular, [13] used this observation to show that the junta tester of [14] is in fact a ( , poly( /k))-noise tolerant tester for k-juntas -note that c is quite small, namely poly( /k). Later, Chakraborty et al. [8] showed that the tester of Blais [3] yields a (C , ) tester (for some large but fixed C > 1) with query complexity exp(k/ ). Recently, there has been a surge of interest in tolerant junta testing. On one hand, Levi and Waingarten showed that there are constants 1/2 > 1 > 2 > 0 such that any nonadaptive ( 1 , 2 ) tester requiresΩ(k 2 ) non-adaptive queries. Contrast this with the result of Blais [3] who showed that there is non-adaptive tester for k-juntas with O(k 3/2 ) queries when there is no noise. In particular, this shows a gap between testing in the noisy and noiseless case.
In the opposite (i.e., algorithmic) direction, Blais et al. [4] proved the following theorem.
Theorem I.2.
There is an algorithm which for any ρ ∈ (0, 1), ∈ (0, 1) and parameter k ∈ N, is a ( , Note that for any C > 16, this yields an ( , /C)-tolerant tester for k-juntas with exp(k) query complexity. Thus, it improves on the result of [8] who showed the same result for an unspecified large constant C.
To understand the main shortcoming of [4] , note that this algorithm does not yield a (c u , c ) noise tolerant tester once c > 1 32 -e.g, no setting of parameters in the tester of [4] can yield (say) a (0.1, 0.05) noise-tolerant tester for k-juntas. Naturally, one would like to obtain (c u , c ) testers for any 1/2 > c u > c . The main result of this paper accomplishes this goal. Below we formalize and state the main results of the paper.
We will use J n,k to denote the class of k-juntas on n variables. Also, for a subset S ⊆ [n], we let J S,k denote the class of k-juntas on the variables in S. Further, unless indicated otherwise, all expectations are taken over uniformly random elements of {−1, 1} n where the ambient dimension n will be clear from the context. Our first result constructs (c u , c ) testers for any 1/2 > c u > c .
Theorem I.3.
There is an algorithm Maximumcorrelation-junta which takes as input parameters k ∈ N, distance parameter > 0, oracle access to function f : {−1, 1} n → {−1, 1} and has the following guarantee: With probability 2/3, it outputs a number Corr f,k such that
It also outputs a function
there is a set of coordinates
The query complexity of the algorithm is 2 k · poly(k, 1/ ).
Note that the above algorithm is doing something stronger than "merely" computing correlation of f with k-juntas -in fact, the algorithm also outputs the a k-junta that is most correlated up to . Note that the algorithm cannot identify the actual subset of the coordinates of f that maps to those of the junta, as an standard information theory argument shows that this requires the number of queries to depend on n, even without noise. Further, for the task of approximately finding the most correlated k-junta, our query complexity is essentially optimal, since even giving the description of the most correlated k-junta takes 2 k bits. An immediate corollary of Theorem I.3 is the existence of a noise tolerant tester for k-juntas. 2) The algorithm rejects otherwise.
Corollary I.4. For any constant
, and so the algorithm will accept.
On the other hand,
meaning that the algorithm will reject with probability at least 2/3.
We also remark here that the algorithm Maximumcorrelation-junta can be modified in a straightforward manner to yield a noise tolerant tester against any subclass of juntas, including any specific junta -e.g., for any 1/2 > c u > c ≥ 0, we can obtain a (c u , c )-tester for k-linear functions [5] , [26] with query complexity poly(k, 1/|c u − c |). We leave the proof to the interested reader.
Finally, we can also improve the query complexity to have a polynomial dependence on k at the cost of achieving a weaker guarantee.
Theorem I.5.
There is an algorithm Maximumcorrelation-gap-junta which takes as input parameters k ∈ N, distance parameter > 0, oracle access to a function f : {−1, 1} n → {−1, 1} and has the following guarantee: With probability 2/3, it outputs a number Corr f,gap,k sat-
The query complexity of the algorithm is poly(k, 1/ ).
Analogous to Corollary I.4, we get the following corollary by applying Theorem I.5.
Corollary I.6. For any constant 1 2 > c u > c ≥ 0 and k ∈ N, there is an algorithm with query complexity poly(k, 1/|c u − c |) which with probability 2/3 can distinguish between the following cases:
We remark that [4] contains a result along the same lines as Corollary I.6, but with k = 4k and c u = 16c . That is, compared to the result of [4] , Corollary I.6 has a worse k , but allows for arbitrarily good noise tolerance.
A. Overview of techniques
One of our main contributions is a Fourier based algorithm to simulate oracles to interesting coordinates of f . In particular, the first step in both Maximumcorrelation-junta and Maximum-correlation-gap-junta is to obtain oracle access to the functions x → x for all with large low-degree influence in f . This idea previously appeared (but in a real-valued setting) in [12] , and it may be of independent interest. In particular, it is a substantial departure from previous approaches to tolerant junta testing.
1) Sketch of Maximum-correlation-junta.:
We begin by giving the high level overview of the algorithm Maximum-correlation-junta (from Theorem I.3).
The main steps in our algorithm is as follows. First, we show that up to a small loss in correlation, we may assume that every variable in g has at least k −Θ (1) influence in fsee Claim III.8 for the precise quantitative parameters. We call these the "interesting variables," and our first main goal is to obtain oracle access to them.
1.
Suppose that x is an interesting variable. We show that by randomly (in a carefully chosen sense) restricting certain variables of f , with probability k (1) . (See Claim III.7 for the precise details.) In other words, influential coordinates of f end up with large Fourier coefficients under random restrictions.
Assuming that
, we construct a (randomized) operator on the function f ρ which, with probabililty k −O (1) , gives us an oracle to the variable x . This operator is a variant of the operator used by Håstad [19] ) in the context of dictatorship testing and in turn uses a modified version of the standard Bonami-Beckner noise. The details of this are in Section III-A.
3.
Having obtained an oracle for one particular variable x , we can just repeat steps I-A1 and I-A1 k Θ(1) times to obtain a set S of (oracles to) variables that contains all of the interesting variables. This reduces the original problem (estimating
We do this via a simple sampling based algorithm in Find-best-fit. The query complexity of this routine is 2 k · poly(k) and is the bottleneck for Maximumcorrelation-junta.
2) Sketch of Maximum-correlation-gap-junta: The difference in the proof of Theorem I.5 vis-a-vis Theorem I.3 lies in Step 4 of the above overview. Namely, having obtained the set S, our goal is find smaller subset S ⊂ S of size O(k 2 / 2 ) of the variables that achieves the same correlation and moreover find this correlation. 1. The novel idea of the proof is to find a polynomial algorithm that is able to compute the function
while only having oracle access to the variables in S. The details of this algorithm are in Section V-A, and we will give an outline shortly. Note that f avg,S depends only on the variables in S (of which there are poly(k)), and among all such functions it has the highest correlation with f . Further,
2 ) high-influence (meaning, influence Ω( /k)) variables, and that restricting our attention to juntas on these variables only incurs another O( ) error in the correlation. It is also easy to produce an oracle to T ρ f avg,S from f avg,S with polynomially many samples. 3. Our next step is to estimate the influence (in the function T ρ f avg,S ) of all the variables in S. We can do so by sampling correlated pairs (x, y) repeatedly until we obtain pairs that differ in one coordinate and then checking the effect on T ρ f avg,S . Having estimated the influences, we let S ⊆ S be the set of high-influence variables. The problem is reduced to that of estimating
4.
The final output of the algorithm is an estimate for the correlation of f with the best function depending only on variables of S . This is just
which can be estimated using the same averaging procedure that we mentioned in the first step.
It remains to explain how to carry out the averaging procedure needed for the first and last steps of the outline above: how do we estimate E y∈{±1} [n] \S [f (x, y)], given only oracle access to the variables in S? The basic idea is to perform a random walk on the the subset of y's that agree with x on all the elements of S. We let
Given y (i) we sample y (i+1) to be a noisy version of y (i) , where each coordinate is flipping with probability about 1/|S|. We accept y (i+1) if the value of all oracle functions in S is identical for y (i+1) and y (i) . If we reject the current proposal of y (i+1) we try again an independent noisy y (i+1) . Thus we effectively perform a random walk on the noisy hyper-cube on the coordinates in [n] \ S. The spectral gap of the random walk is inverse polynomial in k, and hence by taking poly(k) steps of this random walk, we can essentially independently resample those coordinates of x that do not belong to S. By repeating this, we can estimate f avg,S (x).
II. PRELIMINARIES
We begin with the basics of Fourier analysis, in particular the notion of Fourier expansion of functions.
This is referred to as the Fourier expansion of f and the coefficients { f (S)} S⊆[n] are referred to as the Fourier coefficients of f .
We next define the concept of influence of variables in f :
from x exactly in the i th position). In terms of Fourier coefficients,
n → R, we take this latter formula as the definition of
For a number k ≤ n, we let Inf
We also define the total
We now define the Bonami-Beckner noise operator on the space of functions on {−1, 1} n . To do this, we first define a general notion of noise distribution on
n where the expectation of the i th bit is η i .
Definition II.3. For any
n denote the vector all of whose coordinates are ρ. The BonamiBeckner noise operator (denoted by T ρ ) operates on f :
We let x · y denote the coordinate wise product of x and y.
A standard fact about the operator T ρ is its action on the Fourier expansion of f (see [23] for details).
Bonami-Beckner noise operator as a Markov chain: It will be useful for us to view the Bonami-Beckner noise operator as a Markov chain. We recall the definition of a Markov chain (on a finite set).
Definition II.4. Let G be a finite set and let P ∈ R G×G be a stochastic matrix. The random variables (taking values in
G) (x i ) T i=1 are
said to follow the Markov chain M P (with transition matrix given by P ) if for any
We refer the reader to the book by Levin and Peres [21] for definitions of standard notions such as ergodicity, aperiodicity and stationary distributions. Now, consider any ρ ∈ [−1, 1] and define the stochastic matrix P ρ (whose rows and columns are indexed by
It is easy to see that the matrix P ρ is a symmetric matrix and further, the second largest eigenvalue of the matrix P ρ is at most ρ. The matrix P ρ also defines a corresponding Markov chain M ρ (i.e., the transition matrix of M ρ is P ρ ). Markov chains have a certain "averaging property" which is particularly useful for us and is stated below. We will instantiate it to the Markov chain M ρ in Section V later. We now state the following result due to Lezaud [22] (Theorem 1.1 in the paper) which applies to ergodic and reversible Markov chains. Similar results which apply to the special case of random walks on undirected graphs have found many applications in computer science [17] , [20] , [28] , [16] .
A. Random restrictions
A crucial role in our algorithm will be played by the notion of random restrictions from circuit complexity [15] , [18] .
n denote the product distribution where each coordinate is * with probability μ, ±1 with probability
III. CONSTRUCTION OF COORDINATE ORACLES
The main result of this section is an algorithm for constructing a set of "oracles" to all of the interesting coordinates of a function, assuming that there are not too many of them. The basic definition is the following:
Due to our constraints, we will not be able to produce coordinate oracles exactly according to the definition above, so we will relax it slightly. Recall that we have fixed an underlying function f : {±1} n → {−1, 1} and a parameter k ∈ N. n , every g ∈ D, and every δ > 0, there is a randomized algorithm to compute g(x) correctly with probability at least 1 − δ, using poly(k, log 1 δ ) queries to f . While the definition of D involves both ν and k, since the latter will remain fixed throughout, the above definition is only quantified in terms of ν. The parameters ν and δ that we choose will essentially allow us to pretend that an ν-oracle is an oracle. In particular, we will fix δ = 2 −ω(k) when evaluating coordinate oracles at a point. This will preserve the poly(k) query complexity of each oracle query, while ensuring that (with high probability) every query that we make to a coordinate oracle will be computed correctly (since in all of our algorithms, we will make no more than 2 k · poly(k) queries). Our choice of ν will depend on the setting: in the setting of Theorem I.3, we will make at most 2 k · poly(k) queries to each coordinate oracle, so we will take ν = (2 k · poly(k)) −1 . This means that each oracle query requires at most poly(k) queries to f , while ensuring that each coordinate oracle is so close to a dictator (or anti-dictator) that we will (with high probability) not observe the difference. In the setting of Theorem I.5, we will set take ν = poly(1/k) and make at most poly(k) queries to each coordinate oracle; this requires poly(k) queries to f and ensures that (with high probability) we will not observe the difference between any coordinate oracle and its corresponding dicator. With this in mind, and to prevent a proliferation of parameters, we will often pretend that we have access to an oracle in the sense of Definition III.1 when we really have access to an ν-oracle in the sense of Definition III.2.
Definition III.2. Let D be a set of functions from
{−1, 1} n to {−1, 1}. For ≤ 1 8 , we say that D is an ν-oracle for S ⊂ [n] if • for every g ∈ D,
A. A single oracle
We begin by describing how to construct an oracle to a single coordinate. The basic step notion is the following operator, which is related to one used by Håstad in the context of dictatorship testing [19] . 
In terms of the Fourier expansion, it is easy to check that
where η S = j∈S η j . A consequence of this expansion is that for the right choice of η, Has η f is a good approximation to a certain dictator function (depending on η). 
Proof:
. Let E be the event that η 1 = α and η j = 0 for all
, and we will show that the claimed inequality happens on E. Indeed, the Fourier expansion above implies that
where the second equality holds on the event E. Now,
and so the triangle inequality gives
Lemma III.4 gives us a natural algorithm for computing something that might be a coordinate oracle: the basic idea is to sample η and then to define
Note that computing the function g η requires randomness (to estimate Has η f (x) and E[f ]). However, a straightforward Chernoff bound implies that with O(κ −12 log 1 δ ) queries to f , we can estimate both E[f ] and Has η f (x) to additive accuracy O(κ 6 ), with probability 1 − δ; according to Lemma III.4, this is sufficient to correctly evaluate g η (x) with probability 1−δ. This is the same sort of guarantee required in Definition III.2; as discussed there, we can choose δ = 2 −k 2 so that with high probability, every evaluation of g η will be correct. Now, Lemma III.4 only provides us with a small probability of finding a good g η . To filter out the bad ones, we add in a dictatorship test: for i ≤ n,
and has the following properties:
is a dictator or an antidictator, then it accepts with probability 1.
which is ν-far from every dictator and anti-dictator is accepted with probability at mostδ.
Algorithm Construct-coordinate-oracle gives the algorithm for constructing coordinate oracles. Sample η as in Lemma III.4;
Apply Dictator-test to g with confidencẽ δ and accuracy ν;
if Dictator-test accepts then 11
Add g to D ;
// Clean out duplicates 12 Let N = C log(MT/δ), and sample x (1) . . . , x (N ) ∈ {±1} n independently and uniformly ; 13 while there exist g = h ∈ D such that |N 3) The number of oracles in D is at most poly(k, τ −1 , log(1/δ)).
4) The query complexity of the procedure is
Proof: Note that the number of oracles in D is at most MT . This immediately gives Item 3. Similarly, the query complexity of the algorithm is M · T times the cost of applying the Dictator-test in Step 9. By plugging the bound from Theorem III.5, we get Item 4. This leaves us with Item 2. Like the algorithm itself, there are two steps in this proof. The first step is to show that after executing the loop on line 4, the set D contains only ν-approximate dictators, and it contains at least one dictator for every coordinate i with large Inf ≥k i (f ). The second step is to show that by the end of the algorithm, each coordinate that was represented by a dictator after executing the loop on line 4 is now represented by a unique dictator. Actually, this second step is trivial: if g and h are ν-approximate dictators for ν ≤ We turn to the correctness of the first loop: it should find a dictator for every influential coordinate. The analysis of this part is itself divided into two parts, corresponding to the two nested loops: we will argue that for every influential coordinate i, at least one iteration of the outer loop will sample ρ for which f ρ (i) is large. For this execution of the outer loop, we will argue that at least one iteration of the inner loop will find an oracle for coordinate i.
We will write the first of these parts as a separate claim, and prove it later:
With our choice of T , Claim III.7 and a union bound imply that with probability at least 1 − δ/3, for every i with Inf
2 there is at least one iteration of the outer loop for which | f ρ (i)| ≥ τ 4k . We will fix this iteration, and examine the inner loop: by Lemma III.4 with κ = τ 4k , each iteration has Ω(τ 6 k −6 ) probability of producing g that is equal to ±Dict i . By a union bound, with probability at least 1 − δ/3, the inner loop will succeed in adding ±Dict i to D.
Finally, a union bound implies that with probability at least 1−δ/3, every g that passes the dictatorship test is in fact -close to some dictator.
Proof of Claim III.7:
where x −,i is equal to x, except that the ith coordinate is negated. In terms of Fourier coefficients, it is easy to check that
On the other hand, it is also immediate that for every x ∈ {−1, 0, 1} n , and it is easy to check that f ρ (i) = D i f (ρ). In particular,
We will apply an anti-concentration inequality to the random variable D i f (ρ) = f ρ (i) (see Lemma 13 in [11] ): for any real-valued random variable X with variance at least σ 2 and central fourth moment at most
Immediately from the definition of D i f , we see that the central fourth moment of D i f (ρ) is at most 16. Setting σ = η/(2k) and t = 4k/η, we have
as claimed. Finally, the following claim, which will be useful in both Section IV and Section V, says that if f correlates with a k-junta, then it also correlates nearly as well with a junta on some set S such that for every variable j ∈ S, Inf ≤k j (f ) is large. This is useful because Lemma III.6 can then be used to construct oracles to all these relevant variables. 
where x ⊕j is the same as x with the coordinate at j flipped. Observe that for any S, g j (S) = g(S) if j ∈ S and 0 otherwise. Note that
By doing a simple randomized rounding step, we can in fact, assume that the range of g j is ±1. We now set S ← [k] \ j and g = g j and inductively repeat the argument. This finishes the proof.
IV. DESCRIPTION OF MAXIMUM-CORRELATION-JUNTA
In this section, we want to prove Theorem I.3. The final ingredient required to describe the algorithm Maximum-correlation-junta (from Theorem I.3) is the routine Find-best-fit. Here, we state the algorithmic guarantee for this routine. The description and its proof of correctness is deferred to Appendix A. 
We next describe the algorithm Maximumcorrelation-junta (Algorithm 2). Proof: By just plugging the bounds, we see that R defined in Step 2 of the algorithm is poly(k/ ); N defined in Step 3 is 2 k · poly(k/ ) and ν defined in Step 4 is 2 −k · poly( /k). Now, the query complexity of Step 5, i.e., Constructcoordinate-oracle is then ν −1 · poly(k, τ −1 ) = 2 k · poly(k/ ) (Item 4 of Lemma III.6). Next, note that |D| ≤ poly(k/ ) (by plugging the bound from Item 3 of Lemma III.6). However, this means that the algorithm Find-best-fit (from Step 3 of Lemma IV.1) makes at most 2 k · poly(k, |D|) = 2 k · poly(k, 1/ ) queries where each query is either to f or to an oracle in D. However, each call to D is made with error ν, the query complexity of making each such call is poly(k, log(1/ν)) = poly(k). Thus, the total query complexity is 2 k · poly(k/ ). Having proven a bound on the query complexity, we now turn to the proof of correctness of this algorithm. Note that every oracle g ∈ D is ν close to Dict i for some i ∈ [n]. Further, at point x, (by definition of a ν-oracle), we have an algorithm, which returns the value g(x) with probability at least 1 − ν. We say that the evaluation of g at point x is good, if we get the value of g(x) = Dict i (x). Note that a randomly chosen point
Input
Since the query by the algorithm Find-best-fit to each oracle in D is a random point in {−1, 1} n (Item 4 in Lemma IV.1) and the total number of queries to Findbest-fit is N , hence the probability the evaluation of g ∈ D is not good at any point is at most 2Nν = δ/2. Thus, from now on, we will assume that g ∈ D is ν-close to Dict i , then the algorithm Find-best-fit has exact access to Dict i . However, with this the following claim is immediate from Item 5 of Lemma IV.1. ( Corr f,k , h ). Let V = {i ∈ [n] : Dict i is ν-close to some g ∈ D}. Then, with probability 1−δ/4, there is some {i 1 , . . . , i k } ∈ V such that
Claim IV.3. Suppose the algorithm outputs
Finally, we have the following claim. 
V. THE POLYNOMIAL-QUERY GAP TESTER
Recall the context of the relaxed tester compared to the original one: we have already identified (using Lemma III.6) a subset S of size poly(k, 1/ ) such that all potentially interesting coordinates of f are contained in S (in the sense of Claim III.8). Recall, moreover, that we do not have an explicit representation of the coordinates S; we only have access to coordinate oracles in the sense of Definition III.1. Nevertheless, let us first pretend that we do have explicit access to S, in order to explain roughly how our algorithm works.
The first step of our algorithm is to replace f by
This step turns out to be unnecessary if we have explicit access to S, but on the other hand it is also clearly harmless, because f avg,S is the orthogonal projection of f onto the space of S-juntas, and hence
The second step of our algorithm is to replace f avg,S with f smooth , defined by f smooth = T 1− /(2k) f avg,S . Applying this noise has two nice features: it approximately preserves correlation with k-Juntas, and it allows us to bound total influence. First, we will show that it preserves correlation:
In particular, for all f :
Consequently, max g∈J S,k E[fsmoothg] is essentially the same as max g∈J S,k E[favg,S g].
Proof: If g is a k-Junta thenĝ S = 0 whenever |S| > k, and so
The second claim follows from the fact that E[(T1−sf
and so
Then apply Cauchy-Schwarz and the first claim (together with the fact that f 2 and g 2 are at most 1).
As we claimed above, we can also bound the total influence of a smoothed function: 
This proves the first claim. The second follows from Markov's inequality.
According to Lemma V.2, if S = {i ∈ S :
On the other hand, we can easily see that coordinates not belonging to S are irrelevant when it comes to approximating f smooth by a k-Junta:
Proof: Let g ∈ J S,k maximize E[fg], and let T be the set of coordinates on which g depends. Define To do this, note that the Fourier coefficients of g and g avg,S are related byĝ S = ( g avg,S ) S whenever S ⊂ S , and ( g avg,S ) S = 0 otherwise. In particular,
where the last inequality follows because |T \ S | ≤ k.
Thanks to Lemma V.3, if we set S = {i ∈ S :
. We do not know how to estimate this final quantity, but we can easily estimate (the larger quantity) max g∈J S ,k E[fsmoothg] (note that k has become k ). This is because J S ,k consists of all boolean functions depending on the coordinates in S . The one with maximal correlation can be found by projecting f smooth onto the space of S -Juntas and rounding the result to a boolean function: define f smooth,avg,S by f smooth,avg,S (x) = E[fsmooth(y) | y S = x S ]. Then This number (or rather, an estimate of it) will be the final output of our algorithm. Thanks to the preceding arguments, it is larger (or at least, not much smaller) than max g∈J n,k E[fg]. On the other hand, it is certainly smaller than max g∈J n,k E[fg].
In order to turn the description above into an algorithm, we need to describe how to compute all the quantities above given implicit access to the coordinates in S. In particular, we will first describe how to simulate query access to f avg,S . Given this, it is obvious how to simulate query access to f smooth . Then, we will show how to estimate S ; more accurately, we will compute someS that contains all coordinates of influence at least 2 /2k and no coordinates of influence smaller than /k. Finally, we will show how to simulate query access to f smooth,avg,S ; we can use this query access to estimate E[|f smooth,avg,S |], which is the final output of our algorithm.
A. Averaging over irrelevant coordinates
An important primitive for us will be the ability to average over irrelevant coordinates given oracle access to the relevant ones. That is, imagine that there is a collection of coordinates S ⊂ [n]. Given query access to f : {±1} n → [−1, 1] and a fixed point x ∈ {±1} S , we would like to estimate Ey∼Unif [f (y) | y S = x]. Were we given S explicitly, this would be easy; our challenge is to do it with only oracle access to S, in the sense of Definition III.1.
Input: a function f , x ∈ {±1}
n , an oracle D, γ (accuracy parameter), δ (failure parameter) Output: a number
Let y be a copy of x (i) , but flip each bit independently with probability 
and so Lemma II.5 implies that with probability at least 1 − δ,
. It remains to check how many oracle queries our procedure makes; let X i be the number of attempts it takes to successfully generate x (i) . For each i, the probability that the test on line 6 succeeds is exactly
In particular, each sample takes (in expectation) at most four queries to each element of D, and so the overall number of queries is at most (in expectation) O(T ) to each element of D.
B. Estimating influences
One of the things we need to do is to estimate the influences of coordinates in S. Again, if we had explicit access to these coordinates then this would be trivial. The point is to get by with only oracle access, and the difficulty is that given some x ∈ {±1} n , we cannot simply "flip" a bit belonging to S because we don't know which bits those are. To work around this, we introduce the notion of an influence-testing sample, which essentially is a collection of points that manage to flip each bit in S: Definition V.6. We say that X ⊂ {±1}
n is an influencetesting sample at x ∈ {±1} n with respect to S if we can enumerate X = {y (i) : i ∈ S} where y
Note that the definition above doesn't guarantee anything about bits not belonging to S. The point of the definition above is that if the function f depends only on coordinates in S, then we can use an influencetesting sample at a random point to obtain an unbiased estimator for all the influences of f .
The first important point about influence-testing samples is that we can produce them given oracle access to S.
Input: x ∈ {±1}
n , and an oracle D for S Output: an influence-testing sample at x with respect to S 1 Define (for z ∈ {±1} n ) I(z) = {g ∈ D : g(z) = g(x)} ; 2 Initialize X = ∅ ; 3 while |X | < |D| do 4 Let y be a copy of x, but flip each bit independently with probability Proof: Each element that Influence-testing-sample adds to X differs from x on exactly one coordinate of S. Moreover, the test on line 5 ensures that every coordinate of S is represented by at most one element of X . Hence, by the time the loop is complete, X is an influence-testing sample at x with respect to S.
Note that each time we sample y, we have . Moreover, conditioned on |I(y)| = 1, I(y) is uniformly distributed among all size-one subsets of D. Hence, the number of times that we need to sample y in order to see all size-one subsets at least once is distributed according to the coupon collector problem, and hence takes O(|S| log |S|) iterations in expectation.
The other important point about influence-testing samples is that if we can use them to estimate influences. The basic idea is to take the trivial algorithm for estimating influences (sample random elements, and check whether flipping the jth bit changes the value of f ), but using the notion of an influence-testing sample to replace the need to bits; in Threshold-influences, x (i) are the random points at which we're testing bitflips, and y (i) g is the copy of x (i) with a bit (the one corresponding to g ∈ D) flipped. Proof: The first inequality follows immediately from Jensen's inequality and the fact that f smooth,avg,S is defined by repeatedly averaging f in various senses; we will focus on the last inequality. As we discussed previously, 
A union bound over all subsets T ⊆ S on (2) and (3) yields Item 5.
