A fundamental property of this process is that, if we h-sort a file which is k-sorted, then the file remains k-sorted. Thus, when we come to h.1·-sort the file during Shellsort, we know that it is hi+I-, hj+2-, ... , ht-sorted. This ordering makes the hi-sort less expensive than if we were to hi-sort a randomly ordered flle.
A fundamental property of this process is that, if we h-sort a file which is k-sorted, then the file remains k-sorted. Thus, when we come to h.1·-sort the file during Shellsort, we know that it is hi+I-, hj+2-, ... , ht-sorted. This ordering makes the hi-sort less expensive than if we were to hi-sort a randomly ordered flle.
Shellsort sorts properly whenever the increment sequence ends with hi = 1, but the running time of the algorithm clearly is quite dependent on the specific increment sequence used. Unfortunately, we have little guidance on how to pick the "best" increment sequences. All the results that we have relate to specific sequences (from a quite large universe) and leave open the possibility of an undiscovered increment sequence with far better performance characteristics than· those that have been tried to date.
From a practical standpoint, Shellsort leads to a simple and compact sorting program which works well for small files and for files which are already partially ordered. It is the practical method of choice for files with less than several hundred elements, and each new increment sequence that we discover raises this bound. Empirical tests by several researchers indicate that there might exist increment sequences for which the average running time is O(N log N) (for example, see [4] ). In this paper, we are interested in worst-case bounds for the total running time of Shellsort for particular increment sequences. Specifically, we're most interested in increment sequences of length O(log N): this would be required for an optimal sorting network, and such sequences are the most viable from a practical standpoint. Even with this restriction, the space of possible increment sequences is quite large. For simplicity, in this paper we assume that the sequence increases (although there is no particular requirement for this). Further, we make the following distinction:
Dellnitlon: A Shellsort implementation is said to be uniform if the increments used to sort N items are all the numbers less than N (taken in decreasing order) from a fixed infinite increasing sequence hi, We assume that ai, a2, ... , ak are> 1 (otherwise all integers could be represented) and that ai, 02, ... , aJr, are independent: that none can represented as a linear combination with non-negative integer coefficients of the others (otherwise it could be deleted from the list without affecting the result). More important, for ftcl (al,a2, ... ,ak) to be defined, it must be the case that ai, a2, ... , aJt do not have a common factor which is not shared by d (otherwise, only those mul- 
This is the bound of Papernov' and Stasevich [7] , which was generalized by Pratt [8] to cover a large family of "almost geometric" increment sequences.
Upper bounds on hi-sorting for sequences with geometric growth translate to upper bounds on the total number of steps required by Shellsort as follows: [8] . In fact, Pratt showed this bound to be tight for a large family of increment sequences (encompassing most of those that have been proposed), where the increments are within an additive constant of a geometric progression.
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lSiSc Using all the increments less than N corresponds to taking c = v'2li"N, for a total cost of as desired. I
There is a quite simple proof of the same asymptotic result for non-uniform sequences, due to B. Chazelle [3] . This result actually motivated the search for the sequence of Theorem 3.
Proof of Theorem 9: non-uniform cue (Cbaselle) Simply use Pratt's method, starting with (a -1) and a for an appropriately chosen a (instead of 2 and 3).
The running time is bounded by N 0 2 for each of the O«loga N)2) increments, for a total of 
