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Abstract
The local structure of a tiling is described in terms of a multiplicative structure
on its pattern classes. The groupoid associated to the tiling is derived from this
structure and its integer group of coinvariants is defined. This group furnishes
part of the K0-group of the groupoid C
∗-algebra for tilings which reduce to
decorations of ZZ d. The group itself as well as the image of its state is computed
for substitution tilings in case the substitution is locally invertible and primitive.
This yields in particular the set of possible gap labels predicted by K-theory for
Schro¨dinger operators describing the particle motion in such a tiling.
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Introduction
Finding topological objects to characterize or even classify tilings could be seen as a
major motivation to study tilings. This article is less ambitious but already has the
taste of it in that it is largely devoted to the study of such an object: the integer group
of coinvariants associated to the tiling and the range of a state on it. But it takes its
stimulation from two areas of application. One is the K-theoretical gap labelling of
Schro¨dinger operators describing the motion of a particle in a tiling (and potentially
many more features of solids for which a model by a tiling is appropriate), and the
other concerns topological dynamical systems on the Cantor set. Let us briefly put
these two areas into context.
1) Tilings furnish (discrete) models of solids which may not be periodic as for instance
quasicrystals. A typical question arrising is that after the nature of the spectrum
of a particle moving in the tiling (e.g. a phonon or an electron). The corresponding
Schro¨dinger operator lies in the algebra of observables but its diagonalization is for non
periodic tilings to difficult to carry out at present. To obtain at least some qualitative
description of the spectrum Bellissard proposed the K-theoretical gap labelling [1].
This gap labelling requires the computation of a topological invariant of a C∗-algebra
which may be taken to be the algebra of observables, namely of the range of a tracial
state on its K0-group. The algebra of observables coincides with the algebra associated
to the tiling and the tracial state comes from a trace on it. The K0-group contains the
integer group of coinvariants (at least for a large class of tilings) and the range of the
tracial state equals its range on the coinvariants. This range is a countable subgroup of
IR which contains the possible labels of gaps in the spectrum of a Schro¨dinger operator,
i.e. its elements are the gap labels predicted by K-theory.
As it is determined by a topological invariant of the C∗-algebra associated to the tiling
the K-theoretical gap labelling will be of use if the nature of the tiling is incorporated
in the operator in a strong enough way so that all values of the above group (lying
between 0 and 1) correspond to gaps. Although the quantification of the latter property
is in general (in particular in higher dimensions) an unsolved problem we find it still
worth persuing as there are no analytical alternatives in higher dimensions so far.
2) A certain class of tilings, the decorations of ZZ d, yield d-dimensional topological
dynamical systems of the Cantor set. Such a topological dynamical system is given by
d commuting homeomorphisms, and a tiling which consists of decorated d-dimensional
unit cubes touching nicely at their faces yields an example, the d independent shifts
yielding commuting homeomorphisms of the hull of the tiling. In one dimension the
study of the K-group of the associated C∗-algebra (the one usually associated to the
dynamical system coincides with the one associated to the tiling) turned out to be
very fruitful. The ordered K0-group with order unit, which coincides with the integer
group of coinvariants as an unordered group, furnishes an invariant classifying the
classes of strong orbit equivalent dynamical systems [2, 3]. In higher dimensions the
interpretation of theK-group in terms of the properties of dynamical systems is yet less
clear but it was recently realized that the (unordered) K-groups may be decomposed
into cohomology groups of the group ZZ d [4]. In particular the group of coinvariants
furnishes part of the K0-group thus motivating its computation which is carried out
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below for tilings which allow for an invertible substitution. In turn, most of the analysis
done for decorations of ZZ d remains valid for a much larger class of tilings including the
Penrose tilings, as will be shown below using the concept of reduction.
Although the above applications are formulated in the framework of K-theory of C∗-
algebras we shall not emphasize the C∗-algebraic aspects in this article since the topo-
logical invariant discussed here may be defined purely on the level of spaces, i.e. here
of groupoids. The article is organized as follows.
In the first section the groupoid associated to a tiling is described. We proceed along
lines sligthly different from [5] by first introducing a multiplicative structure on the
pattern classes of the tiling. This multiplicative structure is almost a groupoid, and
using the notion of the radius of a pattern class one obtains the groupoid associated
to the tiling in a way which makes its local nature transparent. In contrast to [5] this
groupoid is only principal if the tiling is not periodic whereby we gain that it yields the
right groupoid C∗-algebra in the periodic case, too. We then define the integer group of
coinvariants associated to the tiling. Naturally, local manipulations, i.e. deformations
of patterns, appear as maps which are close to being homomorphims of the introduced
almost-groupoids. In fact, a substitution can be algebraically defined as a particular
kind of such a homomorphism. We discuss the concept of reduction and the notion of a
decoration of Zd and show that many tilings occuring in the description of quasicrystals
reduce to decorations of ZZ d.
Section 2 is devoted to the C∗-algebraic characterization and contains some details
about the K-theoretical gap labelling. We first recall the definition of the algebra
associated to the tiling. The main result needed concerns tilings which reduce to
decorations of ZZ d and states that their C∗-algebra is stably isomorphic to a crossed
product with ZZ d. In particular the K-theory of such a tiling is that of a topological
dynamical system.
The third section, which is kept independent of sections 1.4 and 2, is restricted to tilings
which allow for an invertible substitution. Geometrically such a substitution may be
obtained from an deflation but the analysis remains purely algebaic. The existence
of an invertible substitution reflects in the possibility of obtaining an injective coding
of the tiling in terms of the paths over a graph. This is technically the basis for the
computation of the integer group of coinvariants and the range of its state. For one
dimensional substitutions similar approaches have been successfully carried out, both,
for the range of the state [6, 7] as well as for the group itself [8, 9]. In higher dimensions
results regarding the range of the state have been obtained under the restriction that
the substitution forces its border [5]. The results obtained here are independent of the
dimension of the tiling, the only requirements being that the substitution is (locally)
invertible and, for the determination of the range of the state, primitive. In fact, we
obtain a family of codings and graphs for a tiling which for substitutions which force
their border all coincide and have the substitution matrix as connectivity matrix but
are more complicated in the general case. As applications we discuss the Thue-Morse
substitution sequence and the Penrose tilings.
3
1 Tilings and groupoids
Groupoids and almost-groupoids play a central role in the description of tilings. They
carry a structure which generalizes a group structure in so far as the multiplication of
two elements x and y is only defined provided (x, y) lie in a specified set. We shall
indicate this by x ⊢ y. As a general reference to groupoids which includes groupoid-
C∗-algebras we use [10].
1.1 Almost-groupoids
Definition 1 An almost-groupoid is a set Γ together with a subset Γ⊢ ⊂ Γ × Γ of
composable elements (we write x ⊢ y for (x, y) ∈ Γ⊢) and a product map x ⊢ y 7→ xy:
Γ⊢ → Γ and an inversion map x 7→ x−1: Γ→ Γ, such that the following relations hold:
I1 (x−1)−1 = x,
I2 x ⊢ y implies y−1 ⊢ x−1, in which case (xy)−1 = y−1x−1,
I3 x ⊢ x−1 and x ⊢ x−1x and xx−1x = x,
A (x ⊢ y and xy ⊢ z) whenever (x ⊢ yz and y ⊢ z), in which case (xy)z = x(yz).
The elements of Γ0 = {x−1x|x ∈ Γ} are called units. We will make frequent use of the
maps L,R : Γ→ Γ0 (often denoted r, d) defined by
L(x) = xx−1 R(x) = x−1x. (1)
An almost-groupoid is called principal if the map (L,R) : Γ → Γ0 × Γ0 is injective.
It defines orbits in the space of units: u and v are called orbit equivalent, u ∼o v,
whenever there is an x such that L(x) = u and R(x) = v. Note that x ⊢ y is equivalent
to x ⊢ yy−1y and yy−1 ⊢ y so that it is by A equivalent to x ⊢ yy−1. In particular,
R(x) = L(y) implies x ⊢ y.
Definition 2 A groupoid is an almost-groupoid for which cancelation holds, i.e.
C x ⊢ y and x ⊢ z imply y = z.
This definition of a groupoid is equivalent to the usual one as e.g. presented in [10]. It
is not difficult to show that the cancelation axiom C indeed implies that
• x ⊢ y implies R(x) = L(y),
• x ⊢ y and y ⊢ z imply x ⊢ z.
In particular the above implications do not have to hold for almost-groupoids and
associativity is only guaranteed provided all multiplications are defined. The lack of
cancelation may be put into an order.
Definition 3 The order of an almost-groupoid is defined by
x  y iff x ⊢ y−1 and xy−1 = yy−1. (2)
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A topological almost-groupoid is an almost-groupoid which carries a topology such that
the product and the inversion map are continuous, Γ⊢ carrying the relative topology.
A (locally compact) groupoid is called r-discrete if Γ0 is open.
A homomorphism of almost-groupoids is a map which maps composable elements resp.
units onto composable elements resp. units and preserves multiplication and inversion.
In particular it preserves the order. A homomorphism of topological almost-groupoids
is a continuous homomorphism of almost-groupoids.
Definition 4 An inverse semi-group is an almost-groupoid for which Γ⊢ = Γ× Γ.
Any almost-groupoid can be made into an inverse semi-group by introducing an extra
element 0 and extending the multiplication to any (x, y) ∈ Γ× Γ by
xy =
{
xy if x ⊢ y
0 else
(3)
and 0x = x0 = 0, 00 = 0. 0 is its own inverse and greater than any other element.
Conversely we could see an almost-groupoid as an inverse semi-group with an element
0 satisfying 0x = x0 = 0 for all x. However, homomorphisms of almost-groupoids may
in general not be extended to homomorphisms of inverse semi-groups and vice versa.
The difference which makes homomorphisms of inverse semi groups unsuitable for the
purposes of this article is that for a homomorphism ϕ of an almost-groupoid, even if
ϕ(x) ⊢ ϕ(y), it has only to satisfy ϕ(x)ϕ(y) = ϕ(xy) if x ⊢ y.
Examples: 1) The principal groupoid which will be associated to a tiling is given by
an equivalence relation, i.e. its elements are pairs of equivalent elements of some set
X . Multiplication is only defined for pairs (x, y), (x′, y′) if x′ = y and then given by
(x, y)(y, z) = (x, z), and inversion by (x, y) = (y, x)−1. The topology of the groupoids
in question need in general not to coincide with the relative topology from X ×X .
2) Sometimes the equivalence may be expressed as orbit equivalence under the (right)
action of a group S acting on X : x ∼ y whenever ∃s ∈ S : y = x · s. This leads
to the consideration of another kind of groupoid which is called transformation group
[10]. Its space is the Cartesian product of X with S (here always considered to carry
the product topology) and the groupoid structure is defined by (x, s)(x′, t) = (x, st)
provided x′ = x · s and (x, s)−1 = (x · s, s−1). We write it as X ×α S, α indicating the
action. It may be viewed as the groupoid defined by orbit equivalence only if S acts
freely on X .
3) Any groupoid Γ defines an inverse semi-group ISG(Γ) consisting of so-called Γ-sets.
A Γ-set is a subset of Γ for which the restrictions of L and R to it are both injective.
If X, Y are such Γ-sets (which may be empty) then XY := {xy|x ∈ X, y ∈ Y, x ⊢ y}
and X−1 := {x−1|x ∈ X}. This multiplication of sets is not only for Γ-sets defined.
We will make frequent use of it.
1.2 Tilings
Borrowing the terminology for d = 2 from [11] a d dimensional tiling is a (countable)
family of closed subsets of IRd, called the tiles, which cover IRd, overlap at most at
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their boundaries and may carry an additional decoration, e.g. to break symmetries.
We restrict the possible shape of tiles through the requirements that they are of finite
size, i.e they fit inside an r-ball for finite r, and they are the closure of their interior.
We shall consider the geometrical objects as equivalence classes under translations in
IRd (but not under rotations or reflections). A tiling or its class T defines an almost-
groupoid as follows.
Consider the set of pattern classes (with resp. to translation) of T where a pattern of
a tiling is given by a finite subset of its tiles. A pattern class M together with two
tiles chosen from it (pointed out) will be called a doubly pointed pattern class. It will
be denoted by Mxy where x is the first and y the second pointed tile. The set of all
doubly pointed pattern classes of T will be denoted by MII(T ) or simply by MII if the
tiling is clear from the context.
MII carries an order structure: Mx1x2˙Ny1y2 iff the pattern class of Ny1y2 contains the
pattern class of Mx1x2 at such a position that tiles x1 resp. x2 become y1 resp. y2, c.f.
figure.
1 2 . 1 2
Moreover MII carries the structure of an almost-groupoid whose order structure coin-
cides with the one just introduced: Two elements Mx1x2, Ny1y2 are composable iff there
is an Lz1z2 and a third tile z of L such that Mx1x2˙Lz1z and Ny1y2˙Lzz2 . We then
define the product
Mx1x2Ny1y2 = min{Lz1z2|∃z ∈ X(L) : Mx1x2˙Lz1z, Ny1y2˙Lzz2} (4)
where the minimum is taken with respect to ˙ and X(L) denotes the tiles of the
pattern class L. E.g.:
2
1
1 2 =
1
2
The inversion is given by
(Mx1x2)
−1 = Mx2x1 . (5)
It is straightforward to see that ˙ equals the order relation of the almost-groupoid. So
we will leave the dot away.
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We consider MII as topological almost-groupoid carrying the discrete topology. The
space of units MII
0 is given by the elements of the form Mxx which we simply write
Mx and call pointed pattern classes. The maps L and R act as
L(Mxy) = Mxx R(Mxy) =Myy. (6)
Let X(T ) be the set of tiles of T where we identify tiles if they are mapped onto
each other by a translation which is a multiple of a period of the tiling. (Since T is an
equivalence class we are forced to do this.) In particular, for tilings which are completely
periodic, i.e. periodic in d independent directions, X(T ) is a finite set. We call a tiling
together with a chosen tile a pointed tiling and denote it by Tx. Let Mr(Tx) ∈MII
0 be
the smallest pointed pattern class which covers all balls of radius r having their center
inside tile x and keep this tile chosen. Define rc(Tx, Tx′) := sup{r|Mr(Tx) = Mr(Tx′)}.
Then d(Tx, Tx′) := e
−rc(Tx,Tx′) yields a metric on {Tx|x ∈ X(T )} [5].
Definition 5 The hull Ω of T is the completion of {Tx|x ∈ X(T )} with respect to the
tiling metric d(Tx, Tx′) = e
−rc(Tx,Tx′).
Note that Ω is a finite set if and only if T is completely periodic. The elements of Ω may
be interpreted as pointed tilings since any of their patterns is eventually determined
by some Tx. In other words ω ∈ Ω may be thought of as being approximated by an
increasing chain of pointed pattern classes (which we now write shorter u).
Definition 6 A sequence of pointed pattern classes {uν}ν is called approximating if
1. any finite number of elements is composable, i.e. ∀k ≥ 1 : u1 . . . uk ⊢ uk+1,
2. rad(uν) → ∞ where rad(u) is the largest r such that all balls of radius r having
their center inside the pointed tile are covered by u.
An approximating sequence approximates a unique pointed tiling which we write as
its limit, namely ω = lim uν is the pointed tiling which contains all pointed patterns
uν at its pointed tile. It is clear that any pointed tiling has an approximation (just
choose a divergent sequence {rν}ν in IR
+ and take Mrν (ω)) so that we may carry over
the notion  by writing u  ω if u  uν for some element of an approximation of ω.
The pattern classes of ω are pattern classes of T as well, i.e. for all ω ∈ Ω,MII(ω) ⊂MII.
One says that ω is locally homomorphic to Tx (or T ). Consequently ω (or its class) is
called locally isomorphic to ω′ if MII(ω) =MII(ω′). T is called minimal if it is locally
isomorphic to any ω ∈ Ω which is equivalent to saying that the closure of the orbit of
any ω equals Ω.
Since the range of d(Tx, ·) is discrete away from 0 the hull is completely disconnected
(zero dimensional). This means that the topology is generated by sets which are both
open and closed. In fact, to any unit u ∈ MII
0 we may assign an open and closed
subset
Uu := {ω ∈ Ω|u  ω} (7)
of Ω. The collection of all of these yields a basis for the topology.
Let MII2, 6= denote the set of all doubly pointed pattern classes which are composed
of two neighbored tiles (i.e. which have boundaries with nonzero intersection) and
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such that the first pointed tile is not equal to the second. MII2, 6= generates MII\MII1
where MII1 are the pointed pattern classes consisting of one tile only. The following
compactness condition will be required furtheron.
• MII2, 6= is a finite set.
Under this condition Ω is compact. In fact, this condition is equivalent to the require-
ment that for any r > 0 there are only finitely many pointed pattern classes which are
covered by a ball of radius r, and the latter has been used to prove compactness of Ω
in [5].
To keep contact with [5] where proofs of the above statements may be found, we
visualize a (non periodic) pointed tiling Tx as a particular representative of T in IR
d.
For this we choose a reference point 0 in IRd and introduce a puncture for each pattern
class of a tile (i.e. the puncture is a point of the tile) so that Tx is the representative
for which tile x lies with its puncture on 0.
The almost-groupoidMII acts on Ω from the right (and analogously from the left). Let
Ω✄ = {(ω, c)|L(c)  ω} ⊂ Ω×MII (8)
with relative topology. Define γ : Ω✄ → Ω : (ω, c) 7→ ω · c through an approximating
sequence: Let lim uν = ω and set
(lim uν) · c := limR(uνc). (9)
More pictorially with ω = T ′x and My  T
′
x we have T
′
x ·Myy′ := T
′
x′ where x
′ is the
tile of T ′ which coincides with y′ once My has been realized as the pattern at x in T ′.
Note that
L(c)  ω and L(c′)  ω · c ⇐⇒ c ⊢ c′ and L(cc′)  ω (10)
and that in this case
γ(γ(ω, c), c′) = γ(ω, cc′). (11)
Moreover γ(·,Mxy) : UMx → UMy is continuous so that we might call it a continuous
right action of an almost-groupoid. Let us define an equivalence relation on Ω✄ using
approximations for the elements of Ω:
(lim uν, c) ∼ (lim uν, c
′) whenever ∃n : unc = unc′. (12)
It is straightforward to see that this definition is independent of the approximation
and that the relation is transitive. We denote the equivalence classes by [ω, c]. These
classes may be visualized as doubly pointed tilings, namely [T ′x,Myz] can be represented
by T ′xz, z being the tile of T
′
x corresponding to the z in Myz once the latter has been
identified in T ′x such that y coincides with x.
Lemma 1 Let R be quotient of Ω✄ by the above equivalence relation with quotient
topology and consider the groupoid structure defined by
[ω, c][ω′, c′] = [ω, cc′] provided ω′ = ω · c (13)
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and
[ω, c]−1 = [ω · c, c−1]. (14)
Then R is an r-disrete groupoid. Its space of units is homeomorphic to Ω.
Proof: First, note that (13) is well defined because of (10,11). It is straightforward to
check that R satisfies the axioms of a groupoid. The topology of R is generated by
sets of the form
Uc :=
[
UL(c) × {c}
]
= {[ω, c]|L(c)  ω}. (15)
U−1c = Uc−1 shows continuity of the inversion and m
−1(Uc) =
⋃
c1⊢c2,cc1c2 Uc1×Uc2 that
of multiplication m : R⊢ → R. The space of units is {[ω, u]|u = L(u)  ω} which is
open and homeomorphic to Ω via [ω, u] 7→ ω. ✷
Definition 7 We call the groupoid R of Lemma 1 the groupoid associated to T .
The orbit of R through ω is given by [ω]o = {ω · c|L(c)  ω} or more pictorial
[T ′x]o = {T
′
x|x ∈ X(T
′)}. Hence [T ′x]o is the equivalence class under translation T
′:
Tx ∼o T ′y whenever T = T
′. If T is not periodic then the quotient topology on the
space of orbits [Ω]o is not Hausdorff. Such a space is an example of a non commutative
space in the sense of Connes [12]. But the reader should be warned that what is called
the non commutative space of Penrose tilings in [12] does not agree with the space of
orbits of the hull of a Penrose tiling but is rather a quotient of it. We shall comment
on that in section 3.5.2.
Let γ˜ : R → Ω× Ω be given by γ˜[ω, c] = (ω, ω · c).
Definition 8 The principal groupoid S associated to T is the image of R under γ˜ with
weak topology and groupoid structure defined by the orbit equivalence under R.
Lemma 2 S is isomorphic to R if and only if T is non periodic.
Proof: Clearly γ˜ is a surjective and open homomorphism of topological groupoids. But
it is only injective if γ is free in the sense that ω · c = ω implies that c is a unit. This
is precisely the case if T is not invariant under a translation. ✷
In particular R is principal if T has no periodicity. Note that the topology of S does
not coincide with the relative topology inherited from Ω×Ω. Its topology is generated
by
UMxy := γ˜[UMxy ] = {(T
′
x′, T
′
y′)|Mx  T
′
x′, T
′
y′ = T
′
x′ ·Mxy}. (16)
In [5] the principal groupoid of a tiling was used instead of R but it turned out that
from the point of view of physics the groupoid-C∗-algebra of S is not appropriate for
tilings which have a periodicity in that it does not contain all translation operators in
that case.
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1.2.1 The integer group of coinvariants associated to a tiling
An important ingredient for the characterization of a tiling is the integer group of
coinvariants of its associated groupoid. This notion is borrowed from the case of trans-
formation groups X ×α S where the action of S on X gives rise to an action on
the group C(X, ZZ ) of continuous integer-valued functions, α(s)∗(f)(x) = f(x · s).
The coinvariants are then the quotient of C(X, ZZ ) by the subgroup generated by
{f − α(s)∗(f)|f ∈ C(X, ZZ ), s ∈ S}.
The ample semi group ASG(Γ) of an r-discrete groupoid Γ is the sub-inverse-semi-
group of ISG(Γ) given by its compact open Γ-sets. ASG(Γ) acts on ASG(Γ)0 by
conjugation, U · U := U−1UU , leading to a partially defined action on Γ0 [10]: for
u ∈ L(U),
{u} · U = U−1{u} U = {c−1uc} (17)
where c = L−1(u). The integer group of coinvariants of Γ (or group of coinvariants
with coefficients in ZZ ) shall be the coinvariants of the ZZ -module Cc(Γ
0, ZZ ) of integer
valued continuous functions over Γ0 with compact support with respect to the above
partially defined action of ASG(Γ). More precisely define η : ASG(Γ)→ Cc(Γ0, ZZ ) by
η(U) := χL(U) − χR(U) (18)
where χU is the characteristic function on U and let EΓ be the subgroup of Cc(Γ
0, ZZ )
generated by im η.
Definition 9 The integer group of coinvariants of an r-discrete groupoid Γ is
H(Γ) = Cc(Γ
0, ZZ )/EΓ.
If U , U ′ are disjoint Γ-sets and U ∪U ′ is a Γ-set as well then η(U ∪U ′) = η(U) + η(U ′).
For transformation groups ASG(X ×α S) contains disjoint unions of sets of the form
U × {s} where s ∈ S and U ⊂ X is open and compact. Since η(U × {s}) = χU − χU ·s
the above definition is indeed a generalization.
Let us consider groupoids associated to tilings. Since the restrictions of L and of R to
the sets Uc generating the topology are both injective ASG(R) contains unions of these
sets. These unions may be chosen to be disjoined because the hull is zero dimensional.
Now using L(Uc) = UL(c) one obtains
H(R) = 〈{χUu|u ∈MII
0}〉/〈{χUL(c) − χUR(c)|c ∈MII}〉. (19)
We call H(R) also the integer group of coinvariants associated to T .
1.3 Reduction
The concept of reduction is very important in the sequel. In the context of dynami-
cal systems it is sometimes called induction but we prefer the notion established for
groupoids [13].
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Let N be a sub-almost-groupoid of MII and define
ΩN :=
⋃
c∈N
UR(c) (20)
as well as
Ω✄N := Ω
✄ ∩ (ΩN ×N ) (21)
with relative topologies. We shall often consider the case in which N is finitely gener-
ated, i.e. N = 〈C〉 for a finite subset C of MII, then ΩN =
⋃
c∈C(UR(c) ∪ UL(c)). In fact,
since Ω is compact and the Uu form a basis of its topology any open and closed subset
of Ω arrises in this manner with a finitely generated N . There are two groupoids which
naturally arrise from such a situation, one is the so-called reduction of R by ΩN :
RΩN := {[ω, c] ∈ R|ω, ω · c ∈ ΩN} (22)
(with relative topology), and the other is
RN := [Ω✄N ]N (23)
where [ω, c]N = {(ω, c′) ∈ [ω, c]|c′ ∈ N} (with quotient topology).
Definition 10 We call N approximating if any ω ∈ ΩN is approximated by a sequence
{uν}ν with elements in N and generating if [ω, c]N 7→ [ω, c] : RN → RΩN is an
isomorphism. We call N regular if any orbit of R intersects ΩN , i.e. if [R]o = [RN ]o.
Note that [ω, c]N 7→ [ω, c] : RN → RΩN provides an isomorphism if it is surjective.
Note also that for minimal T any non-empty C ∈ MII generates a regular sub-almost-
groupoid 〈C〉. None of the properties of the definition implies any other as counterexam-
ples show. However, if N is generating then N˜ = {c1uc2|ci ∈ N , c1 ⊢ c2, R(c1), L(c2) 
u ∈MII
0} is approximating and RN = RN˜ .
Lemma 3 If N is approximating then the topology of ΩN is generated by sets of the
form Uu with u ∈ N 0.
Proof: It is clear that the topology of ΩN is generated by sets of the form Uuv where
u ∈ N 0 and u ⊢ v ∈ MII
0. If N is approximating then there exists for any ω ∈ Uuv a
uω ∈ N 0 such that uv  uω  ω. Hence Uuv =
⋃
uvω Uuω . ✷
Lemma 4 If N is regular then for any u ∈ MII
0 there is a finite subset {ci}i ⊂ MII
with Uu =
⋃˙
iUL(ci) and UR(ci) ⊂ ΩN .
Proof: By regularity we may find for ω ∈ Uu a c ∈ MII such that ω · c ∈ ΩN . Let
r = supω∈Uu inf{r
′|u  Mr′(ω), ∃c ∈ MII : ω · c ∈ ΩN , L(c)  Mr′(ω)}. Since Uu is
compact r is finite. Choose for any ω ∈ Uu a cω so that ω ·cω ∈ ΩN and L(cω) = Mr(ω).
In particular UR(cω) ⊂ ΩN and ω ∈ UL(cω) ⊂ Uu. Hence Uu =
⋃
uω UL(cω). Since
UMr(ω) ∩UMr(ω′) is either UMr(ω) or empty the union can be made disjoint and then, by
compactness, finite. ✷
The embedding i : RΩN →֒ R furnishes a surjective group homomorphism i
∗ : C(Ω,ZZ )→
C(ΩN , ZZ ) which satisfies i∗ ◦ η = η ◦ i−1. Therefore ERΩN = ER ∩ C(ΩN , ZZ ) and i
∗
induces a surjective homomorphism H(R)→ H(RΩN ).
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Lemma 5 If N is regular then H(R) = H(RΩN ).
Proof: We have to show that that for u ∈ MII
0 there is a finite {ui}i ⊂ MII
0 with
Uui ⊂ ΩN and [χu]ER =
∑
i[χui ]ER . This follows immediately from the foregoing lemma
taking ui = R(ci). ✷
Remark: Lemma 4 implies even that the groupoidsR andRΩN are continuously similar:
Let C be the collection of ci’s such that Ω =
⋃˙
iUL(ci) and UR(ci) ⊂ ΩN . Define Ω→ C :
ω 7→ cω, cω being the unique element satisfying L(cω)  ω, and ǫ : R → RΩN :
ǫ[ω, c] = [ω · cω, c
−1
ω ccω·c]. (24)
Clearly ǫ is continuous and ǫ ◦ i = idRΩN for the embedding i : RΩN → R. But also
i◦ ǫ is similar to the identity on R, namely the map Θ : Ω→R: Θ(ω) = [ω, cω] satifies
Θ(L([ω, c]))ǫ([ω, c]) = [ω, c]Θ(R([ω, c])). This is a continuous version of the theorem
of Ramsay [13] guaranteeing that the continuous cohomology of RΩN is isomorphic to
that of R [10].
1.4 Locally defined maps between tilings
We want to formulate in the present framework the concept of locally deriving one
tiling from another, a concept which has been introduced for tilings in [14]. Roughly
speaking a local derivation amounts to a deformation of pattern classes, e.g. by adding
or deleting or deforming boundaries or decorations of tiles. Such a deformation will
be given by a certain class of maps from sub-almost-groupoids of MII to the doubly
pointed pattern classes M′II =MII(T
′) of the other tiling class T ′. The results will be
partly needed in the third section.
Lemma 6 Let N be an approximating sub-almost-groupoid of MII and ϕˆ : N →M′II
be a map which preserves composability, commutes with the inverse map and satisfies
1 ϕˆ(c)ϕˆ(c′)  ϕˆ(cc′)
2 (growth condition) there is a t > 0 such that |rad(ϕˆ(u))− t rad(u)| is a bounded
function on MII
0.
Then
ϕ[lim uν , c]N := [lim ϕˆ(uν), ϕˆ(c)] (25)
defines a homomorphism ϕ : RN → R′.
Proof: Let us first show that ϕˆ preserves the order. c  c′ is by definition c ⊢ c′−1 and
c′ = cR(c′). But then ϕˆ(c)  ϕˆ(c)ϕˆ(R(c′))  ϕˆ(c′). Now let {uν}ν be an approximating
sequence. Then for any 1 < k, u1 . . . uk ⊢ uk+1. The first condition and preservation
of composability immediatly implies that ϕˆ(u1) . . . ϕˆ(uk) ⊢ ϕˆ(uk+1). By the growth
condition the radius of {ϕˆ(uν)}ν diverges so it is an approximating sequence as well.
Hence for ω = lim uν , ϕ(ω) = lim ϕˆ(uν) is well defined and clearly continuous. As
well is ΩN × N → Ω′ ×M′II: (ω, c) 7→ (ϕ(ω), ϕˆ(c)). Thus we are left to show that ϕ
12
induces a map on [Ω✄N ]N and preserves the groupoid structure. (By definition of the
topology its continuity is then guaranteed.) We have ϕˆ(L(c))  L(ϕˆ(c)) and hence
ϕˆ(R(uνc))  R(ϕˆ(uν)ϕˆ(c)). Therefore does L(c)  ω imply ϕˆ(L(c))  ϕ(ω) and
ϕ(ω · c) = lim ϕˆ(R(uνc)) = limR(ϕˆ(uν)ϕˆ(c)) = ϕ(ω) · ϕˆ(c). This shows that ϕ(Ω
✄
N ) ⊂
Ω′✄ and that ϕ maps equivalent elements onto equivalent ones, because equivalence
may be expressed as (ω, c) ∼ (ω, c′) whenever ∃c′′ : c, c′  c′′ and L(c′′)  ω. That
ϕ commutes with inversion on the level of groupoids follows from the corresponding
hypothesis on the level of the almost-groupoids. Finally, multiplication is preserved
if (ϕ(ω), ϕˆ(c)ϕˆ(c′)) ∼ (ϕ(ω), ϕˆ(cc′)). In view of the above characterization of the
equivalence this follows from ϕˆ(c)ϕˆ(c′)  ϕˆ(cc′). ✷
We say that ϕ : RN → R′ is locally defined. The corresponding homomorphism on
the principal groupoids is simply (ϕ, ϕ) : SN := S ∩ (ΩN × ΩN ) → S ′. Details of the
proof of the following theorem, which is constructive, will be used in section 3.
Theorem 1 Let ϕ : R → R′ be a locally defined homomorphism. If ϕ has a left
inverse then this left inverse is locally defined.
Proof: Let a ∈ MII1, MII1 denoting the set of pointed pattern classes of tiles. Since
ϕ(Ua) is open and compact we may find a finite subset Φ(a) of M′II satisfying
ϕ(Ua) =
⋃
v∈Φ(a)
Uv. (26)
Let E0(u) = {e ∈ MII|R(e) = u} and denote by x(e) the first pointed tile of e. The
expression u =
∏
e∈E0(u) e−1x(e)e motivates to define
Φe(u) := {ϕˆ(e−1)}Φ(x(e)){ϕˆ(e)} (27)
where we have used set multiplication, and
Φ(c) :=

 ∏
e∈E0(L(c))
Φe(L(c))

 {ϕˆ(c)}. (28)
We claim that
ϕ(Uc) =
⋃
d∈Φ(c)
Ud. (29)
Indeed, using that u  ω whenever ∀e ∈ E0(u) : x(e)  ω · e−1 we get
ϕ(Uc) =
⋂
e∈E0(L(c))
{[ϕ(ω), ϕˆ(c)]|ω · e−1 ∈ Ux(e)}
= {[ω′, ϕˆ(c)]|∀e ∈ E0(L(c)) : ω′ ∈
⋃
v∈Φ(x(e))
Uϕˆ(e−1)vϕˆ(e)}
= {[ω′, ϕˆ(c)]|ω′ ∈
⋃
v∈Φ(L(c))
Uv}
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from which the claim follows. In particular, setting N = Φ(MII), we have imϕ = R′N .
Furthermore let Φ(c) ⊢ Φ(c′), which shall mean that ∃d ∈ Φ(c) ∃d′ ∈ Φ(c′) : d ⊢ d′.
Then from (29) we may conclude that UR(c) ∩ UL(c) 6= ∅. Hence
Φ(c) ⊢ Φ(c′) implies c ⊢ c′. (30)
Now set W (d) = {c ∈ MII|d ∈ Φ(c)} which by construction is finite. If c, c′ ∈ W (d)
then by (29) Uc∩Uc′ 6= ∅ and hence c and c′ have a common greater element, e.g. L(c)c′.
Since L(d) ∈ Φ(L(c)) ∩ Φ(L(c′)) also L(d) ∈ Φ(L(c)L(c′)) so that d ∈ Φ(L(c)c′). It
follows that min{c|∀c′ ∈ W (d) : c′  c} = maxW (d). Define ψˆ : N →MII:
ψˆ(d) := maxW (d). (31)
It commutes with the inverse. Because of d ∈ Φ(ψˆ(d)) and (30) d ⊢ d′ implies ψˆ(d) ⊢
ψˆ(d′). But it also implies W (d)W (d′) ⊂W (dd′) and hence ψˆ(d)ψˆ(d′)  ψˆ(dd′).
Since Φ(A) is finite ψˆ and ψˆ ◦ ϕˆ satisfy the growth condition (with t−1 resp. 1 in place
of t) and N is approximating. Hence they extend to a homomorphisms R′N →R resp.
R → R. Since ψ ◦ ϕ extends to the identity ψ extends to a left inverse. ✷
We say that ϕ is locally invertible (on its image).
Lemma 7 If T is non-periodic then the almost-groupoid N = Φ(MII) occurring in the
proof of the above theorem is generating.
Proof: Consider the commuting diagram
R
ϕ
↔ R′N
γ˜ l ↓ γ˜′
S
(ϕ,ϕ)
→ S ′N
where γ˜ is an isomorphism since T is non periodic. Clearly (ϕ, ϕ) is injective. Suppose
that it is not surjective. Then there must be an x ∼o y such that ϕ−1(x) 6∼o ϕ−1(y).
But this contradicts that ϕ−1 is a left inverse which preserves (like any homomorphism
of groupoids) orbits. Therefore γ˜′ is bijective and hence N generating. ✷
Counterexamples show that the requirement for T to be non periodic is neccessary.
1.5 Decorations of ZZ d
For many tilings the groupoid is a transformation group the group being ZZ d. This
is e.g. the case if the tiling is built from unit cubes which nicely touch at the faces.
But since we allow for decorations these tilings do not have to be periodic. They are
called decorations of ZZ d. In any case they allow for d commuting homeomorphisms of
the hull which are given by the d independent shifts such that the orbits of R become
orbits under the action of ZZ d and R a transformation group Ω ×α ZZ d. The structure
of the K-groups of C∗-algebras defined by such transformation groups is fairly well
understood and it turns out to be useful as well in the case where R merely has a
reduction RΩN which is isomorphic to ΩN ×α ZZ
d. In view of Lemma 5 this already
implies for regular N that the integer group of coinvariants coincide.
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Definition 11 We say that T reduces to a decoration of ZZ d if there is a regular N
such that RΩN
∼= ΩN ×α ZZ d. If N =MII then T is called a decoration of ZZ d.
Tilings which reduce to decorations of ZZ d yield by definition d-dimensional topological
dynamical systems. The topological space is ΩN which is homeomorphic to the Cantor
set. These systems are topologically transitive and the notion of minimality in the
sense of tilings and in the sense of dynamical systems coincide.
There is a large class of tilings which reduce to decorations of ZZ d. These tilings
are composed of d dimensional parallel epipeds which may be decorated. For their
definition consider a set of N vectors ξ1, · · · , ξN which span IR
d. A set J ⊂ {1, · · · , N}
containing n elements, n ≤ d, such that {ξi}i∈J are linear independent defines a subset
{
∑
i∈J ciξi|ci ∈ [0, 1]} of IR
d which is an n dimensional parallel epiped. We will call a
translate of it an n-facet of type J . Their boundaries are n′-facets, n′ < n, of type
J ′ ⊂ J . Let T be a tiling of IRd consisting of possibly decorated d-facets which are
arranged in such a way that
D1 the boundaries of tiles overlap, if at all, at common complete d′-facets, d′ < d.
Provided the number of different decorations is finite, which we assume, there is only a
finite number of pattern classes consisting of two tiles which touch each other so that
the hull is compact.
If d = N then T itself a decoration of ZZ d so here we are interested in d < N . Now fix
a type I0 of some tile appearing in T and set
C = {a ∈MII1|a is of type I0}. (32)
where MII1 denotes the set of pointed pattern classes of tiles. For any i ∈ I0 choose a
(common) normal for d−1-facets of type I0\{i}, i.e. a positive and a negative side, and
let Bi ⊂MII2, 6= consist of those doubly pointed pattern classes which have as common
boundary a d−1-facet of type I0\{i} and such that their first resp. second pointed tile
is on the positive resp. negative side of the common boundary. Then Ω〈C〉 =
⋂
iΩ〈Bi〉.
Define α˘i : Ω〈Bi〉 → Ω〈Bi〉 by
α˘i(ω) = ω · c (33)
where c is the unique element of Bi for which L(c)  ω. Clearly α˘
−1
i (ω) = ω · c
−1 with
the unique c for which R(c)  ω. Now we require in addition that
D2 for all i ∈ I0 and all ω ∈ Ω〈C〉 there are natural numbers n,m > 0 such that
α˘ni (ω) ∈ Ω〈C〉 and α˘
−m
i (ω) ∈ Ω〈C〉.
Let n±i (ω) be the smallest n > 0 for which α˘
±n
i (ω) ∈ Ω〈C〉. This defines maps n
±
i :
Ω〈C〉 → ZZ >0 which are continuous by the compactness of Ω〈C〉. Consequently α :
Ω〈C〉 → Ω〈C〉
αi(ω) := α˘
n+
i
(ω)
i (ω) (34)
are continuous maps (first return maps) having inverses α−1i := α˘
n−
i
i .
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Lemma 8 Let T be a d dimensional tiling which is composed of (possibly decorated)
parallel epipeds and satisfies conditions D1,D2. Then the homeomorphisms αi defined
above commute pairwise. Moreover, 〈C〉 defined by (32) is regular.
Proof: Draw in any tile which has d−1-facets of type I0\{i} a line segment joining the
middle points of the boundary facets of this type. (The middle point of an n-facet of
type J is at
∑
i∈J
1
2
ξi.) This segment goes through the middle point of the tile. All the
line segments in a tiling fit together to yield a set of infinite lines in IRd. Such a line
will be called i-line its type being i. As an example the below figure shows a patch of
an octogonal tiling with its line segments of two types. The four vectors {ξ1, . . . , ξ4}
are given to the right, the lines are of type 1 and 3.
1
3
24
In general the lines have the properties:
1 If l 6= l′ then l ∩ l′ contains at most one point (which is then the middle point of
the tile through which they both go), and if l and l′ are of the same type then
l ∩ l′ = ∅.
2 Let πi be the orthogonal projection along the span of {ξj}j∈I0\{i}. Then, for d = 2
and any line which is of type i, πi(l) equals to the span of ξi.
Any type of line shall now be given the direction of the chosen normal of I0\{i}. The
tiles belonging to it can be ordered and the application of α˘i can be geometrically
interpreted as a shift to the next tile along an i-line. Condition D2 then reads that
any line of type i ∈ I0 contains in both directions infinitely many tiles of type I0. Let
us single out two elements of I0 which we denote by 1 and 2. Let l0, m0 be the lines of
type 1 resp. 2 which go through x, the pointed tile of Tx ∈ Ω〈C〉. Let m1, l1, m′ be the
successor resp. of m0 along l0, of l0 along m0, and of m0 along l1, c.f. the below figure
where this situation is indicated topologically.
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l0
l1
m0 m1
m’
Then α1 ◦ α2(Tx) = α2 ◦ α1(Tx) if and only if m′ = m1.
We first proof that this is the case for d = 2. By property 1 above m′ can neither
intersect l1 at a second point nor m0 at all nor can it intersect l0 at a lower point than
m1 does. The same reasoning applies to m1 so that, since π2(m
′) is the span of ξ2,
m′ ∩m 6= ∅. Hence m′ = m1.
The case d > 2 can be traced back to d = 2 reducing Tx to a two dimensional tiling Tx
by the following process. Let J0 = I0\{1, 2}. We define the J0-neighborhood of a tile
a which has d− 2-facets of type J0 to consist of this tile an those tiles whose boundary
intersects the boundary of a at a d−2-facet of type J0. Let Tx be the smallest connected
component consisting of tiles having d − 2-facets of type J0 in such a way that, first,
it contains with a tile its J0-neighborhood, and second, it contains the pointed tile of
Tx. In particular Tx is a connected topological manifold which contains complete 1-
and 2-lines. Let π be the orthogonal projection along 〈{ξi}i∈J0〉. Then π(Tx) is a two
dimenional tiling to which we can apply the above arguement leading to π(m1) = π(m
′).
To see that this implies m1 = m
′ consider the homotopy Ft(ξi) = (1− t)ξi + tπ(ξi) for
i /∈ J0 and Ft(ξi) = ξi for i ∈ J0. F1(Tx) may be understood as the Cartesian product
of π(Tx) with a d−2-facet of type J0. Certainly no new intersections between lines in
Ft(Tx) occurr for t > 0 so that the decomposition shows that π(m1) = π(m
′) whenever
m1 = m
′.
By compactness of Ω〈C〉 the distance of two neighbored lines has an upper and a lower
bound. Hence for some r any u ∈ MII
0 of radius larger than r contains a tile of type
I0. Therefore 〈C〉 is regular. ✷
Theorem 2 Let T be a d dimensional tiling which is composed of (possibly decorated)
parallel epipeds and satisfies conditions D1,D2. Then it reduces to a Zd decoration.
Proof: The last lemma implies that the map Ω〈C〉×α ZZ d →RΩ〈C〉 : (ω, ei) 7→ [ω, c] where
c is uniquely determined by c = c1 . . . cn+(ω) with ck ∈ Bi, ck ⊢ ck+1, and L(c)  ω, is
an isomorphism of groupoids. ✷
All tilings which are obtained by the so-called generalized dual (or grid) method [15]
fall under the vicinity of the above theorem provided they satisfy D2. In fact, the lines
of different type can be understood objects dual to the hyperplanes of the grids so that
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we just inverted the construction of [15]. In particular all tilings obtained by the cut
and projection method [16] (which is equivalent to the grid method using special grids
only) reduce to decorations as they all satisfy D2.
Among the substitution tilings which reduce to decorations of ZZ 2 are the Ammann-
Beenker- the Socolar- and the Penrose tilings.
2 C∗-algebraic characterization of tilings
We review the C∗-algebraic constructions neccessary to formulate the K-theoretical
gap labelling for particles moving in a tiling. As already mentionned the K-theoretical
gap labelling may be seen as an invariant of a C∗-algebra. The natural candidate
for this algebra is the algebra AT associated to the tiling T in which the particle is
moving since it contains all local operators involving translations and multiplications
with pattern dependent functions.
Definition 12 The algebra AT associated to a tiling T is the reduced groupoid-C∗-
algebra C∗red(R) of the groupoid R associated to T .
Any r-dicrete groupoid defines a reduced groupoid-C∗-algebra [10]. Specified to the
groupoid R it is defined as follows: Let Cc(R) be the ∗-algebra of continuous functions
f : R → Cl with compact support and multiplication and involution given by
f ∗ g [ω, c] =
∑
[ω·c,c′]
ω,c fixed
f [ω, cc′] g[ω · cc′, c′−1], (35)
f ∗ [ω, c] = f [ω · c, c−1]. (36)
Cc(R) is generated by the characteristic functions ec onto Uc which satisfy the relations
ec ∗ ec′ =
{
ecc′ if c ⊢ c′
0 else
(37)
e∗c = ec−1 . (38)
Hence in any representation ec is represented as a partial isometry. C
∗
red(R) is the
closure of Cc(R) taken with respect to the reduced norm. This norm is defined using
the family of representations π[ω]o , one for each point in the non commutative space,
acting on the Hilbert space of square summable functions Ψ : [ω]o → Cl through
(π[ω]o(ec)Ψ)(ω) =
{
Ψ(ω · c) if L(c)  ω
0 else
. (39)
Now the reduced norm is given by ‖f‖red = sup[ω]o∈[Ω]o ‖π[ω]o(f)‖ where ‖π[ω]o(f)‖ is
the operator norm. Since the topology of R has a countable basis AT is separable.
As an example consider a tiling which is a decoration of ZZ d. That is there are d
commuting homeomorphisms αi of the hull such that R = Ω×α ZZ d. To any continuous
f : Ω ×α ZZ d → Cl with compact support one may assign the function fˆ : ZZ d → C(Ω)
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through fˆ(k)(ω) = f(ω, k). Carried over from (35,36) multiplication and involution
then become convolution resp. involution twisted by α:
fˆ ∗ gˆ (k) =
∑
m∈ZZ d
fˆ(m) (gˆ(k−m) ◦ α(m)) (40)
fˆ ∗(k) = fˆ(−k) ◦ α(k). (41)
The closure C∗red(Ω×α ZZ
d) is isomorphic to C(Ω)×α ZZ d, the crossed product of C(Ω)
with ZZ d by the action α(k)(fˆ(m)) = fˆ(m) ◦ α(k), α(k) = αk11 ◦ . . . ◦ α
kd
d .
Remember that T is minimal if the closure of the orbit of any ω equals Ω. The
lattice of closed (twosided) ideals of AT may be identified with the lattice of open
invariant subsets of Ω, i.e. those open subsets which contain next to an element T all
its equivalent elements [10]. The groupoid R is called minimal if Ω does not contain
any proper invariant open subset. But this is just excluded for minimal tilings. So if
T is minimal then R is minimal which implies that AT is simple [10].
Lemma 5 has a C∗-algebraic counterpart. Two C∗-algebras A and B are called stably
isomorphic if A⊗K is isomorphic to B⊗K, where K is the algebra of compact operators
(on an infinite dimensional separable Hilbert space). A theorem of Brown [17] states
that a full reduction B of A is stably isomorphic to A. In this context a reduction of
A is determined by a projection p ∈ A, namely given by Ap := {x ∈ A|px = xp = x},
and Ap is full if the twosided ideal generated by p is dense in A.
Lemma 9 Let N ⊂MII be regular. Then C∗red(RΩN ) is stably isomorphic to AT .
Proof: Let χΩN be the projection in AT which is the characteristic function onto ΩN
and f ∈ Cc(R). Then f ∗ χΩN = χΩN ∗ f = f if and only if suppf ⊂ RΩN . Hence
Cc(RΩN ) is a dense subalgebra of (AT )χΩN
and, since the closure of Cc(RΩN ) with
respect to the norm of AT on the one hand and with respect to reduced norm defined
for RΩN on the other coincide, we have (AT )χΩN
= C∗red(R)χΩN . To show that this
reduction is full we show that the two sided ideal generated by χΩN contains 1, the
unit of the algebra, if N is regular. By Lemma 4 there is a finite set {ci}i satisfying
Ω =
⋃˙
iUL(ci) and UR(ci) ⊂ ΩN . Then 1 =
∑
i eciec−1
i
=
∑
i eciχΩN ec−1i
showing that 1 is
contained in the ideal. ✷
2.1 K-theoretical gap labelling
A local selfadjoint operator H describing the motion of a particle in the tiling T is an
operator in the representation πT of AT , namely
Hψ(Tx) =
∑
x′∈X(T )
Hx,x′ψ(Tx′). (42)
Locality refers to the requirement that the matrix element Hx,x′ depends only on a the
doubly pointed pattern class of a certain size to which x, x′ belong, i.e. that H = πT (h)
for some h ∈ Cc(R). In particular h may be of the form h = −∆ +
∑
i vieui where
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{ui}i is a collection of pointed pattern classes and vi ∈ IR and ∆ is the discrete
Laplacian. The latter takes the form ∆ =
∑
A∈MII2, 6= bAeA−
∑
a∈MII1 baea where ba ∈ IR
and b∗A = bA−1 ∈ Cl .
The values of the integrated density of states NH(E) ofH at energies E lying in a gap of
its spectrum serve as labels for the gaps; they are insensitive to certain perturbations of
the operator. In Bellissard’s K-theoretic formulation of the gap labelling [1, 18] these
values are recognized as elements of tr∗K0(A) where A is a C∗-algebra represented
on the above Hilbert space, H an element of its representation, tr a trace on A, and
tr∗ the induced state on its K0-group K0(A): The K0-group of a unital C∗-algebra
A is obtained via Grothendieck’s construction from the monoid of projection classes
of A ⊗ K, i.e. the equivalence classes of projections of A ⊗ K under p ∼ q whenever
∃u ∈ A⊗K : p = uu∗, q = u∗u may be added orthogonally, [p]+ [q] = [p⊕q], yielding a
monoid V (A), and this monoid may be completed to an abelian group whose elements
are classes of pairs under ([p], [q]) ∼ ([p′], [q′]) whenever ∃[r] ∈ V (A) : [p] + [q′] + [r] =
[q] + [p′] + [r], see [19, 20] for details. Any trace of A extends to a trace on A⊗K and
defines a linear map tr∗ : K0(A) → IR: [p] 7→ tr(p). The gap labelling in the above
formulation requires the equality
NH(E) = tr(χh≤E) (43)
h being the element which is represented by H and χh≤E the spectral projection of h to
energies smaller or equal to E. This equality involves validity of Shubin’s formula [18]
by which the trace is equated to the operator trace per volume in the corresponding
representation. Taking A to be the algebra associated to the tiling and considering the
above representation the K-theoretical gap labelling then reads: if E lies in a gap
NH(E) ∈ tr∗K0(AT ) ∩ [0, 1] (44)
provided (43) holds. In other words tr∗K0(AT )∩ [0, 1] is the set of gap labels predicted
by K-theory.
One motivation for using AT is that it is expected not to yield to many values on
the r.h.s. so that if the couplings vi are strong and diverse enough all elements of
tr∗K0(AT ) actually occur as labels for open gaps of H . In that case, and if tr is
faithful on AT , the density of the values of the integrated density of states on gaps
in [0, 1] expresses the fact that the continuous part of the spectrum is a Cantor set.
In fact, conclusions on the nature of the spectrum may partly be drawn without the
need to connect the gap labelling with the values of the integrated density of states,
any faithful trace may be used. For instance if tr is faithful and the set of gap labels
Ltr(h) = {tr(χh≤E)|E /∈ σ(h)} dense in [0, 1] the spectrum σ(h) cannot contain a
proper closed interval, for, if [a, b] ∈ σ(h), then by faithfulness tr(χh≤b) > tr(χh≤a) –
here tr has to be extended to measurable functions over σ(h) – so that [0, 1]\Ltr(h)
would contain the open interval (tr(χh≤a), tr(χh≤b)). However, up to now there is no
K-theoretic formulation of a condition for a Schro¨dinger operator h under which Ltr(h)
coincides with tr∗K0(AT ). For a C∗-algebraic formulation of such a condition for the
discrete magnetic Laplacian on ZZ 2 see [21].
Another consequence of the realization of H as an element of a representation of AT
is that for minimal T its spectrum has no discrete part, since the spectral projection
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onto the eigenspace of a discrete eigenvalue with finite multiplicity would have to be
represented by a compact operator. In fact, for minimal T the algebra AT is antilimial
[22], and hence does not contain compact operators, namely it is neither limial itself –
its primitive spectrum contains one single point whereas two different representations
π[ω]o and π[ω′]o are not unitarily equivalent – nor can it contain a limial ideal.
Traces on AT
Any normalized trace tr on AT restricted to a linear functional µ on C(Ω) defines a
normalized measure on Ω also denoted by µ through µ(f) = tr(f) =
∫
fdµ. This
measure is invariant under the groupoid in the sense that µ(UL(c)) = µ(UR(c)). A direct
consequence is that the values of µ on integer valued continuous functions over Ω lie
in the ZZ -module generated by the traces of projections of the algebra, and therefore
µ(C(Ω, ZZ )) ⊂ tr∗K0(AT ). (45)
The existence of a faithful trace implies that the notion of positive elements of H(R) =
C(Ω, ZZ )/ER as being those which have a representative which is a positive function turns
H(R) into an ordered group. That is the positive elements H+(R) satisfy H+(R) +
H+(R) ⊂ H+(R), H+(R) − H+(R) = H(R) and H+(R) ∩ −H+(R) = {0}. In fact,
the existence of a faithful trace rules out that a nonzero element can be both positive
and negative. It being zero on ER it moreover defines a state (if normalized) on H(R).
A similar statement holds true for K0(AT ): The existence of a normalized faithful trace
guarantees that AT is stably finite and therefore the usual notion of positive elements
of K0(AT ) as those which have a representative which is a projection in AT ⊗K turns
K0(AT ) into an ordered group (and the trace induces a state on that group) [19].
Conversely any R-invariant normalized measure µ on the hull Ω defines a normalized
trace through
tr(f) :=
∫
Ω
P(f) dµ (46)
where P : C∗red(R) → C(Ω) is the restriction map. P is the unique conditional expec-
tation on C(Ω) and is faithful [10]. Moreover if T is minimal every non trivial invariant
measure has to have closed support Ω so that tr defined by (46) is faithful.
One of the goals of this article is the determination of tr∗K0(AT ). The question un-
der which circumstances a given trace satisfies Shubin’s formula and (43) will not be
addressed here, but see [18, 7, 5] for investigations in this directions.
2.2 K0-groups for tilings
The K0-group of a C
∗-algebra depends together with its order structure only on its
stable isomorphism class. The same holds true for the K1-group which may be under-
stood as the K0-group of the suspension of A. For this reason we may apply the known
results on crossed products to obtain the structure of the K-theory for tilings which
reduce to decorations. We are not able to present any results on K-groups in case the
tiling algebras are not stably isomorphic to crossed products.
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A lot is known about the K-groups of crossed products of the form C(Ω) ×α ZZ d in
particular for zero dimensional Ω. Recently a relation of these K-groups with the
group cohomology H( Zd, C(Ω, ZZ )) of ZZ d with coefficients in C(Ω, ZZ ) was discovered
[4]. We will not discuss group cohomology here but what is important for us is that
the cohomology group of highest nonvanishing degree (which is d) coincides with the
group of coinvariants of Ω×α ZZ d and that the K0-group decomposes into
K0(C(Ω)×α ZZ
d) ∼= H(Ω×α ZZ
d)⊕H ′ (47)
where H ′ is trivial for d = 1 and equal to ZZ in d = 2. (In general H ′ is a direct sum of
cohomology groups of degrees d− 2n, 0 < n ≤ d
2
and K1(C(Ω)×α ZZ d) is a direct sum
of cohomology groups of degrees d − 1 − 2n, 0 ≤ n < d
2
[4].) Up to d = 3 this result
was obtained before [23] in an even more explicit form in which in particular becomes
clear that the image of the state on K0(C(Ω)×α ZZ d) induced by a trace on C(Ω)×α ZZ d
satisfies1
tr∗K0(C(Ω)×α ZZ d) = tr∗(H(Ω×α ZZ d)) = µ(C(Ω, ZZ )). (48)
(48) holds for arbitrary d under the restriction that Ω ×α ZZ d splits into a Cartesian
product Ω×α ZZ d = (Ω1 ×α1 ZZ )× . . .× (Ωd ×αd ZZ ) [5].
(47) immediately carries over to tilings which reduce to decorations of ZZ d due to
Lemma 9
K(AT ) ∼= K(C(ΩN )×α ZZ d). (49)
This also concerns the order structure which is however not known for d > 1.
As for (48) recall that in case the tiling reduces to a decoration AN = C(ΩN )×α ZZ d is a
subalgebra of AT , i.e. there is an embedding ı : AN → AT . This embedding induces an
isomorphism ı∗ from K0(AN ) onto K0(AT ). In fact, for separable C∗-algebras, A being
stably isomorphic to B is equivalent to the existence of a (strong) Morita equivalence
A-B-bimodule which may be viewed as an element of KK(A,B) and is a special case
of a KK-equivalence [19, 24, 12]. Any KK-equivalence between A and B yields an
isomophism from KK(Cl ,A) onto KK(Cl ,B), namely by multiplying it from the right,
the multiplication being the Kasparov product. Translated into K0-groups, KK(Cl ,A)
being isomorphic to K0(A), the right multiplication of elements of KK(Cl ,AN ) with
the canonical Morita equivalence AN -AT -bimodule, which as a linear space is ANAT ,
precisely becomes ı∗.
Now tr ◦ ı is a trace on AN which is normalized to tr(ı(1AN )) = tr(χΩN ) = µ(ΩN ).
Since the invariant measure on ΩN corresponding to tr ◦ ı is µ|ΩN we get
tr∗ ◦ ı∗K0(AN ) = µ(C(ΩN , ZZ )) (50)
and therefore
tr∗K0(AT ) = µ(C(ΩN , ZZ )) ⊂ µ(C(Ω, ZZ )). (51)
Together with (45) this extends (48) to tilings which reduce to decorations of ZZ d, d ≤ 3.
K0(AN ) and K0(AT ) differ only in their order units (the images of the units of the
algebras in K0). If one identifies them as above the order unit of the former is the
K0-class of χΩN .
1 In [23] ergodic measures have been used, but ergodicity not essential for the proof of (48).
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3 Substitution tilings
We have seen that the integer group of coinvariants furnishes part of the K-theory of
the algebra of the tiling. In particular in one and two dimensions it yields up to order
the K0-group. To determine this group we need further structure which is provided by
a locally invertible substitution.
A substitution of a tiling may be thought of as a rule according to which the tiles of
the tiling are to be replaced by patterns which fit together to yield a new tiling. An
algebraic way to formulate this is by means of homomorphisms of the almost-groupoid
MII incorporating thus their local nature. For the definition recall that E0(R(c)) =
{e ∈ MII|R(e) = R(c)} and that a homomorphism satisfies the growth condition with
t > 0 if |rad(ρˆ(u)) − t rad(u)| is a bounded function on MII
0. Let x(c) be the first
pointed tile of the doubly pointed pattern class c.
Definition 13 A substitution of T is a homomorphism of almost-groupoids
ρˆ :MII →MII (52)
which satisfies the growth condition with t > 1, and for which the pattern class of ρˆ(c)
is composed without overlap (up to boundaries) of the pattern classes of the ρˆ(x(e)),
e ∈ E0(R(c)), and the first resp. second pointed tile of ρˆ(c) correspond to the pointed
tile of ρˆ(x(c)) resp. ρˆ(x(c−1)).
Since ρˆ satisfies the growth condition it defines a homomorphism of R into itself. We
shall call a tiling resp. its class invariant under a substitution if [ρ]o(T ) = T . We call it
a substitution tiling if it allows for a substitution such that [ρ]o(T ) is locally isomorphic
to T .
Like any homomorphism ρˆ is determined by its action on the generatorsMII2, 6=. But by
the above definition this means that ρˆ may be given, first, by its image on the pointed
pattern classes of tiles, MII1, and second, by the relative position of these images.
A substitution can be iterated and it is called primitive if for some n and all a ∈MII1
the pattern class ρn(a) contains at least one tile of each tile class.
If a tiling allows for a substitution which has a right inverse, and this is equivalent with
locally invertible as we have seen, then the substitution can be used to compute the
coinvariants associated to the tiling class. We shall carry this out below but first give
a brief discussion on geometric realizations of substitutions.
3.1 Deflation
Geometrically we view a pointed tiling as a representative of T in the Euclidian space
IRd with fixed origin 0. To be precise we choose a point for each tile class (its punc-
ture). Then Tx shall correspond to the representative of T for which the puncture of
the pointed tile coincides with 0 thereby getting a bijective correspondance between
pointed tilings and representatives in IRd having the puncture of one of its tiles at
0. Substitutions appear then as deflations followed by rescaling. Let t−1T denote T
rescaled by t−1 and M(T ) the (unpointed) pattern classes of T . A deflation is given
by:
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1 a pattern class ρt(a) ∈M(t−1T ) for each tile class a, t > 0.
2 a relative position between a and ρt(a) for each tile class a.
Let T be a representative of T in IRd. In the process of applying the deflation any tile
of class a in T is to be replaced by a pattern of class ρt(a) (its replacement) at the
relative position given above. To be more precise choose a tile in ρt(a). Its puncture
shall now indicate the position of a pattern of class ρt(a) in IR
d. Then the relative
position i.e. the difference between the position of the tile and its replacement shall be
xa ∈ IR
d. Thus if a tile of T of class a is at x ∈ IR then a pattern of class ρt(a) is in
ρt(T ) at x−xa. The object ρt(T ) is a composition of patterns of the classes ρt(a), and
it is required that this yields a tiling which is locally isomorphic to t−1T . In particular
no overlap and no gaps are allowed.
Such a deflation defines a substitution in the algebraic sense (as a homomorphism of
MII). By the above choice of a tile in ρt(a) the latter may now be understood as a
pointed pattern class of t−1T . We let ρˆ(a) be tρt(a) which is ρt(a) scaled by t, the
pattern class of ρˆ(Mx1x2) be tρt(M), and the first resp. second pointed tile be the one
corresponding to the pointed tile of ρˆ(x(Mx1x2)) resp. ρˆ(x(Mx2x1)).
A deflation is locally invertible if the determination of whether or not a pattern of ρt(T )
is a replacement of a tile of T may be uniquely carried out by inspection of the larger
patterns around that pattern up to a given finite size. In other words, for each a there is
a finite set of pointed pattern classes Φt(a) ⊂ MII(t−1T )
0
with ∀v ∈ Φt(a) : ρt(a)  v
such that whenever one of them occurrs in ρt(T ) at x ∈ IR then a tile of class a
occurrs in T at x+ xa. This condition allows one to locally obtain a preimage of any
representative of any t−1T ′, T ′ ∈ [Ω]o. But this furnishes also a right inverse of ρ on Ω
as follows: Let T be the representative corresponding to ω ∈ im ρ. Then a preimage of
ω under ρ is given by the pointed tiling corresponding to ρ−1t (t−1T ) − xa where t−1T
is rescaled in such a way that the puncture remains on 0 and a is determined through
the unique replacement ρt(a) whose puncture is on 0. Clearly the right inverse of ρ
on Ω extends to S. And since non periodicity is forced by the existence of a locally
invertible deflation [11, 5] the corresponding substitution ρˆ is locally invertible in the
sense of section 1.4.
3.2 Path spaces over graphs and their dimension groups
This section is meant to fix the notation thereby giving an overview on the structures
that will be needed.
A graph Σ is a set of vertices Σ(0) and a set of edges Σ(1) with two maps s, r : Σ(1) →
Σ(0), the source and the range map. Its connectivity matrix is the |Σ(0)|× |Σ(0)| matrix
with coefficients
σxy := number of edges which have source y and range x. (53)
A path ξ = ξ1 . . . ξn of length n over Σ is a sequence of n edges such that r(ξk) = s(ξk+1).
We denote its lentgh by |ξ|. One sets r(ξ) = r(ξn) and s(ξ) = s(ξ1). Two paths ξ, ξ′
with r(ξ) = s(ξ′) may be concatenated to yield longer path ξ ◦ ξ′ = ξ1 . . . ξ|ξ|ξ′1 . . . ξ
′
|ξ′|.
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The set of all (half) infinite paths over the graph yields a space which carries a compact
metric topology, it is called the path space PΣ of the graph. Its topology is generated
by sets
Uξ = {ξ ◦ γ|s(γ) = r(ξ)}. (54)
These sets are closed as well so that PΣ is a zero dimensional. Two (infinite) paths
γ, γ′ are called confinal if for some n, ∀i ≥ n : γi = γ′i. Cofinality is an equivalence
relation and the subspace of PΣ×PΣ of all cofinal pairs may be given a topology which
is generated by
Uξξ′ = {(ξ ◦ γ, ξ
′ ◦ γ)|s(γ) = r(ξ)} (55)
where it is required that |ξ| = |ξ′| and r(ξ) = r(ξ′). With this topology the groupoid
defined by the equivalence relation becomes an r-discrete principal groupoid RΣ. Its
groupoid-C∗-algebra AΣ is finitely approximated, i.e. an AF -algebra. The integer
group of coinvariants of H(RΣ) of this groupoid is C(PΣ, ZZ )/EΣ where EΣ is generated
by elements of the form η(Uξξ′) = χUξ − χUξ′ . C(PΣ, ZZ )/EΣ carries an order structure
given by the notion of positive functions, e.g. [f ]Σ > 0 whenever it has a representative
f > 0. With that order structure and the constant function 1 representing the order
unit H(RΣ) is also the dimension group or scaled ordered K0-group of the AF -algebra
AΣ [25]. We will not discuss the C∗-algebraic and K-theoretic details here but only
concentrate on the computation of the dimension group which will be used lateron to
determine the coinvariants of R.
The main point is that H(RΣ) can be obtained by taking the algebraic limit of the
directed system (Gn, σ) where Gn = ZZ
|Σ(0)| and σ : Gn → Gn+1 is the homomorphism
given by the connectivity matrix once the vertices have been identified with the stan-
dard base. The algebraic limit of the above system is a universal object which is a
group G together with homomorphisms jn : Gn → G such that jn+1 ◦ σ = jn [26].
It is up to isomorphism determined by the property that, if there is any other group
G′ and j′n : Gn → G
′ such that j′n+1 ◦ σ = j
′
n then there is a unique homomorphism
j : G → G′ such that j′n = j ◦ jn. Moreover, G inherits an order structure and the
order unit from the standard order structures on the Gn. And H(RΣ) coincides with
G as ordered group with order unit.
There are several ”standard” realizations for this limit [26, 20]. We will use neither of
them here but instead one which is less general but more suitable for our means, c.f.
[9]. In this realization the group is isomorphic to the quotient
H(RΣ) ∼= {x ∈ IR
k|∃n ≥ 0 : σn(x) ∈ ZZ k}/{x ∈ IRk|∃n ≥ 0 : σn(x) = 0} (56)
with k = |Σ(0)|. The maps jn : Gn = ZZ k → H(RΣ) are given by jn = π ◦ σ−n
where σ−1 is taking the preimage. If G′ and j′n : Gn → G
′ with j′n+1 ◦ σ = j
′
n is
any other realization then j(π(x)) = j′n(σ
n(x)) for σn(x) ∈ ZZ k yields the unique
homomorphism j : H(RΣ)→ G′ satisfying j′n = j ◦ jn. To express the order structure
in this realization we restrict for simplicity to the case where σ is primitive so that
it has a Perron-Frobenius-eigenvalue τ with left-Perron-Frobenius-eigenvector ν. If π
denotes the canonical projection of the above quotient, the positive cone is
H+(RΣ) ∼= {π(x) ∈ H(RΣ)|
∑
i
νixi > 0} ∪ {0}, (57)
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and the order unit π(w) ∈ H(RΣ) with wi = 1.
Since σ is primitive, there is a unique normalized measure µ on PΣ which is invariant
under the groupoid RΣ, i.e. satisfies µ(Uξ) = µ(Uξ′) in case |ξ| = |ξ′| and r(ξ) = r(ξ′)
[25]. If the left Perron-Frobenius-eigenvector of σ normalized to
∑
i νi = 1 then µ(Uξ) =
τ−|ξ|νr(ξ) and its range on C(PΣ, ZZ ) is given by
µ(C(PΣ, ZZ )) = {τ
−n∑
i
νini|n ≥ 0, ni ∈ ZZ }. (58)
In particular µ is well defined on H(RΣ) and the order may be expressed as
H+(RΣ) = {x ∈ H(RΣ)|µ(x) > 0} ∪ {0}. (59)
Elements which are neither positive nor negative are called infinitesimal.
3.3 Path spaces determined by substitutions
Any substitution, invertible or not, defines an obvious graph which however does not
even for all locally invertible substitutions contain enough information of the tiling.
In analogy to the one dimensional case we call it with [8] the improper graph. It
has the substitution matrix as connectivity matrix. But other graphs may also be
attached to the substitution. These are related to the improper graph and coincide
with it in the border forcing case. They allow for a coding of the tilings which yields a
homeomorphism between their path space and the hull. This will be used to solve the
K-theoretical gap labelling for a certain class of substitution tilings.
Let for a ∈MII1
En(a) = {e ∈MII|R(e) = ρˆ
n(a)}. (60)
The improper graph Σ is the graph which has vertices and edges resp.
Σ(0) = MII1 (61)
Σ(1) =
⋃
a∈MII1
{(e, a)|e ∈ E1(a)} (62)
and range resp. source maps r, s : Σ(1) → Σ(0) given by
r(e, a) = a (63)
s(e, a) = x(e). (64)
Thus the edges of the graph which have range a are in bijective correspondence to the
tiles in ρˆ(a). Σ has as connectivity matrix
σa1a2 = |{e ∈ E
1(a1)|x(e) = a2}|, (65)
i.e. σa1a2 equals the number of a2’s in ρˆ(a1). This matrix (or sometimes its transpose) is
also called the substitution matrix of ρˆ. A path of finite length like ((e1, a1), . . . , (en, an))
depends due to the particular form of the range map only on (e1, . . . , en) and an. It
shall be written shorter (e1, . . . , en; an).
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The improper graph does not contain enough information of the tiling to yield the right
integer group of coinvariants. To improve this we have to incorporate the neighborhood
of substitutes. To a given doubly pointed pattern class c let F(c) be the set of all
possible neighborhoods of c, i.e. the set of pattern classes occuring in T which are
composed of c together with all the tiles the boundaries of which have a non empty
intersection of with c. The pointed tiles are those of c.
An integer υ ≥ 0 will parametrize a set of graphs Λυ. (This generality is needed lateron
for applications.) Define
Bυ1 := {(a, f)|a ∈MII1, f ∈ F(ρˆ
υ(a)), ρυ(Ua) ∩ Uf 6= ∅}. (66)
The extra condition insures that only those neighborhoods of ρˆυ(a) are taken into
account which are neighborhoods of the υ-fold substitute of a. Let Λυ be the graph
with vertices and edges
Λ(0)υ = B
υ
1 (67)
Λ(1)υ = {(e, a, f)|(a, f) ∈ B
υ
1 , e ∈ E
1(a)} (68)
and range and source map given by
r(e, a, f) = (a, f) (69)
s(e, a, f) = (x(e), f ′) with f ′  L(ρˆυ(e)ρˆ(f)). (70)
(The f ′ ∈ F(ρˆυ(a)) for which f ′  L(ρˆυ(e)ρˆ(f)) is unique.) The connectivity matrix
λυ of Λυ has coefficients
λυ (a1,f1)(a2,f2) = |{e ∈ E
1(a1)|x(e) = a2, f2  L(ρˆ
υ(e)ρˆ(f1))}|. (71)
Like for Σ a path ((e1, a1, f1), . . . , (en, an, fn)) depends only on (e1, . . . , en) and (an, fn)
and may be abbreviated as (e1, . . . , en; an, fn). Note that such a path satisfies R(ek) =
ρˆ(x(ek+1)) and R(en) = ρˆ(an). Therefore the map δ : PnΛυ(a, f)→ E
n(a) given by
δ(e1, . . . , en; a, f) := e1ρˆ(e2) . . . ρˆ
n−1(en) (72)
is a bijection for fixed (a, f). Furthermore let βυ : Bυ1 →MII1:
βυ(a, f) = a. (73)
Extending βυ first to edges via βυ(e, a, f) := (e, a) and then to paths on obtains a map
βυ : PnΛυ → P
n
Σ:
βυ(e1, . . . , en; an, fn) = (e1, . . . , en; an) (74)
which is not only surjective but also injective on PnΛυ(a, f) for fixed f . In particular βυ
extends to a continuous surjective map from PΛυ onto PΣ.
Lemma 10 Let T be a substitution tiling with locally invertible substitution ρˆ. For
each ω ∈ Ω there is a unique (e, a) ∈ Σ(1) such that ω · e ∈ im ρ.
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Proof: By definition of a substitution does for any c ∈ MII hold the alternative:
either c = c−1 or ∀ei ∈ E1(xi(c)) : e1ρ(c)e−12 6= (e1ρ(c)e
−1
2 )
−1 where x1(c) = x(c)
and x2(c) = x(c
−1). Recall from the proof of Theorem 1 that ρ(Ω) = ΩN where
N = Φ(MII). Since for all d ∈ Φ(c), ρˆ(c) and d have a common greater element
the above alternative carries over for any d ∈ N in the form: either d = d−1 or
∀ei ∈ E1(xi(d)) : e1de
−1
2 6= (e1de
−1
2 )
−1. Since [ρ]o(T ) is locally isomorphic to T , N has
to be regular and there is a c ∈MII such that ω · c ∈ ΩN . And as N is approximating
and generating (T has to be non periodic) c can be written as c = ed where d ∈ N and
e ∈ E1(x(d)). We claim that e is unique, for if not then L(c) = edd′−1e′−1 and since
this is a unit dd′−1 must be equal to its inverse by the above alternative. Hence e = e′.
Finally, if ω · ed ∈ im ρ then also ω · e ∈ im ρ. The condition a  ρ−1(ω · e) determines
uniquely the a for which e ∈ E1(a). ✷
Let κυ : Ω → Λ(1)υ : ω 7→ (e, a, f) where (e, a) is determined by the above lemma and
f  ρυ−1(ω · e). Furthermore, the first component of (e, a) shall be used to define an
extension of ρ−1 to all of Ω through
ψ(ω) := ρ−1(ω · e). (75)
Lemma 11 s(κυ(ψ
n(ω))) = r(κυ(ψ
n−1(ω)).
Proof: Let κυ(ψ
n(ω)) = (e2, a2, f2) and κυ(ψ
n−1(ω)) = (e1, a1, f1). We have to show
that, first, x(e2) = a1, and second, that the f
′ ∈ F(ρˆυ(a2)) which satisfies f ′ 
L(ρˆυ(e2)ρˆ(f2)) equals to f1. The first follows from the definitions: a1  ρ−1(ψn−1(ω) ·
e1) = ψ
n(ω) and L(e2)  ψn(ω). As for the second, f2  ρυ−1(ψn(ω) · e2) implies that
ρ(L(ρˆυ−1(e2)f2))  ρυ(ψn(ω)) = ρυ−1(ψn−1(ω) · e1). Hence f ′  ρυ−1(ψn−1(ω) · e1)
which is the relation determining f1. ✷
As a consequence we may define a coding which is a map Qυ : Ω→ PΛυ where the nth
edge of Qυ(ω) is
Qυ(ω)n := κυ(ψ
n−1(ω)). (76)
Theorem 3 Under the conditions of Lemma 10 is Qυ : Ω→ PΛυ a homeomorphism.
Proof: Local invertibility implies that, for n ≥ υ
Vnυ (a, f, e1, e2) := {[ω · e
−1
1 , e1ρˆ
n−υ(f)e−12 ]|ω ∈ ρ
n(Ua) ∩ ρ
n−υ(Uf )} (77)
is compact and open for all (a, f) ∈ Bυ1 and ei ∈ E
n(a). (In fact, these are R-sets.)
Let ξ be a path of length n with r(ξ) = (a, f). Qυ(ω) ∈ Uξ if and only if L(δ(ξ))  ω,
a ∈ ψn(ω), and f  ρυ(ψn(ω)). Since ω · δ(ξ) ∈ im ρn and ψn(ω) = ρ−n(ω · δ(ξ)) this
means
Q−1υ (Uξ) = V
|ξ|
υ (r(ξ), δ(ξ), δ(ξ)). (78)
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Hence Qυ is continuous. Since Q
−1
υ (Uξ) is not empty, any path over Λυ is an accumula-
tion point of imQυ. As the latter is closed Qυ is surjective. Finally, to prove injectivity,
let r(Qυ(ω)k) = (ak, fk) and e˜n := δ(Qυ(ω)1 . . . Qυ(ω)n). Then ρˆ
n−υ(f)  ω · e˜n and
un(ω) := L(e˜nρˆ
n−υ(fn))  ω.
Since L(e˜nρˆ
n(an))  L(e˜nρˆn−υ(fn)) the radius of un(ω) diverges exponentionally with
n. Hence un(ω) is an approximation which approximates ω and is uniquely determined
by Qυ(ω). Thus Qυ is injective. ✷
Theorem 3 implies that Q∗υ : C(PΛυ , ZZ )→ C(Ω, ZZ ): Q
∗
υ(f) = f ◦Q
−1
υ is an isomorphism
of groups. We may extend Qυ to a map Qυ : S → SΛυ by restricting Qυ×Qυ to S and
since T is not periodic we may view it as a map Qυ : R → RΛυ . Then alike (78)
Q−1υ (Uξξ′) = V
|ξ|
υ (r(ξ), eξ, eξ′) (79)
showing that this map is continuous and surjective, but it is not injective. Since
η ◦ Q−1υ = Q
∗
υ ◦ η the image under Q
∗
υ of the subgroup EΛυ is contained in ER. Hence
there is an induced surjective homomorphism [Q∗υ] : H(RΛυ) → H(R). Its kernel is
ER/Q∗υ(EΛυ). In particular, since λυ is primitive, we get a corrolary from Theorem 3:
Corrolary 1 Let T be a substitution tiling with primitive locally invertible substitution
ρˆ which reduces to a decoration of ZZ d, d ≤ 3, and tr be a trace on AT . Then
tr∗(K0(AT )) = {τ−n
∑
i
νini|n > 0, ni ∈ ZZ } (80)
where τ is the Perron-Frobenius-eigenvalue and ν the left Perron-Frobenius-eigenvector
of λυ normalized to
∑
i νi = 1.
Proof: If µ is the measure on Ω obtained by restricting the trace then µ ◦ Q−1υ is a
measure on PΛυ which is invariant under RΛυ . Using (48) one obtains tr∗(K0(AT )) =
µ(Q−1υ (C(PΛυ , ZZ ))) and with (58) the statement. ✷
This solves the K-theoretical version of the gap labelling for substitution tilings with
primitive locally invertible substitution.
Remark: Let us only remark here that one obtains not only the above embedding
of groups by Q∗υ but in fact a unital embedding i : AΛυ → AT of the AF -algebra
defined by Λυ into the algebra associated to the tiling similar to embedding of AΣ in
AT described in [5]. In fact, a glance on (79) tells us that the characteristic functions
on V |ξ|υ (r(ξ), eξ, eξ′) generate AΛυ as a subalgebra of AT . The embedding induces an
order homomorphism i∗ of K-groups. Then K0(AΛυ) = H(RΛυ) as ordered group with
order unit, and, under the hypothesis (47), i∗ : K0(AΛυ)→ H(R) coincides with [Q
∗
υ].
However, in case i∗ is not surjective, i.e. the dimension of the tiling is bigger than one,
our analysis will not determine the order structure on K0(AT ) but only a subcone of
the positive cone K+0 (AT ).
29
3.4 The integer group of coinvariants for substitution tilings
Recall that the integer group of coinvariants is given by H(R) = H(RΛυ)/ ker[Q
∗
υ]. To
compute ker[Q∗υ] = ER/Q
∗
υ(EΛυ) we need to control pattern classes consisting of two
tiles. In analogy to (66,77) define2 for n ≥ υ
Bυ26= := {(A, F )|A ∈ MII2, 6=, F ∈ F(ρˆ
υ(A)), ρυ(UA) ∩ UF 6= ∅}. (81)
Vnυ (A, F, e1, e2) := {[ω · e
−1
1 , e1ρˆ
n−υ(F )e−12 ]|[ω, ρˆ
n−υ(F )] ∈ ρn(UA) ∩ ρn−υ(UF )} (82)
where ei ∈ En(xi(A)), x1(c) = x(c) and x2(c) = x(c−1). If ei are units we write
Vnυ (A, F ) and resp. V
n
υ (a, f) for the above. It should be clear that for fixed e1, e2 the
sets Vnυ (x, y, e1, e2) are for different (x, y) ∈ B
υ
1 ∪ B
υ
26= pairwise disjoint. [ · ]Λυ denotes
equivalence classes with respect to Q∗υ(EΛυ).
Lemma 12 Let T be a substitution tiling with locally invertible substitution and Λυ and
Qυ as above. Then ER/Q∗υ(EΛυ) is generated by elements of the form [η(V
n
υ (A, F ))]Λυ
for (A, F ) ∈ Bυ26=.
Proof: Since MII2, 6= generates MII\MII1 a generating set for ER is provided by the set
of elements of the form η(χc) where c = uA, u ∈ MII
0, u ⊢ A ∈ MII2, 6=. For such a c
let
In1 (c) := {(a, f, e1, e2)|(a, f) ∈ B
υ
1 , ei ∈ E
n(a)|∃c′ : c, e1ρˆn−υ(f)e−12  c
′}
In26=(c) := {(A, F, e1, e2)|(A, F ) ∈ B
υ
26=, ei ∈ E
n(xi(A))|∃c
′ : c, e1ρˆn−υ(F )e−12  c
′}
Consider ω ∈ UL(c) and let n ≥ υ. By Lemma 10 there is a unique (a, f, e1) such
that ω ∈ Vnυ (a, f, e1, e1). It follows that e
−1
1 ⊢ c. Now suppose that ∃e2 ∈ E
n(a)∃c′ :
e1e
−1
2 , c  c
′. Then this e2 is uniquely determined and [ω, c] ∈ Vnυ (a, f, e1, e2). In
particular Vnυ (a, f, e1, e2) are for (a, f, e1, e2) ∈ I
n
1 (c) pairwise disjoint. If the above
assumption is not satisfied then, because of the form c = uA, there must be a (A, F )
with a = L(A) and f  L(F ) such that ∃e2 ∈ En(x2(A))∃c′ : e1ρˆn−υ(F )e−12 , c 
c′. Again e2 is uniquely determined and [ω, c] ∈ Vnυ (A, F, e1, e2). This shows that
Vnυ (A, F, e1, e2) are for (A, F, e1, e2) ∈ I
n
26=(c) pairwise disjoint and hence
Uc ⊂
⋃˙
In1 (c)
Vnυ (a, f, e1, e2) ∪˙
⋃˙
In
26=(c)
Vnυ (A, F, e1, e2). (83)
Since for all (x, y) ∈ Bυ1 ∪ B
υ
26= and ei ∈ E
n(xi(x)), rad(L(e1ρˆ
n−υ(y))) diverges there is
an n such that for all y and all ei either c  e1ρˆn−υ(y)e−12 or 6 ∃c
′ : c, e1ρˆn−υ(y)e−12  c
′.
In other words, either Uc∩Vnυ (x, y, e1, e2) = V
n
υ (x, y, e1, e2) or that intersection is empty.
Thus the inclusion in (83) is an equality for large enough n.
By (79), Vnυ (a, f, e1, e2) ∈ Q
−1
υ (ASG(RΛυ)) so that [η(V
n
υ (a, f, e1, e2))]Λυ = 0. Thus the
first part of the union (83) will not contribute. As for the second, observe that
L(Vnυ (A, F, e1, e2)) = {ω · e
−1
1 |ω ∈ ρ
n(UL(A)) ∩ ρ
n−υ(UL(F ))} (84)
2In principle the υ below could be chosen different from the one above, but we shall not make use
of this generality.
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and Vnυ (a, f, e, e) = {ω · e
−1|ω ∈ ρn(Ua) ∩ ρn−υ(Uf)}. As above, if l is big enough one
gets the alternative
L(Vnυ (A, F, e1, e2)) ∩ V
n+l
1 (a, f, e, e) =
{
L(Vnυ (A, F, e1, e2))
∅
. (85)
It follows that (84) (which does not depend on e2) can be written as a disjoint union
L(Vnυ (A, F, e1, e2)) =
⋃˙
(a,f,e)∈J l(A,F,e1)
Vn+l1 (a, f, e, e)
for an appropriate J l(A, F, e1), and moreover, J
l(A, F, ce1) with R(c) = L(e1) equals
to {(a, f, ce)|(a, f, e) ∈ J l(A, F, e1)}. Thus [L(Vnυ (A, F, e1, e2))]Λυ = [L(V
n
υ (A, F ))]Λυ
and we end up with
[η(Uc)]Λυ =
∑
(A,F,e1,e2)∈In26=(c)
[η(V nυ (A, F ))]Λυ . (86)
Since η(V nυ (A, F )) ∈ ER the lemma is proven. ✷
Lemma 13 Let (a, f) ∈ Bυ1 , (A, F ) ∈ B
υ
26=, e ∈ E
l(a), n ≥ υ, and l ≥ υ large
enough for the alternative (85) to hold. Then L(Vnυ (A, F ))∩V
n+l
υ (a, f, ρˆ
n(e), ρˆn(e)) 6= ∅
whenever L(ρˆυ(e−1)F )  ρˆl(f) and L(e−1A)  ρˆl−υ(f).
Proof:
L(Vnυ (A, F )) ∩ V
n+l
υ (a, f, ρˆ
n(e), ρˆn(e)) 6= ∅
is for n ≥ υ equivalent to
{ω · ρˆυ(e)|ω ∈ ρυ(UL(A)) ∩ UL(F )} ∩ ρ
l+υ(Ua) ∩ ρ
l(Uf ) 6= ∅.
That the latter implies L(ρˆυ(e−1)F )  ρˆl(f) and L(e−1A)  ρˆl−υ(f) is clear provided
l is large enough. Now let (a, f) ∈ Bυ1 , (A, F ) ∈ B
υ
26=, and ω ∈ ρ
l+υ(Ua) ∩ ρl(Uf).
Then L(ρˆυ(e−1)F )  ρˆl(f) implies L(F )  ω · ρˆυ(e−1) ∈ im ρυ, and L(e−1A)  ρˆl−υ(f)
implies L(A)  ρ−υ(ω · ρˆυ(e−1)). ✷
Define the |Bυ1 | × |B
υ
26=| matrices with coefficients K
(l,υ)
(a,f)(A,F ) resp. L
(l,υ)
(a,f)(A,F ) through
K
(l,υ)
(a,f)(A,F ) := |{e ∈ E
l(a)|L(ρˆυ(e−1)F )  ρˆl(f), L(e−1A)  ρˆl−υ(f)}|. (87)
with l ≥ υ and
L(l,υ)(a,f)(A,F ) := K
(l,υ)
(a,f)(A,F ) −K
(l,υ)
(a,f)(A−1,F−1). (88)
Theorem 4 Let T be a substitution tiling with locally invertible substitution and λυ
and L(l,υ) as above. If l is large enough so that the alternative (85) holds then, with
k = |Bυ1 |,
H(R) ∼= {x ∈ IRk|∃n ≥ 0 : λnυ(x) ∈ ZZ
k}/{x ∈ IRk|∃n ≥ 0 : λnυ(x) ∈ imL
(l,υ)}. (89)
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Proof: By the last lemma
[χL(Vnυ (A,F ))]Λυ =
∑
(a,f)∈Bυ1
[χVn+lυ (a,f)]ΛυK
(l,υ)
(a,f)(A,F )
provided alternative (85) holds, and hence
[η(Vnυ (A, F ))]Λυ =
∑
(a,f)∈Bυ1
[χVn+lυ (a,f)]ΛυL
(l,υ)
(a,f)(A,F ). (90)
As we already saw, [χVnυ (a,f)]Λυ = [Q
∗
υ(χξ)]Λυ with |ξ| = n and r(ξ) = (a, f) so that
these elements generate H(RΛυ). Moreover
[χVnυ (a,f)]Λυ =
∑
(a′,f ′)
[χVn+1υ (a,f)]Λυλυ (a′,f ′)(a,f) (91)
so that
L(l+n,υ) = λnυL
(l,υ). (92)
Recall (56) that
H(RΛυ) = {x ∈ IR
k|∃n ≥ 0 : λnυ(x) ∈ ZZ
k}/{x ∈ IRk|∃n ≥ 0 : λnυ(x) = 0}.
The image of ER/Q∗υ(EΛυ) in H(RΛυ) is by Lemma 12 and (90,92) generated by the
images of jn◦L(l,υ) = π◦λ−nυ ◦L
(l,υ). Now π(x) ∈ im jn◦L(l,υ) whenever λnυ(x) ∈ imL
(l,υ)
for some representative x of π(x). ✷
Suppose that Ω carries an R-invariant (normalized) measure and that the substitu-
tion is primitive. Then this measure is unique (and the tiling minimal [5]) and the
order structure of H(R) can be expressed as [x] > 0 for [x] ∈ H(R) if and only if∑
i νixi > 0 where ν is the left-Perron-Frobenius-eigenvector of λυ. In particular the
latter inequality is independent of the chosen representative (the elements of ker[Q∗υ]
are infinitesimal).
3.4.1 Simplifications
The determination of L(l,υ) can be quite cumbersome. But simplifications occurr under
certain circumstances.
1) In case that for all (a, f) ∈ Bυ1 , a is uniquely determined by f (we write it as a(f))
L(ρˆυ(e−1)F )  ρˆl(f) implies L(e−1A(F ))  ρˆl−υ(f). Thus K(l,υ) simplifies to
K
(l,υ)
fF := K
(l,υ)
(a,f)(A,F ) = |{e ∈ E
l(a(f))|L(ρˆυ(e−1)F )  ρˆl(f)}|. (93)
This is for instance the case if υ = 0.
2) In some sense the other extreme is that the f is determined by a. This is case if
the substitution forces its border. It has been partly analyzed in [5]. In the present
notation it is expressed as follows:
Definition 14 A locally invertible substitution forces its border if there is a υ such
that βυ : Bυ1 →MII1 is a bijection.
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Not only the graph simplifies enormously, in that it coincides with the improper graph,
but also we may take l = υ. Moreover L(e−1A)  ρˆl−υ(f(a)) implies L(ρˆυ(e−1)F (A)) 
ρˆl(f(a)) where we wrote f(a) for the f determined by a. Hence for substitutions which
force their border
K
(υ,υ)
aA := K
(υ,υ)
(a,f)(A,F ) = |{e ∈ E
υ(a)|L(e−1A)  f(a)}|. (94)
Note that a substitution can force its border only for υ ≥ 1, because otherwise any
pointed tiling would be determined by its pointed tile and hence periodic which con-
tradicts local invertibility.
As for the determination of H(R) we have:
3) If λυ is invertible over ZZ then H(R) = ZZ k/〈
⋃
n λ
−n
υ imL
(l,υ)〉.
3.5 Examples
The above machinerie has been designed to tackle higher dimensional tilings. We
therefore will present the computation of the coinvariants associated to the Penrose
tilings. But it is also applicable to one dimensional substitutions in the sense of [6]. To
allow the reader a comparison with technics used elsewhere to obtain the integer group
of coinvariants, c.f. [8, 9], we present the Thue Morse substitution as an example.
3.5.1 The Thue Morse substitution
The Thue Morse substitution ̺ is defined on the two letter alphabet {a, b} by
a 7→ ab (95)
b 7→ ba (96)
and extended to words as ̺(a1 . . . ak) = ̺(a1) . . . ̺(ak). It may be viewed (like any
other one dimensional substitution of the kind in [6]) as a substitution in the algebraic
sense of the tiling which is a fixed point under ̺: Consider the sequence over ZZ ≥0 with
values in {a, b} given by ̺∞(a) and complete it to a sequence over ZZ by reflection (i.e.
by ̺2∞(a) to the left). This represents a one dimensional pointed tiling the pointed
tile (letter) being the one on 0, i.e. the first one of (the right) ̺∞(a). The (finite)
words appearing in ̺∞(a) with two letters chosen are doubly pointed pattern classes.3
We indicate the first by a grave and the second by an acute, and if both coincide
by a check. (An example of a multiplication is (a´b`)(ba`bb´) = (bab`b´)). A substitution
as a homomorphism of the almost-groupoid of doubly pointed pattern classes is then
given by ρˆ(w1a`iw2a´jw3) = ̺(w1)a`i1ai2̺(w2)a´j1aj2̺(w3) where we have used the writing
̺(ai) = ai1ai2 .
The substitution is locally invertible but does not force its border and there is no
advantage in using large υ. We therefore take υ = 0. The connectivity matrix of Σ0 is
λ0 f1f2 = number of e ∈ E
1(a(f1)) with f2  L(eρˇ(f1)).
3 If we do not have a geometric interpretation of the tilings as sequences of decorated intervals we
have to restrict to pattern classes which are connected.
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We have
B01 = {aaˇb, baˇa, baˇb, bbˇa, abˇb, abˇa}
ρˆ(B01) = {abaˇbba, baaˇbab, baaˇbba, babˇaab, abbˇaba, abbˇaab}
E1(a) = {aˇb, a´b`} E1(b) = {bˇa, b´a`}
Taking the elements of B01 and ρˆ(B
0
1) in the above order one obtains
λ0 =


0 0 1 0 1 0
1 0 0 0 0 1
1 0 0 0 1 0
0 1 0 0 0 1
0 0 1 1 0 0
0 1 0 1 0 0


.
The Perron-Frobenius-eigenvalue is 2 and the normalized left-Perron-Frobenius-eigen-
vector is ν = 1
6
(1, 1, 1, 1, 1, 1). Hence
µ(H(R)) =
1
3
ZZ [
1
2
]. (97)
To obtain the full group we may split up B026= = B
0
2< ∪ (B
0
2<)
−1 with
B02< = {aa`b´a, aa`b´b, ba`b´a, ba`b´b, ba`a´b, bb`a´b, bb`a´a, ab`a´b, ab`a´a, ab`b´a}.
Thus (85) holds for l = 1, i.e. we have to determine
K
(1,0)
fF = number of e ∈ E
1(a(f)) with L(F )  L(eρˆ(f)).
Let L(1,0)< be the restriction of L
(1,0) to indices fF with F ∈ B02<. Then, again with
respect to the above order,
L(1,0)< =


0 0 0 0 0 0 0 −1 0 1
0 0 0 0 −1 0 0 1 0 0
0 0 0 0 −1 0 0 0 0 1
0 0 −1 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 −1
0 0 0 0 1 0 0 0 0 −1


.
And, since L(1,0)fF−1 = −L
(1,0)
fF , imL
(1,0) = imL(1,0)< ∼= ZZ
3. λ0L
(1,0)
< is up to a permutation
of the columns L(1,0)< , i.e. λ0 preserves imL
(1,0). In fact, λ0 is diagonalizable, it has
eigenvalues 2, 1, 0,−1, −1 occurring with multiplicity 3, and imL(1,0) is spanned by
the (right) eigenvector to eigenvalue 1 together with a two dimensional subspace of the
eigenspace to eigenvalue −1. A system of (right) eigenvectors is given by

1
1
1
1
1
1




−1
0
−1
1
0
1




−1
−1
−1
1
1
1




0
−1
−1
0
1
1




−1
1
0
−1
1
0




1
−1
−1
1
0
0


.
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It follows that
H(R) ∼= ZZ [
1
2
]⊕ ZZ . (98)
The elements of the second summand are infinitesimal since the pairing between the left
Perron-Frobenius-eigenvector ν and all vectors from the (right) eigenspace to eigenvalue
−1 is zero. Thus the positive cone is ZZ [1
2
]+.
3.5.2 Penrose tilings
There are several well known variants of tilings which are called Penrose tilings [27, 11]
and which are a priori to be distinguished as they lead to non-isomorphic groupoids.
But they may be transformed into each other by purely local manipulations which
implies that one can find maps satisfying the conditions of Lemma 6 and leading to
isomorphisms between reductions of the corresponding groupoids. Since any such tiling
is minimal all reductions lead to the same ordered integer group of coinvariants differing
possibly in the order unit. The version which is most suitable for our purposes is the
one which has triangles as tiles, cf. Figure 7. The triangles are decorated (with a
little circle) to break the mirror symmetry. There are 40 pattern classes of them. The
orientational symmetry of a tiling (or its class) is the largest subgroup of O(d), acting
on a pointed tiling being identified with a representative in IRd in the obvious way,
which leaves the hull invariant. The orientational symmetry of a Penrose tiling by
triangles possesses 20 elements. It is generated by a rotation around pi
5
together with
a mirror reflection at a boundary line of a triangle [5]. We denote by MII resp. R the
almost-groupoid resp. groupoid associated to these tilings. The well known deflation
of these tilings ρt with t =
1+
√
5
2
is displayed below. Since it is covariant with respect
to the orientational symmetry it suffices to give it for one orientation only.
A replacement ρt(a) taking exactly the same space as the tile a the relative position
measured with respect to the centers of gravity is 0. Choosing pointed tiles for ρt(a)
we obtain a substitution ρˆ. Those tilings which have an exact five-fold symmetry
are invariant under ρˆ4. The substitution is primitive, locally invertible, and forces its
border with υ = 4 [5]. Hence Λ4 = Σ and λ4 = σ, the substitution matrix of ρˆ.
Since σ is invertible over the integers H(RΣ) ∼= ZZ 40. To simplify the computation of
ER/Q∗4(EΣ) we make use of the symmetry properties of the tiling and in particular
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of the fact that the boundaries of substitutes ρˆ4(a) are local mirror axes so that the
pattern classes of those A ∈ MII2, 6= which cross the boundaries of 4-fold substitutes
are always mirror symmetric [5], c.f. below where the boundaries are indicated through
fatter lines.
Let α denote the direction of a boundary line of a tile resp. a substitute. There are
10 different ones and we order them anti-clockwise identifying them with {0, · · · , 9}.
Saying that a substitute has boundary α if it has a boundary with that direction we
define the 40× 40 matrices with entries
Nαab := number of a’s at boundary α of ρˆ
4(b). (99)
In particular Nαab = 0 in case a or ρ(b) do not have boundary α. Let α(a) be the mirror
image of a with respect to the mirror axis α and define
Dαab = N
α
ab −N
α
aα(b). (100)
Then
L(4,4)aA =


Dαab if |A| = bα(b) and x(A) = b
−Dαab if |A| = bα(b) and x(A) = α(b)
0 else
(101)
|A| = bα(b) indicating that the pattern class of A is composed of b and α(b) in
such a way that the common boundary is the symmetry axis. Hence imL(4,4) =
〈imDα, α = 0, . . . , 9〉. Dα is related to D0 by symmetry, i.e. Dα = R−αD0Rα, R being
the matrix which acts as a rotation around pi
5
.
To be very explicit let us use a basis {e10k+α}0≤k≤3,0≤α≤9 of H(RΣ) with e10k+α =
[χUa10k+α
]Σ where a10k+α corresponds to the pattern class of the triangle in Figure 7.k
rotated around an angle of αpi
5
.
Figure 7.0 Figure 7.1 Figure 7.2 Figure 7.3
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In terms of the rotation matrix ω, which has entries ωαβ = δα−β,1 mod 10, R and the
substitution matrix σ are given by
R =


ω 0 0 0
0 ω 0 0
0 0 ω 0
0 0 0 ω

 , σ =


ω4 ω0 0 ω6
ω0 ω6 ω4 0
ω3 0 ω7 0
0 ω7 0 ω3

 .
The matrix N0 may be read of from Figure 8 (and completed by symmetry); it is given
below (108). Moreover D0 = N0 − N0S where S implements the reflection at α = 0,
explicitly, with sαβ = δα+β,5 mod 10 (counting rows and columns form 0 to 9)
S =


0 s 0 0
s 0 0 0
0 0 0 s
0 0 s 0

 .
It turns out that imL(4,4) is generated by the orbit under R of (the transpose of) the
four vectors
v1 = (0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,−1,0,0,0,0,0,0,0,0)
v2 = (0,0,0,0,0,0,1,0,0,0,0,−1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0)
w1 = (0,0,0,0,0,0,0,1,0,0,−1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,−1)
w2 = (0,0,0,0,0,1,0,0,0,0,0,0,−1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,−1,0,0,0,0,0,0,0,0,1,0)
but 8 of the 40 vectors thus obtained are linearly dependent of the others. Moreover
imL(4,4) is invariant under σ. Dividing it out yields no torsion so that we obtain
H(R) ∼= ZZ 8. (102)
To obtain the order structure we look for the smallest subgroup I of ZZ 40 which is
invariant under σ and spans a real vector space containing the right Perron-Frobenius-
eigenvector of σ. Then the positive cone of ZZ 40 is given by those x ∈ I which pair with
the left-Perron-Frobenius-eigenvector ν of σ to νx > 0. All other elements must pair
with ν to zero and are thus infinitesimal. Clearly I is spanned by (the transpose of)
x1 = (
20︷ ︸︸ ︷
1, . . . , 1,
20︷ ︸︸ ︷
0, . . . , 0), x2 = (
20︷ ︸︸ ︷
0, . . . , 0,
20︷ ︸︸ ︷
1, . . . , 1)
and ν is given by ν = 2−t
20
(tx1 + x2)
T (in its normalized form). Thus I ∩ imL(4,4) = ∅
and
H(R) ∼= I ⊕ ZZ 6 (103)
the elements of the second summand being infinitesimal. The range of the unique state
on H(R), which of course coincides with that on H(RΣ), is
µ(H(R)) =
1
20
( ZZ + t ZZ ). (104)
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This concludes the computation of the integer group of coinvariants and the range
of its state for the Penrose tilings. But it may be instructive to look at result (102)
from a different point of view. Let H1 be the sublattice of ZZ
40 which is generated by
{Rαvi}i=1,2;α=0,1···,9. H(RΣ)/H1 = ZZ 20 has a basis with natural geometrical interpre-
tation. It is formed by the classes of characteristic functions on the pattern classes of
rhombi which are always formed by either two smaller triangles or two larger triangles.
This indicates that one should look at the Penrose tilings by rhombi. Such a tiling,
which we denote by TRh, has only 20 pattern classes of tiles. That the groupoid as-
sociated to the Penrose tilings by rhombi is isomorphic to a reduction of R may be
seen as follows: Let C ⊂ MII1 consist of the classes of triangles that are obtained from
those of Figure 7.1 and 7.3 by a rotation. Let Rh ⊂MII be the almost-groupoid given
by elements of the form aca′ where a, a′ ∈ C and c ∈ MII is such that all its triangles
pair to rhombi. Clearly Rh is approximating generating and regular. Now deleting the
diagonal which coincides with the base of the two touching triangles yields an isomor-
phism of almost-groupoids Rh → MII(TRh) which satifies the growth condition with
t = 1. Hence the groupoid associated to the rhombus version is isomorphic to RRh.
The largest subgroup of O(2) leaving ΩRh invariant consists only of the rotations which
are multiples of pi
5
since the mirror image of a ω ∈ ΩRh lies in Ω\ΩRh. However, to our
knowledge there is no substitution for Penrose tilings by rhombi which is covariant even
under this reduced orientational symmetry. But there are non covariant ones, namely
10 of them, the deflation corresponding to ρˆ0 being given in Figure 9 and ρˆα being
obtained from ρˆ0 just by rotation of the whole figure around
αpi
5
, α = 0, · · · , 9. (The
relative positions are indicated by a cross.) That all these substitutions are primitive
locally invertible and force their border carries over from ρˆ. It turns out that
ker σα = 〈{[R
αwi]H1}i=1,2〉 (105)
where σα is the substitution matrix of ρˆα and [ · ]H1 denotes the classes in H(RΣ)/H1.
Since the restriction of σα to its image is an automorphism and ker σ0 = ker σ
2
0 we have
H(RΣα) ∼= H(RΣ)/〈{H1, R
αwi, i = 1, 2}〉 (106)
Σα denoting the graph having σα as connectivity matrix. Any of the substitutions ρˆα
leads to a homeomorphism Qα between ΩRh and the path space PΣα and to a surjective
homomorphism [Q∗α] : H(RΣα) → H(R). Let πα : H(RΣ) → H(RΣα) be the natural
projection. Then [Q∗4] = [Q
∗
α] ◦ πα for all α and therefore
ker[Q∗4] ⊃ 〈{H1, R
αwi, i = 1, 2; α = 1, · · · , 9}〉 ∼= ZZ
32. (107)
This shows independently that H(R) ⊂ ZZ 8 but not the opposite inclusion. A com-
putation of imL(4,4) for e.g. ρ0 would have been more complicated due to the lack of
symmetry.
Connes associates to the Penrose tilings yet another graph, the folded A4 Coxeter
graph, making use of a coding of a tiling by 0, 1 sequences obeying the condition that
no consecutive 1’s can appear [12]. But this coding, which was found by Robinson
[11], does not distinguish between a tiling and its image under an element of the
orientational symmetry. In fact, the coding yields a homeomorphism between the hull
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modulo the orientational symmetry and the path space of the folded A4 graph, with the
effect that the groupoid arising is that given by cofinality. In other words, the tilings
are considered as equivalence classes under translations and rotations and reflections.
One then obtains an AF -algebra as groupoid-C∗-algebra whose K1-group is trivial and
whose K0-group coincides with the integer group of coinvariants of the groupoid and
may be identified with the group I in (103) as ordered group. Although the range of
the tracial state on it coincides with (104) up to the order unit (the factor 1
20
does not
appear) it is a priori not clear that it predicts the right gap labels since the AF -algebra
does not contain the discrete Laplacian.
Concluding Questions
We have computed the integer group of coinvariants and its order but even in two
dimensions and under the assumption that K0(AT ) = H(R) ⊕ ZZ it is not clear what
the order structure on the K0-group is.
We did not mention groupoid cohomology but at least for tilings which reduce to
decorations the integer group of coinvariants is a cohomology group of the groupoid R
with coefficients in ZZ . The result of [4] on the connection between K-theory and group
cohomology is easily seen to generalize to this situation since the stability of K-theory
under taking stably isomorphic algebras is mirrored by the stability of (continuous)
groupoid cohomology under taking (continuously) similar groupoids. It is therefore
tempting to believe that K-theory of algebras associated to tilings is always related to
the groupoid cohomology with coefficients in ZZ of the associated groupoid in a way
like in [4].
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N0 =


3 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 3 0 0 0 0 0 2 0 0 0 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 1 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 2 0 1 0 0 0 3 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 2 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


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Figure 8: 4-fold substitutes of the triangles of Figure 7.0 and 7.1 in all directions.
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Figure 9
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