In this paper, we examine the locality property of the original Fractional Repetition(FR) codes and propose two constructions for FR codes with better locality. For this, we first derive the capacity of the FR codes with locality 2, that is the maximum size of the file that can be stored.
Introduction
Distributed storage systems (DSS) store huge amount of data across the network of nodes, which are geographically separated, to avoid the permanent loss of data due to a disk failure. To provide reliability, redundancy must be introduced.
Dimakis et al. found that there is a fundamental trade-off between storage space and repair bandwidth [1] [2] . And they introduced a regenerating code which is a class of codes that achieve every point on the trade-off curve. Among these points, two extreme points named as minimum storage regime (MSR) and the minimum bandwidth regime (MBR), are of special interest. Several explicit constructions for this regime have been proposed [6] [7] [8] [9] .
A code is said to have locality r if every node can be repaired from accessing at most r other nodes [3] . An erasure code with locality r is called as a locally repairable code (LRC). An LRC with locality r is said to have availability t if every symbol has t disjoint repair sets of size at most r [4] [5] .
Repair-by-transfer refers to the repair process with only transfer of stored data without any arithmetic operations [7] . A repetition code can carry out the repair-by-transfer. Also a serially concatenated code using a repetition code as its inner code inherits the efficient repair process of the repetition code. The minimum distance of the concatenated code is at least d 1 d 2 where d 1 and d 2 is the minimum distance of each component code [18] . We can improve the reliability of the concatenated code when we use an MDS code as an outer code. Fractional repetition(FR) codes are obtained from this concatenation framework [9] [10] .
The repair process implied in the FR codes is optimal in terms of the repair-bandwidth and the computational complexity. When a single node of size α fails, the node can be repaired by contacting other α nodes, hence, the locality must be α. Therefore, the locality increases as the number α of symbols per node increases. In this paper, we modify the FR code so that it has a fixed locality 2.
In the remaining of the paper, we first give a brief summary of fractional repetition codes in section 2. In section 3, we derive the upper bound for the size of the file that can be stored by using FR codes with locality 2. Two explicit constructions for FR codes with locality 2 that could store the file with the maximum possible size are proposed. One construction is for the code with only 1 repair set. And the other generates codes with 2 disjoint repair sets. In section 4, we conclude the paper.
Preliminary Discussion

Notations
We define notations used in this paper as follows.
-M : the size of the file.
-θ: the length of the MDS codeword.
-K: reconstruction degree which is the number of nodes that are contacted by a data collector.
-n: the number of storage nodes in the system.
-α: the number of symbols per each node, also called as the storage size.
-ρ: symbol repetition degree.
-Ω = {0, 1, ..., θ − 1}: a set of symbol positions of the MDS codeword of length θ. Fig. 1 Encoding of FR codes -V i : an α-subset of symbols of Ω that is stored in the i-th storage node, for i = 0, 1, ..., n − 1.
Review of the original FR codes
This subsection is a brief summary of the original FR codes from [9] . A DSS consists of n storage nodes, each of which stores α symbols. The symbol is an element of a finite field F q . A user, also called as a data collector, must be able to reconstruct its stored file of size M by contacting any K out of n nodes, for given K ≤ n. When a node fails, the system is repaired by replacing the failed node with a newcomer node. The newcomer node contacts d surviving nodes and downloads β symbols from each. By using the downloaded symbols, the newcomer node regenerates the symbols that could carry out the same role as the symbols which have been stored in the failed node. In the following, we use an n-set for a set of size n, and an α-subset for a subset of size α.
Definition 1:
[9] Given a (θ, M ) MDS code and the set of symbol indices Ω = {0, 1, . . . , θ − 1}, consider a collection of n α-subsets V 0 , . . . , V n−1 of Ω. This collection of n α-subsets is called a ((θ, M ), K, (n, α, ρ)) FR code C FR if each symbol of Ω belongs to exactly ρ α-subsets in C FR . Figure 1 shows the encoding of an FR code consisting of two steps: (1) MDS encoding of data file of size M into a codeword of length θ, (2) repetition of each symbol ρ times and distribution of them into n storage nodes each of size α. Therefore, ρ is called the repetition degree of C FR , and it must satisfy ρθ = nα.
(
An FR code is said to be universally good if it satisfies [9] :
for V i , V j ∈ C FR , i = j ∈ {0, 1, ..., n−1}. Several explicit constructions for some universally good FR codes have been proposed [11] [12] [13] [14] [15] [16] . In fact, most of these constructions are closely related to some combinatorial design problems.
We note that K is called the reconstruction degree of C FR because of the following. A data collector contacting any K nodes out of n storage nodes must be able to download at least M coded symbols. These can be used for erasure decoding of the MDS codeword of length θ, from which the original file of size M can be reconstructed. Let M (K) denote the maximum file size of an FR code with given parameters.
Definition 2: [9] The FR capacity M(K) is the upper bound on the maximum file size
where
The upper bound on the capacity of FR codes is presented in [16] :
. An FR code is said to be optimal if it can store a file of size which is equal to the capacity [16] .
Remark 1: There are several different explicit constructions of FR codes with the same parameters n, α, ρ, θ, K. The maximum file size of a code C = {V 0 , V 1 , ..., V n−1 } is the smallest number of distinct symbols from any K storage nodes. The capacity of ((θ, M ), K, (n, α, ρ)) FR codes is the maximum file size of a code C, where C is an FR code which maximizes min S i∈S V i among all FR codes with the same parameters.
Locality of FR codes
In this subsection, we examine the FR codes in terms of locality. The locality of the universally good FR code is the same as α. A code in Fig. 2 is a ((6, M ) , K, (4, 3, 2)) universally good FR code.
If an FR code has the minimum locality r = 1, every storage node has at least one node storing the same α symbols. Figure 3 shows a ((6, M ), K, (4, 3, 2)) FR code with locality 1. Both codes can repair all the single node failures locally.
The following simple comparison shows the additional benefit of small locality. If two nodes fail simultaneously, an FR code with locality 1 can repair some of them locally. If V 0 and V 2 fail simultaneously, then an FR code with locality 1 in Fig. 3 can repair them locally. A universally good FR code in Fig. 2 cannot repair any of them locally.
In a code with locality r, if a node i and one of the other (n − r − 1) nodes which are not in the repair set of the node i fail simultaneously, these two nodes can be repaired locally. Therefore, a code with small locality can repair multiple node failures locally with higher probability than a code with large locality.
The maximum file size of an FR code in
The maximum file size of an FR code with locality 1 in Fig. 3 is
The FR codes with locality r < α is some subset of FR codes. Therefore, for given parameters, the capacity of FR codes with locality less than α would be the same or less than the capacity of FR codes. The FR codes with locality r = 1 can be constructed straightforward and its capacity is M(K) = K ρ α, when ρ = 2, 3. FR codes with high repetition degree such as ρ > 3 is not suitable in regards to practical use. Therefore, we consider the FR codes with locality 2 that is the best locality except for the trivial case of 1 when ρ ≤ 3.
Main Results
Capacity of FR codes with locality 2
In the following theorem, the upper bound on the capacity of FR codes with locality 2 is derived. It does not consider the parameter n and θ. It is a function of two parameters K and α. Therefore, we use M(K, α) to denote the capacity.
Theorem 1: Let C be a ((θ, M ), K, (n, α, ρ)) FR code with locality 2. Then the capacity M(K, α) of C satisfies
where β 0 , β 1 are positive integers such that β 0 + β 1 = α and β 0 ≥ β 1 ≥ 1. Furthermore, the right-hand side of (5) is maximized when 
proof:
In an FR code with locality 2 and ρ ≥ 2, every storage node i storing an α-subset V i must be repaired by contacting two nodes. β 0 symbols of V i should be downloaded from some node j, j ∈ {0, 1, ..., n − 1}\{i}, and the remaining β 1 = α − β 0 symbols of V i should be downloaded from another storage node k, k ∈ {0, 1, ..., n − 1}\{i, j}. That is, for every i ∈ {0, 1, ..., n − 1}, there must exist a repair set {j, k} such that
We can use a graph representation for an FR code. Let G be a graph of an FR code with locality 2. In a graph G = (V, E), every vertex i ∈ V represents each storage node i ∈ {0, 1, ..., n − 1}. And an edge (i, j) represents that the intersection of two α-subsets V i and V j that are stored in a storage node i and j, respectively. If V i ∩ V j = φ, then an edge (i, j) ∈ E. Every edge (i, j) ∈ E is labeled with an integer, denoted by e i,j , which represents the number of intersecting symbols between V i and V j , e i,j = |V i ∩ V j | = e j,i .
At first, consider the FR codes with locality 2 and ρ = 2. The graph representing an FR code with locality 2 and ρ = 2 would be either a cycle graph or a set of multiple disjoint cycle graphs as shown in Fig. 4 . Every vertex is incident with two edges, one is labeled with β 0 and the other is labeled with β 1 . Note that, this is forced by the condition that ρ = 2 and locality 2.
The capacity M(K, α) can be obtained by using the graph representation as follows:
where S is a K-subset of {0, 1, ..., n − 1}. The last term i<j i,j∈S e i,j in (8) is the sum of all the e i,j for i < j ∈ S exactly once. A code C determines the maximum number of edges that are included in a subgraph induced by K vertices of G. If a graph G of the code C has cycles of length less than or equal to K, then in some cases, K edges can be included in a subgraph induced by K vertices of G. On the other hand, if a graph G has no cycles of length less than or equal to K, then the maximum number of edges in a subgraph induced by K vertices must be K − 1. Therefore, the code C which maximizes the value of min S (Kα − i<j i,j∈S e i,j ) is the code which has no cycle of length less than or equal to K. Then, for given code C, the K-subset S which minimizes the value of (Kα − i<j i,j∈S e i,j ) should be a path that starts from some vertex i s and ends at the other vertex i e . The path that maximizes ( i<j i,j∈S e i,j ) must have as many edges that are labeled with β 0 as possible.
Therefore, the maximum file size of the FR codes with locality 2 and ρ = 2 is
Now, consider the FR codes with locality 2 and ρ ≥ 3. Since the code C has locality 2, for every storage node i, there also must exist a repair set {j, k} which satisfies (7). Then there always exists a set S of K nodes, the cardinality of the union of which is the same as
). Then the capacity M(K, α) of FR codes with locality 2 and ρ ≥ 3 can be upper-bounded by M (K).
Therefore, in both cases of ρ = 2 and ρ ≥ 3, the capacity is upper bounded as (5).
The ((θ, M ), K, (n, α, ρ)) FR code with locality 2 is said to be optimal if it attains the capacity (5) with equality. In subsections 3.2 and 3.3, we propose explicit constructions for optimal ((θ, M ), K, (n, α, ρ)) FR codes with locality 2 when ρ = 2 and ρ = 3, respectively.
3.2 Construction for FR codes with locality 2 when ρ = 2
We will give an explicit construction for FR codes with locality 2 for general values of α under the symbol repetition degree ρ = 2.
Construction 1:
Assume that the storage size α and the reconstruction degree K are given. Determine the values of n and θ such that n > K and ρθ = nα. We will use the values β 0 = α 2 and β 1 = α−β 0 in this construction. Let M = α+
). Choose a (θ, M ) MDS code. Now, generate a cycle graph with (initially empty) n vertices V 0 , V 1 , ..., V n−1 . In the following, we use the index i = 0, 1, . . . , n−1 (mod n). We denote n edges of the cycle graph by e 0 , e 1 , . . . , e n−1 , and we use the convention that the vertex V i has two incident edges e i−1 and e i . Initially, we assign β i (mod 2) distinct symbols from {0, 1, ..., θ − 1} into the edge e i for all i so that no symbol is assigned to two different edges. Finally, each vertex V i will contain β 0 + β 1 = α symbols which have been assigned to its two incident edges e i and e i−1 . Then the FR code is the collection of V 0 , V 1 , . . . , V n−1 , all of which are α-subsets of {0, 1, ..., θ − 1}.
Example 1: Let's construct an FR code with locality 2 and ρ = 2 when α = 3 and K = 3 is given. In this case, a file of size M = 6 can be stored. Determine the number n of storage nodes such that n > K and n is even. If we select the value of n as 4, then θ should be 6. Since θ = M , no MDS encoding is included in this case. And just assign these 6 symbols according to the above construction. Then we can obtain a ((6, 6), 3, (4, 3, 2)) FR code with locality 2 as shown in Fig. 5(a) .
If we select larger n, then we can improve the reliability of the system. If n = 6, then the number θ of coded symbols of MDS code should be 9. Then generate 9 symbols by a (9, 6) MDS code. And following the Construction 1, a ((9, 6), 3, (6, 3, 2)) FR code with locality 2 in Fig. 5(b) can be obtained.
In both codes, every node can be repaired by its two adjacent nodes. For example, in a code of Fig. 5(a) , a node storing V 0 can be repaired by downloading {0, 1} and {5} from V 1 and V 3 , respectively. In both codes, a data collector contacting any 3 storage nodes can retrieve 6 distinct symbols. They could reconstruct the data file of size 6.
Example 2: Let's construct an FR code with locality 2 and ρ = 2 when α = 4 and K = 3 is given. In this case, a file of size M = 8 can be stored. Determine the number n of the storage nodes such that n > 3. Figure 6 is an example when n = 5. Here, n could be an odd value unlike the example 1 since n can be any value which satisfies 2θ = 4n. Then θ should be 10. Theorem 2: A code C generated from Construction 1 is an optimal ((θ, M ), K, (n, α, 2)) FR code with locality 2, where 2θ = nα.
proof:
Construction 1 generates a code based on a cycle graph of length n > K. The upper bound on the capacity of the FR codes with locality 2 is obtained as the maximum file size of this code in Theorem 1. Therefore, it is obvious that the code C is an optimal ((θ, M ), K, (n, α, 2)) FR code with locality 2.
Remark 2:
If we choose the number n of the storage nodes as n = K + 1, then no MDS code is included in the FR code. If n > K + 1 is selected, an MDS code can improve the reliability of the system. Remark 3: When some two nodes fail simultaneously, they cannot be repaired locally. In the example 1, when two nodes storing V 0 and V 1 fail, local repair is not possible in both codes in Fig. 5(a) and 5(b) . A ((9, 6), 3, (6, 3, 2)) FR code can repair the failed nodes by downloading 6 symbols from any K = 3 surviving storage nodes. The file of size M = 6 can be obtained by decoding of the (9, 6) MDS code. Then symbols that will be contained in V 0 and V 1 should be generated by the encoding of the MDS code. In this case, the repair is possible but it is very complex unlike the local repair.
To guarantee the local-repair for all the two-node failures, the repetition degree ρ should be increased.
Construction for FR codes with locality 2 when ρ = 3
In this subsection, we will discuss the FR codes with locality 2 when ρ = 3. We will give a construction for α = 3 only. Therefore, the value of β 0 and β 1 is assumed to be 2 and 1, respectively, from (6) . Following construction is entirely dependent on the existence of a 4-regular graph with given girth. The existence of a d-regular graph with girth g is not immediately obvious, and it was first proved in [22] by some constructions. Since the number of storage nodes is related to the number of vertices of such a graph, it is important to find the graph with small number of vertices. This will be discussed at the next subsection. . We will use the values β 0 = 2 and β 1 = 1 in this construction. Let M = 3 + K−2 i=0 (3 − β i (mod 2) ). Choose a (2v, M ) MDS code. Each vertex of G has 4 edges, and we assign directions to them so that two edges are outgoing and the remaining two edges are incoming. Note that the number of edges is 2v. Assign the symbols from {0, 1, ..., 2v −1} to 2v edges in one-to-one manner. Now we will distribute the symbols from {0, 1, ..., 2v−1} to initially empty sets V 0 , V 1 , ..., V 2v−1 as follows:
1. For each i = 0, 1, ..., v − 1, two symbols assigned to two outgoing edges of G i come into both V 2i and
2. For each i = 0, 1, ..., v − 1, two symbols assigned to two incoming edges of G i are split and distributed to V 2i and V 2i+1 individually so that
Then the collection of 3-subsets V 0 , V 1 , ..., V 2v−1 is the FR code with parameters ((2v, M ), K, (2v, 3, 3) ).
Example 3: Figure 7 shows an optimal ((16, 10), 6, (16, 3, 3)) FR code with locality 2. This code is based on 4-regular graph with 8 vertices and girth 4.
Theorem 3: Construction 2 generates an optimal ((θ, M ), K, (n, 3, 3)) FR code C with locality 2, where θ = n. Moreover every storage node is guaranteed to have 2 disjoint repair sets.
proof: Every vertex G i of a graph G has two incoming Fig. 8 A detailed graph G of the graph G in Fig. 7 . Fig. 9 A subgraph of G induced by 6 storage nodes.
edges and two outgoing edges. Assume that (j 1 , i) and (j 2 , i) are two incoming edges and (i, k 1 ) and (i, k 2 ) are two outgoing edges of G i . Consider the storage node V 2i that is included in a vertex G i . The first symbol of a node V 2i is stored in both V 2j1 and V 2j1+1 . The second and third symbols of V 2i are stored in the node V 2i+1 in the same vertex G i . One of these two symbols is stored in V 2k1 (or V 2k1+1 ). And the other symbol is stored in V 2k2 (or in V 2 k 2 +1 ).
Then, every storage node V 2i has two disjoint repair sets, {V 2j1 , V 2i+1 } and {V 2j1+1 , V 2k1 , V 2k2 }. Similarly, every node V 2i+1 also has two disjoint repair sets. Since the cardinality of the smallest repair set is 2, the code C has locality 2. Now, we will prove the optimality of the code C. Figure 8 shows the detailed graph G of the 4-regular graph in Fig. 7(a) . In G , every vertex G i has two storage nodes, V 2i and V 2i+1 . Every storage node is represented by a black dot in the graph. The first dot and the second dot in G 0 is the storage node V 0 and V 1 , respectively. The edge that starts from a vertex G 0 and ends at V 2 in a vertex G 1 represents the symbol 0 which is the intersection among three storage nodes V 0 , V 1 , and V 2 . Two storage nodes V 2i and V 2i+1 in the same vertex G i have two common symbols. We omit the edges between these two nodes V 2i and V 2i+1 in the graph G in Fig. 8 .
If we select K storage nodes, then we can obtain a subgraph induced by the K nodes. Figure 9 shows a subgraph of G induced by 6 storage nodes, V 0 , V 1 , V 3 , V 4 , V 5 , and V 6 . In a graph G in Fig. 8 , an edge starts from a vertex G i and ends at a storage node V j . This means that the edge is starts from both storage nodes V 2i and V 2i+1 in a vertex G i . Therefore, at least one of these two storage nodes and the storage node V j is selected in a K-subset S, then an edge starts from G i and ends at V j is also included in the subgraph induced by the K storage nodes. In Fig. 9 , the K-subset S = {0, 1, 3, 4, 5, 6} is assumed. The edge starts from G 1 and ends at V 4 is included in the subgraph since one storage node V 3 of G 1 and the storage node V 4 is contained in S. An edge starts from G 2 and ends at V 6 is also included in the subgraph. Edges between V 0 , V 1 and V 3 , V 4 are also implied. These edges represents two symbols that are the intersection of two storage nodes.
Let's denote the subgraph of G induced by S as H S . In the subgraph H S , edges with direction represents the one symbol intersection between G i and G j and the other edge represents the two symbol intersection between two storage nodes V 2i and V 2i+1 . Let E = E 1 ∪ E 2 be a set of edges in H S , where E 1 is a subset of edges with direction and E 2 is the set of the remaining edges in H S . Now we can calculate the cardinality of the union of K storage nodes in S as follows.
Now we should determine the K-subset S which gives the minimum M (K). To minimize the M (K), the cardinality |E 2 | must be maximized first. Therefore, as many pairs of two storage nodes V 2i and V 2i+1 which are in the same vertex G i should be included in S as possible.
is the maximum possible |E 2 | for given K. And then |E 1 | must be maximized for given E 2 . Then |E 1 | = K 2 − 1 is the maximum possible |E 1 | for given K and |E 2 | = K 2 . As a special case,
is possible if the graph G of a code C has a cycle of length K 2 or less. In Construction 2, the code C is generated based on the graph with girth g ≥ K+2 2 . Therefore, in the code C, |E 2 | ≤ 
The right-hand side of the above inequality is M (K, 3) . Therefore, the code C is an optimal ((2v, M(K, 3)), K, (2v, 3, 3)) FR code with locality 2.
Some practical considerations
Construction 2 depends on the existence of 4-regular graphs with a given girth g. It is important to obtain such a graph with small number v of vertices since v determines the number n of the storage nodes as n = 2v.
Moore bound is a simple lower bound on the number of vertices for a d-regular graph with a given girth. 
The d-regular graphs with girth g and v 0 vertices in (9) are called Moore graphs. These graphs are unique if they exist [20] . Complete graphs K d+1 and complete bipartite graphs K d,d are Moore graphs with g = 3 and g = 4, respectively.
And for g > 4, Moore graphs only exist if the pair of parameters (d, g) is (3, 5), (7, 5) , and (57, 5), or if g = 6, 8, or 12 [20] . 
If we use the (4, g) cages for g ≥ K+2 2
in Construction 2, then we can obtain an optimal ((θ, M), K, (n, 3, 3)) FR code with locality 2 in terms of the storage overhead which is the fraction of total storage size nα and the file size M . However, very few cages are known [19] . We can find some explicit 4-regular graphs with girth g, where g ≤ 6 in [21] . The smallest number of vertices of a 4-regular graph with girth 4 is 8. If we use this graph in Construction 2, the required number of storage nodes is 16 and this guarantees that the resulting code achieves the capacity for K ≤ 6. Table 1 shows the known 4-regular graphs with girth g, for 3 ≤ g ≤ 10, and g = 12, and parameters of the FR code obtained by the Construction 2 using the graph. In this table, v is the number of vertices required for a 4-regular graph with girth g. n denotes the number of storage nodes of a code which is constructed from the graph with v vertices and it is obvious that n = 2v from Construction 2. The graph with girth 3, 4, 6, 8, and 12 are the Moore graphs while graph with girth 5, 7, 9 and 10 are not.
If we want to store a file of large size, then we select either large α or large K since M(K, α) is increasing with K and α. Construction 2 is only for a code with fixed α = 3. Therefore, we must choose large K to store a file of large size. The value of K is also restricted by the girth g of a 4-regular graph that is used in the construction. The generation of 4-regular graphs with large girth and small number of vertices is not straightforward.
Both an FR code with α = 11, K = 3 and an FR code with α = 3, K = 14 can store a file of size 22. Since Construction 2 only gives a code with α = 3, we should construct an FR code with α = 3, K = 14 to store a file of size 22. Such an FR code can be constructed based on a 4-regular graph with girth g = 8. If the file size is increased much larger, then a 4-regular graph with much larger girth is required. Only (4, g) cages with 3 ≤ g ≤ 10, and g = 12 are known. Cages with other girth are not known. Furthermore, although a Moore graph exists for large girth g and is used in Construction 2, the number of required vertices increases much larger when the girth increases by 1.
If we want to store a file of size 28, there are several options. One is to use a large code with K = 18 in the 8-th row of Table 1 . This requires 768 storage nodes. The other is to use four codes with K = 4 in the 1-st row of Table 1 . This requires 40 storage nodes. The latter seems to be much efficient. Therefore, using multiple disjoint small codes could be another good option for storing large file.
Concluding Remarks
In this paper, we proposed explicit constructions for FR codes with locality 2 when ρ = 2 or ρ = 3. The construction for ρ = 2 is applicable for general values of α while the construction for ρ = 3 is restricted to the case of α = 3 only. Constructions for general values of α > 3 when the repetition degree ρ = 3 will be an interesting future work.
The proposed constructions are based on regular graphs, especially 4-regular graphs for ρ = 3. To construct a code which can store a large file, (4, g) cages with large girth g will be the best choice. Such a (4, g) cages are known for only small ranges of g. Construction for (4, g) cages for all positive integers g not shown in Table 1 will be an important and interesting research.
