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We demonstrate high-temperature thermoelectric conversion in InAs/InP nanowire quantum dots
by taking advantage of their strong electronic confinement. The electrical conductance G and the
thermopower S are obtained from charge transport measurements and accurately reproduced with a
theoretical model accounting for the multi-level structure of the quantum dot. Notably, our analysis
does not rely on the estimate of co-tunnelling contributions since electronic thermal transport is
dominated by multi-level heat transport. By taking into account two spin-degenerate energy levels
we are able to evaluate the electronic thermal conductance K and investigate the evolution of the
electronic figure of merit ZT as a function of the quantum dot configuration and demonstrate
ZT ≈ 35 at 30 K, corresponding to an electronic efficiency at maximum power close to the Curzon-
Ahlborn limit.
The progress in the fabrication and control of nanos-
tructured systems has opened new prospects for thermo-
electric (TE) research [1, 2] and has provided new ways to
create improved TE devices [3–7]. In particular, quan-
tum dots (QDs) were soon identified as ideal systems
for the implementation of efficient heat engines [2] and
for the creation of nanoscale thermometers [8]. The key
property is their discrete density of states that yields a
strong energy selectivity in their transmission profile thus
opening the way to the realization of TE systems with an
optimized performance [2]. As a consequence, TE effects
in QDs have been extensively investigated both theoret-
ically [9–32] and experimentally [33–43]. The TE behav-
ior of electronic devices is characterized by the so-called
figure of merit ZT that is larger in more efficient devices.
Indeed, within linear-response regime, both the maxi-
mum efficiency and the efficiency at maximum power are
solely determied by the figure of merit, and they are grow-
ing functions of ZT [7]. The figure of merit is defined as
ZT = GS2T/K, where G is the electrical conductance,
S is the Seebeck coefficient, K is the thermal conduc-
tance and T is the temperature. In bulk materials the
maximization of ZT has been proved to be highly non-
trivial since G, S and K are intrinsically related. On the
contrary, heat and charge transport in QD-based TE de-
vices can be disentangled and larger values of ZT can be
achieved. The performance of thermal machines based
on QDs has been theoretically studied by many authors
[22, 25, 44–48], while only one experimental investigation
is available up to now [40]. We also note that QDs can
provide a key building block for the fundamental investi-
gation of quantum and stochastic thermodynamic effects,
as shown for small-sized systems, where thermal fluctua-
tions are of much relevance [49–51].
The investigation of TE effects in single-electron sys-
tems is performed in temperature regimes for which the
thermal energy kBT is smaller than the Coulomb gap. In
addition, it is often desirable to implement devices where
the individual energy levels are well-resolved with respect
to the thermal energy so that only few levels contribute
to the heat transport. Here, we exploit the strong con-
finement of QDs realized in InAs/InP heterostructured
nanowires (NWs) [52–54] to demonstrate field-effect con-
trol on the thermopower S up to temperatures of the
order of 30 K. The high temperature regime has been
little explored in similar systems [39], usually operated
at much lower temperatures [38, 40]. Our devices allow
for the application of a temperature gradient along the
NW, the measurement of charge current and the Seebeck
coefficient, as well as the direct measurement of local
temperatures. The strong confinement of the electrons
in our QDs allows us to obtain charging energies Ec ex-
ceeding 10 meV, with inter-level spacings ∆ε of the order
of 5 meV and thus to operate our devices at relatively
high temperatures and close to the QD depletion. Using
a theoretical model accounting for sequential tunnelling
mediated by two spin-degenerate levels [18, 44, 55] we can
accurately reproduce the experimental conductance and
thermopower. This allows us to estimate the electronic
thermal conductance K, the power factor GS2 and the
electronic figure of merit ZT .
Fig. 1(a) shows a scanning electron micrograph of one
of the investigated devices, where different colors corre-
spond to different elements. The device core is consti-
tuted by an InAs/InP heterostructured NW with a di-
ameter of 52 ± 1 nm. As visible in the Fig. 1(b), the
nanostructure embeds a 20± 1 nm InAs island separated
from the rest of the NW by two ≈ 4 nm-wide InP bar-
riers. The NWs used for this study were grown by Au-
seeded chemical beam epitaxy [56] and have a wurtzite
crystal structure. As grown NWs were detached from the
growth substrate by sonication in isopropyl alcohol (IPA)
and randomly deposited on a SiO2/Si p++ substrate by
drop-casting and contacted by e-beam lithography fol-
lowed by an evaporation of a metallic Ti/Au (10/100 nm)
bilayer. The resulting device layout includes a metallic
serpentine heater (red), which can be fed by a current IH
to induce, thanks to Joule heating, a thermal gradient
along the NW (green). Our architecture also includes a
set of multiple contact electrodes (yellow) that allows to:
(i) apply a voltage bias Vbias and measure the current
IDS flowing through the NW; (ii) perform a local mea-
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FIG. 1. (a) Scanning electron micrograph of a typical device.
A local heater (red) is used to establish a temperature differ-
ence ∆T between the two ends of the NW (green) embedding
an InAs/InP heterostructured QD. The device is fabricated
on top of a degenerately-doped SiO2/Si p++ substrate (gray)
and a set of Ti/Au electrodes (yellow) can be used both as
electrical contacts to the NW and as local resistive thermome-
ters. The QD electronic configuration can be controlled with
a pair of side gates (SG, purple) or using the conductive sub-
strate as a backgate electrode (BG). (b) Transmission elec-
tron micrograph of the heterostructured QDs. (c) Sketch of
the energetics scheme: the QD implements a multi-level sys-
tem that can mediate heat and charge transport between the a
source (S) and a drain (D) electrodes, in the presence of ther-
mal and electric biases. Two spin-degenerate levels ε1 and ε2
(∆ε = ε2 − ε1) play a relevant role in the regime studied in
the experiment.
surement of the temperature by tracking the resistance
of the central metallic part of the contact electrodes. The
QD population and spectrum can be controlled by a set
of field-effect gates including the SiO2/Si p++ substrate,
or back-gate (gray), and two side gates that can also be
used to modify the radial confinement profile of the QD
(purple) [57].
The control on the temperature of the system is ob-
tained by setting the temperature of the bath Tbath in
which the device is immersed and then by setting a tem-
perature gradient across the NW so that its hot end is at
a temperature TH and its cold end is at a temperature TC.
The average temperature Tavg = (TH + TC)/2 is set high
enough (Tavg ∼ 30 K) so that we can benefit of the follow-
ing advantages. (i) Since ~Γ  kBTavg (where Γ is the
characteristic tunnelling rate through the QD barriers)
and ∆ε is not much larger than kBTavg, sequential tun-
nelling processes dominate the thermoelectric transport
and data analysis is relatively straightforward (see below
for details); (ii) Since ∆T  Tavg, non-linear response
effects in thermal bias ∆T are negligible thus simplify-
ing the theoretical analysis; (iii) charge transport can be
explored for relatively large applied bias voltages (up to
Vbias ≈ kBTavg/e) while remaining in the linear response
regime. In this situation, the current IDS flowing through
the QD is given by
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FIG. 2. (a) Typical map of the QD current versus Vbias and
Vgate showing the QD filling N in each Coulomb blockade dia-
mond. The analysis of the diamonds yields a charging energy
Ec = 14 ± 2 meV and an energy spacing between the first
and second QD level ∆ε = 5 ± 1 meV. (b) IDS(Vbias) curves
for several values of the gate voltage Vgate. Thermoelectric
measurements are obtained in the linear response regime, i.e.
for low applied voltage bias (eVbias < KBT) for which the
response of the system is linear and thus eq. 1 holds.(b) Cur-
rent IDS, as a function of Vbias, in the linear response range for
four values of Vgate highlighted by arrows of the correspond-
ing color in panels (e) and (f). (c) Extrapolated conductance
G and (d) thermovoltage −Vth as function of the applied gate
voltage Vgate for the first degenerate energy level for an av-
erage temperature Tavg = 24.9 K and for IH = 10 mA cur-
rent feeding the heating serpentine, when the system is in a
Tbath = 4.2 K thermal bath. Panels (e) and (f) report equiva-
lent data for Tavg = 31.2 K and IH = 13 mA and Tbath = 10 K.
Temperatures are obtained by using the local metallic ther-
mometers at the two NW ends.
IDS = G(Vbias + S∆T ), (1)
where G is the electrical conductance and S is the See-
beck coefficient. The thermovoltage at open circuit con-
ditions is thus given by Vth = −S∆T . It should be noted
that both G and S are temperature dependent even if
not explicitly indicated. Typical transport data from
our QDs can be seen in Fig. 2(a), reporting a colorplot
of IDS as a function of the gate voltage Vgate and the
DS bias Vbias at T = 4.2 K. Any of the three avail-
3able gates (SG1, SG2 and BG) can be used to oper-
ate the device, but in the experiment reported here the
QD was controlled using the lateral gate SG1 because it
yielded the most stable control of the electronic configu-
ration. Coulomb diamonds are clearly visible for various
QD filling numbers N , and indicate a charging energy
on the first spin-degenerate level Ec = 14 ± 2 meV and
an inter-level spacing ∆ε = 5 ± 1 meV. In Fig. 2(a)
N = 0 corresponds to a completely depleted QD, as fur-
ther discussed in the Supplementary Information and as
indicated by high-temperature transport data. However,
the behavior of the device is not expected to critically de-
pend on the presence of filled levels as long as they are far
away in energy with respect to the relevant energy scales,
in particular kBTavg. In Fig. 2(b) we report a set of
IDS(Vbias) curves corresponding to vertical cross-sections
at fixed Vgate taken from the region highlighted by the
black rectangle in panel (a). The thermoelectric response
of the device has been obtained from transport data in
the linear regime. From the curve IDS(Vbias) curve re-
stricted to the linear response range (see e.g. Fig 2 (b)),
we determine G (slope) and Ith = GS∆T (intercept) for
each Vgate value and for a fixed ∆T using Eq. (1). From
the knowledge of the slope and intercept of the lines it
is possible to compute Vth = −S∆T . Fig. 2(c)-(f) show
the plots of G(Vgate) and −Vth(Vgate) for two different
bath temperatures and heating currents IH, such that
the average temperatures of the QD are Tavg = 24.9 K in
panels (c) and (e) and Tavg = 31.2 K in panels (d) and
(f), respectively.
Experimental data are analyzed with a theoretical
model based on a master equation accounting for se-
quential tunneling of electrons between the leads and the
QD [9, 44, 58]. As already mentioned in the introduc-
tion, we can reasonably assume that co-tunneling pro-
cesses are negligible when two conditions are met, namely
~Γ kBTavg and ∆ε . kBTavg. The first condition is re-
quired since small values of ~Γ/kBTavg suppress the coef-
ficient of co-tunneling rates. The second condition comes
from the fact that co-tunneling contributions decay as
a power law with the energy difference δE between the
chemical potential of the leads and the nearest resonance
(measured in units of kBTavg) [58]. This means that
they may prevail over sequential contributions for large
enough δE, since sequential tunneling contributions de-
cay exponentially with δE/kBTavg [55, 58, 59]. Remark-
ably, the presence of two spin-degenerate levels, with
spacing equal to ∆ε, sets a bound to the energy differ-
ence δE. The second condition (for which ∆ε . kBTavg),
therefore, ensures that the exponential suppression of se-
quential tunneling is limited and we can safely disregard
co-tunneling effects. This is particularly relevant for val-
ues of Vgate such that the chemical potential of the leads
is between the two spin-degenerate levels, where the ther-
mopower is maximal even though the conductance is neg-
ligible.
Two spin-degenerate QD orbitals ε1 and ε2 are taken
into account in the QD model and tunneling rates are
assumed to depend on the number of electrons N in the
QD (see Supplementary Information for details about the
model). Further important outputs of the fitting proce-
dure are the electronic temperatures TH,fit and TC,fit that
can be used to obtain a better estimate of the net temper-
ature bias across the QD structure ∆Tfit. The average fit
temperature Tavg,fit = (TH,fit + TC,fit)/2 matches nicely
with the one obtained experimentally sing the metallic
thermometers Tavg, and confirms the good calibration of
the resistive thermometers. On the contrary, ∆Tfit is siz-
ably smaller than ∆T . This is not very surprising since
the NW has a finite heat conductance leading to a par-
titioning of the thermal bias as observed in experiments
at lower temperatures [60]. Since ∆Tfit is the relevant
temperature bias for the analysis of the TE response of
the QD, it has been used for all the subsequent estimates
on the TE parameters of the nanostructure.
Fig. 3(a) and (b) show the experimental data (red
dots) for the case Tavg = 31.2 K, together with the fitted
curves (solid lines) obtained using the model (∆Tfit =
2.05 K). Different fitting models are compared: the
solid black curve accounts for two spin-degenerate en-
ergy levels in the QD (here referred to as the “four-
level” model); the green dashed curve accounts for a sin-
gle (spin-degenerate) energy level (referred as the “two-
level” model), as often done in the literature to model sin-
gle [61–65] and double quantum dot system [25, 46, 66–
68]. We notice that the four-level model nicely fits the
experimental data for G and S in the whole range of
values of Vgate under consideration, while the two-level
model is accurate only for values Vgate < 1.6 V in the
conductance plot (the first two peaks in Fig. 3(a)) and
up to Vgate ' 1 V in the thermopower plot (Fig. 3(b)).
The theory can now be employed to calculate the elec-
tronic thermal conductance K by using the fitting pa-
rameters obtained from the experimental data G(Vgate)
and S(Vgate) (see Supplementary Information for details
about values obtained for the parameters). The result-
ing K(Vgate) curves for the two models are plotted in
Fig. 3(c). Remarkably, the curve relative to the two-level
model departs even in the first peak from the curve of
the four-level model. This is due to the fact that K,
by definition, is the ratio between the heat current and
the temperature difference in open circuit conditions, i.e.
when IDS is zero. In a sequential single-level model, all
electrons tunnel through the QD at the same energy, thus
the same amount of heat is transferred to/from a given
reservoirs in each tunneling event. If IDS = 0, there is
not net transfer of charge, thus there is no net trans-
fer of heat. This implies K=0, regardless of the gate
voltage. Conversely, if there are two or more energy lev-
els, electrons can tunnel at different energies, and this
possibility allows for a net heat transfer at zero charge
current [18, 44]. Therefore, as opposed to G and S, the
value of K in the sequential regime is fully determined
by the multilevel structure of the QD. It is thus crucial
to employ the four-level model to estimate it properly.
Using the three transport coefficients G, S and K one
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FIG. 3. Theoretical fit of the experimental data and model-
ing of electronic thermal conductivity. Conductance (a) and
thermopower (b) data shown in Fig.2(e)-(f) are compared
with the result of the two-level and four-level models. Lit-
tle discrepancy between the two emerges in the area of inter-
est involving the first spin-degenerate state of the QD. Dif-
ferently, sizable deviations start to appear in configurations
corresponding to a QD filling N ≥ 2. The absence of devia-
tions below the first spin-degenerate level is consistent with
the N = 0 filling. In the model, the experimental gate volt-
age values are converted into energy using a gate lever arm
αgate = 0.011±0.001 meV/V (see Supplementary Information
for further details). (c) Electronic thermal conductance K ob-
tained using the two-level (green dashed line) and four-level
(black line) model. The large discrepancy between the two
models on the high end of the plotted energy range indicates
only a four-level model can yield a reliable estimate of K in
the studied experimental configuration.
can evaluate the performance of our QD system when
operated as a heat engine. Indeed, the electric response
to a temperature difference can be used to drive a cur-
rent against a voltage bias, effectively extracting work
from the system. The efficiency of a heat engine is then
defined as the ratio between the extracted work and the
heat provided by the hot reservoir. At fixed Vgate and
temperature difference, we define Pmax as the maximum
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FIG. 4. (a) Maximum Power extracted from the system as
a function of the gate voltage. The experimental data (red
dots) and the theoretical prediction (black curve) are com-
puted as GS2∆T 2/4 using respectively the experimental and
theoretical values of G and S. (b) Electronic thermoelectric
figure of merit dependence on the applied gate voltage, com-
puted using the extrapolated curves for G, S and K (Fig. 3).
(c) Electronic efficiency at maximum power in units of Carnot
efficiency ηC.
power that can be extracted by optimizing over the ap-
plied Vbias. The corresponding efficiency will then be
the efficiency at maximum power η(Pmax). It can be
shown[7]) that Pmax also corresponds to the maximum
power that can be performed on a variable load resis-
tance in series with the QD. However, as shown in Ref.[7],
within the linear response regime both Pmax and η(Pmax)
can be computed simply from the knowledge of the
transport coefficients G, S and K previously shown, i.e.
Pmax = GS
2∆T 2/4 and η(Pmax) = ηC/2×ZT/(ZT +2),
where ZT = GS2T/K is the electronic figure of merit.
The maximum power is plotted in Fig. 4(a) as a func-
tion of the gate voltage Vgate using the theoretical (solid
curve) and experimental (red circles) values of G and S
together with the fitted value of ∆Tfit. The experimental
data (available down to Vgate ' −1 V) is well reproduced
by the four-level model which presents several peaks, the
5largest one corresponding to Pmax = 0.37 fW occurring at
Vgate ' −0.78 V. Remarkably, the corresponding value
of the electronic figure of merit [plotted in Fig. 4(b)] is
ZT ≈ 35. ZT displays a fast increase as Vgate decreases
below the first conductance peak, as expected for a single-
level QD. This is due to the fact that there are no levels
below the first conductance peak, so that our QD sys-
tem approximately satisfies the requirement for achiev-
ing Carnot efficiency [2]. Indeed, the electronic efficiency
at maximum power, plotted in Fig. 4(c), takes the value
η(Pmax) = 0.47ηC (where ηC is Carnot’s efficency) for
Vgate ' −0.78 V, implying that our QD system can be
operated at an electronic efficiency at maximum power
very close to the Curzon-Ahlborn’s linear response upper
bound ηCA = ηC/2. It is worth observing that the elec-
tronic efficiency at maximum power is computed from the
knowledge of ZT [7]. Interestingly, Fig. 4(c) shows that
the electronic efficiency at maximum power roughly be-
haves as the maximum power [Fig. 4(a)], implying that
both the maximum power and corresponding efficiency
can be simultaneously maximized.
In conclusion, we have explored TE phenomena in
InAs/InP NW QD-based devices at high temperature
in the linear regime. Experimental data were analyzed
using a multi-level model based on the resolution of a
master equation which allowed us to compute the elec-
tronic thermal conductance of the system. This, in com-
bination with the experimental data of conductance and
thermopower, allowed us to estimate the electronic ther-
moelectric figure of merit ZT and the electronic efficiency
at maximum power of our thermoelectric engine. We find
that the ideal Curzon-Ahlborn’s upper bound is nearly
attained, and that a figure of merit ZT ≈ 35 is reached
while extracting the maximum power from the system.
This study demonstrates the full electrostatic control of
the heat engine features of a thermally biased NW QD
operating in high temperature regimes. Our results shed
light on the operation of few level thermoelectric engines,
a key issue for the physics and technology addressing
heat and charge transport mediated by single carrier.
The electronic ZT, which neglects the contribution of the
phonons to the thermal conductance, is a sound charac-
terization of the electronic properties of the device which
allows to compare the electronic performance of different
thermoelectric materials. Furthermore, it is directly re-
lated to the efficiency of non-equilibrum devices, such as
solars cells which aim at recovering the energy of out-of-
equilibrium ”hot carriers” excited by light [69, 70]. Possi-
ble applications include on-chip cooling, energy harvest-
ing on cryogenic platforms and nanoscale thermometry.
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Materials and Methods. InAs/InP heterostruc-
tured NWs were fabricated using a chemical beam epi-
taxy process seeded by metallic nanoparticles obtained
from thermal dewetting of a Au thin film [71]. Growth
was performed at 420 ± 10 ◦C using trimethylindium
(TMIn), tert-butylarsine (TBA), and tributylphosphine
(TBP). The TBAs and TBP are thermally cracked at
around 1000 ◦C upon entering the growth chamber, while
the TMIn decomposes on the substrate surface. The
metallorganic pressures were 0.3, 1.0, and 4.0 Torr for
TMIn, TBAs, and TBP, respectively. These growth con-
ditions ensure to achieve InAs/InP NW heterostructures
with straight morphology, constant diameter, wurtzite
crystal structure and atomically sharp interfaces [56, 72].
InAs/InP and InP/InAs interfaces where realized with-
out any interruption by switching the group V precur-
sors. The position of the dot inside the NW is determined
based on its average distance from the Au nanoparticle,
as measured from an ensemble of wires with STEM. This
leads to a typical alignment error of ±50 nm, based on
NW imaging statistics and on alignment errors during
the lithographic process. Ohmic contacts are obtained
by thermal evaporation of a Ti/Au (10/100 nm) bilayer,
after a chemical passivation step based on a standard
(NH4)Sx solution. The NW voltage bias was obtained
using the auxiliary output of a Stanford Research lock-in
amplifier SR830 and a resistor divider. Charge current
was measured using a DL1211 current preamplifier and
an Agilent 34401A multimeter. Each of the thermome-
ters was excited by an AC current of 1µA, obtained using
the sinusoidal output of a SR830 amplifier connected to
a 1 MΩ bias resistor. The local heater was supplied us-
ing a Keithley 2400 SourceMeter. The gate voltage was
controlled using a Yokogawa 7651 DC source.
I. SUPPLEMENTARY INFORMATION
• Experimental methods: measurement setup, ther-
mometers and heaters calibration, device charac-
terization;
• Details about the theoretical models involved in
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