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In this note it is proved that I(.) a boundary trajectory of a Lipschitz-continuous 
differential inclusion P E F(r, x), x(O) = 0, the tangent cone to F(r, s(r)) at .t(t) and 
that of attainable set E(t) at x(/) coincide for almost every t provided that aF(t, x) 
is smooth (similar results with more stringent assumptions were obtained by H. 
Hermes (J. Differential Equations 3 (1967) 256-270) and S. tojasiewicz, Jr. 
(Aslerisque 75-76 (1980) 187-197)). It is also proved that the outward normal to 
these cones along the trajectory is Lipschitz-continuous (in t). Moreover, using the 
lower, one-side, directional derivative instead of F. H. Clarke’s generalised gradient, 
first-order necessary conditions are obtained, which can be stronger than those of 
Clarke (in “International Symposium on the Calculus of Variation and Optimal 
Control, University of Wisconsin, Madison, Wisconsin, September 1975”). The 
main ideas of this paper were presented in J. Hale’s seminar at Brown University 
(March 1976). t 19X5 Academic Press. Inc 
NOTATIONS 
For each (t, X) E R x R” let F( t, X) be a nonempty, compact, convex sub- 
set of R”. We call a trajectory of F any function x(.) from R to R” 
absolutely continuous on compact intervals which satisfies i(t) E F( t, x(t)) 
for a.e. t E R. For t >, 0 we define the attainable set as E(t) = {x(r): x(.) is a 
trajectory of F and x(O) = 0). If x(t) E d&T(t) for t E 10, T[ (T finite or 
infinite) then x(.) is called a boundary trajectory (over [0, T]). By B,(a; r) 
we denote the closed ball with center a E R” and radius r. We suppose that 
t -+ F(t, x) is measurable for all x, there exist positive constants L and M 
such that F(t, x) c B,(O; M) and p(F(t, x), F(t, y)) d L Ix - yJ for all t, x 
and y. Here p( , ) denotes the Hausdorff metric and 1.1 the euclidean metric. 
The above conditions imply that E(t) are nonempty compact sets and that 
for any boundary trajectory x(.) we have a(t) E aF(t, x(t)) for a.e. 
t E [0, I”]. These and other basic properties of attainable sets and the 
solutions of differential inclusions were considered, for instance, in [5-7, 
12, 131. Take aE R” and A c R”. 
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We recall the standard definition of the tangent cone to A at a. 
T,A = {c E R”: there exist U;E A and M, > 0 such that 
ai --t a and ~,(a, - a) --f c}. 
Suppose furthermore that aF(t, X) is C-smooth hypersurface of R” for 
(t, x) E R x R”, i.e., that T,F(t, x) is a half-space for all a E 8F( t, x) (because 
F(t, X) is convex). Hence for x(.) a boundary trajectory of F we can define 
p(t) as the unique outward normal to T?(,,F(t, x(t)) for a.e. t E [0, T]. 
THEOREM 1. Assuming the above regularity conditions let x(.) be a boun- 
dary trajectory of F. Then T,(,,F(t, x(t)) = T,,,,E(t)) for a.e. t E [0, T], 
[p(s)-p(t)( <L Is- t( for a.e. s and t in [0, T], and T,,,,,?(t) is the half- 
space (for all t E 10, T[) determined by the Lipschitz extension of p(.) as its 
outward normal. 
Remark. The Lipschitz-continuity of p(.) can also be deduced from [ 11. 
Proof of theorem. We start with proving a selection lemma (the idea of 
this proof has been discussed at T. Waiewski’s seminar). 
LEMMA. There exists $ R x R” -+ R” such that f (t, x) E F( t, x), t -+ f (t, x) 
is measurable and 1 f (t, x) -f (t, y ) I d K 1 x - y ) holds for all t, x, y, where K 
is a positive constant. 
Proof of lemma. Let A be a nonempty convex compact subset of R”. 
For OZVER” and 680 we put A”={u+u: UEA, u~B,(0;6)), 
A, = {a + ru: a E A, z E [0, 1 ] }, P,A-projection of A in R”- ’ parallel to v. 
Obviously we have 
m,(A,)=m,(A)+ /VI m,-. I(PJ) (1) 
where m, stands for n-dimensional Lebesgue measure. 
Suppose that A c B,(O: M) and let {e,},, l,..,n be canonical basis in R”. 
Then 
A”= a + i uiei: a~ A and U, E B,(O; 6) . 
i= 1 
Hence, using (1) with v = +6e, we get 
m,(A”),<m,(A)+2nm,~,(B,-,(O;M+n6))6. (2) 
Define g(A) = (l/m,(A’)) [Al x dm,(x) then 
Ig(A)-g(B)I<2(M+ 1)Cm,(A’\B’)+m,(B’\A’)I 
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provided that A and B are contained in B,(O; M). Let us remark that 
A’ c B’+“(“~‘)and B1 c A1fP’A+B). Hence by (2) we get 
lg(A)-g(B)IdK,(lfM)“p(A,B) 
with some K, depending only on n. 
(3) 
Define f( t, X) = g(F( t, x)). By virtue of (3) the proof of lemma will be 
complete if we show that g(A) E A. Suppose otherwise. Then dist 
(g(A), A) > 0. Let a be the point in A which realizes this distance. We can 
suppose (without loss of generality) that a = 0, so g(A) # 0. Denote 
p = g(A)/ 1 g( A)1 and let S be the symmetry with respect o the hyperplane 
perpendicular to p. We have obviously {A, A S,AI~) xp &z,(x) = 0. Let x E A ‘, 
then x - a E B,(O; 1) for some a E A. If xp > 0, then x - Sa E B,(O; 1). Hence 
x E A ‘\(SA)’ implies xp < 0. Therefore JA, xp &r,,(x) < 0 which contradicts 
0 < m,(A ’ 1 I g(A )I = j/ii XP dm,(x). 
Remark. A similar lemma has been proved in [4] for a Lipschitz-con- 
tinuous F’(.) defined on R with the values being nonempty compact subsets 
of R”. 
In what follows we suppose (without loss of generality) that x(.), the 
considered boundary trajectory, is zero function. We are going to prove 
that T,E( t) 3 T,F( t, 0) for a.e. f E [0, r]. Obviously it is sufficient o prove 
that a E T,E(t,) if 0 E 13F(r,, 0), a E int F(t,, 0) and the set-valued function 
t 3 F(t, 0) is quasicontinuous at 2,. We recall that a set-valued function is 
quasicontinuous at t, if its restriction to a measurable set A having t,, as a 
point of density is continuous. A measurable set-valued function is 
quasicontinuous at almost every point (see [3] and [9]). So, take to, a 
and A as above. Then for every E > 0 there exists 6 E 10, min{ t,, F} [ such 
that m,([t,-d,t,]nA)3(1-c)d and such that aEF(t,x) for 
t E [I, - 6, t,] n A, 1 x I d M6. Let x,.(.) be the solution of the equation 
with 
.t = a for tE [to-i& to]nA 
.i- =J‘( t, x) otherwise (fas in lemma) 
x,(r, - 6) = 0. 
Then x,AhJ E E(GJ, x,,(tO) --f 0 and 6 - ‘x,:(t,) --r a as E -+ 0. Hence 
a E z-&t,). 
Now we claim that T,,E(t) c T,F(t, 0) for a.e. t E [0, r]. Suppose 
otherwise. Then we get t, E 10, T[ and A measurable having to as a point of 
density such that F I A (., 0) is continuous at t,, 0 E dF( t,, 0) and there exists 
a E T,E(t,) with ap(to) > 0. Hence, there exist A > 0 and r > 0 such that 
B,(-OA(a/lal); 3r)c F(t,, 0) for PIE [$, 11. Take ~=r/4M. Let 6,,~]0, l[ 
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be such that: t, + 6, < T, m,( [to, t, + S] A A) 3 (1 - s)8 for 6 E [0, S,] 
and ~,(-~~(~/lal);2r)~F(t,x) for tE[t,,t,+&]nA, OE[~, 11, 
JxJ62M6,. 
NOW we choose bEE(to) such that (hi d (1 -E) 6,n, lb1 <MdO and 
B,(-en(b/Ibl);r)cF(t,x) for te [to, t,+&]nA, f?~ [i, 1 J, 1x1 ~2M6,. 
Put 
lbl 
6=(1-E)A 
and 8= 
6(1-E) 
m,(Ct,, f,+anA)’ 
Take UE B,(O; Y) and o E B,(O; Sr/2). Let x,(.) be the solution of the 
equation 
b 
X=“-m,([to, t,+d]nA) 
for tE[t,, t,+6]nA 
1 =f( t, x) otherwise (f as in lemma) 
with 
x,( to) = b. 
Define g,(u) = U-x,,(t,+ 6) + u. Then g,(.) is a continuous map from 
B,(O; r) into itself. As x,,(t, + 6) E E(t,+ 6) from Browder fix point 
theorem applied to g,(.) we get B,(O; 6r/2) c E( to + 6). Hence 0 cannot be a 
boundary trajectory and so we have proved our claim. 
Take ak E E(s) with uk -0 as k + KI, ak #O. By [lo] there exist xk(+) 
trajectories of F satisfying x,(s) = uk and I.ik(t)l d L Ixk(t)l for a.e. 
t E [s, T], consequently, 
lxk(t)--kl 6 Ia,1 (exp(Lt-Ls)-- 1) for all r E [s, T]. 
Suppose that Ekak + a for some c(~ > 0 as k + cc. Then for a given t, a sub- 
sequence of cr,xk(t) is convergent. Therefore if t 3.7, QE T&(s), then there 
exists bE TOE(t) such that la-bid Ial (exp(Lt-Ls)- 1). We know that 
TOE(t) is a half-space for a.e. t E [0, T]. Therefore if we shall prove that p(.) 
is Lipschitz-continuous, then we will immediately obtain (from the above 
inequality) that for all t E 10, T[ T,E( t) is equal to the half-space deter- 
mined by the Lipschitz extension of p(.) and so the proof of theorem will 
be complete. Now, let us remark that the above inequality yields to the 
following ones (provided that exp(L It - SI ) < 2): p(s) p(t) > 0 and 
1 - (p(~)p(t))~< (exp(L Is- tl)- 1)2 for a.e. t and s in [0, r]. Hence for 
every G >O there exists 6 >O such that Is- tl <S implies Ip(s)--p(t)1 < 
(1 + E) L (s - tl and so (p(s) -p(t)1 <L Is- tl for a.e. t and s in [0, T]. 
Now, we are going to formulate and prove a “conjugate equation” for 
p(.). First we recall the definition of lower, directional derivative of a 
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Lipschitz-continuous function h: R” + R in the direction u E R” at the point 
XER”: 
D;h(x) = lim inf 
h(x + EM) -h(x) 
:;,” & 
Let A and B be two nonempty convex compact subsets of R” and p E R”. 
We put h(A,p)=maxr,.. ap (so-called support function of A } 
V(A,p)= {~~A:ap=h(A,p)} 
s(A, B) = SUP{P( V.4 P), VB, P)): PE MO; I)}. 
“3’ is a metric introduced in [ 111. We have s > p and s = p if A and B are 
balls. 
THEOREM 2. Suppose F is as in Theorem 1 with one condition 
strengthened. the Hausdorff metric p is replaced by s in the Lipschitz con- 
dition for F. Then p(.) satisfies 
D, W’(t, x(t)), p(t)) d -4(t) for a.e. t E [0, T] (4) 
and all u satisfying up(t) = 0. The derivative is in respect to the “space 
variable” x. 
Proqf It is clear that we can suppose (without loss of generality) that 
.x(.), the considered boundary trajectory, is equal zero. Moreover, we can 
suppose that p(t) = const = pO. To see this, let us define, for every p and q 
in aB,(O; 1) satisfying Ip + q1 > 1, a linear operators A(p, q): R” --+ R” by 
putting (for p #q the rotation in the plane p, q mapping q in p) 
A(p, q)x = x + 2(qx)p - 2(ax)a where a=%. 
Observe that A(p, q)x=x for x orthogonal to p and q, that A(p, q)q=p 
and A( p, q)p = -q + 2(qp)p. Hence 
IA(P, q)pl= 1= IA(P, q)ql and pq = Ah 4) pA(p> q)q. 
Therefore A(p, q) is unitary. 
Put p;=p(i/L) for i= 0, 1, 2,... with i/L d T where L is the Lipschitz con- 
stant for F and hence for p(.) by Theorem 1. For t E [i/L, (i + 1 )/L] n 
[0, T] define 
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A(.) is well defined on [O, T] because A(p,p) is identity on R”. Moreover 
po=A(t)p(t) for all tE [0, T]. As 
p+q P+r <2 lq-rl 
F-TIP+ ’ Ip+rl 
holds always (whenever defined) we have ( A(p, q)x - A(p, r)xj < 
10)x1 )q - r(. Therefore A(.) satisfies Lipschitz condition (with constant lOI,) 
on each interval [i/L, (i+ 1)/L] n [0, 7’1 and hence on [0, 7’1. We denote 
k(t)=dA(t)/d(t). Then [k(t)1 < 1OL holds for a.e. tE [0, T]. 
By unitary transformations y(t) = A(t) x(t) trajectories of i E F( t, x) 
correspond to trajectories of j E G( t, JI) where 
G(t,x)=A(t)F(t,A(t)~‘x)+k(t)A(t)~’x (5) 
if k(t) exists an G(t, x)= {0} th o erwise. Attainable sets EG(t) (for 
i E G( t, y) with initial data y(O) = 0) satisfy EG( t) = A(t) E(t). Therefore 
zero is a boundary trajectory of G, 7’,&(t) is a half-space for all t E 10, T[, 
p0 is the outward normal to T&J t) and by (5) also to T,,G(t, 0) for a.e. 
t E [O, z-1. 
One can easily calculate 
D,; h(G(f, 01, PO) = Xc,,-~,,Wlt, O), p(t)) +d(t) A(t) ~ ’ u. 
Hence (4) is equivalent to 
D,, h(G(t, 01, PO) d 0 for a.e. t E [0, r] and all u with up, = 0. (6) 
Obviously G is measurable in t and we have (with K = 11L) 
s(G(t, xl, G(t, Y)) 6 K Ix --A for all t E [0, r] 
and all x and y. (7) 
Denote h(t, x) = h(G(t, x), po). Let x, and ui be two sequences uch that 
cl{x,: HEN) = R” and cl{u,: HEN} = {uE~~,(O; 1): up,=O}. Define 
fE]O, r[:h(r,x,)aflxil 
A,,,= tEl0, T[:h(r,x)+ i for x E d ,,j(~j) I 
where d,(u)= {xEB,(O, r): Ix-(xu)ul <rxu>, A= {te]O, r[: there exists 
u with up,=0 and d;h(t,O)>O) and 
AO = u A,,[, 
jEN 
/EN 
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By (7) we have (h(t, x)-h(t,y))l <K (x-y1 therefore A c A, and 
Aj,l= nr:.y,Edtl,,Jcll,, B,,,. As h is measurable in t the sets B,,[ are measurable; 
hence A j,, and A,, too. \ 
If m(A,) = 0, then A is measurable and m(A ) = 0 hence (6) is satisfied 
and the proof is complete this case. If m(A,) > 0 then m(A,,, , > 0 for some j 
and 1. 
Let t,E 10, T[ be a point of Lebesgue density of A,. We define 
d,.=d,(u,), s=min{llj, 1/4K[} and H(t,x)= V(G(t,x),p,)nB,(O;Klxl). 
Let x(.) be a trajectory of H (H(t, x) are nonempty by virtue of (7)). 
Obviously 
I-t(t)1 <K Ix(t)\. (8) 
Put 
l,(t) = 41) u x(r) ui ’ for x(t)E U,,d, 
We have 
hence 
IP( 6 2K(l + Iv(t)1 1’. (9) 
For any Y > 0 we have x(t) E A, iff x(t) E B,(O; Y), x(t) uj> 0 and Iv(t)1 < r. 
Choose 6 > 0 such that Ill < 6 and I x(t,)l B 6 implies IJJ(~)~ <E and 
I x(t)1 GE holds for t E [to, t, + S] for any x and y satisfying (8) and (9). 
Hence x(to) E A, implies x(t) E A, otherwise there would exist t, E It,, to] 
such that x(t,)u,=O and x(t)EA, for tE[t,,t,[, hence x(t,)EclA,, 
therefore x( t , ) = 0 and consequently x = 0 by (8). 
Put a(t)=p,y(t) for TV [to, t,+6]. Then I&(t)1 d8K holds by virtue of 
(9) and c?(t) 3 IKE for t E A,,, almost everywhere. (In order to verify the last 
inequality we can use 
c?(t) = 
h(f, x(t)) 
x(t) uj 
- a(t) $$$$$ (f-K ,a(t)l). 
Hence for sufficiently small r > 0 (and satisfying Ku < 6) we have for every 
x(.) trajectory of H: 
x( to) E A KET implies E( t, + r) 2 Ku. (10) 
As p0 is the outward normal to the half-space T,E,(t,) we can find 
a,~E,(t,) such that a,+0 and ai/lail +uias i-+ +a. 
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Let xi(.) be a trajectory of H with x,(t,) = ai and fix Y as above. Then by 
(8) xi(t, + Y) -+ 0 as i -+ + cc. Choose a subsequence xi,(.) such that 
xjk(t, + r)/Ix,,(tO + u)l converges to some ,x0. Then .X~E T,E,(t, + r) and 
hence x0 p,, d 0. Observe that a,, E A,, for k sufficiently big, hence 
POx,,( f” + r, 2 KErujxfk( to + r, by (10) 
applied to x = x,~. Therefore u,xO = 0. But ~,~(t~ + Y) E A, by virtue of 
KEY -c 6; 
Ix,,(h + r) - u,X,,(h + r) u,I < Ex,k(h + r) u, 
and 
1x0 - (u,xo) Ujl < EXOU, 6 0 
There x0 uj = 0 and hence x,, = 0 which contradicts 1 x0 1 = 1. 
The proof of Theorem 2 is thus complete. 
The following example shows that we really need the use of metric s in 
Theorem 2. 
EXAMPLE 1. For n = 2 we define F by: 
F(t, (x, Y)) = F(x) = 
B,(O; l)+ 
[ 
{(u,v)ER2:U+xU+~~=O}nB, (0; l)]. 
Let z(.) = (x(.), y(.)) be a trajectory of F, then j(t) + x(t) i(t) d 0. Hence 
~JJ( t) + x2(t) d 0 if x(0) = y(O) = 0. Therefore z(f) = (0,O) is a boundary tra- 
jectory. Applying Theorem 1 we get p(t) = (0, 1). However, (4) is not- 
fulfilled. Namely, we have h(F(x), p(r)) = 1 + (1x1 - 1 )/dm and (4) 
becomes for u= (1,0) 
1 = D,; h(F(O), p(t)) d -/5( t)u = 0. 
Here F is Lipschitz-continuous in Hausdorff but not in “s” metric. 
Now we give an example in which our necessary condition decides that 
the considered trajectory is not boundary but the Clarke’s condition from 
[ 1 ] does not. 
EXAMPLE 2. For n = 2 we define F by: 
F(t, (x,y))= F(x)= (u,-1+ 1x1 +u): (u, u)EB,(O; 1). 
We want to know if z(t) = (x(t), y(t)) = (0,O) is a boundary trajectory. 
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From Theorem 1 we get p(t)= (0, 1). We have h(F(x),p(t)) = 1x1 and 
applying Theorem 2 we get for u = (1,0) 1 = D, h(f(z(t)), p(t)) 6 
-@(t)u = 0. Hence z(.) is not boundary trajectory. In [l] the following 
necessary condition is presented. If z(.) is a boundary trajectory, then there 
exists nonvanishing p(.) such that 
( -P(r), 3f)) E WF(44f)), p(r)) holds for ae. t (11) 
where “8’ denotes the generalised gradient (see [ 11) of function 
(3, p) E R”’ -+ h(F(t, z), p). In this example (11) is fulfilled because 
t-@(r), i(r)) = (0, 0, 0, O)E {(C-G 0,0,O): ICI1 d 1) 
= az(F( t. z(t)), p(t)). 
Hence using only [l] we cannot decide if z(.) is boundary trajectory or 
not. 
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