О методе субинтервального скрытного внедрения данных в изображения by Болгова, Е. В. & Черноморец, А. А.
УДК 621.396.01
DOI:10.18413/2411-3808-2018-45-1-192-201
О МЕТОДЕ СУБИНТЕРВАЛЬНОГО СКРЫТНОГО ВНЕДРЕНИЯ ДАННЫХ
В ИЗОБРАЖЕНИЯ
ON THE METHOD OF SUBINTERVAL DATA HIDDEN EMBEDDING IN IMAGES
Е.В. Болгова, А.А. Черноморец 
E.V. Bolgova, A.A. Chernomorets
Белгородский государственный национальный исследовательский университет,
Россия, 308015, Белгород, ул. Победы, 85
Belgorod State National Research University, 85 Pobeda St, Belgorod, 308015, Russia
E-mail: bolgova_e@bsu.edu.ru, chernomorets@bsu.edu.ru
192 Н А УЧ Н Ы Е  В Е Д О М О С Т И  Серия Экономика. И нф орматика. 2018 . Том 45, № 1
Аннотация
В статье рассмотрен метод скрытного внедрения данных на основе преобразований изображения- 
контейнера, использующих аппарат субинтервальных матриц косинусного преобразования. 
Разработанный метод основан на анализе подмножеств проекций изображения-контейнера на 
собственные векторы субинтервальных матриц. Результаты вычислительных экспериментов 
разбиения подмножеств проекций на информационные и неинформационные подмножества, 
показывают, что при выборе различных уровней их значимости можно получать различное 
количество информационных и неинформационных подмножеств проекций. В данном методе 
внедрение/извлечение информации в неинформационные подмножества проекций изображений на 
собственные векторы субинтервальных матриц предлагается осуществлять на основе 
относительного изменения значений заданных проекций. Внедряемая информация представляется 
последовательностью нулей и единиц. Для проверки работоспособности разработанного метода 
были проведены вычислительные эксперименты, которые показали, что разработанный метод 
внедрения позволяет восстанавливать данные без искажения, при незначительных искажениях 
изображения-контейнера, содержащего внедряемые данные.
Abstract
In this article we consider the method of secret data embedding based on transformations of the container 
image using the apparatus of subinterval matrices of the cosine transform. The developed method is based 
on the analysis of subsets of projections of the container image onto the eigenvectors of subinterval 
matrices. The results of computational experiments of projections subsets partitioning into informational 
and noninformation subsets show that when choosing different significance levels, it is possible to obtain 
a different numbers of information and non-informational subsets of projections. In this method the 
embedding/extracting of information into non-informational subsets of images projections onto 
eigenvectors of subinterval matrices is proposed to implement on the basis of a relative change in the 
values of given projections. The embedded information is represented by a sequence of zeros and ones. 
To test the workability of the developed method, computational experiments were carried out, which 
showed that the developed embedding method allows data recovery without distortion, and minor 
distortions of the container image containing the embedded data.
Ключевые слова: субинтервальная матрица, субинтервальное внедрение, интервал 
пространственных частот, собственные числа, проекции изображения, собственные векторы. 
Keywords: subinterval matrices, subinterval embedding, spatial frequencies interval, eigenvalues, image 
projection, eigenvectors.
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Введение
В настоящее время одной из основных форм обмена информацией являются 
изображения и видео. Во многих случаях изображения являются объектом охраны 
авторских прав, что предполагает возможность осуществления контроля за их 
использованием, например, на основе скрытного внедрения контрольных данных в 
изображение. Данная задача может быть решена путем выделения различных компонент 
изображений и заменой их на скрытно внедряемую информацию [Грибунин, Оков, 
Туринцев, 2009; Грибунин, Оков, Туринцев, 2016; Конахович, Пузыренко, 2006; Жиляков, 
Черноморец, 2012; Жиляков и др., 2014; Черноморец, Болгова, 2012; Жиляков, 
Черноморец, 2013; Жиляков и др., 2015; Жиляков Е.Г. и др., 2014].
Методы скрытного внедрения данных в изображения предполагают изменение 
непосредственно значений пикселей изображений-контейнеров или результатов их 
различных преобразований. Известно, что наибольшей устойчивостью к внешним, 
разрушающим внедренные данные воздействиям обладают методы скрытного внедрения 
[Грибунин, Оков, Туринцев, 2009; Грибунин, Оков, Туринцев, 2016; Конахович, 
Пузыренко, 2006; Жиляков, Черноморец, 2012; Жиляков и др., 2014; Черноморец, Болгова, 
2012; Жиляков, Черноморец, 2013; Жиляков и др., 2015; Жиляков Е.Г. и др., 2014], 
использующих результаты различных преобразований, таких как дискретное
преобразование Фурье, метод относительной замены коэффициентов дискретного 
косинусного преобразования (метод Коха-Жао), метод Фридрих и др.
В данной работе предложен метод скрытного внедрения данных на основе 
преобразований изображения-контейнера, использующих аппарат субинтервальных 
матриц [Болгова Е.В., 2017г] косинусного преобразования [Черноморец, Болгова, 2015а; 
Черноморец, Болгова, 2015б; Черноморец, Болгова, Коваленко, 2015; Болгова, 2017б]. 
Разработанный метод основан на анализе и изменении отдельных подмножеств проекций 
изображения-контейнера на собственные векторы [Болгова, 2017а; Болгова, 2017в] 
субинтервальных матриц, основные положения которого изложены далее.
Описание метода
Рассмотрим изображение в виде матрицы вещественных значений Ф = (f ik), 
i =  1,2,...,N , к  =  1,2,...,N 2, элементы которой соответствуют яркости отдельных пикселей 
изображения.
Пусть заданному интервалу пространственных частот V  [Болгова, 2017г]
соответствуют субинтервальные матрицы G  и H  [Болгова, 2017г], размерности N  х N  
и N 2 х N  соответственно.
Известно [Болгова, 2017г], что субинтервальные матрицы G  и H  являются
вещественными, симметричными матрицами, следовательно, их можно представить в 
виде следующих разложений:
G  = QMQl, н = и м и ! (1)
где столбцы матриц Q  и U r являются собственными векторами матриц G h и H  h , на 
главной диагонали матриц L  и м  расположены собственные числа матриц G  и H  ,
Q  = q 2 , ..., q N1) , и гг = К б  u 2 , ..., UN2) , (2)
L  = d ia g  (%  Д2 ^  Д  ) , M r2 =  d ia g  (Ml , ^ 2 , ..., ^ Х ' )  ■
Рассмотрим матрицу Г V2 =  ( у к 2) , i =  1,2,...,N , к  =  1,2,...,N 2 •>
Г  V2 = Q! Ф Ц , (3)
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элементы y j 2, i =  1,2,..., N , k  =  1,2,..., N 2 , которой представленные в виде
г Т  =  ( ч П г  o u r , (4)
можно считать значениями проекций [Ахмед, Рао, 1980; Ярославский, 1979; Яне, 2007] 
изображения Ф на ортогональные вектора q . , i =  1,2, . . . ,N , и й.  , k  =  1,2,..., N 2, 
субинтервальных матриц G  и H  ^ , соответствующих заданному ИПЧ V  .
Разобьем матрицу Г V2 на S 1 х S 2 подматрицы (подмножества) ¥  , s l =  1,2,...,S l ,
s 2 =  1,2,..., S 2 , имеющие одинаковую размерность ( N 1/ S 1) х (N2/S 2) (где S 1, S 2 -
некоторые константы) следующим образом: в отдельную матрицу (подмножество) 
¥  включаются проекции у 1 2, i =  1,2,...,N 1 , k  =  1,2,...,N 2, которые удовлетворяют 
условию (рисунок 1):
= { /Г  \ ( s  — 1) N  / S  + 1 < i <  s ^ / S:,
(S2 1)N  /  S  + 1 < k  < s 2N 2 / S2 } . (5)
Рис. 1. Разбиение множества проекций Г V2 на подмножества¥  , sx = 1,2,...,Sx, s2 = 1,2,...,S2 
Fig. 1. The partition of the projections set Г V2 into subsets ¥  , sx = 1,2,...,Sx, s2 = 1,2,...,S2
Каждому подмножеству ¥  , sx = 1,2,...,S , s2 = 1,2,...,S2, поставим в соответствие
величину А , равную сумме квадратов проекций, которые принадлежат данному 
подмножеству,
А
s 1s 2
1 1 2 2
Z Z №
i=( s  —1) N +1k=( s2—1) N 2 +1
2
(6)
а также нормированную величину S  ,
N 1 N 2
S  =  А  / Z  Z  Ir.f
SjS2 S jS 2 l k
i=1 k=1
(7)
На основе распределения значений S  (7) по подмножествам ¥  , sx = 1,2,...,
s2 = 1,2,..., S2, сформулируем решающее правило определения информационных 
неинформационных подмножеств проекций.
S ,
и
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Рассмотрим упорядоченное множество W  =  {w 1} , k  = 1,2,...,S XS 2 , элементами 
которого являются значения S  (7), s 1 =  1,2,...,S 1, s 2 =  1,2,...,S 2, упорядоченные по 
убыванию.
Зададим некоторую величину m 1 -  уровень значимости подмножеств проекций,
0 < m1 < 1. (8) 
Вычислим значение величины l  1 ,
m
1 < l m i <  З Д  , (9)
для которого выполняются следующие условия (решающее правило выбора 
информационных подмножеств проекций):
m1 l  +1m 1
I
Ш Ш \ Л Ш
w k < m  , I  w k
4»
>  m  . (10)
k =1 k =1
Создадим множество
Z m1 =  { ( s 1, s 2 ) }
индексов подмножеств
s1s2 5
соответствующих первым l  1 элементам упорядоченного множества W 1 .
Тогда, информационными подмножествами проекций при уровне m 1 будем 
называть такие подмножества 1  , индексы которых принадлежат множеству Z  т 1 ,
(^ S 2)  е  Z m1 . (11)
Неинформационными подмножествами проекций при уровне m 1 назовем
подмножества 1  , индексы которых не принадлежат множеству Z m 1 ,
(s1, S2 ) € Z 1 . (12)
На основании соотношений (11), (12) можно построить маску 1 ^ ^
соответствующих информационных и неинформационных подмножеств проекций 
изображений, которая будет применяться при разработке методов скрытного внедрения:
Ц  (s,, s  ) е  Z  1 ;
M ask,m w   J 1 2  ^ m
S‘S2 = |0 , ( s ! , S2 ) € Z n 1 .
Примеры построения маски (13) информационных и неинформационных 
подмножеств проекций известного изображения Lena для различных значений 
m 1 ={0.9999, 0.9995, 0.998, 0.995} при разбиении множества проекций Г гл  на 8 х 8 
подмножеств ( S  = S  = 8 ) приведены на рисунке 2.
а б в г
Рис. 2. Маска разбиения подмножеств проекций на информационные и неинформационные
подмножества, S1 = S2 = 8:
а) m 1 =0.9999, б) m 1 =0.9995, в) m 1 =0.998, г) m 1 =0.995 
Fig. 2. Mask of projections subsets partitioning into informational and noninformation subsets, 
S  = S2 = 8: a) m 1 =0.9999, b) m 1 =0.9995, c) m 1 =0.998, d) m 1 =0.995
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Н а рисунке 2 цифрой «1» отмечены  инф ормационны е интервалы  П Ч  при заданном  
значении порога, цифрой «0» -  неинф ормационны е интервалы  П Ч  (рекомендуемы е для 
внедрения информации).
Результаты  вы числительны х эксперим ентов разбиения подмножеств проекций на 
информационны е и неинф ормационны е подмножества, показываю т, что при выборе 
различны х значений m w мож но получать различное количество инф ормационны х и 
неинф ормационны х подмнож еств проекций.
В предлагаемом м етоде внедрения/извлечения информации в неинформационны е 
подмнож ества проекций изображ ений на собственны е векторы  субинтервальны х матриц 
предлагается осущ ествлять на основе относительного изменения значений заданны х 
проекций вида (4).. Внедряем ая информация представляется последовательностью  нулей 
и единиц.
Д ля внедрения предлагается вносить относительны е изменения в значения двух 
вы бранны х проекций Y^ "2 и / к ш  (4) изображ ения-контейнера Ф на собственны е векторы
субинтервальны х матриц, соответствую щ их заданном у интервалу П Ч  V  ,
принадлеж ащ их соответствую щ им неинф орм ационны м  подмнож ествам  проекций (12), 
таким  образом, чтобы  в результате изменения проекций добиться вы полнения следую щ их 
неравенств:
- при внедрении нуля долж но вы полняться неравенство:
/  Г1Г2 >  Г Г‘Г2 +  Tz  ik >  Y  i,k+1 + T
-r5i^2 (14)
- при внедрении единицы  долж но вы полняться неравенство:
r k 2 < \У  l 2!i , k +1 /  5
„,Г\Г2 л,Лг2 SSгде y i\ i и Yi k+i -  измененны е значения соответствую щ их проекций, 1 12
(15)
пороговое
значение относительного отличия измененны х проекций.
О чевидно, что значение порога Т*11 влияет на величину искаж ений изображ ения-
контейнера: при увеличении порогового значения увеличиваю тся искаж ения
изображ ения-контейнера (сниж ается скры тность внедрения информации). Такж е следует
71 S \S1 2 влияет на устойчивость восстановления
(извлечения) внедренной информации: при наличие внеш них разруш аю щ их воздействий, 
например, аддитивны й шум, ум еньш ение порогового значения приводит к увеличению  
искаж ений внедренной информации.
В данной работе для обеспечения устойчивости внедренной информации к 
внеш ним разруш аю щ им  воздействиям, а такж е скры тности информации, внедренной в 
изображ ение-контейнер, предлагается адаптивно определять пороговые значения T  s1s2 .
П ри внедрении информации в подмнож ество проекций ¥  изображения- 
контейнера на собственны е векторы  субинтервальны х матриц G  и И г^ ,
соответствую щ их заданном у интервалу пространственны х частот V  , пороговое
71 s sy предлагается определять на основании среднего значения проекций, 
входящ их в выбранное подмнож ество ¥  .
Так, при разм ерности изображ ения-контейнера Ф, N  х N 2 пикселей и разбиении 
м нож ества проекций (матрицы) Г гл изображ ения-контейнера на собственны е векторы 
субинтервальны х матриц G  и И  , соответствую щ их заданном у интервалу
пространственны х частот V , на S  х S 2 подмнож еств ¥  , S\ =  1,2,..., S \ , s 2 =  1,2,...,S 2 ,
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имеющие одинаковую размерность (N  / S ) х ( N  / S 2), пороговое значение T  
определяется следующим соотношением:
т;л  =  t7f s ; 2 , (16)
где t  -  коэффициент внедрения, позволяющий интерактивно уточнять пороговое 
значение T V2; y l s  -  среднее значение проекций, входящих в выбранное подмножество
¥
у  12 =
с р
А„S1S2 (17)
N  N 2  ’
S  S2
где ^  -  сумма квадратов проекций (6), которые принадлежат подмножеству ¥  .
В таблице 1 в качестве примера приведены средние значения (17) проекций, 
входящих в подмножества ¥  , '  = 1,2,...,S , ' 2 =  1,2,...,S , изображения-контейнера Lena,
в заданных частотных интервалах Уп и У13, при R  =  R  =  4 , N  =  N 2 =  128 и S  =  S  = 4 .
1 2
Таблица 1 
Table 1
Средние значения проекций изображения-контейнера Lena в заданных частотных
интервалах Уп и У13
Mean values of container image Lena projection into give frequency intervals Vn and V13
V11 V13
S1
S2
1 2 3 4 1 2 3 4
1 423,513 39,454 18,243 19,634 19,509 121,356 118,995 390,347
2 28,349 7,938 6,979 6,774 5,959 10,680 13,516 25,080
3 11,977 6,783 7,659 6,512 6,382 7,102 10,440 9,506
4 11,398 6,529 7,432 6,565 5,740 6,681 10,248 9,396
Данные, приведенные в таблице 1, показывают, что в различных подмножествах 
средние значения проекций уС'рs  (17) существенно отличаются. Следовательно, при 
внедрении в различные подмножества проекций соответствующие значения порога T  1 2
(16) также будут существенно отличается, что указывает на целесообразность адаптивного 
определения значения данного порога на основании (16).
Адаптивное определение порогового значения Ту12 на основании соотношения (16)
позволяет осуществлять внедрение данных, вызывающее незначительные искажения 
изображения-контейнера.
Предлагаемый метод внедрения/извлечения заключается в следующем.
Пусть внедрение данных, заданных в бинарном виде, необходимо осуществить в 
заданный интервал пространственных частот У  изображения-контейнера Ф при
¥заданном значении уровня m  .
На основании решающего правила (11)-(12) выделяются информационные и 
неинформационные подмножества проекций изображения-контейнера Ф для заданного
¥
значения уровня m  . Пусть индексы (  1,  2 )  неинформационных подмножеств проекций 
¥  образуют множество Z  s . В множестве Z  s неинформационные подмножества
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проекций упорядочены  по убыванию  значений соответствую щ их значений величины  (7). 
В недрение предлагается осущ ествлять в неинф ормационны е подмнож ества проекций.
Рассм отрим  внедрение дополнительной информации B  =  (bm) , m  =  1,2, . . . ,N B , в 
неинф ормационное подмнож ество проекций ¥  интервала П Ч  V  ,
(S^  S2) е  Z s • (18)
О бозначим, Q  = {qk1} и U  = {и Г2} -  множ ества собственны х векторов 
субинтервальны х матриц G  и H  , соответствую щ их проекциям подмнож ества ,
( s -1 )  n  /  S  +1 < i < SN  /  S , (19)
(S2 -  1 )N 2 /S 2 +1 < k < s2N 2 / S 2 • (20)
К аж ды й бит последовательности B  = (bm) ,  m  = 1,2,...,N B, внедряется на основании 
относительного изменения значений двух проекций подмнож ества ¥  с индексами (i, k ) 
и (i, k +1), удовлетворяю щ им  неравенствам  (19) и (20).
Рассм отрим  внедрение отдельного бита b с применением  пар собственных 
векторов q rr, ив и q r , и гГ , соответствую щ их вы бранны м проекциям  с индексами ( i, k ) 
и (i, k + 1),
и г  е Qs1 ,
и Г2 U r2k , Uk+1l \  e U  •
r r
r , r  =
ГДД =
Значения проекций гГГ игД Д  изображ ения-контейнера Ф на вы бранны е пары 
собственны х векторов qk1, иЦ2 и q k , и гГ , определяю тся на основании следую щ их 
соотнош ений:
'  ' " ф и ? , (21)
{ q ? l ® Uk+1 • (22)
Если внедряемы й бит bm равен 0, то соответствую щ ие значения проекций г*"2 и 
ГДД следует изменить таким  образом, чтобы  для измененны х значений Г Г 2 и r/k+i 
вы полнилось неравенство (14).
Если внедряемы й бит bm равен 1, то соответствую щ ие значения проекций Г Г  и
Г Г  1 следует изменить таким  образом, чтобы  для измененны х значений Г Г 2 и г Д +i 
вы полнилось неравенство (15).
В недрение данны х в изображ ение-контейнер Ф осущ ествляется в матричном виде 
при внедрении всех возмож ны х бит в подмнож ество проекций ¥  :
ф  = ф - Q Q TФ и и  + Q S1 ¥ SiSK  • (23)
где ¥  -  м атрица измененны х на основании соотнош ений (14) и (15) проекций
подмнож ества ¥  ; Ф  -  изображ ение-контейнер, содерж ащ ее внедренную  информацию .
И звлечение из изображ ения-контейнера Ф значения отдельного бита данных, 
внедренного с применением  пар собственны х векторов q ’k1, и гв и qk  , и гГ , выполняется 
на основании проверки вы полнения соответствую щ их неравенств (14) или (15).
Д ля одновременного внедрения информации в другие неинф ормационны е И П Ч 
вы полняю тся действия, аналогичны е приведенны м  выше.
М етод внедрения информации одновременно в несколько подмножеств 
проекций ¥  , (s1,s 2) е  Z s , мож но сформулировать в следую щ ем виде:
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ф = ф -  х  q,,q:®u„ui +  х
(s 1 , s 2 )e Z s ( s 1 >s 2 ) e Z s
(24)
где Г/1”2 -  матрица измененных на основании соотношений (14) и (15) проекций
подмножества ¥  г .
s 1s 2
При внедрении в неинформационные подмножества проекций ¥  , (sl3s 2) е  Z s ,
имеет место точное восстановление информации, так как множество матриц {Q }, а 
также множество матриц {U }, (sl3s 2) е  Z s , применяемых в соотношении (24),
образованы взаимно ортогональными собственными векторами субинтервальных матриц
G  и H  соответственно.
r1 ' 2
Вычислительные эксперименты
Для проверки работоспособности разработанного метода были проведены 
вычислительные эксперименты.
В качестве изображения-контейнера выбрано изображение Lena, N  =  N 2 =  5 1 2 , 
R  = R  = 4 , в которое было внедрено изображение размерностью 32х16 пикселей, 
приведенное на рисунке 3 а. Бинарное представление внедренного изображения приведено 
на рисунке 3б. Значение уровня m ¥ было выбрано равным m ¥ =0,99, в соответствии с 
которым для внедрения был выбран интервал ПЧ V  х. Коэффициент внедрения t (в
соотношении (16)) был выбран равным t =0,1. При проведении вычислительного
эксперимента внедряемый фрагмент содержит 4096 бит.
На рисунке 3 приведен результат внедрения информации в изображение-контейнер 
Lena (искажения изображения-контейнера визуально незаметны).
а б в
Рис. 3. Результаты внедрения информации в изображение-контейнер: 
а) изображение, на основе которого формируется внедряемый фрагмент; б) бинарное 
представление внедряемого фрагмента; в) изображение-контейнер c внедренными данными
(искажения визуально незаметны)
Fig. 3. Results of information embedding into the container image: 
a) the image used the embedded fragment forming b) binary representation of the embedded fragment; c) 
the image containing the embedded data (distortions are invisible)
Для внедрения было использовано неинформационное подмножество проекций с 
индексами (3, 1).
Соответствующее искажение изображения-контейнера имеет следующие значения:
- среднеквадратическое отклонение [Ахмед, Рао, 1980]: 0,0184;
- коэффициент структурного сходства [Сёмкин, Двойченков, 1973]: 0,9966. 
Искажение восстановленных данных отсутствует (СКО=0).
Заключение
Проведенный вычислительный эксперимент показал, что разработанный метод 
внедрения позволяет восстанавливать данные без искажения, при незначительных 
искажениях изображения-контейнера, содержащего внедряемые данные.
Таким образом, в статье разработан метод внедрения/извлечения информации в 
неинформационные подмножества проекций изображений на собственные векторы 
субинтервальных матриц на основе относительного изменения значений заданных 
проекций, который позволяет внедрять информацию с незначительными искажениями 
изображения-контейнера и восстановленных данных.
Р а б о т а  в ы п о л н е н а  п р и  п о д д е р ж к е  г о с у д а р с т в е н н о г о  к о н т р а к т а  8 .2 2 0 1 . 2 0 1 7 / П Ч  
о т  0 1 . 0 2 .2 0 1 7  г.
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