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We consider shock reﬂection which has a well-known local non-
uniqueness: the reﬂected shock can be either of two choices,
called weak and strong. We consider cases where existence of
a global solution with weak reﬂected shock has been proven, for
compressible potential ﬂow. If there was a global strong-shock
solution as well, then potential ﬂow would be ill-posed. However,
we prove non-existence of strong-shock analogues in a natural
class of candidates.
© 2011 Published by Elsevier Inc.
1. Introduction
In compressible inviscid ﬂow, a shock wave is a surface across which pressure, temperature and
normal velocity are discontinuous (while tangential velocity is continuous). Shock waves form espe-
cially in supersonic or transonic ﬂow near solid surfaces, and even in the absence of boundaries in
ﬁnite time from smooth initial data.
Reﬂection of shock waves, by interaction with each other or with solid surfaces, is a classical
problem of compressible ﬂow. It has been studied extensively by Ernst Mach [16,12] and John von
Neumann [17], among others.
Recently there have been some breakthroughs in constructive existence proofs for particular shock
reﬂections as solutions of 2d compressible potential ﬂow. First, [3] (see also [2,22,10,1]) constructed a
global solution of a problem we call “classical regular reﬂection” here (see Fig. 1 center left). A shock
wave (“incident”) approaches along a solid wall (Fig. 1 left), reaching the wall corner at time t = 0.
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2086 V. Elling / J. Differential Equations 252 (2012) 2085–2103Fig. 1. Center left: classical RR (known solution); center right: analogue with strong-type shock (we prove non-existence); right:
single MR.
Fig. 2. Left: constant supersonic velocity (initial data); center: weak-type solution (known solution); right: analogue with strong-
type shock (we prove non-existence).
For t > 0 the incident shock continues along the ramp, while a curved shock (“reﬂected”) travels back
upstream. For some values of the parameters (wall angle θ , upstream Mach number |vu |/cu), the two
shocks meet in a single point (“reﬂection point”) on the ramp, a local conﬁguration called regular
reﬂection (RR; Fig. 1 center left and right). At other parameters Mach reﬂection (MR) is observed, for
example single Mach reﬂection (SMR; Fig. 1 right) where the two shocks meet in a triple point away
from the wall with a contact discontinuity and a third shock (“Mach stem”) that connects to the wall
(this pattern is not possible in potential ﬂow).
In related work, Liu and the author [6] considered supersonic ﬂow onto a solid wedge (see Fig. 2).
At time t = 0, the ﬂuid state is the same in every point, with suﬃciently large supersonic velocity
v I pointing in the right horizontal direction (Fig. 2 left). For t > 0, the ﬂuid impinging on the wedge
produces a shock wave (Fig. 2 center). Near inﬁnity the shock wave is straight and parallel to the
wedge (due to ﬁnite speed of sound it cannot “see” the difference between a wedge and an inﬁnite
line wall); closer to the tip the shock curves and meets the wedge tip.
Both classical regular reﬂection and the supersonic wedge yield self-similar ﬂow: density, temper-
ature and velocity are functions of the similarity coordinate ξ = x/t alone. Patterns grow proportional
to time t; the ﬂow at time t2 is obtained from the ﬂow at time t1 by a dilation by factor t2/t1. t ↓ 0
corresponds to “zooming inﬁnitely far away” whereas t ↑ +∞ is like “zooming into the origin” or
“scaling up”.
While [3,10,6] prove existence of certain ﬂows, as solutions of 2d compressible potential ﬂow, for
a range of wedge angles and upstream Mach numbers, they do not prove uniqueness. The latter is
an important question, due to a problematic feature of local RR: take the point of reference of an
observer located in the reﬂection point at all times. Focus on a small neighborhood of the reﬂection
point (“local regular reﬂection”; Fig. 3 left). The problem parameters already determine the angle
between incident shock and wall as well as the ﬂuid state (velocity v , density, temperature) in the 1-
and 2-sector. The reﬂected shock is a steady shock passing through the reﬂection point, with 2-sector
ﬂuid state as upstream data, that results in a 3-sector velocity v3 parallel to the wall.
V. Elling / J. Differential Equations 252 (2012) 2085–2103 2087Fig. 3. Left: local RR. Right: ﬁxed v2; each steady shock produces one v3 on the curve (shock polar, symmetric across v2;
shock normal ‖ v2 − v3). For |τ | < τ∗ , three shocks satisfy τ =(v2, v3): strong-type (S), weak-type (W) and expansion (U;
unphysical). W are transonic right of +, supersonic left.
We temporarily drop the last requirement and consider the shock polar: the curve of possible v3
for various shock-wall angles. In the setting of Fig. 3 right, there are exactly two1 points on the shock
polar that yield v3 parallel to the wall. The corresponding shocks are called weak (W ) and strong (S)
in the literature; we prefer the terms weak-type and strong-type.
While every steady shock must have a supersonic upstream region, the downstream region may be
subsonic (“transonic shock”) or supersonic (“supersonic shock”) or sonic. The weak-type shock can be
any of these, but tends to be supersonic for the largest part of the parameter range. The strong-type
shock is always transonic.
Which of these two choices will occur? Chen and Feldman [3] constructed Fig. 1 center left for
θ ≈ 90◦ with a weak-type supersonic shock. [10] obtained solutions for some θ 
≈ 90◦ , but still with
weak-type supersonic shock.
In other cases global strong-type reﬂections are known to exist. Consider the initial data of Fig. 4
left: a straight shock separates two constant-state regions. If the parameters (wall angle, velocities,
shock angle) are chosen well, the strong-type reﬂected shock appearing for t > 0 will be precisely
perpendicular to the opposite wall (Fig. 4 center).
The local RR can be extended trivially into a global RR, with straight shocks separating constant
states. In particular, a global strong-type RR of this kind is possible. However, [9] proves that this
pattern is structurally unstable: when the parameters are perturbed, non-existence of a global strong-
type RR can be shown in the class of ﬂows that have C1 reﬂected shocks as well as continuous density
and velocity in the triangular region enclosed by reﬂected shock and wall corner. Weak-type transonic
RR, on the other hand, is structurally stable in the same setting (see Fig. 4 right), as [8] has shown.
1 There is a third point which belongs to the unphysical part of the shock polar, representing expansions shocks. For other
parameters (incident shocks), there may be no reﬂected shock; in borderline cases there may be exactly one (called critical-type).
In such cases some type of Mach reﬂection should be expected.
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Naturally we wonder whether the previously mentioned problems, classical RR (Fig. 1) and su-
personic wedge ﬂow (Fig. 2) allow some strong-type global RR for the same parameters that allow
the already known solutions. This would constitute non-uniqueness examples for 2d compressible
potential ﬂow.
Uniqueness in general function classes is far beyond state-of-the-art techniques. Even uniqueness
in L∞ or BV of a constant state in 2d compressible potential2 ﬂow appears to be open (it is known
for Euler ﬂow, however [4,5]). This is a particular motivation for the present article: if existence of a
second solution for the same initial data could be shown, the initial–boundary value problem would
be ill-posed. Indeed some researchers have suggested this is the case. While for Euler ﬂow, various
rigorous or numerical non-uniqueness examples are known [18–21,7,15,13], the author conjectures
that it is caused by the presence of nonzero vorticity ω := ∇ × v and that uniqueness should hold for
potential ﬂow (Euler ﬂow with the assumption of irrotationality, ω ≡ 0), if “weak admissible solution”
is deﬁned correctly.
Indeed, in the present article we prove that for potential ﬂow and a certain reasonable class of ﬂows (see
Theorem 1 for the precise statement) neither classical regular reﬂection (Fig. 1 center right) nor supersonic
wedge (Fig. 2 right) have a strong-type global RR solution.
2. Self-similar potential ﬂow
2.1. Equations
2d isentropic Euler ﬂow is a PDE system for a density ﬁeld ρ and velocity ﬁeld v , consisting of
the continuity equation
ρt + ∇ · (ρv) = 0 (1)
and the momentum equations
(ρv)t + ∇ · (ρv ⊗ v)+ ∇p = 0.
The pressure p is a strictly increasing smooth function of ρ . The sound speed c is
c =
√
dp
dρ
(ρ).
2 In fact we are not aware of any proposals of admissibility criteria for multi-d compressible potential ﬂow that apply to
general function classes (as opposed to the Lax condition for piecewise smooth ﬂow).
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p(ρ) = ργ (2)
for some γ ∈ [1,∞).
If we assume irrotationality
∇ × v = 0,
then we may take
v = ∇φ
for a scalar potential φ. Assuming smooth ﬂow, the momentum equations yield
ρ = π−1
(
A − φt − 1
2
|∇φ|2
)
(3)
where A is a global constant and where
dπ
dρ
= 1
ρ
· dp
dρ
= ρ−1c2. (4)
The remaining continuity equation (1) is unsteady potential ﬂow.
For any t 
= 0 we may change from standard coordinates (t, x, y) to similarity coordinates (t, ξ, η)
with ξ = (ξ,η) = (x/t, y/t). A ﬂow is self-similar if ρ, v are functions of ξ,η alone, without explicit
dependence on t .
In potential ﬂow, self-similarity corresponds to the ansatz
φ(t, x, y) = tψ(x/t, y/t).
By differentiating the divergence form (1) of potential ﬂow and using (3) and (4), we obtain the
non-divergence form
(
c2 I − (∇ψ − ξ)2) : ∇2ψ = 0. (5)
Here A : B is the Frobenius product tr(AT B), w2 := w ⊗ w = w wT (not wT w) and ∇2 is accordingly
the Hessian. In coordinates:
(
c2 − (ψξ − ξ)2
)
ψξξ − 2(ψξ − ξ)(ψη − η)ψξη +
(
c2 − (ψη − η)2
)
ψηη = 0.
It is sometimes more convenient to use the pseudo-potential
χ := ψ − 1
2
|ξ |2 (6)
which yields
(
c2 I − ∇χ2) : ∇2χ + 2c2 − |∇χ |2 = 0. (7)
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ρ = π−1
(
−χ − 1
2
|∇χ |2
)
. (8)
Self-similar potential ﬂow is a second-order PDE of mixed type; the local type is determined by the
coeﬃcient matrix c2 I − ∇χ2 which is positive deﬁnite if and only if L < 1, where
L := |z|
c
= |v − x/t|
c
is called pseudo-Mach number; for L > 1 the equation is hyperbolic.
2.2. Symmetries
Potential ﬂow, like Euler and Navier–Stokes, has important symmetries that will simplify our dis-
cussion. First, it is invariant under rotation. Second, (7) is clearly translation-invariant: if χ(ξ) is a
solution, so is χ(ξ − w). But in contrast to the steady ﬂow, translation-invariance is not indifference
of physics to the location of an experiment; rather, it is the much less trivial invariance under change
of inertial frame. In (t, x, y) coordinates it corresponds to a change of observer
v ← v − w, ξ = x/t ← ξ − w,
where w is the velocity of the new observer relative to the old one. Obviously the pseudo-velocity
z := ∇χ = ∇ψ − ξ = v − ξ
does not change.
2.3. Slip condition
At a solid wall we impose the usual slip condition:
0= ∇χ · n = ∇ψ · n− ξ · n = v · n− ξ · n = z · n. (9)
In the frame of reference of an observer traveling on the wall, the slip condition takes the more
familiar form
0= v · n, (10)
since the observer velocity ξ must satisfy ξ · n = 0.
2.4. Shock conditions
The weak solutions of potential ﬂow are deﬁned by the divergence-form continuity equation (1).
Its self-similar form is
∇ · (ρ∇χ) + 2ρ = 0.
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ρuz
n
u = ρdznd (11)
where u,d indicate the limits on the upstream and downstream side and zn , zt are the normal and
tangential component of z. As the equation is second-order, we must additionally require continuity
of the potential:
ψu = ψd. (12)
By taking a tangential derivative, we obtain
ztu = ztd =: zt (13)
It is easy to verify that translation- and rotation-invariance carry over to weak solutions.
Observing that σ = ξ · n is the shock speed, we obtain the more familiar form
ρu v
n
u − ρdvnd = σ(ρu − ρd), (14)
vtu = vtd =: vt . (15)
Fix the unit shock normal n so that znu > 0 (i.e. n is pointing downstream) which implies znd > 0 as
well. To avoid expansion shocks we must require the admissibility condition
znu  znd, (16)
which is equivalent to
vnu  vnd. (17)
We chose the unit tangent t to be 90◦ counterclockwise from n.
By (15) the tangential components of the velocity are continuous across the shock, so the velocity
jump is normal. Assuming vnu > v
n
d (positive shock strength), we can express the downstream shock
normal as
n = vu − vd|vu − vd| . (18)
If a shock meets a wall, with continuous ρ, v on the u,d sides near the meeting point, then zu
and zd must be tangential to the wall, by the slip condition (9). Since zu − zd is nonzero and normal
to the shock, the shock must meet the wall at a right angle.
2.5. Shock polar
In our problem the upstream regions are constant and determined. Let ψ be the potential in the
downstream region, ψ I the potential upstream (ditto for χ , ρ , z, v , . . .). We substitute (8), (18) and
(6) into (11) to obtain the shock condition
g(∇ψ,ψ, ξ) = 0 (19)
where
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(
π−1
[
−
(
a− 1
2
|ξ |2
)
− 1
2
|v − ξ |2
]
(v − ξ)− ρ I(v I − ξ)) · v I − v|v I − v|
=
(
π−1
[
−a+ v · ξ − 1
2
|v|2
]
(v − ξ)− ρ I(v I − ξ)) · v I − v|v I − v| . (20)
Using (4) and assuming ψ locally satisﬁes the shock conditions (19) and (12) (equivalently (11)
and (12)), we compute the derivatives:
∇v
v I − v
|v I − v| =
∣∣v I − v∣∣−1(I −( v I − v|v I − v|
)2)
= ∣∣v I − v∣∣−1(I − n2)= ∣∣v I − v∣∣−1t2
(we remind that w2 = w wT ) so that
gv :=
(
∂ g
∂vx
,
∂ g
∂v y
)
= ρ
(
I −
( v − ξ
c
)2)
n+ ρ(v − ξ)− ρ
I (v I − ξ)
|v I − v| · t
2. (21)
Therefore
gv · n = ρ
(
1−
(
zn
c
)2)
> 0 (22)
for admissible shocks (with nonzero strength), so gv 
= 0 always. On the other hand
gv · t (13)= ρ
(
− z
t zn
c2
)
+ ρ − ρ
I
|v I − v| z
t = −zt
(
ρ
zn
c2︸︷︷︸
>0
+ (ρ I − ρ)︸ ︷︷ ︸
>0
∣∣v I − v∣∣−1) (23)
so that
sgn(gv · t) = − sgn zt . (24)
Moreover
gξ · n = n ·
((
ρ I − ρ)I + c2
ρ
(v − ξ)vT
)
n
= ρ I − ρ + c
2
ρ
(v − ξ) · n(v · n) (25)
v=0= ρ I − ρ > 0 (26)
and
ga = −c
2
ρ
(v − ξ) · n = −c
2
ρ
zn < 0. (27)
The shock polar (see Fig. 3) is the curve of v obtained by holding the shock in a ﬁxed ξ (so that
ψ(ξ) = ψ I (ξ) is ﬁxed) and keeping the upstream state ﬁxed while varying the normal. Therefore the
shock polar is the curve of solutions v of
g
(v,ψ I (ξ), ξ)= 0.
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gv
(v,ψ I (ξ), ξ)⊥ shock polar in v ,
by the implicit function theorem.
In Fig. 3 right the point N of the polar corresponds to a pseudo-normal shock: zt = 0. In N , the
normal gv points (by (22)) in the same direction as
n = v2 − v3|v2 − v3| ,
hence right. Therefore gv is an inner normal 3 to the admissible part of the shock polar.
In local RR the reﬂected shock must yield v3 parallel to the wall. In Fig. 3 right, v for the weak-
type shock (base in origin, tip in W) yields v · n < 0 for inner normals n of the shock polar whereas
v for the strong-type shock (tip in K ) yields v · n > 0. A critical-type shock (see τ∗ in Fig. 3 right) is
the limit of adjacent weak and strong types, so v · n = 0. This motivates the following deﬁnition:
Deﬁnition 1. A shock is called weak-type (in a particular point ξ in self-similar coordinates) if
gv · z < 0 (28)
(where z is still downstream), strong-type if > 0, critical-type if = 0.
The deﬁnition has three pleasant properties: it coincides with the standard deﬁnition in the case
of strictly convex polars, it generalizes the deﬁnition of weak/strong-type to non-convex cases,4 and
ﬁnally the sign condition is precisely what is needed for elliptic corner regularity.
[8, Theorem 1] asserts that the (physical part of the) shock polar is strictly convex for potential
ﬂow with polytropic pressure law, the case we consider here.
2.6. Main result
Theorem 1. Consider the class of weak solutions of self-similar compressible potential ﬂow with either of the
following structures:
1. Classical regular reﬂection, see Fig. 1 center right: two straight inﬁnite half-line walls enclose the domain
at an angle between 90◦ and 180◦ degree.5 Two regions of constant ρ, v are separated by a straight
incident shock extending to inﬁnity, meeting the reﬂection wall in the reﬂection point from which a C1
(including endpoints) reﬂected shock (simple curve) extends to the opposite wall; each shock encloses an
angle between 0◦ and 90◦ between itself and the wall. The third region E, enclosed by reﬂected shock and
walls, has φ ∈ C1(E) and ρ > 0 and L < 1 (elliptic).
2. Supersonic wedge (see Fig. 2 right): the domain is the entire plane minus an inﬁnite cone of vertex angle
between 0◦ and 180◦ centered on the positive horizontal axis. In the upper half-plane the solution is
constant on one side of a C1 (including endpoint) shock wave (simple curve) which becomes parallel to
the wall at inﬁnity and meets the wall at the wedge tip, enclosing with it an angle between 0◦ and 90◦ . In
the region R below the shock, φ ∈ C1(R)with ρ > 0. L < 1 in a simply connected subregion E adjacent to
the shock-wall corner, L > 1 in a simply connected region H adjacent to inﬁnity, and L = 1 on a circular
arc P separating E and H.
In either case, the reﬂected shock cannot be strong-type (in the sense of Deﬁnition 1).
3 Not necessarily unit.
4 In such cases, there may be three or more reﬂected shocks that yield v3 tangential to the wall.
5 The proof also concerns other cases.
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Remark 2.
1. By standard Schauder estimates, φ ∈ C1(E) immediately implies φ ∈ Cm(E\C) for any m, where
C is the set of corners of E (in fact φ is analytic, since the coeﬃcient functions of self-similar
potential ﬂow (5) with analytic equation of state (2)).
2. Assuming less than φ ∈ C0,1 would mean v = ∇φ may be unbounded, leaving ρ in (8) undeﬁned
since π−1 would take a fractional power of a negative number. If we assume only C0,1 rather
than C1 in the reﬂection point, the shock does not necessarily have a well-deﬁned tangent so
that the very notion of “weak-/strong-type”, the topic of our paper, becomes meaningless. In
other corners, C0,1 immediately improves to C1 (in particular) by standard estimates (e.g. [14,
Theorem 1.1]).
3. Considerations for transonic reﬂected shocks of either type
In this section we allow the reﬂected shock (transonic) to be any type. We show that after a
change of coordinates the minimum of ψ over the elliptic region is attained in the reﬂection point. In
the next section we focus on a strong-type reﬂected shock and obtain a contradiction by ruling out a
minimum in the reﬂection point.
3.1. Classical regular reﬂection
Consider the possibility of a transonic (as in Fig. 1 center right) global solution of classical regular
reﬂection.
Using invariance under rotation and change of observer, we may assume coordinates have been
chosen (see Fig. 5 left and right) so that the constant velocity v I on the hyperbolic side of the
reﬂected shock is vertical down and so that v approaches 0 as we approach the reﬂection corner
through the elliptic region E . Both combined, v I − v = v I — which is the shock normal, by (18) — is
vertical down, so the tangent of the reﬂected shock is horizontal in the reﬂection point.
Let S be the reﬂected shock, A the reﬂection wall, B the opposite wall, B I and AI the parts above
the shock while BE and AE are the segments below the shock; all these sets are meant to exclude
endpoints. E is the elliptic region, I the hyperbolic region adjacent to B; E, I are meant to be open.
Let ξr be the reﬂection point. The unit normals nB of B and nA of A are chosen outer to E .
We assume6 ψ ∈ C1(E) so that ρv ∈ C0(E); we also assume S (including endpoints) is C1. (ψ is
aﬃne in the hyperbolic regions, yielding constant ρ, v .) From now on, ψ is always meant to be the
6 The notion of weak- and strong-type loses meaning if we do not require v = ∇ψ to have the same limit on the shock and
at the wall as we approach the reﬂection corner. The question studied in this paper makes no sense if we require less than C1
regularity in the corner.
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Cases Consider the angle (v I , nB) between v I and nB . There are three cases: > 90◦ , = 90◦ , < 90◦
(the latter includes in particular all cases of classical RR).
For = 90◦ , strong-type global reﬂection exists, as observed in the introduction. But otherwise we
can prove non-existence. Consider the < 90◦ case.
If ψ was aﬃne (ρ, v constant), then the shock S would be straight and horizontal. But then it
would meet the opposite wall B at an angle 
= 90◦ or not at all — contradiction. Therefore ψ is in
particular not constant.
Extrema ψ is continuous, in particular, so it must attain a global minimum in E which is compact.
Assume ψ does not attain its minimum in the reﬂection point ξr .
Opposite wall On B I the slip condition (9) implies
0= v I · nB︸ ︷︷ ︸
>0
−ξ · nB ⇒ ξ · nB > 0.
ξ · nB > 0 is constant along B , so at BE we also have
0
(9)= ∇χ · nB = ∇ψ · nB − ξ · nB︸ ︷︷ ︸
>0
⇒ ∇ψ · nB > 0.
This rules out a local minimum at BE , including wall–wall and wall–shock corner. (In this step we see
the key difference to the case (v I , nB) = 90◦ .)
Interior By the strong maximum principle, (5) does not allow local ψ extrema in the interior E , since
we have already shown ψ is not constant.
Reﬂection wall By choice of coordinates,
lim
Eξ→ξr
v(ξ) = 0. (29)
The slip condition at ξr is
0= ∇χ · nA = ∇ψ · nA − ξr · nA = v · nA − ξr · nA (29)= −ξr · nA .
This implies that for every other ξ ∈ A
0= ξ · nA
as well. Therefore the slip condition yields
0= ∇ψ · nA − ξ · nA = ∇ψ · nA on AE .
Combined with (5) the Hopf lemma [11, Lemma 3.4] rules out a local minimum of ψ at AE .
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from both endpoints, and since it is not attained in the reﬂection corner ξr , necessarily
ψ(ξs) < ψ(ξr).
Combined with the shock condition
ψ
(12)= ψ I = ψ I (0)+ v I · ξ
this implies ηs > ηr since v I is vertical down (Fig. 5). A ψ minimum requires
∇ψ · t = 0 in ξs ,
so that the shock is horizontal, as well as
∇ψ · n 0 in ξs ,
where n is the downstream normal, hence inner to E . Since the minimum is global, ξs is the highest
point of E , so n points vertically down:
ψη(ξs) 0. (30)
The reﬂected shock S is normal (v I ‖ n) both at ξr and in ξs , but higher in ηs . Being farther upstream
in ξ coordinates corresponds to moving faster upstream in (t, x) coordinates. A normal shock is the
stronger the faster it moves upstream. With upstream velocity held ﬁxed, that means the downstream
velocity vd · n becomes smaller (n pointing downstream). In our context that means ψη increases.
(This argument is contained in [6, Proposition 2.9] whose proof provides a detailed calculation.) Since
v y = ψη = 0 at ξr on the E side, necessarily
ψη(ξs) > 0,
in contradiction to (30).
Conclusion We have ruled out a global minimum in every point of E other than ξr , so our original
assumption was wrong:
Proposition 3. For (v I , n) 
= 90◦ , ψ is not constant and must attain7 its global minimum in ξr .
The arguments above apply to < 90◦; the case > 90◦ is analogous, using global maxima instead of
minima, with obvious modiﬁcations.
3.2. Supersonic wedge ﬂow
The arguments for the supersonic wedge are similar. We consider (see Fig. 6) a transonic reﬂected
shock at the wedge tip ξr , with a hyperbolic upstream region with constant velocity v I , coordinates
shifted and rotated so that v I is vertical down and so that v converges to 0 as we approach the
reﬂection point on the downstream side of the reﬂected shock.
7 This is also true for = 90◦ , but irrelevant, and would require some proof modiﬁcations.
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The shock S is assumed to be C1 (including the endpoint ξr ). Below it and adjacent to ξr is the
elliptic region E . E is bounded by a circular arc P (where (5) becomes parabolic, with L = 1), with an
inﬁnite hyperbolic region H with constant velocity vH on the other side. We assume ψ ∈ C1(E ∪ H).
The portion of S adjacent to H is straight and parallel to the wedge boundary (else the initial data
would be different from the case of [6]).
Proposition 4. ψ is not constant in E and attains its global minimum in ξr .
Proof. If ψ was aﬃne ((ρ, v) constant) in E , then the shock would be straight, but it has to become
parallel to the downstream wall near inﬁnity — contradiction to C1. So ψ is in particular not constant.
ψ must attain a global minimum over the compact region E . Suppose it does not attain it in ξr .
A global minimum of ψ in the interior or at the wall or shock (excluding endpoints) is ruled out
in the same manner as above for classical reﬂection (with the wall in the same role as the reﬂection
wall AE ). Also as before we note that due to (29) we have ξ · n = 0 on the wall so that the slip
condition (9) takes the form
0= v · n.
Therefore, the (constant) velocity vH in H must be parallel to the wall.
At H , the (constant) normal of S points down and left, so since the upstream velocity v I is vertical
down and — for an admissible shock — larger than the downstream velocity vH , (18) implies vH
points down and right. Therefore
∇ψ · nE→H > 0 on P ,
where nE→H is the unit normal of P outer to E . Hence ψ cannot attain a local minimum at P . All
minimum locations in E other than ξr have been ruled out. 
4. Non-existence for strong-type shocks
We have shown that minima can only be attained in the reﬂection point. Now we assume, in
addition, that the reﬂected shock is strong-type and obtain a contradiction: the minimum cannot be
attained in the reﬂection corner either.
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Suppose ψ does have a strict local minimum in ξr (again the case of maxima is analogous). We will
obtain a contradiction by constructing a subsolution Ψ .
Uniform coordinates For convenience we may rotate and mirror-reﬂect, to bring the reﬂection corner
of either problem into the coordinates of Fig. 7. (Since we preserve the origin of similarity coordi-
nates ξ , this does not change the values of ψ which still attains a local minimum in ξr .)
Boundary conditions On the shock S we use the shock condition (19). Let T be the shock tangent in
the reﬂection point ξr , nr the downstream normal of T and tr the corresponding tangent (counter-
clockwise from nr , by convention). Set
α :=(tr,−gv(0,ψ I (ξr), ξr)), (31)
where (a, b) is the counterclockwise angle from a to b. By Deﬁnition 1, the shock is strong-type in
ξr if and only if
−gv
(
0,ψ I (ξr), ξr
) · z < 0.
z is tangential to the wall, hence horizontal, and pointing downstream, hence right:
zx > 0, zy = 0. (32)
Therefore z · t > 0 so that
−gv
(
0,ψ I (ξr), ξr
) · tr (24)> 0. (33)
Moreover
−gv
(
0,ψ I (ξr), ξr
) · nr (22)< 0. (34)
Both combined (see Fig. 7):
α + θ
⎧⎨
⎩
∈ (θ,90◦), shock weak-type,
= 90◦, shock critical-type,
∈ (90◦,90◦ + θ), shock strong-type.
(35)
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ξr = z(ξr)− v(ξr) = z(ξr)
(9)‖ wall (horizontal),
and moreover in ξr the PDE (5) has the form
(
I − c−2ξrξ Tr
) : ∇2ψ (5)= 0; (36)
we may change coordinates by dilating in the horizontal direction to transform the PDE to
ψ = 0.
The wall boundary condition remains ψη = 0, and while gv(0,ψ I (ξr), ξr), α, θ may change to some
g˜v , α˜, θ˜ , the property
90◦ < α˜ + θ˜ < 180◦ (37)
(compare (35)) is preserved by the dilation (see Fig. 7).
Subsolution Now change to polar coordinates (r, φ) centered in the reﬂection point ξr . We let φ = 0◦
represent the wall while φ = θ represents [the image under dilation of] T .
We seek Ψ in the form
Ψ (r, φ) = ψ(ξr)+ r cos(βφ) (38)
where  ∈ (0,1) will be small while β ∈ (0,1) will be taken close to 1.
Ψr =  cos(βφ), r−1Ψφ = −β sin(βφ),
so
|∇Ψ | = O () as r ↓ 0; (39)
moreover on the wall φ = 0◦ the slip condition
0= ∇Ψ · n = −r−1Ψφ = βr−1 sin(βφ) (40)
is already satisﬁed.
∣∣∇2Ψ ∣∣= O (r−1) as r ↓ 0.
In the interior near ξr ,
−Ψ = −Ψrr − r−1Ψr − r−2Ψφφ = r−1
(
β2︸︷︷︸
<1
−1) cos(βφ)︸ ︷︷ ︸
>0
−δr−1 (41)
for some δ > 0 independent of , ξ , since β ∈ (0,1) and θ ∈ (0◦,90◦) imply βφ ∈⊂ (0◦,90◦). On the
reﬂection point shock tangent,
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= (cos(βθ˜) cos α˜ − β sin(βθ˜) sin α˜)
= ( (1− β)︸ ︷︷ ︸
≈0
cos α˜ cos(βθ˜)+ β cos(α˜ + βθ˜)︸ ︷︷ ︸
<0
)
−δ (42)
for some δ > 0 independent of , ξ if we choose β < 1 suﬃciently close to 1, because (37) implies
90◦ < α˜ + βθ˜ < 180◦ for β ≈ 1.
Undilated coordinates We return to undilated coordinates. Change r to the comparable r := |ξ − ξr |
from now on. Then
−gv
(
0,ψ I (ξr), ξr
) · ∇Ψ (ξ) (42) −δ (43)
and
−(I − c(ξr)−2∇χ(ξr)2) : Ψ (ξ) (41) −δr−1 (44)
for some other δ > 0 independent of , ξ .
0= ∇Ψ · n on the wall (45)
is unchanged (from (40)) since the dilation was in horizontal direction.
We focus on a small ball BR(ξr) with radius R > 0 centered in ξr .
Interior Using ψ ∈ C1(E) and therefore χ, c ∈ C1(E), we have for ξ ∈ BR(ξr) that
− (I − c−2∇χ2)︸ ︷︷ ︸
=I−c(ξr)−2∇χ(ξr)2+O (r)
: ∇2Ψ︸ ︷︷ ︸
=O (r−1)
= −(I − c(ξr)−2∇χ(ξr)2) : ∇2Ψ (ξ)+ O ()
(44)
 −δr−1 + O () < 0 for ξ ∈ BR(ξr)∩ E (46)
if R > 0 is suﬃciently small. Hence
−(I − c−2∇χ2) : ∇2(ψ −Ψ ) (5)> 0 for ξ ∈ BR(ξr)∩ E (47)
so that ψ −Ψ cannot have a local minimum in E ∩ BR(ξr), by the maximum principle.
At the wall The Hopf lemma, using (47) and ∇(ψ − Ψ ) · n = 0 (by (45)), rules out a local minimum
at the wall.
Shock below tangent ψ has a minimum in ξr , so for ξs ∈ S ∩ E:
0ψ(ξs)−ψ(ξr) (12)= ψ I (ξs)−ψ I (ξr) = v I · (ξs − ξr);
this means ξs is on or below T since v I is a downstream normal to T (Fig. 7).
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ψ I (ξr) = ψ I (ξt) for all ξt ∈ T . (48)
v = 0 satisﬁes the shock relations not only in ξr ∈ T , but in any ξt ∈ T , since T is straight, so
0= g(0,ψ(ξt), ξt)= g(0,ψ I (ξt), ξt) (48)= g(0,ψ I (ξr), ξt)
= g(0,ψ(ξr), ξt) for all ξt ∈ T . (49)
Since any ξs ∈ S ∩ E ∩ BR(ξr) on the actual shock is on or below T , there is a straight path from someξt ∈ T in positive nr direction to ξs Then d(ξt , ξr) = O (d(ξs, ξr)) = O (R), and
0
(49)= g(0,ψ(ξr), ξt)
= g(0,ψ(ξr), ξs)+
1∫
0
gξ
(
0,ψ(ξr), tξt + (1− t)ξs
)
dt︸ ︷︷ ︸
=gξ (0,ψ(ξr),ξr)+O (R)
· (ξt − ξs)︸ ︷︷ ︸
∈(−∞,0]·nr
(now take R > 0 suﬃciently small)
(34)
 g
(
0,ψ(ξr), ξs
) (38)= g(0,Ψ (ξs), ξs)+ O (R)
= g(∇Ψ (ξs),Ψ (ξs), ξs)−
1∫
0
gv
(
t∇Ψ (ξs),Ψ (ξs), ξs
)︸ ︷︷ ︸
=gv (0,ψ(ξr),ξr)+O (+R)
·∇Ψ (ξs)dt + O (R)
(now take R > 0 and  > 0 suﬃciently small)
(43)
 g
(∇Ψ (ξs),Ψ (ξs), ξs)− δ + O (R),
so
g
(∇Ψ (ξs),Ψ (ξs), ξs)> 0 (50)
if R > 0 is suﬃciently small.
ψ −Ψ negative minimum Assume ψ −Ψ has a negative minimum in ξs ∈ S ∩ Br(ξ). Then
ψ −Ψ < 0 and (51)
∇(ψ −Ψ ) · t = 0 and (52)
∇(ψ −Ψ ) · n 0 in ξs (53)
(again n is the downstream normal, hence inner). By (50) and (19),
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(∇ψ(ξs),ψ(ξs), ξs)− g(∇Ψ (ξs),Ψ (ξs), ξs)
=
1∫
0
gv
(
t∇ψ(ξs)+ (1− t)∇Ψ (ξs), tψ(ξs)+ (1− t)Ψ (ξs), ξs
)︸ ︷︷ ︸
=gv (0,ψ(ξr),ξr)+O (R+)
· (∇ψ(ξs)− ∇Ψ (ξs))︸ ︷︷ ︸
(52), (53)∈ [0,∞)nr+O (R)
+ ga
(
t∇ψ(ξs)+ (1− t)∇Ψ (ξs), tψ(ξs)+ (1− t)Ψ (ξs), ξs
)︸ ︷︷ ︸
=ga(0,ψ(ξr),ξr)+O (R+)
(
ψ(ξs)−Ψ (ξs)
)
dt
 0 (54)
by (34) for the gv part and by (51) with (27) for the ga part. We have a contradiction. Hence ψ −Ψ
cannot have a negative minimum at ξs ∈ S ∩ Br(ξ).
Conclusion ψ has a strict local minimum in ξr , so we can take  > 0 suﬃciently small in (38) to
achieve
ψ −Ψ > 0 on ∂BR(ξr)∩ E
since Ψ is continuous on this set which is compact and does not contain ξr . Moreover, by deﬁni-
tion (38)
ψ −Ψ = 0 in ξr , (55)
so
ψ −Ψ  0 in BR(ξr)∩ E
since negative local minima of ψ −Ψ in BR(ξr)∩ E have been ruled out. In particular
ψ −Ψ = 0 in r = 0, ψ −Ψ  0 for r ∈ [0, R), φ = 0 (and ξ ∈ E)
so that
(ψ −Ψ )r  0 in r = 0,
in contradiction to ψr(ξr) = 0 (by (29)) and Ψr > 0 on {φ = 0} (by (38)).
Hence our assumption was wrong; ψ cannot attain its E minimum in ξr .
5. Conclusion
Combining the results from the previous two sections, we have shown that the E minimum cannot
be attained in any point of E , a contradiction. Hence global regular reﬂections cannot be strong-type
in the cases considered.
It is natural to wonder what else the global ﬂow may be in each case. In some cases existence
of transonic or supersonic weak-type regular reﬂection has been proven [3,10,8]. In other cases, nu-
merical calculations (see [9, Fig. 6]) suggest that Mach reﬂections should arise instead, or even a
succession of a weak-type regular reﬂection followed by an additional Mach reﬂection.
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