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Abstract: Optical coherence tomography angiography (OCTA) requires high transverse
sampling rates for visualizing retinal and choroidal capillaries, which impedes the popularization
of the OCTA technique due to the high cost of speedy acquisition systems. On the other hand,
current wide-field OCTA using low transverse sampling causes the underestimation of vascular
biomarkers in quantitative analysis. In this paper, we propose to use deep learning to repair the
resolution degeneration induced by the low transverse sampling. We conducted preliminary
experiments on converting the centrally cropped 3 × 3 mm2 field of view (FOV) of the 8 × 8
mm2 foveal OCTA images (a sampling rate of 22.9 µm) to the native 3 × 3 mm2 en face OCTA
images (a sampling rate of 12.2 µm). We employed a cycle-consistent adversarial network
architecture in this conversion. Qualitative results show the resolutions of superficial vascular
plexus (SVP) and deep capillary plexus (DCP) are significantly improved by this deep learning
image processing method. It also enhances the signal-to-noise ratio of the choriocapillaris and
choroidal vasculature. We quantitatively compared the representative vascular biomarkers of the
SVP and DCP, such as vessel area density, vessel diameter index, and vessel perimeter index, and
found that our method could significantly decrease their discrepancy caused by the high and low
sampling rates.
© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
In recent years, optical coherence tomography angiography (OCTA) has drawn tremendous
attention in ophthalmology as a novel imaging modality to replace traditional fluorescein
angiography (FA) and indocyanine green angiography (ICGA) [1]. OCTA is non-invasive thus
avoids the risk of dye injection. Compared with the overlapping depth information of vasculature
in 2D imaging like FA and ICGA, OCTA is capable of resolving the vessels and capillaries in
depth direction with a high resolution of 5 ∼ 10 µm. It has been widely used in studies of various
ocular diseases, such as glaucoma [2], age-related macular degeneration [3], and retinopathy
of prematurity [4]. Also, the OCTA imaging of human retina was found to be able to indicate
neurodegenerative disorders, such as mild cognitive impairment [5] and Alzheimer’s disease [6].
OCTA employs the temporal decorrelation of repeated B-scans at the same location to
distinguish the blood flow from surrounding tissue. Two mainstream OCTA algorithms,
optical micro-angiography (OMAG) [7] and split spectrum amplitude-decorrelation angiography
(SSADA) [8], require to repeatedly scan four and two times, respectively. Besides, for minimizing
motion noise and artifacts and enhancing the signal-to-noise ratio (SNR) of blood vessels,
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Fig. 1. (a) Relationship between the sampling density (rate) and the A-line speed of the
OCT systems. (b) The comparison of 8 × 8 mm2 and 3 × 3 mm2 FOV OCTA images.
hardware-based eye-tracking [9] and software-based orthogonal registration [10] further increase
the acquisition duration time of OCTA. So for a given field of view (FOV) and A-line rate, OCTA
scans spend a much longer time than volumetric OCT scans.
On the other hand, different from OCT that emphasizes the structure information of retinal
layers, an important function of OCTA is to visualize en face retinal and choroidal capillaries.
So OCTA has higher demands on the transverse resolutions and sampling rates of the acquisition
systems. However, the imaging of the posterior segment is suffered from the intrinsic aberrations
of the eye, which limits the transverse resolutions of the ocular imaging systems to 10 ∼ 15
µm. Incorporating with adaptive optics (AO) could compensate the aberrations and improve
the transverse resolutions [11], but the AO components will significantly increase the cost and
complexity of the acquisition systems. Besides, the resolutions are improving in sacrifice of the
FOV, which hinders the clinical applications of the AO OCTA.
Enabling high transverse sampling rates is a more practical approach for OCTA. However,
it will further increase the acquisition time on the basis of the repeated scans. To avoid the
discomfort of the imaging subject caused by a long acquisition duration (the human spontaneous
eye blink rate is ∼ 15 blinks per minute [12]), researchers and manufacturers are trending to
use high-speed systems for the OCTA imaging. In research fields, the acquisition A-line rate
has reached several megahertz [13]. For commercial systems, 100-kHz OCTA systems have
emerged [14]. However, the increase in the speed especially the usage of swept-source (SS) OCT
systems significantly increases the cost of the OCTA imaging, which impedes the popularization
of this technique.
Figure. 1(a) give a simple estimation of the relationship between the sampling density (rate)
and the A-line speed of the OCT systems. It was derived based on several practical assumptions.
(1) An acquisition duration of 4 seconds, which is the upper limit time between two successive
spontaneous blinks. (2) A FOV of 3 × 3 mm2, which is commonly used in OCTA scans. (3) Two
repeated scans, which is the minimum for the OCTA algorithms. (4) Evenly-spaced sampling
along the horizontal and vertical directions, which is mostly employed. For the sampling rate
at the NyquistâĂŞShannon limit (7.5 µm for an optical transverse resolution of ∼ 15 µm), an
A-line speed of ∼ 160 kHz is required. We also listed the sampling rates of the 3 × 3 mm2 and
8 × 8 mm2 scan protocols in the ZEISS CIRRUS OCTA system. For the 3 × 3 mm2 scans, each
transverse direction has 245 data points which corresponds to a sampling density of 12.2 µm. So
the required A-line speed is ∼ 65 kHz, which is in accordance with the real-world situation. For
the 8 × 8 mm2 scans, each direction has 350 data points which corresponds to a sampling density
of 22.9 µm. So the demand for the A-line rate is reduced to ∼ 20 kHz. However, insufficient
sampling causes the blur and loss of the capillaries as demonstrated in Fig. 1(b). The left side
of Fig. 1(b) shows the 8 × 8 mm2 superficial vascular plexus (SVP) scan centered on fovea, the
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Fig. 2. Proposed workflow of using low cost OCT systems and deep learning to get
high resolution OCTA images.
zoom-in view of it central FOV is shown in the upper left of the figure. The lower left of Fig. 1(b)
demonstrates the native 3 × 3 mm2 SVP image.
The insufficient sampling not only affects the visualization and qualitative analysis of the
OCTA images, but also brings difficulty and inaccuracy to the extraction of quantitative vascular
biomarkers, such as vessel area density, vessel diameter index, and vessel perimeter index.
Several studies have reported the discrepancy among the OCTA scan patterns with different
FOVs [15–17]. Usually, a large FOV scan would cause the underestimation of the vascular
biomarkers mentioned above.
Here we propose to use deep learning techniques to remedy the resolution degeneration caused
the low transverse sampling in OCTA. We expect that it will have two major functionalities. (1)
To improve the accuracy of extracting the vascular biomarkers using wide-field scans and/or low
sampling scans. (2) Lower the speed requirement of the OCTA acquisition thus reduce the cost of
the OCTA systems, which will promote the popularization of this technique. We illustrated this
idea in Fig. 2. A low speed thus low-cost OCT system is used to acquire the OCTA data with a
relatively low sampling density. Then the OCTA images are feed into a deep neural network and
generates high-resolution OCTA images. We believe this solution will benefit the development
of healthcare in low-resource settings.
The idea of using deep learning in this low to high-resolution conversion of OCTA is
inspired by the success of the deep learning-based methods in enhancing the resolution of
various types of microscopy very recently. Wang et al. realized the transformation of ordinary
fluorescence microscopic images into super-resolution images using a generative adversarial
network (GAN) [18]. Rivenson et al. used a convolutional neural network to convert low-quality
mobile-phone-based microscopic images to high-quality table-top microscopic images [19].
de Haan et al. demonstrated the conversion from low to high resolution scanning electron
microscopic images using deep learning [20].
In this paper, we conducted preliminary experiments to evaluate the feasibility of the proposed
idea. we tried to convert the centrally cropped 3 × 3 mm2 field of view (FOV) of the 8 × 8
mm2 foveal OCTA images to the native 3 × 3 mm2 en face OCTA images. A cycle-consistent
GAN architecture was employed in this conversion. The results demonstrate the proposed
deep-learning-based method is capable of significantly improving the resolution of the low
transverse sampling OCTA images.
2. Materials and methods
2.1. Data preparation
40 eyes of 20 participants were recruited for this resolution-enhancement task at our Intelligent
Ophthalmic Imaging & Laser Laboratory. The human study protocol was approved by the
Institutional Review Board of Cixi Institute of Biomedical Engineering, Chinese Academy of
Sciences and followed the tenets of the Declaration of Helsinki. We employed a ZEISS CIRRUS
OCTA system for the data collection. Each eye was scanned by two different imaging protocols:
3 × 3 mm2 and 8 × 8 mm2 FOV centered on fovea. The 3 × 3 mm2 and 8 × 8 mm2 scans have
equivalent samplings of 245 and 350 along the two transverse directions, respectively. Each
A-line has 1024 data points. The low transverse sampling image was obtained by cropped 3 × 3
mm2 area around the fovea from wide-field image of 8 × 8 mm2 protocols.
2.2. Deep learning network
It’s difficult to collect the paired OCTA images because of the deviation of scanning range
adjusted by operators in each acquisition and the influences caused by the motions of living eyes.
So the cycle-consistent adversarial network architecture [21] can be used to repair the resolution
degeneration induced by the low transverse sampling with the unpaired images. The overall
framework is illustrated in Fig. 3. It aims to learn a mapping GAB (mapping: A to B) such that
the images from cropped 3 × 3 mm2 protocol is indistinguishable from the original 3 × 3 mm2 at
both the pixel-level and feature-level with the adversarial learning. Then we couple it with an
inverse mapping GBA (mapping: B to A) and introduce a cycle consistency loss to enforce the
generated image is as similar to the reconstructed image as possible (and vice versa). Such a
translation does not ensure that the input image and output image are paired up in a meaningful
way, so two discriminator network DA and DB are brought out to restraint input images and
synthesized images from generators in the same distribution.
The network aims to learn the mapping between low-quality images (cropped 3 × 3 mm2
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Fig. 3. Overview of the framework for the resolution enhancement task, there are two
generators GAB and GBA and two discriminators DA and DB . A denotes the low
transverse sampling image domain, B denotes the high-definition image domain, to
further regularize the mappings, the network employed three losses: cycle consistency
loss, adversarial loss, and identity loss.
OCTA) and high-definition images (native 3 × 3 mm2 OCTA) and convert low-quality input
images into high-quality output images. The overall loss is defined by:
L (GAB,GBA,DA,DB) = LGAN (GAB,DB, A, B) + LGAN (GBA,DA, B, A) + βLcyc (GAB,GBA)
+ γLide (GAB,GBA)
(1)
where β and γ control the proportion of each loss, LGAN , Lcyc , Lide denote the adversarial
loss, cycle consistency loss, and identity loss. A denotes the low quality images (cropped 3 × 3
mm2 OCTA) in source domain, B denotes the high-definition images (native 3 × 3 mm2 OCTA)
in target domain.
Adversarial loss [22] is applied in the mapping function, the objective is expressed as:
min
GAB
max
DB
LGAN (GAB, DB, A, B)
=Eib∼Pdata (b) [logDB(b)] + Eib∼Pdata (a) [log (1 − DB (GAB(a)))]
(2)
Where GAB is trained to enhance the resolution of low transverse sampling images to make it
similar to the high-definition OCTA while DB aims to distinguish between images generated by
GAB and real images in domain B. GAB aims to minimize this objective against an adversary DB
that tries to maximize it. We employ a similar adversarial loss for the mapping function GBA and
its discriminator DA as well.
Adversarial training can learn mappings GAB and GBA that produce outputs identically
distributed as target domain B and source domain A, respectively. However, the network may
map the same set of input images to any image in the target domain, that is to say, if we only
employ adversarial loss, it’s hard to learn the function maps with a single input Ai to the desired
output Bi . So the cycle consistent loss is used to the network to constrain the mapping, for each
image A from source domain, the image translation cycle should be able to bring A back to the
original image:
Lcyc (GAB,GBA) =Eia ∼ Pdata [‖GBA (GAB (ia)) − ia‖1]
+ Eib∼Pdata (b) [‖GAB (GBA (ib)) − ib ‖1]
(3)
Where the cycle consistency loss enforces the constraint that GAB and GBA should be inverse of
each other, i.e., it encourages
GBA (GAB (iA)) ≈ iA and GAB (GBA (iB)) ≈ iB (4)
In order to prevent excessive color composition between input and output, we regularize the
input of network provide by target domain to be near an identity mapping:
Lide (GAB,GBA) = Eib∼Pdata (b) [‖GAB(b) − ib ‖1] + Eia∼Pdata (a) [‖GBA (ia) − ia‖1] (5)
2.3. Implementation
Our model is implemented based on deep learning framework PyTorch in the Ubuntu 16.04 LTS
operating system and the training was performed with NVIDIA GeForce GTX 1080 Ti GPU
with 12 GB RAM. The generator and discriminator are trained from scratch using the Adam
optimizer [23] with an initial learning rate of 2 × 10−4. We set β1 = 0.5 and β2 = 0.999 for both
of the two Adam optimizers. We trained the network 200 epochs for achieving the smallest loss,
which took about 4 hours for each training.
In this study, 40 OCTA datasets are divided into disjoint training and testing sets, and we
performed experiments on four major vascular layers of the retina, they are the SVP, deep
capillary plexus (DCP), choriocapillaris (CC), and choroidal vasculature, respectively. To solve
the shortage of sufficient and diverse training data in this application, we have adopted the data
augmentation methods, including Gaussian blurring, contrast adjustment, adding Gaussian noise,
and random rotation. The training data is 280 sets from 35 images with the data augmentation,
then we tested the remaining five sets of data. Note that all the input test data were not previously
appeared in the network.
2.4. Quantitative biomarkers
Quantitative assessment of OCTA is clinically useful for various ocular diseases [24]. To
demonstrate the improved vascular visualization, the quantitative tools for objectively analyzing
the angiographic quality of the original and converted OCTA images are needed. So we employ
the following metrics to quantitatively compared the representative vascular biomarkers of the
SVP and DCP, as proposed by Chu et al. [24], including vessel area density (VAD), vessel
skeleton density (VSD), vessel diameter index (VDI), vessel perimeter index (VPI), vessel
complexity index (VCI). These parameters have proven to be effective in the studies of ophthalmic
diseases [25–27].
The quantitative biomarkers mentioned above are calculated based on the following images.
Vessel area map in Fig. 8(b) is obtained by processing the input image into a binary image using
global threshold, hessian filter and adaptive threshold in MATLAB (R2018b), which is used to
calculate the VAD, VDI, VCI. Vessel skeleton map in Fig. 8(c) is created after obtaining the
vascular region information, wherein each blood vessel is represented by a single pixel line,
thereby obtaining the blood vessel length information, vessel skeleton map is used to calculate
the VSD, VDI. Vessel perimeter map in Fig.8(d) is acquired by detecting the edge of vessel in
the vessel area map and deleting pixels that are not on the edge of vessels, this image is used to
calculate the VPI and VCI.
The VAD is the proportion of blood vessels area in the vessel area map to provide information
about the vascular network. The VSD is the proportion of the blood vessel length in the vessel
skeleton map. The VDI is calculated based on the vessel area map and the vessel skeleton
map, from which we can easily detect vascular abnormalities. The VPI is calculated as the
proportion of the vessel perimeter in the vessel perimeter map, which presents each blood vessel
by perimeter. The VCI is calculated based on the vessel perimeter map and the vessel area map
and is used to quantify morphological features of the vascular system.
3. Results
3.1. Qualitative analysis
We first evaluate the performance of the proposed method by quantitatively comparing the
GAN-generated OCTA images with the original ones. Also, the native 3 × 3 mm2 OCTA
images, which are referred as high-definition (HD) OCTA here, are used to assess the details
of the capillaries reconstructed by the deep network. Four major vascular layer of the retina,
including the SVP, deep capillary plexus (DCP), choriocapillaris (CC), and choroidal vasculture,
are separately demonstrated in the qualitative analysis.
Figure. 4 shows the results of the SVP. The zoom-in views of three regions of interest (ROIs)
labeled as a, b, c (the red boxes) are demonstrated at the right side of the figure. The tag numbers
1, 2, and 3 refer to the original low transverse sampling image, the GAN-generated image, and
the HD OCTA, respectively. From the ROI (a), we can see the sharpness of the capillaries around
the foveal avascular zone (FAZ) are significantly enhanced. Besides, the bulk motion noise inside
the FAZ seems to be suppressed because of the conversion. Good morphological accordance
between the generated image and the HD OCTA. Inside the the ROI (b), large vessel branches
are captured by the OCTA imaging, but the capillaries are almost absent even in the HD OCTA
image. Because of the resolution enhancement, the calibers of the large vessels decrease in the
generated image. The sizes of the vessels are similar to those in the HD image. The ROI (c) is
located close to the edge of this 3 × 3 mm2 FOV. We can observe both the vessels and capillaries
are in this region. The proposed method successfully converted the original blurry angiogram
into the high-resolution image, which has excellent consistency with the HD OCTA image.
The DCP is a purer and denser capillary plexus compared with the SVP as and we conducted
a very similar analysis as demonstrated in Fig. 5. The GAN-based conversion significantly
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Fig. 4. Resolution enhancement results of the SVP, the zoom-in views of three regions
of interest (ROIs) labeled as a, b, c (the red boxes) are demonstrated at the right side of
the figure. The tag numbers 1, 2, and 3 refer to the original low transverse sampling
image, the GAN-generated image, and the HD OCTA, respectively.
improves the resolution and contrast of the original blurry images. However, the similarity
between the generated DCP images and the HD OCTA is lower than that of the SVP. Because both
the 3× 3mm 2 and 8× 8mm 2 scans are undersampled (as shown in Fig. 1), this discrepancy may
come from the alias during the OCTA imaging. But it should be noted that the morphological
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Fig. 5. Resolution enhancement results of the DCP. (a1-c1) The zoom-in views of
interest (ROIs) labeled in the red boxes of original low transverse sampling image.
(a2-c2) Demonstrated the corresponding zoom-in region of GAN-generated image.
(a3-c3) Magnified corresponding area at the red boxes of HD OCTA.
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Fig. 6. Resolution enhancement results of the CC, the zoom-in views of three regions
of interest (ROIs) labeled as a, b, c (the red boxes) are demonstrated at the right side of
the figure. The tag numbers 1, 2, and 3 refer to the original low transverse sampling
image, the GAN-generated image, and the HD OCTA, respectively.
distribution of the capillaries is precisely preserved compared with the original images, which
means the proposed method only enhances the resolutions and does not create artifacts.
The results of the CC and the choroidal vasculature are demonstrated in Fig. 6 and 7,
respectively. The signal-to-noise ratio (SNR) of the CC and choroid are significantly enhanced
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Fig. 7. Resolution enhancement results of the choroidal vascular, the zoom-in views of
three regions of interest (ROIs) labeled as a, b, c (the red boxes) are demonstrated at the
right side of the figure. The tag numbers 1, 2, and 3 refer to the original low transverse
sampling image, the GAN-generated image, and the HD OCTA, respectively.
because of the GAN-conversion. The morphological features of the original images are well
preserved. Compared the generated images with the HD OCTA images, their large scale features
are quite similar while the detailed features have discrepancy, which may also be attributed
to the undersampling issue mentioned above. Fortunately, the same discrepancy also exist
between the original image and the HD OCTA, which will not influence the feasibility of this
deep-learning-based resolution enhancement method.
3.2. Quantitative analysis
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Fig. 8. Representative vascular maps to calculate the quantitative indexes of the SVP.
(a) Original en face OCTA image. (b) Vessel area map is used for VAD, VDI, and VCI
quantification. (c) Vessel skeleton map is used for VSD and VDI quantification. (d)
Vessel perimeter map is used for VPI and VCI quantification.
To further validate the proposed method, we conducted a quantitative analysis of the SVP and
DCP by comparing the vessel feature maps and their biomarkers from the orginal, GAN-generated,
and HD OCTAs. Figure. 8 shows the images and maps of the SVP. (a) are the OCTA images. (b),
(c), and (d) are the vessel area map, vessel skeleton map, and vessel perimeter map, respectively.
We can see the vessel maps of the generated image and the HD OCTA are quite similar, while the
vessel maps calculated from the original image are evidently sparser, especially at the regions
away from the FAZ.
Based on the vessel maps, we calculated the vascular biomarkers of these three types of
Table 1. Comparison of the vascular biomarkers of the SVP.
VDI VAD VSD VPI VCI
Original 2.514Âś0.027 0.261Âś0.009 0.104Âś0.004 0.204Âś0.008 (1.314Âś0.055)×105
Generated 1.923Âś0.015 0.293Âś0.005 0.152Âś0.002 0.261Âś0.005 (1.924Âś0.039)×105
HD OCTA 1.868Âś0.027 0.282Âś0.016 0.151Âś0.010 0.250Âś0.017 (1.818Âś0.141)×105
images including the VDI, VAD, VSD, VPI, and VCI as listed in Table 1. The VDI is an indicator
of the vessel diameters. We can see the generated SVP image has a low VDI compared with the
original one, which confirms the improvement of the resolution. The VAD, VSD, VPI, and VCI
are all indicators of the abundance of the capillaries from different aspects of the vasculature
(length, caliber, and so on). The low transverse sampling will cause the underestimation of these
biomarkers. The deep-learning-based conversion, on the other hand, can effectively minimize
the underestimation. Besides, the vascular biomarkers extracted from the generated SVP image
is in good accordance with those extracted from the HD SVP image.
A similar quantitative analysis was applied to the DCP images. Figure 9 is the three types of
O
rig
in
al
G
en
er
at
ed
H
D
 O
C
TA
(a) (b) (c) (d)
Fig. 9. Representative vascular maps to calculate the quantitative indexes of the DCP.
(a) Original en face OCTA image. (b) Vessel area map is used for VAD, VDI, and VCI
quantification. (c) Vessel skeleton map is used for VSD and VDI quantification. (d)
Vessel perimeter map is used for VPI and VCI quantification.
Table 2. Comparison of the vascular biomarkers of the DCP.
VDI VAD VSD VPI VCI
Original 2.125Âś0.031 0.305Âś0.009 0.144Âś0.006 0.268Âś0.009 (1.936Âś0.07)×105
Generated 1.949Âś0.023 0.303Âś0.005 0.155Âś0.004 0.276Âś0.005 (2.072Âś0.042)×105
HD OCTA 1.908Âś0.014 0.310Âś0.008 0.163Âś0.005 0.283Âś0.006 (2.122Âś0.043)×105
OCTA images (a) and their corresponding vessel maps including the area map (b), the skeleton
map (b), and the perimeter map (c). Because the capillaries in the DCP are very denser, it is
difficult to find their differences via visual inspection. We also listed their vascular biomarkers in
Table 2.
As demonstrated in the table, the variation trends of the VDI, VSD, VPI, and VCI are quite
similar to those of the SVP, even though the consistency between the GAN-generated image and
the HD OCTA degrades. The VAD of the generated images is a little bit lower than that of the
original image. The performance degeneration of the proposed method may because the low
contrast of the original DCP image brings difficulties to the threshold-based binarization, so
some background noise is counted as the capillaries.
We further quantified the discrepancies of the original and generated images when compared
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Fig. 10. The vascular similarity of the original OCTA and the GAN-generated OCTA
relative to the HD OCTA, respectively. (a)Error rate results of quantitative parameters
between images of the SVP. (b)Error rate results of quantitative parameters between
images of the DCP.
with the HD OCTA, which are referred as the error rate and in the unit of percentage as shown in
Fig. 10. Figure 10(a) is the results of the SVP. We can see the error rates decrease from averagely
20% using the original image to < 5% using the GAN-generated image. A similar trend can
be observed in the results of the DCP as shown in Fig. 10(b), although the original error rates
are significantly smaller than those of the SVP, which may come from the binarization problem
mentioned above.
4. Discussion and conclusions
Enhancing the resolution of the low transverse sampling data using deep learning looses the
requirement of high-speed acquisition systems in OCTA, which has the potential to reduce
the cost of clinical OCTA machines and promote the applications of this technique in a wider
population. This paper demonstrates a preliminary implementation of this idea by training
the low transverse sampling en face OCTA images to learn the features of the high transverse
sampling data using a cycle-consistent adversarial deep network. The results have demonstrated
the proposed conversion could significantly improve the resolutions without disrupting the
original morphological features of the retinal vessels. Besides, we have found the improvement
in resolution also benefited the accurate quantification of the vascular biomarkers, such as vessel
area density and vessel perimeter index.
However, OCTA is a 3D imaging modality, so the en face projected images can not provide
intact depth information. Also, this work only enhanced the resolutions of the 3 × 3 mm2 FOV
centered on fovea, which is far from sufficient for the researches and diagnoses of ocular diseases,
especially the early symptoms happening at the peripheral retina, such as the early stages of
diabetic retinopathy. In next step, we will devote to the development of this new technique in
two major directions. (1) The resolution enhancement of OCTA B-scans (volumetric OCTA).
Because it will involve the axial direction, we will consider to introduce compressed sensing
techniques to fulfill this task. (2) Enhancing the resolutions in larger FOVs. For example,
including fovea and optical nerve head simultaneously. We will combine the style transfer deep
network with other techniques such as deep learning or low-level feature based registration and
impainting.
In summary, We have developed a deep learning based technique that could enhance the
resolutions of the low transverse sampling OCTA. Because it is difficult to collect the paired OCTA
images due to the deviation of scanning range adjusted by operators in each acquisition and the
influences caused by the motions of living eyes, we have employed the cycle-consistent adversarial
network architecture for this task. Qualitative and quantitative results have demonstrated the
proposed technique could not only improve the transverse resolution and SNR of the OCTA
images but also benefit the quantification of the vascular biomarkers.
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