We study metric contraction properties for metric spaces associated with leftinvariant sub-Riemannian metrics on Carnot groups. We show that ideal subRiemannian structures on Carnot groups satisfy such properties and give a lower bound of possible curvature exponents in terms of the datas.
Introduction
Several notions of Ricci curvature (bounded from below) on measured metric spaces have been defined recently [19, 23, 25, 26] . The Ohta measure contraction property [23] reflects the way the volume of balls is distorted along geodesics. In [15] , Juillet proved that Heisenberg groups equipped with their canonical sub-Riemannian metric and the Haar measure satisfy some measure contraction properties. The aim of the present paper is to extend Juillet's results to more general Carnot groups. In order to introduce Ohta's measure contraction property, we first study the Riemannian case. We refer the reader to the textbook [11] for further details in Riemannian geometry.
Let (M, g) be a complete smooth Riemannian manifold of dimension n, we denote by d g the geodesic distance on M , by dvol g the canonical measure of (M, g) and by exp x : T x M → M the exponential map from a point x ∈ M . Given x ∈ M , the cut locus of x, denoted by cut(x), is the smallest closed set in M such that the pointed distance y ∈ M → d g (x, y) is smooth on its complement in M . That set can also be viewed as the closure of the set of points y ∈ M such that at least two distinct minimizing geodesics join x to y. For every y ∈ M \ cut(x), there is a unique minimizing geodesic joining x to y; we denote by v y ∈ T x M the tangent vector such that exp x (v y ) = y and by γ x,vy : [0, 1] → M the geodesic starting at x with velocity v y . The tangent injectivity locus at x is the subset of T x M defined as TIL(x) := v y | y ∈ M \ cut(x) ;
it is an open subset of T x M which is star-shaped with respect to the origin and has a locally Lipschitz boundary [9, 14, 18] . Moreover, the mapping
is a smooth diffeomorphism. The set cut(x) is the image of ∂TIL(x) through exp x , hence it has measure zero. Let x ∈ M and A ⊂ M a measurable set with 0 < vol g (A) < ∞ be fixed. For every s ∈ [0, 1], we call s-interpolation of A from x, the subset of M defined by A s := γ x,v (s) | v ∈ TIL(x), exp x (v) ∈ A . Let u ∈ U x M and (e 1 , . . . , e n ) be an orthonormal basis of T x M with e 1 = u. For every t ≥ 0 let γ x,u (t) = exp x (tu), and let (e 1 (t), . . . , e n (t)) be an orthonormal basis of T γx,u(t) M obtained by parallel transport of (e 1 , . . . , e n ) along γ x,u . Let further, for t ≥ 0,
The first line and row of J always satisfy J i1 (t, u) = J 1i (t, u) = tδ i1 for any t ≥ 0 and any i. Then the (n − 1) × (n − 1) block in the lower right of J, that we denote byĴ, is solution to   J i (t, u) +R(t, u)Ĵ i (t, u) = 0, J(0, u) = 0 n−1 ,J(0, u) = I n−1 , (1.1) whereR(t, u) denotes the (n − 1) × (n − 1) block in the lower right of R(t, u). Note thatĴ(t, u) may depend on the orthonormal basis (e 1 , . . . , e n ) of T x M , however its determinant does not. Then we set D(t, u) := det Ĵ (t, u) ∀t ≥ 0, ∀u ∈ U x M, (1.2) which depends implicitely on x. Since t −(n−1) D(t, u) corresponds to the Jacobian determinant of the mapping (t, u) → exp x (tu), we get by change of variable
and for every s ∈ [0, 1],
In the above change of variable, we used that for every u ∈ U x M , the determinant of the Jacobi matrix J(t, u) (or equivalently ofĴ (t, u)) is positive as long as the tangent vector tu (with t > 0) belongs to TIL(x). For every u ∈ U x M , we denote by t cut (u) the first time t ≥ 0 such that tu / ∈ TIL(x) (if tu always belongs to TIL(x) we set t cut (u) = +∞). Given u ∈ U x M , remembering (1.1) and that R (and a fortioriR) is symmetric, we check easily that the (n − 1) × (n − 1) matrix
satisfies the Ricatti equatioṅ 4) and is symmetric. Since the derivative of a determinant is a trace, we havė
Moreover, the Cauchy-Schwarz inequality yields
Then taking the trace of (1.4), we get tr U (t, u)
Recall that we have by definition of the Ricci curvature as a quadratic form
Therefore if a Riemannian manifold satisfies Ric g ≥ K, we have
By classical comparison theorems, we infer thaṫ
where the function
Then, for every s ∈ (0, 1) integrating the inequality on [st, t] yields (note that by Bonnet-Myers's Theorem, K > 0 implies t cut (u) < π n − 1/K for all u)
Then remembering (1.3), we get for every s ∈ (0, 1),
Note that the above inequality holds for s = 0, 1. Then summarizing we have the following result.
) be a complete smooth Riemannian manifold satisfying Ric g ≥ K. Then for every x ∈ M and every measurable set A ⊂ M with 0 < vol g (A) < ∞, we have
According to the above result, Ohta introduced in [23] the notion of measure contraction property of general measured metric spaces that we proceed to define. For sake of simplicity we restrict our attention to measured metric spaces with negligeable cut loci. Definition 2. Let (X, d, µ) be a measured metric space. We say that it is a geodesic space with negligeable cut loci if for every x ∈ X, there is a measurable set C(x) ⊂ X with µ (C(x)) = 0, and a measurable map
is the unique geodesic from x to y.
The following definition is equivalent to Ohta's definition [23, Definition 2.1] in the case of geodesic measured metric spaces with negligeable cut loci.
Definition 3. Let (X, d, µ) be a measured metric space which is geodesic with negligeable cut loci and K ∈ R, N > 1 be fixed. We say that (X, d, µ) satisfies MCP(K, N ) if for every x ∈ X and every measurable set
where A s is the s-interpolation of A from x defined by
In particular, (X, d, µ) satisfies MCP(0, N ) if for every x ∈ X and every measurable set A with 0 < µ(A) < ∞,
Of course, Euclidean spaces, that is R n equipped with a constant Riemannian metric, satisfy MCP(0, n). Carnot groups are to sub-Riemannian geometry as Euclidean spaces are to Riemannian geometry. They are the metric tangent cones for this geometry. Elaborating on an idea of Gromov [13] , Mitchell [21] proved that any subRiemannian structure does admit at generic points metric tangent cones which are Carnot groups equipped with left-invariant metrics. This property makes them prime canditates to satisfy MCP(0, N ). In [15] , Juillet proved that the Heisenberg group H n equipped with its canonical sub-Riemannian metric and the Haar measure satisfies MCP(0, N ) with N = 2n + 3. Heisenberg groups are the most simple examples of subRiemannian structures. The aim of the present paper is to show the validity of Juillet's result for more general Carnot groups equipped with left-invariant sub-Riemannian structures and Haar measures. Let us now present briefly our results. We refer the reader to Section 2 for reminders in sub-Riemannian geometry and Carnot groups. Theorem 4. Let G be a Carnot group whose first layer is equipped with a left-invariant metric, assume that it is ideal. Then there is N > 0 such that the metric space (G, d SR ) with Haar measure satisfies MCP(0, N ).
We call curvature exponent of a Carnot group G whose first layer is equipped with a left-invariant metric the least N ≥ 1 such that MCP(0, N ) is satisfied. The curvature exponent is ∞ if MCP(0, N ) is never satisfied for N > 1. Note that if N is finite, then G (equipped with its sub-Riemannian structure) does satisfy MCP(0, N ).
Theorem 5. Let G be a Carnot group (equipped with a sub-Riemannian structure and the Haar measure), assume that it is a geodesic space with negligeable cut loci. Then its curvature exponent N satisfies
where n is the topological dimension of G, D its homogeneous dimension and m is the dimension of the first layer.
The paper is organized as follows. In Section 2, we recall some facts in subRiemannian geometry and Carnot groups theory. In particular, we recall important results regarding ideal sub-Riemannian structures. The proofs of Theorems 4 and 5 are given in Section 3. The last section contains comments.
Preliminaries

Sub-Riemannian structures
Let us first recall basic facts in sub-Riemannian geometry, we refer the reader to [2, 10, 22, 24] for further details. Let M be a smooth connected manifold without boundary of dimension n ≥ 3, a sub-Riemannian structure on M is given by a pair (∆, g) where ∆ is a totally nonholonomic distribution with constant rank m ∈ [2, n] on M and g is a smooth Riemannian metric on ∆. A path γ :
From the Chow-Rashevsky Theorem, any points x, y ∈ M can be joined by an horizontal path. For every x ∈ M and any v ∈ ∆(x), we denote by |v| g x the norm of v with respect to the metric g. The length of an horizontal path γ ∈ W 1,2 ([0, 1]; M ) is defined as
For every x, y ∈ M , the sub-Riemannian distance between x and y, denoted by d SR (x, y), is defined as the infimum of lengths of horizontal paths joining x to y, that is
So the energy between x and y in M is defined as
The Cauchy-Schwarz inequality implies easily e SR = d 2 SR on M × M . By the subRiemannian Hopf-Rinow Theorem, if (M, d SR ) is assumed to be complete, then for every x, y ∈ M there exists at least one minimizing geodesic joining x to y, that is an horizontal path γ :
We need now to introduce the notion of singular horizontal curves. For sake of simplicity we restrict our attention to minimizing geodesic curves. Let x, y ∈ M and a minimizing geodesic γ ∈ W 1,2 ([0, 1]; M ) joining x to y be fixed. Since γ minimizes the distance between x and y it cannot have self-intersection. Hence (∆, g) admits an orthonormal frame along γ.
There is an open neighborhood V of γ([0, 1]) in M and an orthonormal family F (with respect to g) of m smooth vector fields X 1 , . . . , X m such that
Moreover there is a control
where γ u is solution to the non-autonomous Cauchy probleṁ
There is locally a one-to-one correspondence between the set of horizontal paths starting from x and the set of controls in
F is smooth in U .
If γ is a minimizing geodesic between x and y which is not singular, then it is the projection of what one calls a normal extremal, that is a trajectory of the Hamiltonian system associated canonically with H :
As a consequence any non-singular minimizing geodesic is smooth. (In the following definition, a geodesic is called non-trivial if it is not constant.)
) be a sub-Riemannian structure of rank m on M . It is called ideal if it is complete and has no non-trivial singular minimizing geodesics.
As explained in [24] , ideal SR structures share the same properties as Riemannian manifolds outside the diagonal (the subset of M × M consisting of pairs (x, x) with x ∈ M ). Given a sub-Riemannian structure on M and x ∈ M , we define the SR cut-locus at x as
is not differentiable at y. (ii) for every x ∈ M , the set cut SR (x) has Lebesgue measure zero;
(iii) for every x ∈ M , the set cut SR (x) \ {x} is exactly the closure of the set of y ∈ M which can be joined to x with at least two minimizing geodesics;
(v) for every y ∈ M \ {x} and every minimizing geodesic from x to y, we have
The first example of ideal sub-Riemannian structure is given by the Heisenberg group or more generally by fat distributions (see Section 4.1).
Carnot groups
We recall here basic facts on Carnot groups. We refer the reader to [17] and references therein for further details. A Carnot group (G, ⋆) of step s is a simply connected Lie group whose Lie algebra g = T 0 G (we denote by 0 the identity element of G) admits a nilpotent stratification of step s, i.e.
with
We denote by m j the dimension of each layer V j and by
denotes the left-translation by the element x. Every v ∈ g = T 0 G gives rise to a left-invariant vector field X v on G defined by
The exponential map exp G : g → G evaluated at v ∈ g is given by γ(1), where γ : R → G is solution to the Cauchy probleṁ γ = X v (γ), γ(0) = 0. By simple-connectedness of G and nilpotency of g, exp G is a smooth diffeomorphism, which allows to identify G with its Lie algebra g ≃ R n . Fix a vector basis v 1 , . . . , v n of g satisfying
The coordinates (x 1 , . . . , x n ) are the exponential coordinates of exp G (
The group law on G can be pulled back into a group law on R n (that is still denoted by ⋆) by exponential coordinates,
With such a group law R n is a Lie group whose Lie algebra is isomorphic to g, making (G, ⋆) and (R n , ⋆) isomorphic. If i ∈ {1, . . . , n} is an index such that
for some d i ∈ {1, . . . , s}, the coordinate x i will be said to have degree d i . The family {δ λ } λ>0 defined as
provides a one-parameter family of dilations in R n . We have
For every i = 1, . . . , n, denote by X i the left-invariant vector field on R n , written as
In particular, each vector field X 1 , . . . , X m 1 satisfies
The quantity
is called the homogeneous dimension of G. The Haar measure of (R n , ⋆) is (up to a multiplicative constant) the Lebesgue measure L n . Any metric on the first layer provides a sub-Riemannian metric by translation, and subsequently gives a sub-Riemannian
Denote by d SR the sub-Riemannian distance for the left-invariant SR structure (∆, g). The metric space (G, d SR ) is necessarily complete and we check easily that if γ : [0, 1] → G is a minimizing geodesic from x := γ(0) to y := γ(1), then for every z ∈ G, the horizontal path
is a minimizing geodesic from z ⋆ x to z ⋆ y. In particular, the sub-Riemannian distance is invariant by left-translations,
If we pull-back everything in R n by exponential coordinates, then the homogeneity of the first layer (see (2.5)) implies that if γ : [0, 1] → G is a minimizing geodesic from 0 to x := γ(1), then for every λ > 0, the horizontal path δ λ • γ is minimizing from 0 to x. Then we have
In particular, the homogeneity property of the SR distance yields the invariance of sub-Riemannian balls by dilations,
where B SR (0, λ) denotes the sub-Riemannian ball centered at the origin with radius λ.
Sub-Riemannian Euler-Arnold equations
In the spirit of Arnold [5] , we can write the equations of geodesics in the Lie algebra g. 
The following result follows easily from the Hamiltonian equation for SR geodesics. 
for all (x, p) ∈ V × (R n ) * . Then there is a smooth arc p : [0, 1] −→ (R n ) * such that the pair (γ, p) satisfies
for any t ∈ [0, 1] and
We conclude by (2.8)-(2.9).
Let us now pull back γ u : [0, 1] → G by the G-exponential in order to obtain a curve c u : [0, 1] → g. Recall that for every v ∈ g, the family of linear maps {ad
We have
Lemma 10. The smooth curve c u :
Proof. As a simply connected nilpotent Lie group, we may view G as a closed subgroup of the group of upper triangular matrices of a certain size having 1's on the diagonal. In that case, the exponential is given by the usual exponential on matrices and the adjoint map is defined by ad A (B) = [A, B] = AB − BA for any A, B. Given two squared matrices A, B of the same size, we first show that
As a matter of fact, on the one hand we have
where we used the identity
On the other hand, the binomial theorem yields
Then the identity (2.16) follows from the above formula and (2.17). By construction, the path c u :
But there holds for every t ∈ [0, 1],
We conclude by (2.16), (2.18) and the fact that G is nilpotent of step s.
3 Proof of the results
Proof of Theorem 4
Up to pulling-back the metric to R n by the exponential map exp G , we can assume that our Carnot group is (R n , ⋆) equipped with a left-invariant metric g and with the Lebesgue measure L n as Haar measure. We need to show that there is N > 0 such that for every measurable set A with 0 < L n (A) < ∞,
Note that since the sub-Riemannian structure is invariant by translation, it is sufficient to prove the result for x = 0. Let us now assume that the sub-Riemannian structure on G is ideal.
Lemma 11. There is N > 0 such that for every measurable set A ⊂ B SR (0, 1) \ B SR (0, 1/2), we have
Proof of Lemma 11. By Proposition 8, the pointed distance function f :
is locally semiconcave outside the origin and smooth outside cut SR (0). Then there is a constant K > 0 (see [8] ) such that 
where P ∆(x) : (R n ) * → R n denotes the projection to ∆(x) which is defined by
Note that since f = d SR (0, ·) is solution to the horizontal eikonal equation
the vector field Z has always norm 1 with respect to g. We denote by φ Z t the flow of Z. Set A := B SR (0, 1) \ B SR (0, 1/2) and fix a measurable set A ⊂ A. Note that
Then we have by definition of the divergence,
Then writing (3.4) as Z(x) = −G (x, d x f ) and setting
The first term in the above formula is bounded (f is Lipschitz on Ω and G is smooth) and by (3. 3) the second term is bounded from below (G x is a linear projection). This shows that there is C > 0 such that for every t
By Gronwall's Lemma, we infer that for every s ∈ [1/2, 1),
We conclude easily.
Lemma 12.
There is N > 0 such that for every k ∈ Z and every measurable set
we have
Proof of Lemma 12. Recall that for every λ > 0, δ λ denotes the dilations in R n of ratio λ. By dilations properties (2.6)-(2.7), for every integer k and every measurable set A satisfying (3.5), we have
As a consequence, it is sufficient to prove (3.6) with a measurable set A satisfying (3.5) with k = 0. Note that for every s ∈ (0, 1/2), A s = (A 2s ) 1/2 . Given s ∈ (1/4, 1/2), we denote by δ (2s) −1 the dilation of ratio 1/(2s) and we set
By dilation properties (see (2.6)), B 1/2 = δ (2s) −1 (A s ). Then using (3.2), we get (recall that D denotes the homogeneous dimension)
Thus we obtain recursively (we set κ := 2 −N )
Which implies for every s ∈ [0, 1] with 2 l s ∈ [1/2, 1] (again using (3.2)),
This concludes the proof.
We conclude easily the proof of the ideal case by decomposing any measurable set
and applying Lemma 12.
Proof of Theorem 5
For every h ∈ R n , the solution h = h h : [0, 1] → R n of the system (2.10) starting at h gives the control law u = u h : [0, 1] → R m of the normal extremal starting at the origin with covector p = n i=1 h i dv i (where dv 1 , . . . , dv n denotes the dual basis of  v 1 , . . . , v n ) . Recall that the pull back of the corresponding geodesic, which is denoted by c = c h : [0, 1] → g satisfies (see (2.15))
For every integer l ≥ 0, we denote by c (l) (0) the l-th derivative of c at t = 0 and we set V l = {0} for l ≥ s + 1.
Proof of Lemma 13. By bilinearity of the Lie bracket in g and the binomial theorem, we check easily that for every integer k ≥ 0, and for every integer l ≥ 1,
Then by induction we infer that
which implies for any l ≥ k + 2 ≥ 2,
We claim that
which gives the desired result for l = 0 and r ≥ 1. Let us prove it by induction. Taking t = 0 in (3.7) and its derivative giveṡ
whose the second equality means that (3.9) is satisfied with k = 0, r = 1. Applying (3.8) with l = k + 2 yields
We deduce easily that (3.9) holds for any pairs (k, r) with k ≥ 0 and r = 1. Assume now that (3.9) holds for any pairs (k, r) with k ≥ 0 and r ≤ q for some integer q ≥ 1 and show how to deduce the result for the pairs (k, q + 1). Taking q + 1 derivatives in (3.7) gives
Now applying (3.8) with l = k + 1 + q + 1 and k ≥ 0 yields
We conclude easily by induction on k.
Let us finish the proof of Theorem 5. Thanks to a result by Agrachev [1] , the set of smooth points is open and dense in G. This implies that there are x ∈ G and an open (and bounded) neighborhood V of x such that for every y ∈ V, there is a unique minimizing geodesic γ y : [0, 1] → G from 0 to y. Moreover, this geodesic is not a singular point of the sub-Riemannian exponential map exp 0 : T * 0 G = g * → G; in particular γ y is the projection of a unique normal extremal. By analyticity, this implies that for every t ∈ [0, 1] small enough and every y ∈ V, there is a unique minimizing geodesic from 0 to γ y (t) which in addition is not a singular point of the SR exponential map (see [24] ). Let us pull back everything in g. Define the map Ψ : R n → g by (we now denote c by c h to stress the dependence of c upon h)
By the above discussion, we have for every measurable set A ⊂ V and every s ∈ [0, 1] small enough,
where D denotes the Jacobian determinant of Ψ (which is nonnegative). Therefore if a sub-Riemannian structure on G makes it a measured metric space which is geodesic with negligeable cut loci satisfying MCP(0, N ), then for every measurable set A ⊂ R n with Ψ(A) ⊂ V, there holds
where h x ∈ R n is defined as Ψ(h x ) = x. Define the functionΨ :
It is smooth (it is indeed analytic) and satisfies
where ∂Ψ ∂h∂s 0, h x i is the Jacobian matrix
whose the i-th column is replaced by
More generally, the k-th derivative
can be expressed as a sum of determinants of matrices of the form
with β 1 , . . . , β n some integers verifying
By Lemma 13, we know that
Then in order to be non-vanishing, the sum which gives the k-th derivative (3.11) has to contain a term of the form (3.12) with a set {β 1 , . . . , β n } consisting of at least m 1 elements ≥ 1 and for every k = 2, . . . , s, m k elements ≥ k + 1. This gives the result.
Comments and open problems 4.1 On ideal Carnot groups
Recall that a totally nonholonomic distribution ∆ on a smooth manifold M is called fat if, for every x ∈ M and every section X of ∆ with X(x) = 0, there holds
where
Any fat distribution does not admit non-trivial singular curve. As a consequence any fat Carnot group is ideal. Fat Carnot groups are Carnot group of step s = 2 such that
This is the case of Heisenberg groups. We refer the reader to [22, 24] for further details on fat distributions. Let G be a Carnot group whose first layer is equipped with a left-invariant metric. Using the same notations as in Section 2.3 and proceeding as in the proof of Proposition 9, singular curves can be characterized as follows (see [12] ):
Then γ is singular if and only if there is an non-vanishing absolutely continuous function
As a consequence, for everyh = h 1 , . . . ,h s ∈ R n \ {0} withh 1 = 0 such that the linear mapping Sh : R m → R n−m(s) defined by
is not injective, there is an horizontal curve γ : [0, 1] → G associated with a constant control u γ ≡ū (withū ∈ Ker(Sh)) which is singular. By Proposition 9 we check easily that such a curve is the projection of a normal extremal. Since short projections of normal extremal are minimizing (see [24] ), this shows that any Carnot group admittinḡ h ∈ R n \ {0} withh 1 = 0 such that Sh is not injective is not ideal. For example, this is the case of Carnot groups of step 2 which are not fat or Carnot groups of step s ≥ 3 with growth vector (m 1 , . . . , m s ) (remember (2.4)) with m r < m 1 for some r ∈ {2, . . . , s−1}.
Approximation of SR structures on Carnot groups
The Heisenberg group H 1 equipped with its canonical sub-Riemannian metric is the sub-Riemannian structure (R 3 , ∆, g) where ∆ is the totally nonholonomic rank 2 distribution spanned by the vector fields
and g is the metric making {X, Y } an orthonormal family of vector fields. A Haar measure is given by the Lebesgue measure L 3 . As in [15] , let us introduce the oneparameter family of Riemannian metrics g ǫ on R 3 which are left-invariant by the Lie group structure and such that the family X, Y, ǫ ∂ ∂z is orthonormal. The Hamiltonian H : R 3 × (R 3 ) * → R associated with this Riemannian metric is given by
The Hamiltonian system is given by
The solution of (4.2)-(4.3) starting at (0,p) ∈ R 3 × (R 3 ) * is given by
Note that the solutions of (4.2)-(4.3) are invariant by rotation. For every θ ∈ R, denote by R θ the rotation of angle θ with vertical axis. Then we have (here exp 0 : T * R 3 = R 3 × (R 3 ) * → R 3 denotes the sub-Riemannian exponential mapping, see [24] ) exp 0 (R θ (p)) = R θ (exp 0 (p)) ∀p ∈ R 3 * .
Let us now work in cylindrical coordinates, we represent a vectorp as a triple (θ, ρ, p z ) and its image by exp 0 as a triple (e θ , e ρ , e z ) in such a way that in this new set of coordinates we have (with p z = 0) Therefore, for every measurable set A ⊂ R 3 with 0 < L 3 (A) < ∞, we have (we denote byÃ the set A in our set of coordinates)
ρ sin(p z /2) p z /2 |Jac θ,ρ,pzẽ xp 0 | dθ dρ dp z , and for every s ∈ [0, 1],
|Jac θ,ρ,pzẽ xp 0 | dθ dρ dp z = D 1 s 3 ρ sin(sp z /2) sp z /2 |Jac θ,sρ,spzẽ xp 0 | dθ dρ dp z .
Define the function h, k : (0, π) → R by h(λ) := sin(λ) λ , k(λ) := sin(λ) − λ cos(λ) ∀λ ∈ (0, π).
In [3] (see also [24] ), Agrachev and Lee proved that any complete sub-Riemannian structure with a distribution of step 2 is Lipschitz, that is its sub-Riemannian distance is locally Lipschitz outside the diagonal in M × M . The lipschitzness of the sub-Riemannian distance outside the diagonal allows to recover assertions (ii)-(iv) of Proposition 8 for some closed set in M (which may be bigger that the one defined in (2.1) (see [1, 24] )).
Proposition 15. Let (∆, g) be a Lipschitz sub-Riemannian structure on M . Then for every x ∈ M , there is a closed set C(x) ⊂ M of Lebesgue measure zero such that the pointed distance d SR (x, ·) is smooth on the open set M \C(x) and for every y ∈ M \C(x) there is only one minimizing geodesic between x and y and it is not singular. The above proposition allows to show that (4.5) holds far from C(x) and indeed at least far from conjugate points. The validity of some MCP property depends on the behavior of the sub-Riemannian exponential mapping near conjugate points.
Other notions of synthetic Ricci curvature bounds
In the present paper, we have restricted our attention to the Ohta Measure Contraction Property. Many other notions of synthetic Ricci curvature bounds do exist, we refer the reader to [15] and [27] for further details. In particular, in [15, 16] , Juillet checked that the canonical Sub-Riemannian on the Heisenberg group does not satisfy curvature dimension conditions in the sense of Lott-Villani [19] and Sturm [25, 26] . We may expect that more general Carnot groups do not satisfy those conditions.
