Abstract-A number of significant problems, arising frequently in array signal processing, have been successfully tackled using methods based on the concept of the array manifold. These approaches take advantage of the inherent information about the array system which is encapsulated in the geometry of the array manifold. Array ambiguities, array uncertainties, array design and performance characterization are just some of the areas that have benefited from this approach. However, the investigation of the geometry of the array manifold itself for most array geometries has been proven to be a complex problem, especially when higher order geometric properties need to be calculated. Nevertheless, special array geometries have been identified, for which the array manifold curve assumes a specific "hyperhelical" shape. This property of the array manifold greatly simplifies its geometric analysis and, consequently, the analysis of the associated array geometries. Hence, the goal of this paper is twofold; to provide the necessary and sufficient conditions for the existence of array manifold curves of hyperhelical shape; and to determine which array geometries can actually give rise to manifold curves of this shape.
tasks, including but not limited to source detection and channel estimation (e.g. the well known MUSIC algorithm [1] and variants of it [2] ), signal reception [3] , array calibration [4] , source localization [5] , antenna-array design [6] , [7] , array ambiguities mitigation [8] etc. Based on the success of the models employing the array manifold vector, the concept of the array manifold was introduced. The array manifold is the locus of all possible array manifold vectors as the channel parameters (e.g. azimuth, delay, carrier frequency, Doppler spread, signal polarization etc.) vary. The intrinsic geometric properties of the array manifold encapsulate all of the information about the properties of the array system, as well as its operational characteristics.
The most commonly used array manifold is the spatial array manifold, which for an array of omnidirectional elements is defined as (1) where are directional parameters of the incoming sources (e.g. azimuth and elevation angles of arrival, or directional cosines), is the parameter space, and (2) is the spatial array manifold vector, where is the array containing the coordinates of the antenna array elements in units of half wavelengths and is the vector pointing in the direction of the source. Any information included in the array manifold vector is also incorporated in the geometric properties of the array manifold. The differential geometry approach, which studies the array manifold as a geometric object embedded in a proper multidimensional complex space has led to a number of significant results regarding the performance analysis of array systems. The problem of ambiguities in array processing has been analyzed and linked with array manifold geometric properties in [9] . In [10] , theoretical lower bounds regarding the detection, resolution and accuracy capabilities of linear and some planar array systems have been derived as function of the intrinsic geometry of the spatial array manifold. Moreover, in [11] these results were extended to the case of any 3-dimensional array geometry and then to array systems modeled using the extended array manifolds enabling for a comprehensive study of practical array systems. In [12] geometric concepts have been utilized to tackle the array design problem in an optimal way. Geometric information about the array manifold was also used in [13] , where the author utilized the array manifold geometry 1932-4553/$31.00 © 2013 IEEE to perform array design under accuracy and peak side-lobe level constraints and in [6] for array manifold interpolation. In addition, in [14] the authors study the array geometries which give rise to isotropic array performance with regards to the signal DOA.
These promising results have motivated the introduction of more general array manifold models, such as the "extended array manifold" defined in [11] and a generalized array manifold for the modeling of local scatterers in [15] . In addition, is a series of papers [16] [17] [18] , the authors therein proposed a new approach to representing and simplifying the analysis of the array manifold.
Although the differential geometric approach has been shown to bear fruits in a number of areas, the geometric analysis of the array manifolds for most array geometries can be extremely complex due to the high degree of non-linearity of the associated array manifolds. This, in turn, renders the derivation of the aforementioned theoretical results a challenging problem by itself and usually one is compelled to resort to lower-rank approximations. However, in [19] a specific class of spatial array manifold curves (array manifolds depending on a single parameter of interest) have been identified, the so-called "hyperhelical array manifold curves," the analysis of which is greatly simplified. In detail, array manifold curves belonging in this class have constant curvatures throughout the length of the curve, which greatly facilitates their geometric analysis. For hyperhelical manifold curves, analytic expressions for the most significant theoretical results and bounds can be and have been derived [19] .
In addition, in [11] the concept of hyperhelix was carried over to additional array manifolds, besides the spatial one defined in (2) , through the concept of the extended array manifold. Although, we will not make use of the concept of the extended array manifold in this work, for reasons of completeness, we would like to mention that the extended array manifold is defined as a linear complex mapping of the spatial one. It was shown in [11] that if the spatial array manifold curve has constant curvatures, then, based on some quite general assumptions about the nature of this complex mapping, the extended array manifold curve has constant curvatures as well. Therefore, in the cases of extended array manifolds for which these assumption hold, the analysis of the extended array manifold curves is simplified as well. These properties render the hyperhelical manifold curves extremely useful and given their importance, it is interesting to determine which array geometries can, in theory, give rise to such curves.
Hence, the purpose of this paper is to investigate the necessary and sufficient conditions for the existence of hyperhelical spatial array manifold curves in an array of a given geometry. After these conditions have been identified, the next goal is to determine all the possible array geometries or classes of array geometries, which, through the parameterization of (2), can give rise to hyperhelices. This paper is organized as follows. In Section II, some basic notions and definitions of the differential geometry of space curves are given in order to render this research work as selfcontained as possible. Then, in Section III the most general natural representation of space curves in complex spaces is derived. In Section IV we examine how this natural representation and physical assumptions about the array system restrict the possible regular representations of hyperhelical spatial array manifold curves. Next, in Section V we determine which array geometries can give rise to such regular parametric representations. Finally, the paper is concluded in Section VI.
II. HYPERHELICAL SPACE CURVES EMBEDDED IN
Prior to presenting the main theoretical results of this research work, a short definition of some notions of differential geometry, which will be used frequently in what follows, will be given.
A regular parametric representation of a curve embedded in an -dimensional complex space is a complex valued vector function (3) of the parameter , defined in an interval , with the following properties 1 . (4) A real valued function is an allowable change of parameter for the expression of if (5) Two regular representations and are equivalent if and only if there exists an allowable change of parameter such that What has to be pointed out is that a curve may have many equivalent regular parametric representations, but the properties of the curve are independent of the parameter. Assume that is a regular parametric representation of the curve and let define the arc length of the curve, as it is measured from a given point on the curve, that is (6) However from (4), is continuous and non-zero . Thus, is an allowable change of parameter on and is a regular parametric representation of . Furthermore, so that is called a natural representation of . A very important concept of Differential Geometry related to curves is that of their curvatures. According to the Fundamental Uniqueness Theorem by Gauss, a space curve expressed in a natural representation, (i.e. in term of its arc length) is uniquely defined by its curvatures, except for its position in space. For a curve of the form of (3) defined in and an allowable change of parameter of the form of (6), an equivalent, natural representation is the following (7) A curve embedded in an -dimensional complex space has non-zero curvatures . For the sake of completeness, note that these are actually defined in the isomorphic -dimensional real space, although this is not of importance in this work and, henceforth, we will not make any distinction between the two spaces. However, if this curve is limited to a subspace of , then only non-zero curvatures can be defined, with
. A (real) example of this is a curve lying on the plane of . Although the dimensionality of the real space is 3, the curve is limited on a plane, the dimensionality of which is obviously equal to 2 and, hence, only is non-zero.
The curvatures of a space curve embedded in a subspace of are defined using the concept of the Frenet Frame, which is a set of complex unit vectors , , which are attached at every point of the curve and serve as a local coordinate system. The Frenet vectors and the curvatures are given by [20] (8)
The curvatures are, in the general case functions of the arc length . We define as hyperhelix the space curve which has constant curvatures, that is (9) Finally, it is important to point out that a hyperhelical manifold curve of an array of sensors (e.g. linear array) has non-zero curvatures with , where (i.e. smallest number of curvatures) corresponds [19] to fully symmetric array geometries-i.e. all the sensors occur in symmetric pairs about the array centroid.
III. NATURAL REPRESENTATION OF HYPERHELICES
So far, in [19] it has been shown that the spatial array manifold curves of linear arrays and the elevation (and "cone" angles) spatial manifold curves of planar arrays are hyperhelices. The regular parametric representations of these two classes of curves present some distinct similarities. Based on this observation, the question naturally arises of whether there is a more general equation for the representation of a hyperhelical manifold curve embedded in and whether this equation is unique. That is:
• Is there an equation which may serve as a general regular parametric representation of a hyperhelical manifold curve and which encompasses the known formula of hyperhelical array manifold curves? • If such a representation does exist, is it unique? Theorem 1, which follows, is the first step towards answering the previous questions. It provides a general formula for a natural representation of a hyperhelical manifold curve in and asserts that this representation in terms of the arc length of the curve is unique.
Theorem 1: Let be a space curve embedded in an -dimensional complex space, , and let be the subspace of minimum dimensionality which contains . Then, is a hyperhelix, that is has constant non-zero curvatures, if and only if there is a constant real vector and a constant complex vector , with
such that (13) is a natural representation of . Proof: Throughout this proof, will denote differentiation of the quantity with respect to the arc length .
Note that (11) guarantees that (13) is a natural representation, since Forward: Let us assume that (13) is a natural representation of the curve . Then, it is sufficient to show that its curvatures are independent of the arc length . Based on (8), the lower order coordinate vectors and curvatures are given below. (14) Based on the results for the first and second coordinate vectors, the emerging pattern of the formulae leads to the following expressions (15) (16) where (17) with (18) The important characteristic of (16) is that it is independent of the parameter . Hence, by the definition of hyperhelix, curve is of hyperhelical shape. The proof of (15)- (18) can be found in Appendix A. Since the curve is embedded in a -dimensional complex subspace, these formulae are valid for (with ) since the curvature is zero for any curve, not only a hyperhelix, constrained in a -dimensional complex subspace.
Converse: Let us assume now that is a hyperhelix, embedded in the -dimensional complex space . Since by assumption is the space of minimum dimensionality that contains , the latter has constant non-zero curvatures , with . Let us consider the set of all the possible hyperhelices embedded in the same complex space . Each hyperhelix in is uniquely defined, according to the Fundamental Uniqueness theorem by Gauss, by a real vector of curvatures. Consider now the set of those hyperhelices which can be expressed by a natural representation in the form of (13) . It was shown previously that . The proof will be complete if it is shown that . To that end, let us choose one of the members of , which is defined by a vector of constant curvatures. The objective is to find a constant real vector and a complex constant vector , such that the curve having as a natural representation the vector function has the same curvatures as . Let us write down the Frenet-Serret formulae [20] 
is the skew-symmetric Cartan matrix (which is independent of for a hyperhelical array manifold curve) and (21) It was shown in [19, Eq. (2.17) ] that the differential equation of (19) admits the following solution:
where denotes the matrix exponential. Therefore, eigendecomposition of in (22) leads to:
where the columns of are the eigenvectors of and contains the corresponding eigenvalues, with . Importantly, since is skew-symmetric (and therefore normal), it follows that the eigenvectors are orthonormal and the eigenvalues are purely imaginary and come in conjugate pairs.
Taking only the first column of (23) leads to:
where is the first row of . Recalling from (8) that , integration therefore yields the general expression:
In order to prove that a solution of the desired form (i.e. (13)) always exists, it is sufficient to prove that a fully symmetric solution always exists (i.e. such that the elements of come in symmetrical pairs about zero). The fully symmetric case of (25) is simplified by the fact that we can choose (see [ In addition, none of the eigenvalues can be zero, because that would imply that the Cartan matrix would have a determinant equal to zero. However Thus, this would signify that some of the first curvatures is zero, which is contrary to the assumptions made so far.
A. Comments on Theorem 1
Theorem 1 states that given constant real curvatures, it is always possible to have a complex vector of the form of (13), which will be the natural representation of a curve represented by these curvatures. Note, however, that although is defined in , the actual manifold curve has, by definition, non-zero curvatures, which implies that it resides in a -dimensional complex subspace of , where . In Theorem 1, the dimensionality of the space, , is generic. In array signal processing, denotes the number of sensors. It is therefore useful from an array design point of view to see how a hyperhelical array manifold curve may arise in the framework of the analysis presented in this section.
Consider, for example, the following set of curvatures:
The eigenvalues of the Cartan matrix are
Taking , a natural representation of this curve, based on a fully symmetric array (see (27)) of sensors, is:
(34) which leads to normalized sensor locations given by (35) and sensor gains/phases as follows:
(36)
IV. REGULAR PARAMETRIC REPRESENTATION OF HYPERHELICES IN
In the previous section, Theorem 1 provided the most general form of a natural representation of a hyperhelical manifold curve in . However, the ultimate goal of this work is to identify which array geometries can, potentially, give rise to hyperhelical spatial array manifold curves. Therefore, we proceed now into investigating what Theorem 1, which is valid for any manifold curve in , implies in the case of array manifold curves.
Using the azimuth and elevation as parameters, the spatial array manifold vector of an array of omnidirectional elements (defined in (2)) can be written as lying on the array manifold surface of (38). In this case, the array manifold vector of (37) (42) is a regular parametric representation of .
Proof: According to Theorem 1, the array manifold curve will be a hyperhelix if and only if there are two constant vectors and , such that (43) is a natural representation of . It was shown that any regular parametric representation for the array manifold curve can be expressed in the following format (44) where . This implies that
Since expressions (43) and (44) refer to the same manifold curve, they have to be equivalent, which implies that (46) where , with constant real vectors.
Note that the general natural representation of a hyperhelical manifold curve has a complex phase or equivalently an amplitude vector different than . However, since we are interested in spatial array manifold curves, for (46) to be true, we have to restrict ourselves to the case where (47) This restriction reflects the physical assumption that the phase of the array manifold vector needs to be real, or equivalently that the propagation time of the electromagnetic wave between two sensors is real.
Thus, (46) can be chosen to be any of the different , with , for which , so that it is not constant in . Note that the conditions of (45) guarantee that there is at least one such that
V. POSSIBLE HYPERHELICAL ARRAY MANIFOLD CURVES
Based on the results of the previous sections it is now possible to examine which array geometries may, in principle at least, give rise to spatial array manifold curves, which can be expressed in the form of (42). Let us write the spatial array manifold vector of an array of omnidirectional elements as follows. (51) where , is the coordinates vector of the array element and is any allowable parameter, so that (51) is a regular parametric representation of the array manifold curve. The following Theorem provides the necessary conditions for the array geometry, so that (51) represents a hyperhelical array manifold curve in . Theorem 3: Let be the spatial manifold curve of an array of omnidirectional elements. Then, for to be a hyperhelix, it is necessary that the array is either linear or planar.
Proof: It has been proven in the previous sections that every hyperhelical manifold curve embedded in a multi-dimensional complex space can be expressed in the form of the natural representation (13 However is the norm of the projection of onto and similarly for . Thus, the only cases in which (54) holds , as moves in the 3-dimensional space are when 1) the vector moves in space in such a way that its component on the plane defined by the position vectors has a constant direction, i.e. the angles between and are independent of . 2) The second case clearly arises only when the array is a linear one.
The first case can only arise in the case of planar arrays and not if the array elements are placed in 3-dimensional space. To see why this is the case, let us consider a 3-dimensional array, that is an array where there are at least 3 element position vectors such that they are not all on the same plane. Condition (54) requires that the the angles between and are constant. However, the same has to be true for the projection of on the plane spanned by , which is by assumption different by the plane spanned by . These two restrictions, along with the assumption that imply that is constant, independent of .
VI. CONCLUSIONS
The issues of existence and uniqueness of hyperhelical manifold curves were addressed in this paper. Initially, (13) which provides the natural representation of hyperhelical manifold curves embedded in is examined and proved. This implies that all hyperhelical manifold curves lie on a complex sphere. Next, hyperhelical manifold curves describing array systems were considered. The requirement that the phase of the array manifold is real led us to restrict ourselves to a subset of all the possible hyperhelical manifold curves in , namely those for which (47) is true. Based on this, Theorem 2 asserts that the general parametric representation of hyperhelical array manifold curves is given by (42). Finally, in Theorem 3 it is shown that only linear and planar arrays can be described by hyperhelical array manifold curves. Thus, existing algorithms taking advantage of the hyperhelical structure of the array manifold curve cannot be applied to 3-dimensional arrays, no matter how the directional parameters are represented.
APPENDIX

[Proof of the Curvatures Formula of Theorem 1]:
We will begin with the proof of (55) and the method of 2-step mathematical induction will be used to prove the desired expression.
Proof: Based on the results for the first and second order coordinate vectors and curvatures, the emerging pattern of the formulae leads to the following expression for the -th coordinate vector:
(55) Eq. (55) 
The formula of (56) is not the same as (55), which we are trying to prove. From the first sum of the right hand, the term for is missing, while from the second sum, the term for is missing. We will show now, that both these terms equal to 0, or equivalently, that the corresponding coefficients . The coefficients are 0 if one of the following conditions is satisfied: 1) 2) 3) Therefore, the second missing term can easily be proven to be equal to 0, since If , , then and the upper limit in the first sum is as it should be. Therefore, there is no need to show that the term under consideration is equal to 0. If , then the term under consideration is Therefore, we have to show that . The coefficients can be defined recursively, as can be seen in (17) . In every step of the recursion, the coefficient can be expressed as the sum of two terms, in each one of which there is another coefficient, with different indices. In every step, in both of the emerging coefficients, the difference between the first and the second index is decreased by one. However, in the second term, the first index is decreased each time by two and the second by one, while in the first term only the first index is decreased by one. In order for to be zero, all of the emerging coefficients in this recursion must be also zero. Equivalently, the indices of all the emerging coefficients must satisfy one of the conditions mentioned above.
We can represent this recursion as a binary tree, each node of which will represent a different coefficient. For the root of this tree to be 0, all the leafs have to be zero too. However, if we prove that the coefficient emerging always from the second term of the recursive (17) , that is the rightmost leaf of the tree is equal to 0 then, all the other coefficients will be equal to 0 as well, because even though the difference in the indexes is decreased by the same amount in each recursion (each level of the tree), the indices of the rightmost coefficients (the nodes in the path from the root to the rightmost coefficient) approach the limit faster than the nodes in any other path. After steps of the recursion, the indices of the rightmost leaf will be
The indices have to be equal, in order for the coefficient to be zero, so Therefore, after steps of the recursion, indices will be Thus, it has been proven, that all the coefficients for this term are 0 and the proof for the coordinate vectors is complete. The proof for the curvatures is straightforward using (16) , since this formula is based on the formula of the coordinate vectors, but for the shake of brevity, only a short proof for the independence of the arc length will be presented next, which is what is required for the curve to be a hyperhelix.
By definition
However from (55) it is known that the -th coordinate vector can be written as where is independent of . Based on this and on the fact that by assumption , then all the terms of (57) are independent of provided that is. However, are independent of , as can be seen in (14) and by induction all the consequent are as well.
