Protein structural fluctuation, typically measured by Debye-Waller factors, or B-factors, is a manifestation of protein flexibility, which strongly correlates to protein function. The flexibility-rigidity index (FRI) is a newly proposed method for the construction of atomic rigidity functions required in the theory of continuum elasticity with atomic rigidity (CEWAR), which is a new multiscale formalism for describing excessively large biomolecular systems. The FRI method analyzes protein rigidity and flexibility and is capable of predicting protein B-factors without resorting to matrix diagonalization. A fundamental assumption used in the FRI is that protein structures are uniquely determined by various internal and external interactions, while the protein functions, such as stability and flexibility, are solely determined by the structure. As such, one can predict protein flexibility without resorting to the protein interaction Hamiltonian. Consequently, bypassing the matrix diagonalization, the original FRI has a computational complexity of O(N 2 ). This work introduces a fast FRI (fFRI) algorithm for the flexibility analysis of large macromolecules. The proposed fFRI further reduces the computational complexity to O(N ). Additionally, we propose anisotropic FRI (aFRI) algorithms for the analysis of protein collective dynamics. The aFRI algorithms admit adaptive Hessian matrices, from a completely global 3N × 3N matrix to completely local 3 × 3 matrices. However, these local 3 × 3 matrices have built in much non-local correlation. Eigenvectors obtained the proposed aFRI lagorithms are able to demonstrate collective motions. Moreover, we investigate the performance of FRI by employing four families of radial basis correlation functions. Both parameter optimized and parameter-free FRI methods are explored. Furthermore, we compare the accuracy and efficiency of FRI with some established approaches to flexibility analysis, namely, normal mode analysis (NMA) and Gaussian network model (GNM). The accuracy of the FRI method is tested using four sets of proteins, three sets of relatively small-, medium-and large-sized structures and an extended set of 365 proteins. A fifth set of proteins is used to compare the efficiency of the FRI, fFRI, aFRI and GNM methods. Intensive validation and comparison indicate that the FRI, particularly the fFRI, is orders of magnitude more efficient and about 10% more accurate overall than some of the most popular methods in the field. The proposed fFRI is able to predict B-factors for α-carbons of the HIV virus capsid (313,236 residues) in less than 30 seconds on a single processor using only one core. Finally, we demonstrate the application of FRI and aFRI to protein domain analysis.
I Introduction
needed in the FRI method for proteins. In particular, the FRI prediction of protein B-factors does not require a stringently minimized structure and time consuming matrix diagonalization or matrix decomposition, nor does it involve any training procedure. Two types of monotonically decaying correlation functions, namely, exponential type and Lorentz type, have been utilized previously for the construction of protein correlation matrix. Parameter ranges for the FRI have been extensively tested and the performance of the FRI for protein B-factor prediction has been carefully validated with a set of 263 proteins. 46 It is found that for residue based B-factor prediction, the FRI can be made parameter free. However, it is not clear how the FRI compares to alternative approaches in the field, particularly the state of the art methods such as GNM and NMA.
One of the objectives of the present work is to introduce a fast FRI (fFRI) algorithm by using appropriate data structures. Computational efficiency is a central issue. The computational complexity of the proposed fFRI is of O(N ), compared to that of O(N 2 ) for the original FRI algorithm and of O(N 3 ) for the GNM, where N is the number of atoms. We use a cell lists approach 1 to reduce the computational complexity. Another objective is to introduce anisotropic FRI (aFRI) algorithms for the motion analysis of biomolecules. Unlike ANM, 3, 28 which is completely global and has 3N × 3N elements in its Hessian matrix, the proposed aFRI algorithms have adaptive Hessian matrices, which vary from completely global to completely local. Despite of the localization, there are collective motions in three sets of eigenvectors. The other objective of the present work is to further analyze the performance of the FRI methods for protein B-factor prediction. To this end, we examine the accuracy of FRI algorithms associated with four families of correlation functions and carry out a comparative study of the FRI and fFRI vs. other cutting edge approaches, namely, NMA and GNM. Our investigation concerns three issues, i.e., accuracy, reliability, and efficiency in the protein B-factor prediction. Finally, we also demonstrate the applications of the FRI and aFRI to protein domain analysis.
The rest of this paper is organized as follows. Section II is devoted to methods and algorithms. To establish notation and facilitate further discussion, the FRI approach is briefly discussed. We present a new simplified version of the FRI that is relevant to the B-factor prediction and visualization analysis studied in this work. Anisotropic FRI algorithms are proposed via two different ways. The fFRI algorithm is developed by using appropriate data structures to avoid the evaluation of insignificant correlation matrix elements, which leads to a sparse fFRI matrix. In Section III, we first analyze the behavior of a few FRI correlation functions. Additionally, we examine the parameter dependence of some FRI correlation functions. Moreover, the performance of fFRI is investigated. Further, we provide a comprehensive comparison of our FRI and other established methods. We adopted three protein sets corresponding to relatively small-, medium-, and large-sized structures, proposed in the literature. 28 We also utilize an extended set of 365 proteins to further evaluate the performance of various methods. Furthermore, the computational complexities of FRI, fFRI and GNM are compared over a set of 44 proteins. Finally, we show that the FRI offers a distinguished visualization of biomolecular structure and interaction. In Section IV, we demonstrate the usefulness of the FRI and aFRI by carrying out an in-depth study of protein domains. This paper ends with concluding remarks.
II Theory and algorithm
In the continuum elasticity with atomic rigidity (CEWAR) model, the dynamics of a biomolecular system under the given force f is governed by the equation of motion 46 
ρẅ = ∇λ∇ · w + ∇µ · [∇w + (∇w)
T ] + (λ + µ)∇∇ · w + µ∇
where ρ is the density of the macromolecule, w is the displacement, and λ = λ(r) and µ = µ(r) are respectively bulk modulus and shear modulus. The FRI algorithm was proposed to evaluate the shear modulus, i.e., rigidity. This section describes the theory and algorithm underpinning the FRI method. We first briefly review the FRI theory to establish notation. Then, two anisotropic FRI algorithms are introduced for the analysis of the anisotropic motions of biomolecules. Finally, A fast FRI algorithm is proposed to reduce the computational complexity of the original FRI.
II.A Flexibility-rigidity index
We consider proteins as examples to illustrate our FRI algorithm, although other biomolecules, such as DNA and RNA, can be similarly treated with a minor modification of our algorithm. We are particularly interested in a coarse-grained representation. However, methods for a full atom description can be formulated as well.
We seek a structure based algorithm to convert protein geometry into protein topology. To this end, we consider a protein with N C α atoms. Their locations are represented by {r j |r j ∈ R 3 , j = 1, 2, · · · , N }. We denote r i − r j the Euclidean space distance between ith C α atom and the jth C α atom. The distance geometry of 3 protein C α atoms is utilized to establish the topology connectivity by using monotonically decreasing radial basis functions,
where η ij is a characteristic distance between particles, and Φ( r i − r j ; η ij ) is a correlation function, which is, in general, a real-valued monotonically decreasing function. As a correlation function, it satisfies Φ( r i − r i ; η ii ) = 1
Φ( r i − r j ; η ij ) = 0 as r i − r j → ∞.
Delta sequences of the positive type discussed in an earlier work 44 are all good choices. For example, one can use generalized exponential functions Φ( r i − r j ; η ij ) = e
and generalized Lorentz functions
Essentially, the correlation between any two particles should decay according to their distance. Therefore, many other alternatives can be used and some of them are investigated in Section III. The correlation map or cross correlation is an important quantity for the GNM. We can define a similar correlation map by setting C = {C ij }, i, j = 1, 2, · · · , N . The correlation map measures the connectivity of C α s in the protein. The similarity and difference of the present correlation map and that of the GNM are studied in Section III.
We define an atomic rigidity index µ i as the summation of topological connectivity
where w ij is a weight function related to the atomic type, The atomic rigidity index µ i manifests the rigidity or stiffness at the ith atom. In a general sense, the atomic rigidity index reflects the total interaction strength, including both bonded and non-bonded contributions. It is quite straightforward to define the averaged molecular rigidity index as a summation of atomic rigidity indices
The averaged molecular rigidity index can be used to predict molecular thermal stability, bulk modulus, density (compactness), boiling points of isomers, the ratio of surface area over volume, surface tension, etc. A detailed investigation of these aspects is beyond the scope of the present work.
We are now ready to define a position dependent shear modulus
where w j (r) is a weight function, r is in the proximity of r i and Ω E is the macromolecular domain. In order to determine w j (r), we define an average rigidity (or averaged rigidity index function) bȳ
where V is the volume of the macromolecule. If w j (r) is a constant, its value can be uniquely determined by a comparison ofμ with experimental shear modulus 33 for a given macromolecule and correlation function.
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We also define an atomic flexibility index as
Since the flexibility at each atom is proportional to its temperature fluctuation, we can express B-factors as
where {B t i } are theoretically predicted B-factors, and a and b are two constants to be determined by a simple linear regression.
We can also define the averaged molecular flexibility index (MFI) as a summation of atomic flexibility indices
MFI should correlate with molecular stability and energy. For the purpose of visualization, we define a continuous atomic flexibility function as
where Ψ( r − r j ) is a general interpolation function for scattered data. Wavelets, spline functions, and modified Shepard's method 30, 40 can be employed for the interpolation. One can map f (r) to the molecular surface to visualize the protein flexibility. 46 Alternatively, one can compute the continuous atomic flexibility function by
II.B Anisotropic flexibility-rigidity index
In this section, we propose a new anisotropic model based on our FRI theory. In existing anisotropic methods, the Hessian matrix is always global, i.e., the matrix contains all the 3N × 3N elements for N particles in molecule. In our aFRI model, the Hessian matrix is inherently local and adaptive. Its size may vary from 3 × 3 for a completely local aFRI to 3N × 3N for a complete global aFRI, depending on the need of a physical problem. Let us partition all the N particles in a molecule into a total of M clusters {c 1 , c 2 , · · · , c k , · · · , c M }. Cluster c k has N k particles or atoms so that N = M k=1 N k . A cluster may be of physical interest, i.e., an alpha helix, a domain, or a binding site of a protein. One of two extreme cases is that there is only one particle in each cluster. We therefore have N cluster. The other case is that there is only one cluster, i.e., the whole molecule. The essential idea is to develop a Hessian matrix for each cluster individually without the information about other cluster properties (However, information for nearby particles outside the cluster is still required). For example, if we are interested in the thermal fluctuation of a particular cluster c k with N k particles or atoms, we can find 3N k eigenvectors for the cluster. Let us keep in mind that each position vector in R 3 has three components, i.e., r = (x, y, z). We denote
Note that for each given ij, we define Φ ij = Φ ij uv as a local anisotropic matrix
Since rigidity and flexibility can be both anisotropic, it is nature to propose two different aFRI algorithms based on rigidity Hessian matrix and flexibility Hessian matrix, respectively.
II.B.1 Anisotropic rigidity
The anisotropic rigidity is defined by a rigidity Hessian matrix for an arbitrary cluster c k . Let us denote µ ij uv (c k ) a rigidity Hessian matrix for cluster c k . Its elements are chosen as
Hessian matrix µ ij uv (c k ) is of 3N k ×3N k dimensions. Note that the diagonal part, µ ii uv (c k ), has built in information from all the particles in the system, even if the cluster is completely localized, i.e., N k = 1, ∀k.
An immediate test of the anisotropic rigidity is to check if it works for the B-factor prediction. To this end, we collect the diagonal terms of the rigidity Hessian matrix
We then define a set of anisotropic rigidity (AR) based flexibility indices by
B-factors can be predicted with a set of {f AR i } by using the linear regression in Eq. (12).
II.B.2 Anisotropic flexibility
To analyze biomolecular anisotropic motions in parallel to ANM, we need to examine their anisotropic flexibility. To this end, we further define a flexibility Hessian matrix F(c k ) for cluster c k as
where
Similar to the anisotropic rigidity, the diagonal part F ii (c k ) has built in information from all particles in the system. Therefore, even if the partition of clusters is completely localized (i.e., N clusters), certain correlation among atomic motions is retained. By diagonalizing F(c k ), we obtain 3N k eigenvectors for the N k particles in cluster c k . Since the selection of c k is arbitrary, eigenvectors of all other clusters can be attained using the same procedure.
To obtain the B-factor prediction from this anisotropic flexibility, we define a set of anisotropic flexibility (AF) based flexibility indices by
Then Eq. (12) is employed to obtain B-factor predictions.
In this work, we only consider the coarse-grained model in which each residue is represented by its C α . To further simply the model, the differences between residues are ignored. The parameter w ij is assumed to be 1 and η ij is set to a constant η. II.C Fast FRI algorithm As discussed in our earlier work, 46 the original FRI algorithm has the computational complexity of O(N 2 ), mainly due to the construction of the correlation matrix. In the present work, we propose a fast FRI (fFRI) algorithm, which computes only the significant elements of the correlation matrix and at the same time maintains the accuracy of our method. As a result, the computational complexity of our fFRI algorithm is of O(N ).
The essential idea is to partition the residues in a protein into cubic boxes according to their spatial locations. For each residue in a given box, we only compute its correlation matrix elements with all residues within the given 6 box and with all residues in the adjacent 26 boxes. The accuracy and efficiency of this approach are determined by the box dimension. We select a box size of R such that
where ε > 0 is a given truncation error. Therefore, for generalized exponential functions (5), we have
If we set ε = 10 −2 , we have R ≈ 4.6η for κ = 1 and R ≈ 2.15η for κ = 2. Note that different κ values have different optimal η values. The higher the κ value is, the larger the optimal η is.
Similarly, for generalized Lorentz functions (6), we choose the box size
Again, if we set ε = 10 −2 , we have R ≈ 10η for υ = 2 and R ≈ 4.6η for υ = 3. An optimal R should balance the accuracy and efficiency. In Section III.B, it is found that the selection of R = 12Å is near optimal for both exponential and Lorentz functions. In Algorithm 1, we present a pseudocode to illustrate the truncation algorithm of the fFRI.
III Numerical experiments
In this section, we validate the FRI approach for protein B-factor prediction by a comparison of its performance with that of two established methods, namely NMA and GNM. We consider the accuracy, reliability and efficiency of these methods. It is well known that the computational complexity of matrix diagonalization is asymptotically close to O(N 3 ), while that of correlation map construction and two-parameter linear regression given in Eq. (12) is asymptotically O(N 2 ). The computational complexity of the proposed fFRI algorithm is further reduced to O(N ). Therefore, there is a dramatic reduction in the computational complexity. We demonstrate that the FRI method outperforms other methods in computational efficiency and is potentially useful for the flexibility analysis of excessively large macromolecules.
To test FRI against GNM and NMA, five sets of structures are utilized. Among them, three sets were used by Park, Jernigan and Wu in their comparative study. 28 These include relatively small-, medium-and large-sized sets of structures. A fourth set of 44 structures was created to test the efficiency of each algorithm. This set was created by randomly selecting protein-only structures from the Protein Data Bank database with varying size. The number of residues for proteins in this set range from 125 to 313,236 residues. The final set, called a superset, is a combination of sets including the three sets used by Park el al., 28 the first 40 structures of the efficiency set and a set of 263 high-resolution structures used in earlier tests of the FRI method. 46 The total number of structures in the superset is 365 after the removal of duplicate structures.
To quantitatively assess the performance of the proposed FRI model for the B-factor prediction, we consider the correlation coefficient
where {B t i , i = 1, 2, · · · , N } are a set of predicted B-factors by using the proposed method and {B e i , i = 1, 2, · · · , N } are a set of experimental B-factors read from the PDB file. HereB t andB e the statistical averages of theoretical and experimental B-factors, respectively.
III.A Analysis of FRI correlation functions
In order to further explore the FRI method, we test four types of correlation functions. Apart from the Lorentz and exponential functions, two alternative functions are employed in our study. All correlation functions equal to unit at the origin and are monotonically decreasing with respect to an increasing distance (r). Each correlation function is tested with a range of parameter values for each of 365 structures as listed in Table 1 . The performance of the new correlation functions comes close to that of the exponential and Lorentz functions with the product of these two having the highest average correlation coefficient among alternative functions.
Algorithm 1 fFRI algorithm

Input: atoms(N )
XYZ coordinates from PDB file
Compute number of boxes in each direction
Count the number of atoms in each box N atoms(i, j, k) ← N atoms(i, j, k) + 1 end for
Allocate space for each box end for end for end for
Copy coordinates to appropriate box based on 3D coordinates
Iterate over boxes
Iterate over atoms in current box 
III.B Analysis of fFRI algorithms
To analyze the best parameter for Lorentz and exponential functions, we study their behavior in Fig. 1 , where each function is tested over a range of parameters. For exponential type of functions, κ = 1 and η = 3Å give rise to a near optimal parameter-free FRI. Similarly, for Lorentz type of functions, υ = 3, and η = 3Å offer near optimal results. It is seen from Fig. 1 that exponential functions are quite sensitive to η values, while Lorentz Table 1 : Comparison of average correlation coefficients computed from various correlation functions. Each function was tested across a range of parameters and the best score was saved for each structure and used to calculate the average over a set of 365 structures.
Correlation Function
Parameter It is interesting to analyze the performance of the proposed fFRI in terms of accuracy and efficiency. To this end, we first explore the impact of box size to the correlation coefficients of a few fFRI schemes in Fig. 2 . For each given κ and υ, the best η found in Fig. 1 is employed. It is seen from Fig. 2 that both exponential and Lorentz types of functions are able to achieve their near optimal performance at R = 12Å . Therefore, we recommend R = 12Å, η = 3Å and κ = 1 for the exponent type of fFRI method. Similarly, R = 12Å, η = 3Å and 28 The correlation coefficients for NMA are adopted from Park et al. 28 for three sets of proteins. For optimal FRI, parameter υ is optimized for a range from 0.1 to 10.0. For the parameter free version of the FRI (pfFRI), we set υ = 3 and η = 3Å. The line y = x is included to aid in comparing scores.
In order to compare the FRI and GNM, we re-analyzed the structures from Park et al. 28 with the GNM method with a cutoff value of 7 Å, the same value used by the authors. It was found that some correlation coefficients were artificially low for GNM due to multiple coordinates for some C α atoms in some PDB data and missing Cα atoms in others. To ensure a fair comparison between the FRI and GNM we re-analyzed the structures using GNM after processing the PDB files to fix these issues. We removed all but the highest occupancy coordinates for each atom and used every Cα atom from the original PDB files to run the GNM B-factor prediction code and calculate corrected correlation coefficients. In Tables 4, 5 and 6, optimal and parameter free FRI is compared to the GNM data reported by Park et al. 28 The newly calculated correlation coefficient is shown only if there is a significant improvement using our processed PDB files. On the other hand, Table 7 lists all correlation coefficients for GNM from our own tests using our processed PDB files. These correlation coefficients are typically the same as those reported by Park et al. 28 although some have changed. The use of our processed PDB files leads to a slight increase in the average scores for the GNM in our analysis.
To directly compare the FRI with GNM and NMA, we calculated the correlation coefficient of C α B-factor 28 To further compare the FRI and GNM, we also calculated the accuracy of these two methods on a superset of 365 structures. Two versions of the FRI are used for these tests. The first, optimal FRI (opFRI), searches a wide range of parameters for the highest scoring parameter and the second, parameter free FRI (pfFRI), uses υ = 3 and η = 3Å in all cases. The correlation coefficients for three sets proposed by Park et al. are reported in Tables 4, 5 and 6 for FRI, GNM and NMA. The results of the B-factor predictions for the superset are shown in Fig. 3 . Using the top left chart as an example, both axises are correlation coefficients. For each circle, its x-coordinate is its correlation coefficient for pfFRI, while its y-coordinate is its correlation coefficient for opFRI. Since all circles are located above the diagonal line, opFRI always outperform pfFRI. The average correlation scores for optimal FRI, parameter free FRI, GNM and NMA for each set of structures are listed in Table 2 . As shown in Table 2 and Fig. 3 , opFRI outperforms pfFRI in many cases although the majority of structures have little difference in their score for each method. Both optimal and parameter free FRI methods outperform GNM and NMA for most structures. B-factor prediction with the FRI is most accurate for smaller structures (<70 residues). All three methods tend to perform worse as the structures get larger except in the case of NMA where the medium-sized structures scored slightly lower than the large-sized structures. This behavior is expected because as proteins get larger their structures become more complex and may include structural co-factors and more amino acid side chain interactions that contribute to the protein's stability. The coarse-grained C α representation used in these methods is unable to capture these kinds of details. The average increase in correlation coefficients when using the FRI over GNM on the superset of 365 proteins is 0.096 for opFRI and 0.059 for pfFRI. Additionally, opFRI and pfFRI are more accurate on average than GNM and NMA for all three sets of structures used by Park et al. 28 From these results we conclude that both FRI and pfFRI are more accurate on average than either GNM or NMA. Table 3 lists the average correlation coefficients of B-factor prediction for 365 proteins using fFRI schemes at a given truncation (R = 12Å). It is seen that the proposed fFRI schemes implemented in either exponential (η = 3Å and κ = 1) or Lorentz (η = 3Å and υ = 3) are at least 10% more accurate than the GNM.
III.C.2 fFRI vs GNM
III.D Efficiency comparison for FRI, fFRI and GNM
This section concerns the computational efficiency of the FRI method. The efficiency of the FRI and the fFRI is compared with that of the GNM in this section.
Computational efficiency in the B-factor prediction becomes important for large proteins and for repeated predictions in molecular dynamics simulation and flexible docking analysis. High efficiency in the rigidity analysis is also a requirement for CEWAR dynamics, where atomic rigidity functions are to be evaluated during the time evolution. The previously described set of 44 proteins as listed in Table 8 are used to test the computational complexity of the FRI, fFRI and GNM algorithms. The method used to obtain the structure of the HIV virus capsid, which has more than 313,000 amino acid residues, does not provide experimental B-factors. To ensure a fair test, we have added some random noise to the predicted B-factors. The resulting B-factors of the HIV structure are employed in our efficiency test as if they were real experimental data. Table 8 and Figure 4 are the running times for each method in our FORTRAN implementations of GNM and FRI. Tests were conducted using a single core of an AMD Phenom II X6 1100T processor and include the Table 8 .
entire GNM and FRI algorithm leaving out only the time it takes to load PDB files. As expected, GNM has a computational complexity close to O(N 3 ) due to the matrix decomposition, while the FRI is approximately of O(N 2 ), mainly because of the computation of correlation functions. As for the fFRI, its computational complexity is of O(N ) due to the nature of its sparse matrix. The lines of best fit for CPU time (t) are: t = (4 × 10
for GNM, t = (2 × 10 −7 ) * N 1.98 for FRI and t = (1 × 10 −7 ) * N 0.975 for fFRI. Some of the 44 structures used for efficiency testing were excluded from the final analysis of the FRI and fFRI methods because they required so little time to run that it was not possible to get an accurate measure of execution time. A few of the largest structures were only tested with FRI and fFRI methods because they require much more CPU time to run with GNM and the efficiency data are already sufficient to show that GNM scales at approximately O(N 3 ). For a protein of seven thousand amino acid residues, it takes close to ten thousand seconds for GNM and only a few seconds for the FRI to predict the B-factors in our test. The fFRI is significantly faster than other methods. It takes less than 30 seconds for the fFRI to predict the B-factors of the HIV virus capsid with 313236 residues.
III.E Visualization of correlation maps
The correlation functions used to generate FRI correlation maps are based on monotonically decreasing radial basis functions. NMA, GNM and related tools, on the other hand, use either a Kirchhoff (i.e., contact matrix) or a cross correlation map for connectivity between atoms. A Kirchhoff matrix is similar to our correlation map except the values are set to -1 for pairs of atoms within a cutoff distance and set to 0 for pairs of atoms outside the cutoff distance. The downside of using the Kirchhoff matrix is that, by definition, it treats all bonds within a certain cutoff distance the same and neglects all interactions outside that distance. We know that the closest atoms, such as covalently bonded atoms, will contribute more to the rigidity of a particular atom. With a rapidly decaying distance function, such as those used in our correlation functions, the impact of covalently bonded atoms is emphasized over the interactions that are just slightly more distant. This relationship is important because while structural features at a distance can play a significant role in stability and flexibility of a molecule, local structure has a much greater impact. Additionally, the cross correlation map in GNM and other methods does not reflect the atomic distance relations in a direct manner. In contrast, given a correlation matrix and a function from the FRI method it is easy to reconstruct the position of each C α atom in our coarse-grained model. The FRI correlation maps on the right side of Fig. 5 display distance values along side the correlation values to reflect this property of the FRI. These maps were calculated using the Lorentz function with υ=2.5. The second case (PDB: 1AIE), a single α-helix, is a good example of how the distance based correlation map reflects secondary structure information. The width of the band of high correlation is four amino acids, approximately the number of amino acids in one turn of an α-helix. For atoms within one turn of the helix, correlation values to nearby atoms follow a predictable pattern based on their distance. The cross-correlation matrix for 1AIE from GNM shows a similar overall pattern but without the same kind of atomic detail from the distance based correlation functions. The other structures in Fig. 5 are from larger proteins and they show how the FRI and GNM represent complex arrangements of secondary structures. The FRI correlation maps clearly indicate where secondary structures are in the protein and what other residues they interact closely with. In these correlation maps, secondary structures are typically shown as small bands of relatively high correlation (yellow to red) while interactions between them appear in green and they often appear as regularly spaced green spots. These spots have space between them because they involve interactions with one face of an α-helix or similar fold and so the residues on the far side have a lower correlation. The cross-correlation matrix from GNM also gives some indication of where secondary structures are, α-helix is a square of green and beta sheets are lines, however these shapes are less defined on the atomic scale. Similarly the interactions between secondary structures are harder to pinpoint atomically as these interactions appear as a green smear in the matrices while in the correlation maps of the FRI method there are discrete spots with individual correlation values for atom to atom interactions. In the last example of Fig. 5 we can also see in the top left and bottom right corners how each map displays the interaction between two images of a structure from a single X-ray crystallography experiment.
IV Protein domain analysis with FRI and aFRI IV.A FRI for protein identification
Structural domains, as opposed to functional domains, are the basic unit of protein structures. Typically these portions of a protein fold independently and are stable on their own. The way various domains are assembled in a protein dictates its shape and function and is therefore interesting to biologists. One simple way to identify these domains and their interactions is by looking at the correlation matrix. The FRI correlation matrix or correlation map allows us to identify protein structural domains because the values of a correlation function directly reflect the pairwise distances between Cα-Cα atoms. Therefore FRI correlation maps are also distance maps, which have been shown to be an effective tool for identifying protein domains as early as 1974. 31 This method involves generating a Cα-Cα pairwise distance map and identifying dense, triangular areas of contacts near the diagonal. The correlation matrix generated for FRI is similar to a basic Cα-Cα distance map with the benefit of a rapidly decaying distance function. This results in more pronounced separation between domains in the map, potentially making it easier to identify distinct domains. Figure 6 demonstrates how domains are identified on a Cα-Cα distance map or a FRI correlation matrix for three proteins of increasing size and complexity. Each protein is divided into two structural domains outlined with red boxes for clarity.
In more complex cases, we see larger domains made up of multiple subdomains. Figure 7 shows the HIV capsid protein (PDB ID: 1E6J) consisting of six distinct structural domains. Alongside the protein's secondary structure are the contact matrix used in GNM and the correlation maps from the FRI. By adjusting the distance cutoff in the GNM and correlation function parameters in the FRI we arrive at similar results. The six compact structural subdomains can be identified visually from these matrices by finding areas with high correlation or large numbers of contacts in a triangular shape near the diagonal. Some interactions between subdomains can also be seen in the matrices. Subdomains with a significant level of correlation or contacts between them can be considered as single larger domain. In the example of Figure 7 , there are contacts in the matrices between five subdomains. The last subunit (green color) shows little or no correlation or contacts to the other subdomains and is therefor a separate domain and expected to move fully independently. However, predicting domain motions with the FRI requires an alternative formulation, the anisotropic FRI. and 0.572 (υ = 2 and η = 18) for the superset of 365 structures. This means that aFRI is more accurate than GNM (average correlation coefficient 0.565 for the superset). However, aFRI is slightly less accurate than pfFRI (average correlation coefficient 0.626 for the superset), which is similar to the fact that ANM is not as accurate as GNM.
IV.B aFRI for protein identification
A major utility of the proposed aFRI theory is the prediction of protein motions by using the anisotropic flexibility. Since aFRI is adaptive, its cluster can be as large as the whole molecule and as small as a single particle. The completely global aFRI has a Hessian matrix of 3N × 3N elements and produces 3N eigenmodes. Depending on symmetry, 5 or 6 modes are due to the translational and rotational motions. Therefore, the remaining 3N − 5 or 3N − 6 vibrational modes can be obtained. To validate the proposed aFRI theory for normal mode analysis, we have computed the vibrational modes for a few simple molecules, namely, H 2 O, CO 2 and CH 2 O, whose vibrational modes are well-known. Our results are displayed in Figure 8 . In addition to these vibrational modes, appropriate translational and rotational modes are also observed from our calculations, but are omitted in our presentation. Therefore, the proposed aFRI works well for the analysis of small molecular translation, rotation, and vibration.
Having established our aFRI for small molecular vibrational analysis, we are interested in examining its behavior for macromolecules. Anisotropic normal mode analysis of large biomolecules can be very expensive because the computational complexity of the global matrix scales as O ((3N ) 3 ). As such, the adaptive cluster analysis option provided by the aFRI algorithm can be useful. In this work, we explore two extreme aFRI options, i.e., the completely global cluster and completely local clusters, for protein vibrational analysis. Similar to the ANM, the completely global aFRI algorithm has a Hessian matrix of 3N × 3N elements and produces 3N eigenmodes. . Domain separations are highlighted in color coded boxes in the FRI correlation matrix at bottom right. All three-dimensional images are rendered using VMD. 18 The motions predicted by these eigenmodes are typically very similar to those produced by ANM. In contrast, the completely localized aFRI has only a total of N 3 × 3 Hessian matrices and gives rise to 3N eigenmodes for N particles. We assemble these 3N eigenmodes into 3 modes for the molecule and weight the amplitude of each eigenmode by the corresponding B-factor for the particle. Due to the non-local correlation built in the aFRI matrices, these three modes of motion obtained by the completely local aFRI algorithm are often similar to certain low-order modes calculated by ANM for a protein. The first three modes of motion for the HIV capsid protein are shown in Figure 9 for two aFRI algorithms and ANM. It is seen that three eigenmodes obtained from the completely global aFRI resemble those calculated by the ANM. Although three modes produced by the completely local aFRI algorithm show different motions, it is amazing to note that there is much collective motion in these modes. Figure 10 depicts three modes for phosphate active transport receptor protein generated by using two aFRI algorithms and ANM. Once again, we see a good similarity between eigenmodes calculated by using the completely global aFRI algorithm and those computed by using the ANM. However, the modes generated with the completely localized aFRI demonstrate somewhat different motions. In each method, the relative motion of two domains can be clearly identified. The domain relative motions in the eigenmodes of the completely global aFRI and the ANM exhibit a better synergistic effect in general. Whereas, modes from the completely local aFRI are slightly less collective. Since there is no standard answer to domain fluctuations, it is difficult to say which one is right or wrong. An interesting observation is that although aFRI matrices can be completely local, they have Figure 8 : Validation of the completely global aFRI for the vibrational analysis of three small molecules (υ = 2). First row: three vibrational modes for H 2 O (η = 1); Second and third rows: four vibrational modes for CO 2 (η = 1); Last two rows: six vibrational modes for CH 2 O (η = 2). All three-dimensional images are rendered using VMD. 18 built in non-local correlation and thus are able to simulate highly collective protein motions.
V Concluding remarks
The fundamental challenges that hinder the current quantitative understanding of biomolecular systems are their tremendous complexity and excessively large number of degrees of freedom. A multiscale approach, the continuum elasticity with atomic rigidity (CEWAR), provides a new method for the reduction of the number of degrees of freedom in biomolecular systems. 46 The performance of the CEWAR method relies on the accurate Figure 9 : Comparison of modes for HIV capsid protein (PDB ID: 1E6J). The top row is generated by using the completely local aFRI with υ = 2 and η = 50. The middle row is generated by using the completely global aFRI with υ = 2 and η = 50. The bottom row is generated by using the ANM with ProDy v1.5 6 using default settings. All three-dimensional images are rendered using VMD. 18 Figure 10: Comparison of modes for phosphate active transport protein (PDB ID: 2ABH). The top row is generated by using the completely local aFRI with υ = 2 and η = 60. The middle row is generated by using the completely global aFRI with υ = 2 and η = 35. The bottom row is generated by using the ANM with ProDy v1.5 6 using default settings. All three-dimensional images are rendered using VMD. 18 and efficient evaluation of a continuous atomic rigidity function. The flexibility-rigidity index (FRI) is proposed as a potential algorithm for such an evaluation. The underlying assumption of the FRI is that protein interactions uniquely determine the protein structure which, in turn, determines the protein functions, such as stability and flexibility. Therefore, one just needs the structural information to predict protein B-factors without reconstructing the protein interaction Hamiltonian. In particular, we assume that biomolecular flexibility and rigidity are local structural properties. Therefore, the flexibility at an atom is completely determined by its local environment, namely, local geometry and local topological connectivity. We treat the (local) flexibility as an inverse of the (local) rigidity. As a consequence, we do not need to solve the (global) eigenvalue problem of the Hamiltonian. The first step of the FRI method is to measure protein topological connectivity from the distance geometry via smooth and monotonically decreasing radial basis functions. The atomic rigidity index is then associated with the total connectivity or interaction strength at each residue. Consequently, the atomic flexibility index, which is the inverse function of the atomic rigidity index, is associated with protein B-factors. Protein flexibility is an intrinsic property that strongly correlates with protein functions. The analysis of protein flexibility is a crucial task in computational biophysics. Many established methods, including normal mode analysis (NMA) 7, 15, 23, 39 and elastic network model (ENM) 41 such as Gaussian network model (GNM), 4, 5, 12 have been developed in the past. These approaches typically depend on the Hamiltonian mechanics of elastic interactions and matrix decomposition of the interaction Hamiltonian. The present work examines the performance of the proposed FRI for protein flexibility analysis in a comparison with some cutting edge methods, specifically, GNM and NMA.
We calibrate the accuracy, reliability and computational efficiency of the FRI method by using GNM and NMA on three sets of proteins, i.e, relatively small-sized, medium sized and large sized structures employed by Park et al. 28 in a recent study. Additional calibration with the GNM is carried out on extended set. As a result, a total of 365 proteins is studied in the present comparative study. As an internal validation, the FRI method is realized by using three families of correlation functions. Correlation functions of generalized exponential type and Lorentz type are found to deliver better results. In particular, correlation functions of Lorentz type are simple and can be made parameter free, which is desirable for general use. Although GNM and NMA may outperform the proposed FRI method on certain proteins in terms of the accuracy of the B-factor prediction, the FRI method is able to improve on the average correlation coefficient of GNM and NMA on all three sets of proteins. Additionally, the FRI is found to significantly outperform the GNM on the extended superset of 365 structures as well.
A possible reason for the FRI to outperform the existing methods is that GNM and NMA are essentially global methods in a sense that they rely on the solution of the global eigenvalue problem to predict local atomic properties, e.g., B-factors. In contrast, the FRI is a local method and utilizes the local geometric information to predict local atomic properties. In parallel, there are (global) band theory of solids and (local) atomic orbital model of solids. The former is good for describing many global physical properties, such as electrical conductivity and thermal lattice motions in terms of excitations, while the latter is more powerful for explaining localized chemical reactivity and catalysis of solids.
The GNM is known for its superb computational efficiency. 48 The matrix diagonalization is of O(N 3 ) in computational complexity, where N is the number of residues. The computational complexity of our original FRI is of O(N 2 ). In the present work, we propose a fast FRI (fFRI) algorithm, which further reduces the computational complexity of FRI to O(N ). Both FRI and fFRI do not involve the time consuming matrix decomposition. As a result, it takes less than 30 seconds for the fFRI to predict the B Factors of an HIV virus structure with more than three hundred thousands of residues, which otherwise requires many years for the GNM to compute. Additionally, both the exponential based parameter-free fFRI and the Lorentz based parameter-free fFRI are about 10% more accurate than the GNM in the B-factor prediction of 365 proteins.
Anisotropic motions between protein domains are known to correlate with protein functions. To describe protein anisotropic fluctuations, we introduce anisotropic FRI (aFRI) algorithms. We introduce an adaptive aFRI method which partitions the molecule into many clusters with variable sizes. We specifically examine two extreme cases, i.e., a one-cluster partition and N -cluster partition, which result in a completely global 3N × 3N Hessian matrix and N completely localized 3 × 3 Hessian matrices, respectively. The computational complexity of aFRI varies from O(N 3 ) to O(N ). Although aFRI Hessian matrices can be completely local, they still contain much non-location correlation. As such, all of three protein modes predicted by the completely local aFRI exhibit highly collective global motions. The eigenmodes obtained from the completely global aFRI closely resemble those of the anisotropic network model (ANM). 3, 6 However, mode constructed from the completely local aFRI show different collective motion patterns. Since there is no analytical solution for collective motions, it is not possible to judge whose collective motions are more correct. In general, the eigenmodes of ANM and the completely global aFRI exhibit a slightly better synergistic effect than modes generated by using the completely local aFRI.
The proposed FRI has a few visual applications. First, the correlation maps of the FRI are capable of revealing both short-and long-distance interactions or connectivities. Since correlation map elements are directly related to the original distances by a known radial basis function, the distances can be labeled on the map as well.
Additionally, the predicted B-factors can be plotted as the radii of residues to visualize the amplitude of thermal fluctuations. This plot becomes even more interesting when atomic spheres are colored with the electrostatics. 46 The close correlation between flexibility and large electrostatic potentials can be unveiled, which sheds light on protein intrinsic structural properties. Moreover, the predicted B-factors can be plotted with secondary structures to have an overall picture of structural flexibility. Finally, as continuous functions, the atomic rigidity function and atomic flexibility function can be projected onto protein molecular surfaces or other surface representations to analyze flexibility.
Another application of FRI and aFRI is the analysis of protein domains. Existing methods, such as GNM and ANM, are well known to do well for domain analysis. The present FRI provides a clear correlation map for domain identifications. It is found that aFRI gives rise to highly collective domain motion patterns, although not all parts of a domain move uniformly in our aFRI representations. 
Efficiency or accuracy results for five sets of proteins
