We introduce a new method for representing the low energy subspace of a bosonic field theory on the qubit space of digital quantum computers. This discretization leads to an exponentially precise description of the subspace of the continuous theory thanks to the Nyquist-Shannon sampling theorem. The method makes the implementation of quantum algorithms for purely bosonic systems as well as fermion-boson interacting systems feasible. We present algorithmic circuits for computing the time evolution of these systems. The complexity of the algorithms scales polynomially with the system size. The algorithm is a natural extension of the existing quantum algorithms for simulating fermion systems in quantum chemistry and condensed matter physics to systems involving bosons and fermion-boson interactions and has a broad variety of potential applications in particle physics, condensed matter, etc. Due to the relatively small amount of additional resources required by the inclusion of bosons in our algorithm, the simulation of electron-phonon and similar systems can be placed in the same near-future reach as the simulation of interacting electron systems. We benchmark our algorithm by implementing it for a 2-site Holstein polaron problem on an Atos Quantum Learning Machine (QLM) quantum simulator. The polaron quantum simulations are in excellent agreement with the results obtained by exact diagonalization.
I. INTRODUCTION
Recent advances in quantum hardware technology have initiated a new era in computing science. As quantum hardware has advanced, the development of quantum algorithms has become an area of intensive research. Quantum computers are naturally suited to simulate the evolution of quantum systems. For example, the algorithms for simulating fermion systems in quantum chemistry and condensed matter physics have proven to be especially successful [1] [2] [3] [4] [5] [6] [7] [8] [9] . Due to the relatively small amount of resources required, optimized fermion algorithms are very promising for near-future quantum simulations. Unfortunately, purely fermionic models preclude the simulation of physically important theories with bosonic degrees of freedom such as phonons, photons and gluons, which appear in condensed matter and high energy physics. In this paper we extend the existing fermion algorithms to include bosons, opening up the possibility for quantum simulation to whole new classes of physical systems. This paper addresses non-relativistic fermion-boson quantum field theories with focus on electron-phonon systems. The interaction of electrons with other bosonic collective excitations in solids (such as spin, orbital, charge, etc.) can be addressed by models similar to the electronphonon model. We address both fermion-boson and boson-boson interactions. Our algorithm can also be applied to quantum optics problems. Since the quantum simulation of relativistic field theories is as an important goal for high energy physics, we consider this approach as a first step towards that direction.
While there are established ways to map fermion states to qubits [3, 6, 10] , the literature contains fewer discussions on representing bosons on gate quantum computers. As discussed in Ref [11] , bosons can be represented as a sum of n x parafermions (qubits), up to an error O(n/n x ), where n is the boson state occupation number. This representation requires a large number of qubits, especially in the intermediate and strong coupling regimes where n is large. In addition, no algorithm has been proposed to describe the evolution of boson states in this representation. In Refs. [5, 12] purely bosonic systems with a fixed number of bosons are addressed, but the method is not suitable for fermion-boson interacting systems where the number of bosons is not conserved. An algorithm for calculating scattering amplitudes in quantum field theories has been proposed in Ref [13] . Their approach is based on the discretization of the continuous field value at each lattice site. The required number of qubits per lattice site scales as log(1/ǫ), where ǫ is the desired accuracy. Our algorithm also relies on field discretization, but the number of qubits per lattice site needed to represent the bosons scales exponentially faster, ≈ log(log(1/ǫ)). In fact, when our algorithm is applied to electron-phonon models, we find that only a small number of additional qubits per site, n x ≈ 6 or 7, is enough to simulate phonons with exponentially good accuracy in most problems of physical interest, including the weak, intermediate, and strong coupling regimes.
The representation of the boson space on qubits is the most important result of this work. This representation allows an efficient simulation of the evolution operator of the fermion-boson systems. The bosonic degrees of freedom are treated as a finite set of harmonic oscillators. We show that the low-energy space of a harmonic oscillator is, up to an exponentially small error, isomorphic with the low-energy subspace of a finite-sized Hilbert space. The finite-sized boson Hilbert space is mapped onto the qubit space of universal quantum computers. The size of the low-energy subspace is given by the maximum boson number cutoff; the finite size of the Hilbert space increases linearly with this cutoff. The number of qubits necessary to store the bosons scales logarithmically with the cutoff.
Our method for truncating the harmonic oscillator space can also be applied to simulate the Schrodinger equation on a quantum computer. A similar finite-sized Hilbert space truncation is employed by the Fourier grid Hamiltonian (FGH) method [14] and is related to more general discrete variable representation (DVR) methods [15] [16] [17] . We present a novel explanation for the exponential accuracy of the FGH method based on the Nyquist-Shannon sampling theorem [18] .
The fermions in our algorithm are mapped to qubit states via the Jordan-Wigner transformation [3, 6, 19] . Quantum algorithms for interacting fermions have been addressed at length in numerous papers; see for example Refs. [4, 6, 7] . The evolution of the pure-fermion Hamiltonian is not addressed here. We present algorithmic circuits for the evolution of the pure-boson Hamiltonian and the fermion-boson interacting Hamiltonian. The additional qubits needed to accommodate bosons is O(N n x ) where N is the number of harmonic oscillators, which scales linearly with the system size, and n x is the number of qubits per harmonic oscillator, which is independent of N . For long-range m-body boson-boson interactions (i.e., an m-leg interaction vertex), the additional circuit depth is O(N m ). In general long-range fermion-boson interactions yield an additional depth of O(N 2 ). However, when the bosons couple to the fermion hopping, as happens in electron-phonon models, the additional depth scales as O(N ). For finite range bosonboson and fermion-boson interaction the additional circuit depth is constant.
As an example of fermion-boson interacting systems we address the polaron problem [20] . The polaron is a bound state between an electron and its induced crystal lattice deformation; it can be thought of as an electron dressed by phonons. Although it involves only one electron, the polaron problem is nontrivial and in general cannot be solved on classical computers due to the exponential increase of the Hilbert space with increasing system size. Polaronic effects can significantly change the electric and transport properties of materials, angle resolved-photoemission spectra, superconducting properties, etc. We benchmark our algorithm by running a simulation of the two-site Holstein polaron [21] , utilizing the Quantum Phase Estimation (QPE) method [2, [22] [23] [24] [25] [26] on an Atos Quantum Learning Machine simulator. The energy and phonon distribution of the polaron state agree with results obtained from exact diagonalization.
The paper is organized as follows. In Section II the fermion-boson model is introduced. In Section III we address the representation of bosons on a finite-sized space. The quantum algorithm is described in Section IV. Section V presents the results of the QPE simulation for the Holstein polaron. In Section VI we discuss the general applicability of our approach to physical systems. Summary and conclusions are given in Section VII.
II. FERMION-BOSON HAMILTONIAN
In our algorithm the fermion operators appearing in the Hamiltonian need to be expressed in the second quantized form. On the other hand, the bosonic operators are required to be written as function of the canonical "position" and "momentum" operators X and P , obeying the commutation relation [X, P ] = i.
In this section we start with the electron-phonon Hamiltonian, since it constitutes one of the most common physical examples of non-relativistic fermion-boson interacting systems. We will follow with a general fermionboson Hamiltonian written in the second quantized form and will describe the steps necessary to rewrite it in a form suitable for quantum computation.
A. Electron-phonon model
The electron-phonon model describes the electronic and ionic degrees of freedom in a solid. The model can be derived (see Refs [27] [28] [29] for more details) from the Hamiltonian
In Eq. (1) the index i labels the electrons while the index n labels the crystal's unit cells. The ions in the unit cell are labeled by α. The first two terms represent the kinetic energy of the electrons and ions, while the last three terms describe the electron-electron, ion-ion and electron-ion interactions, respectively. With the assumption that the ions' motion is characterized only by small displacements around their equilibrium position R 0 = {R nα0 } nα , Eq. (1) can be written as
with
Since the ions' potential energy is minimum at the equilibrium position R 0 , we have taken ∂V p (R 0 )/∂R nα = 0 when deriving Eq. (4).
where l n is an arbitrary constant, yields canonical position and momentum operators (sometimes called quadrature operators) [X n , P m ] = iδ nm . The Hamiltonian H b0 becomes
The Hamiltonian (15) , which is analogous to the phonon Hamiltonian (7), consists of a sum of coupled harmonic oscillators. However, unlike Eq. (7) where only coupling of the type X n X m between the position operators at different sites is considered, the Hamiltonian (15) also includes coupling terms of type P n P m and X n P m (n = m). Besides, the Hamiltonian (15) includes linear coupling of the canonical position and momentum operators to some arbitrary fields ℜζ and ℑζ, respectively. Employing Eqs. (13) and (14) , the Hamiltonian H b1 (12) transforms into a sum of terms of type A n A m , A n A m A r and A n A m A r A s , where A n is either the X n or the P n operator of the harmonic oscillator n.
C. Lattice quantum field theory
In the previous subsection we have stated that our methods will apply to a general Hamiltonian which is a polynomial of (generalized) position and momentum operators X n and P n . It will therefore apply to a broad class of physical systems in condensed matter physics and in quantum optics. Before presenting the discretization method and demonstrating its effectiveness, we point to another class of theories in which our method may be useful -that of scalar lattice field theories which are of interest in particle physics. Lattice field theories are of broad interest in high energy physics as a useful approximation of the continuum theory, as in lattice gauge theory. Making a direct connection to gauge theories is beyond the scope of this work. Here we will draw a connection to the simplest quantum field theories, those with scalar fields.
Starting with a concrete example of a continuous real scalar theory, the Hamiltonian is a function of the scalar field ϕ(x) and its conjugate field momentum π(x). The canonical Hamiltonian for such a theory is [30, 31] 
where the potential V is a polynomial in ϕ. The field and its conjugate momentum obey the commutation relation
. Upon putting the theory on a lattice, the continuous label x will only take a discrete set of values, x n , which will be the lattice sites, and thus ϕ( x) → ϕ(x n ) ≡ ϕ n and π( x) → π(x n ) ≡ π n . The bosonic Hamiltonian then becomes
where the constants λ π,ϕ depend on the normalization of the lattice fields, and we have used a shorthand notation in which n + 1 is the set of nearest neighbor sites to n. The commutation relation is now [ϕ n , π m ] = iδ nm . We note that this field theory, both the Hamiltonian and the commutation relations, nicely map on to the system of the previous subsection, once the redefinition of
is taken. As a result, the discretization method which will be presented in the next section can be useful for mapping this class of theories as well. The interpretation in this case is that after digitalization the values of the scalar field and the field momentum will be discrete, and mappable onto the space of qubits. With this motivation in mind, we will proceed to present our mapping in terms of X n and P n in the rest of this paper. We leave a more thorough exploration of the applications of our method to particle physics, as well as the inclusion of Dirac fermions, for future work.
III. BOSON REPRESENTATION ON A FINITE SPACE
The boson operators in our model are the canonical position and momentum operators, as discussed in Section II. The bosons are described by a set of coupled harmonic oscillators labeled by state index (for example, the position and vibrational mode indices for phonons). The boson Hilbert space is a direct product of the Hilbert spaces of the harmonic oscillators. In this section we address the representation of the harmonic oscillator space on a finite-sized space. In Section IV we will show how to map this finite-sized space onto the qubit space of a quantum computer.
A. Harmonic oscillator
The harmonic oscillator is described by the Hamiltonian
where the operators X, P and H h are rescaled by 1/ √ M ω, √ M ω and 1/ω, respectively. The eigenvalues and eigenvectors of H h are
and |φ n = φ n (x)|x dx = φ n (p)|p dp,
where {|x } is the position coordinate basis and {|p } is the momentum coordinate basis. The eigenfunction
is the Hermite-Gauss (HG) function of order n andφ n (p) is its Fourier transform to the momentum representation. In addition to being eigenfunctions of the harmonic oscillator Hamiltonian, the HG functions are also eigenfunctions of the Fourier transform operator [32] ,
The HG functions satisfy the relations
and
Eqs. (29) and (30) are just the familiar eigenvalue equations x|X|φ n = x x|φ n and p|P |φ n = p p|φ n , respectively, where the position operator 
The equations (29) and (30) together with the exponential decay at large argument, Eqs. (27) and (28) , are the essential properties of the HG functions which make the controlled truncation of the Hilbert space discussed in Section III B feasible.
B. Discretization of the harmonic oscillator space
In both the coordinate and momentum representations the HG functions decay exponentially quickly to zero for large arguments. The width of the HG functions, i.e., the interval range enclosing most of the weight |φ n (x)|, increases with increasing n. For a cutoff number N ph one can define a width 2L such that |φ n (x)| ≈ 0 when |x| > L for all n < N ph . Eq. (28) implies that for the same L, |φ n (p)| ≈ 0 when |p| > L and n < N ph . The error of these approximations can be made arbitrarily small through a large enough choice of L.
Restricting the problem to the region |p| < L, the Nyquist-Shannon sampling theorem [18] for band limited signals applies. It shows that, without loss of information, φ n (x) can be sampled at points x i = i∆, where i is an integer and ∆ = π/L. Moreover, with the same exponentially small error, we can restrict i to N x points such that
The HG function can be written as
where u i (x) = sinc
is given by the equation 2L = N x ∆, which implies 2L = √ 2πN x and ∆ = 2π/N x with i = −N x /2, N x /2 − 1. For a more detailed discussion about the application of the Nyquist-Shannon sampling theorem to the HG functions see Appendix A.
The properties of the HG functions require that N x > N ph . This can be understood within the framework of the WKB approximation [33] for the harmonic oscillator. The magnitude of φ n (x) is exponentially small in the classically forbidden region where V (x) − E n > 0, and enhanced around the turning points defined by V (x tn ) − E n = 0. In the harmonic oscillator potential V (x) = x 2 /2 the turning points are given by x tn = ± √ 2n + 1. The condition L > |x tn | for n = N ph required by the Nyquist-Shannon sampling theorem implies
i.e., N x > N ph . Let us consider the finite-sized subspaceH spanned by the sampling position vectors {|x i } i for integer i = −N x /2, N x /2 − 1, and define the vectors |χ n ∈H by
Two essential properties of the vectors |χ n with n < N ph are an immediate consequence of the Nyquist-Shannon sampling theorem. First, the vectors |χ n are orthonormal; see Eqs. (A9) and (A10). Second (see Eqs. (A13) and (A14))
where the vectors
with p m = m∆ and m = −N x /2, N x /2 − 1, are obtained by the discrete Fourier transform of the {|x i } vectors. Equation (35) implies that x i |χ n is proportional to the HG function φ n (x) at the grid points {x i }, while Eq. (36) implies that its discrete Fourier transform p m |χ n is proportional to the HG functions in the momentum representation,φ n (p), at the grid points {p m }. Therefore, employing Eqs. (29) and (30), one gets
(39) Now we define the discrete position and momentum operators acting onH bỹ
The equations (38) and (39) can be written as
which implies that
If we restrict to the subspace spanned by the orthogonal vectors {|χ n } n<N ph ,
and the algebra generated byX andP is isomorphic with the algebra generated by X and P on the harmonic oscillator subspace spanned by the HG functions {|φ n } n<N ph . One can also define annihilation and creation operators onH as
which satisfy
on the subspace {|χ n } n<N ph . On the subspace {|χ n } n<N ph the discrete Hamiltoniañ
corresponds to the harmonic oscillator Hamiltonian (24) . Therefore, {|χ n } n<N ph are eigenvectors ofH h with the eigenspectrumH h |χ n = (n + 1/2) |χ n . Moreover, {|χ n } n<N ph span the low-energy subspace ofH, which we will demonstrate by numerically calculating the N x eigenvalues and eigenvectors ofH h . Overlap between the eigenvectors |φn ofH h , and the HG functions projected on the {|xi } subspace, |χn (Eq. (35)).
For n < N ph where N ph is a cutoff number increasing with increasing Nx,Ẽn ≈ n + 1 2
and |φn ≈ |χn .
C. Numerical investigation of the discrete space
The energy spectrumẼ n ofH h (48) calculated by exact diagonalization is shown in Fig. 1 (a) for two cases, N x = 64 and N x = 128, respectively. A cutoff number N ph can be defined such that the first N ph energy levels are, within a small error, close to the ones corresponding to harmonic oscillator energy levels, i.e.,Ẽ n = E n + ǫ. We will show later in this section that the error ǫ decreases exponentially by increasing N x or by decreasing N ph .
The low energy eigenstates {|φ n } n<N ph ofH h are the projected HG functions on the discrete basis {|χ n } n<N ph , Eq. (35), in agreement with the theoretical arguments discussed in Section III B. This can be inferred from Fig. 1(b) , where we see that the overlap | φ n |χ n | = 1 − ǫ for n < N ph . The eigenstates {|φ n } are calculated by exact diagonalization. Unlike the low energy states characterized by large probability at small x i and exponentially small probability density at the grid edge (i.e., when x i ≈ ±L), the eigenstates in the high energy sector, {|φ n } N ph ≤n<Nx , have small probability density at small x i and large probability density close to the grid edge (not shown). They have a small overlap with the projected HG functions, as Fig. 1(b) shows. Fig. 2 shows that |([X,P ] − i)|φ n | < ǫ for n < N ph . The value of ǫ is exponentially small and it is a consequence of cutting the tails of the HG functions for |x|, |p| > L. Numerically, we find the convergence rate to be |ǫ|
. We conclude that the numerical calculations agree with the analytical predictions, supporting the isomorphism between the {X,P } and the {X, P } generated algebras on the low-energy subspace defined by n < N ph . 
Up to an exponentially small error, the algebra generated by {X,P } on the low-energy subspace {|φn }n<N ph ofH is isomorphic with the algebra generated by {X, P } on low-energy subspace of the harmonic oscillator {|φn }n<N ph . The size N x of the discrete Hilbert spaceH required to accommodate N ph low energy states increases approximately linearly with increasing N ph . For example, in Fig. 3(a) we plot the minimum N x necessary to have N ph states in the low-energy regime with ǫ = 10 −7 and ǫ = 10 −3 accuracy. The proportionality between N x and N ph can be understood by noticing that the exponential convergence occurs when the grid points x i cover the width 2L N ph of φ N ph (x). As shown in Fig. 3(b) , to a first approximation, L N ph ∝ N ph , which is not surprising taking into account that the turning points in the WKB approximation are defined by 2N ph + 1 (see the discussion before Eq. (34)). On the other hand, the width covered by N x points is √ 2πN x , thus being proportional to √ N x and implying linear dependence of N x (N ph ).
D. Cutoff of the maximum boson occupation number
As long as the physical problem of interest can be addressed by truncating the number of bosons per state our representation is suitable for quantum computation. In most cases the boson distribution number is Poissonian, falling exponentially fast to zero with increasing the number of bosons. The cutoff on the maximum boson occupation number depends on the effective strength of the interaction, as discussed below.
In order to understand the truncation of the boson space, let us focus on a particular harmonic oscillator. The states belonging to the chosen harmonic oscillator space evolve under the action of a forced harmonic oscillator Hamiltonian, i.e., a harmonic oscillator with a displacing force. The effective force is determined by the configuration of the fermions and the bosons coupling to the oscillator.
For example, let us consider the electron-phonon system, Eq. (2), and focus on the harmonic oscillator labeled nν. The Hamiltonian can be written as
where
H 1 contains the remaining terms in the Hamiltonian which do not act on the Hilbert space of the harmonic oscillator nν. Let us consider an arbitrary state |Φ which we write as
where |f α ⊗ |b β ⊗ |nν form a complete basis set. In Eq. (53) the vectors |f α span the electron Hilbert space while the vectors |b β ⊗ |nν span the full phonon space. The vectors |nν belong to the Hilbert space of the harmonic oscillator nν. We choose the vectors |f α such that they are eigenvectors of F , i.e., F |f α = f α |f α , and the vectors |b β such that they are eigenvectors of B, i.e., B|b β = b β |b β . Let us now imagine a path integral or Trotter-Suzuki expansion [34, 35] of the evolution operator in small time steps. The evolution operator for a small time step θ is
From Eq. (54) one can see that the evolution operator of a full electron-phonon system implies a forced harmonic Hamiltonian, H nν + gX nν acting on the phonon space nν at every time step. The coupling strength at that particular time step, g = f α + b β , depends on the configuration α of the electrons interacting with the harmonic oscillator nν and the configuration β of the phonons interacting with the harmonic oscillator nν.
The forced harmonic oscillator problem can be solved exactly [33] . (See also Appendix B.) It turns out that the low-energy space of the forced harmonic oscillator can be obtained from the low energy space of the unperturbed harmonic oscillator via displacement operators.
Let us assume first that the effective coupling g is constant. In that case the forced harmonic oscillator is just a harmonic oscillator with a displaced equilibrium position,
The term −g 2 /M ω 2 is a constant which represents the deformation energy. The eigenstates {|φ gn } of H g are obtained by applying the displacement operator (see Eq. (B1)),
on the unperturbed harmonic oscillator H 0 eigenstates {|φ n },
i.e., {|φ gn } are displaced number states, Eq. (B12). In general g is not a constant, since it depends on the configuration of the surrounding fermions and bosons interacting with the oscillator, and these surroundings changes at every time step. The evolution of a displaced number state |n, z ≡ D(z)|n under the action of the forced harmonic oscillator Hamiltonian with time dependent force is given by (see Eqs. (B20) and (B24))
where γ and β are real phases and ζ(t) is
Thus, at any time the evolution of a displaced number state is a displaced number state. Therefore, an initial low energy state written as a linear combination of displaced number states will remain a linear combination of displaced number states. As discussed in Appendix B, the boson occupation number of a displaced number state is Poissonian and falls exponentially to zero with increasing boson number. As long as the displacements are bounded one can chose a cutoff value for truncating the boson Hilbert space to the desired accuracy. The cutoff value grows with increasing magnitude of the largest displacement (see Eq. (B16)).
Note that the displacement is not bounded if the system is unstable (and g is unbounded) or when g(t) is resonant with the oscillator and ζ(t) grows linearly with time (see Eq. (59)).
IV. ALGORITHM
Our algorithm simulates the evolution operator e −itH of the fermion-boson systems on a gate quantum computer. As in the fermion algorithms, we employ the Trotter-Suzuki expansion [34, 35] of the evolution operator to a product of short-time evolution operators corresponding to the noncommuting terms in the Hamiltonian. For a Hamiltonian written as H = m H m , the first-order Trotter decomposition reads
Higher-order decomposition schemes can be used for optimal performance, but that type of optimization is not addressed in this paper. Our main focus is presenting algorithmic circuits for the small time evolution operators corresponding to the terms in the fermion-boson Hamiltonian.
While the polaron example presented in Section V below is based on the QPE method, our algorithm can be utilized using other techniques such as the variational quantum eigensolver (VQE) [8, 9] and adiabatic state preparation [36] .
A. Qubit representation of harmonic oscillator space
On a gate quantum computer each harmonic oscillator state is represented as a superposition of N x = 2 nx discrete states {|x j } and stored in a register of n x qubits,
The (41)), respectively. The states {|x j } are eigenvectors ofX. Since the number stored in the register |x j in Eq. (61) is between 0 and N x − 1, the eigenvalues x j
are
The states {|p n } obtained via discrete Fourier transform (or quantum Fourier transform) from the states {|x j }, 
B. Noninteracting Boson Hamiltonian
In this section we discuss the implementation of the evolution operators corresponding to the different terms in the noninteracting boson Hamiltonian (15) . Unlike the notation used in Section IV A where the index j in |x j (or n in |p n ) was used to label the basis states of a single harmonic oscillator, here and in the following sections a vector |x n represents a state of the harmonic oscillator n (n is a site label).
A circuit for the term
is shown in Fig. 4 . The factor ∆ (see Eq. 63) is absorbed into the definition of θ. On every qubit belonging to the boson register |x n a controlled phase shift gate
with θ r = 2 r θ is applied. Here r represents the qubit index defined by the binary representation of x n , i.e., n |p n and e −iθPnXm |p n |x m are implemented by circuits similar to the ones shown in Fig. 4 , Fig. 5, and Fig. 6 , respectively. These circuits contain phase shift gates with angles determined by writing the eigenvalues of the operatorsP n ,P 2 n andP nXm in binary representation. The last step is an inverse QFT |p n IQF T − −−− → |x n . The idea of implementing the Hamiltonian terms which are functions of the momentum operator by going to the momentum basis and back via Fourier transform was first discussed in Refs. [37, 38] .
The implementation of e −iθPnPm |x n |x m requires two QFT transforms of the |x n and |x m registers, such that |x n |x m QF T − −− → |p n |p m . The operator e −iθPnPm |p n |p m is implemented in an analogous way to the one shown in Fig. 6 . The circuit ends with two inverse QFT transforms |p n |p m IQF T − −−− → |x n |x m .
C. Fermion Hamiltonian
The algorithm for fermions is described at length in numerous papers (see, for example, Refs. [4, 6, 7] .) We assume here an implementation which requires JordanWigner mapping of the fermion operators to the Pauli operators X, Y , and Z as in Ref [7] . Each fermion orbital requires a qubit. The qubit state | ↑ ≡ |0 corresponds to an unoccupied fermion orbital, while the qubit state | ↓ ≡ |1 corresponds to an occupied orbital. 
D. Fermion-boson interaction Hamiltonian
The interaction Hamiltonian acts on both the fermion and boson parts of the Hilbert space and involves coupling between single-particle fermion operators and the boson X or P operators, as described by Eqs. (17), (18), (19) and (20) .
The expressions for the single-particle fermion operators as functions of the Pauli operators are
where we assume j > i. The implementation of the corresponding evolution operators for these pure fermion operators requires circuits with phase shift T (θ), Eq. (69), or z-rotation
gates [6, 7] . The implementation of the fermion-boson interaction is similar. In the case of fermions coupling with the boson position operator X (Eqs. (17) and (19) ) the only difference is the rotation angle θ, which is replaced by θx, where x is the eigenvalue ofX corresponding to the boson state |x .
For example, in Fig. 7 we show the implementation of
where |i is the i fermion orbital and |x n is the state of the harmonic oscillator n. The evolution of the term coupling the fermion hopping operator to the boson position operator can be written as
Since H (Hadamard) and Y (Y = R x ( π 2 )) operators satisfy HXH = Z and Y † Y Y = Z, they are employed to rotate the Pauli X and Y operators, respectively (see Eq. (73)), to the Z operator. The circuit is shown in Fig. 8 . It is similar to the circuit shown in Fig. (9) of Ref [7] or Table A1 of Ref. [6] for e −iθ(c † i cj+c † j ci) . The difference is that R z (θ) is replaced by R z (θx n ). The circuit for R z (θx n ) is similar to the one shown in Fig. 7 , the only difference being that T (the phase shift gate) is replaced by R z (the z-rotation gate).
The evolution of the term coupling the fermion current operator (see Eq. (73)) to the boson position operator is
The circuit is analogous the one shown in Fig. 8 , but the order of the single qubit operators acting on the i fermion orbital is YY † HH instead of HHYY † (on the j fermion qubit the order remains the same, HHYY † ). The other difference is that the rotation angle corresponding to the second R z gate changes sign, i.e., it is −θx n instead of θx n .
For the cases when the fermions couple to the boson momentum operator P as in Eqs. (18) and (20), the circuits are analogous to the ones corresponding to Eqs. (17) and (19), respectively. The main difference is that the rotation angle acting on the fermion qubits is proportional to θp instead of θx. The value p is the eigenvalue ofP corresponding to the boson state |p in the momentum representation. The state |p is obtained by applying QFT to |x at the beginning of the circuit. An inverse QFT transformation should be applied at the end of the circuit from |p to |x to restore the position representation.
The nonlocality of the Jordan-Wigner mapping increases the circuit depth for the fermionic terms in the Hamiltonian [4, 6, 7] . In the case when the fermion-boson coupling involves the fermion hopping operator, the additional contribution to the circuit depth of the JordanWigner strings associated with the fermion-boson interaction can be avoided by combining the implementation of the fermion and fermion-boson terms. For example, for a coupling type characteristic of electron-phonon systems such as in Eq. (17), one can implement c j +c † j c i X n is similar to the circuit for the fermion hopping term (see Fig. (9) of Ref [7] or Table A1 of Ref. [6] ). The angle of the z-rotation gates is θxn.
case the contribution to the circuit depth for long-range fermion-boson interactions is O(N ).
E. Boson-boson interaction Hamiltonian
We consider the boson-boson interaction terms described by the Hamiltonian (12) . As discussed in Section II B 1, they reduce to terms of type A n A m , A n A m A r and A n A m A r A s , where A n is either the X n or the P n operator of the harmonic oscillator n. When the interaction terms do not contain self-interacting XP products such as X v n P u n where v, u > 0 integers, the implementation of the evolution operator is a straightforward generalization of the approach employed for the noninteracting boson terms discussed in Section IV B. For example, the corresponding circuit for A n A m A r A s consists of phase shift, controlled phase shift, double-controlled phase shift and triple-controlled phase shift gates applied on the qubits of the boson registers n, m, r and s. The angles of the phase shift gates are determined by writing a n a m a r a s as a sum with binary coefficients, where a n is the eigenvalue of the operator A n corresponding to the state of the boson register n. For A n ≡ P n the circuit starts with a QFT and ends with an inverse QFT on the boson register n.
The implementation of the self-interaction terms written as products of the X and P operators, such as
u n is more difficult. The problem is due to the fact that neither |x nor |p are eigenvectors of H xp . A general approach for calculating e −iθHxp is the following. First, the eigenproblem of the Hamiltonian H xp =X uP v +P vX u acting on the N x = 2 nx size space is solved numerically on a classical computer,
Second, since U in Eq. (81) is unitary, a circuit for it can be designed [39, 40] . The number of gates required for U scales as 4 nx . The circuit for the evolution of H xp is shown in Fig. 9 . It starts with the transformation U applied to the boson register, which changes the position vectors to the H xp 's eigenvectors, |x U − → |ν . The next step is a gate yielding a phase factor exp(−iθE ν ). Since E ν is calculated numerically a direct way to implement this is using 2 nx multi(n x )-controlled CNOT gates acting on an ancilla qubit [41] . Because n x -controlled gates scale as O(n 2 x ) [39] , the total number of gates required for the phase shift operation scales as n 2 x 2 nx . The circuit ends with the transformation U † applied to the boson register,
Note that the circuits for the self-interacting boson terms containing XP products scale exponentially with n x . All the other circuits for the fermion-boson model scale polynomial with n x . Nevertheless, remember that a n x exponential scaling is a polynomial scaling with the boson cutoff number (since N ph ∝ N x ). Moreover, the overall scaling of the full algorithm with the system size N is not changed (i.e., remains polynomial), since n x is constant (does not depend on N ).
F. Resource scaling
The estimation of the number of gates is for one Trotter step. We showed in Section III that the low-energy Hilbert space of a single harmonic oscillator can be mapped with exponentially good accuracy on n x qubits. The number n x scales logarithmically with the boson cutoff number N ph . For many problems, such as electronphonon models, a small number of qubits, n x ≈ 6 ∼ 7, is enough to accurately accommodate even the strong coupling regime.
The number of gates and the circuit depth for simulating a single harmonic oscillator is O(n 
G. Input state preparation
The QPE algorithm requires an input state which has a large overlap with the ground state of the system. The preparation of this state can be done using the adiabatic method [36] . We start with a Hamiltonian H 0 = H f + H h0 , where H h0 is the sum of the uncoupled harmonic oscillators, and then slowly turn on the fermion-boson and boson-boson couplings. The ground state of H 0 is |f 0 ⊗|Φ 0 , where |f 0 is the fermion Hamiltonian ground state. Its preparation, while non-trivial, is addressed in the literature [3, 6, 7, 42] . The state |Φ 0 = n ⊗|φ 0n is the ground state of H h0 and is a direct product of the harmonic oscillators ground state functions |φ 0n , where n is the harmonic oscillator label. The state |φ 0n is the zero th -order HG function on the 2 nx grid, χ 0 , Eq. (35) . The preparation of |Φ 0 therefore requires N discrete Gaussian states in parallel, each state prepared on a register of n x qubits.
Methods to prepare Gaussian states are discussed in Refs. [43, 44] . These methods require quantum computation of integrals, as well as arcosine and square root functions, with high precision, which might not be feasible on near-future computers with limited resources. When n x is small (of the order of a few qubits), as it is for most electron-phonon problems of interest, including our polaron example (Section V, below), a brute force approach can be taken to prepare a Gaussian on a grid. The method is similar to the one described in Ref [44] , but the rotation angles for each configuration are precomputed and implemented using (n x − 1)-controlled qubits. The corresponding circuit scales as the number of configurations, 2 nx . The adiabatic evolution method can also be employed to prepare the discrete Gaussian state χ 0 . Namely, one simulates the time evolution of the state |x = 0 under the action of the Hamiltonian
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2 has a finite gap of size π/2 nx , this approach works on small registers. We used this approach for n x = 6 and n x = 7. In Fig. 10 we show that the overlap between the adiabatically prepared state and the Gaussian function reaches 0.999 in ≈ 5000 Trotter steps (continuous line) for the n x = 6 register. We were also able to reach an 0.99 overlap in ≈ 1000 Trotter steps (dashed line). Since the gap at small τ is small, we find it is important to start the evolution with a slowly increasing s.
For large systems it is necessary to prepare local Gaussian states with high precision ≈ N −1 . This can be understood from the following argument: If for a single harmonic oscillator the overlap between the prepared function and the Gaussian is | φ|χ 0 | 2 = 1 − ǫ, then the overlap of the wavefunction corresponding the N harmonic oscillators with |Φ 0 is | φ|χ 0 | 2N ≈ 1 − N ǫ. The results shown in Fig. 10 demonstrate that adiabatic state preparation is possible for discrete Gaussian functions. However they are not based on a systematic investigation for finding the optimal path s(τ ) to prepare Gaussian functions, which remains to be addressed in a future study.
H. Measurements
Measurement methods for quantum algorithms simulating many-particle systems, including local and timedependent correlation functions have been described previously; see for example Refs. [4, 7] . These methods can be applied to our fermion-boson model as well.
For example, to calculate the phonon distribution number in the Holstein polaron (in Section V) we use QPE for the unitary operator obtained by exponentiating the boson number.
V. BENCHMARKING THE HOLSTEIN POLARON ON A QUANTUM SIMULATOR
The bound state of an electron and its surrounding phonons is called a polaron. The polaron problem has been addressed extensively in the literature. In the Holstein model [21] the phonons are described as a set of independent oscillators located at every site. The electron density at a particular site couples to the displacement of the harmonic oscillator located at the same site,
The 2-site polaron problem is small enough to be solved exactly using the diagonalization method on a conven- tional computer. The size of the local phonon Hilbert space is truncated by a cutoff large enough to reach convergence, i.e., results no longer change with increasing cutoff. In our case a cutoff of N ph ≈ 45 phonons per site is sufficient for convergence. In order to check the validity of our algorithm we ran a QPE code for the Holstein polaron on a 2-site lattice using an Atos Quantum Learning Machine simulator. A comparison between exact diagonalization and our quantum algorithm is shown in Fig. 11 . The figure shows the energy of the polaron as a function of the dimensionless coupling constant α = g 2 /2ω 2 t, defined as a ratio of lattice deformation energy g 2 /2ω 2 to electron kinetic energy t. The agreement is very good, with a difference of O(10 −4 ) due mainly to the use of the Trotter approximation. A register of size n x = 6 qubits for each harmonic oscillator is large enough to accurately describe the physics even in the strong coupling regime.
One can see that even this simple 2-site model captures some essential features of more realistic polarons. The transition from a light polaron to a heavy polaron as a function of the coupling strength is smooth, similar to what is seen in 1D polaron models [45] .
The polaron state can be written as
where {|n, r } r are normalized vectors spanning the sector of the Hilbert space with one electron and n phonons. The phonon distribution in the polaron state is defined as Z(n) = r |a nr | 2 and can be determined by applying the QPE algorithm for the phonon evolution Hamiltonian
Since |Φ is not an eigenstate of H p , the energy E n = ω(n + 1 2 ) is measured with the probability Z(n).
The quasiparticle weight Z(0) as a function of the coupling strength is shown in Fig. 11 (b) . This quantity represents the amount of the free electron in the polaron state and gives the quasiparticle weight measured in the photoemission experiments. In Fig. 11 (c) , Z(n) is shown for several values of the coupling strength corresponding to weak, intermediate and strong coupling regimes. The exact diagonalization and the QPE results agree well with each other.
Note that by employing a rotation of the oscillator coordinates such as, X
√ 2, the two site Holstein polaron problem can be reduced to a single harmonic oscillator interacting with a two-level system. However, we have not used this transformation to reduce the degrees of freedom of the problem, since our purpose is benchmarking the algorithm.
VI. DISCUSSION
Our algorithm assumes that, within a controlled approximation, each harmonic oscillator space can be truncated to a finite size. Since at every Trotter step the state of each harmonic oscillator is a linear combination of displaced low energy states (see Section III D) one expects that for electron-phonon models the number of phonons in a localized basis can be truncated with exponential accuracy as long as the system is stable.
Nevertheless, there are many physical system characterized by boson states with large occupancy where the implementation of our algorithm might be questionable. In many cases, a convenient choice of the boson basis might solve the truncation problem. For example, it is evident that trying to employ the algorithm for a boson system having the zero momentum state macroscopically occupied, as in case of Bose-Einstein condensates, does not work if the harmonic oscillator labels represent momentum states. However, the truncation of the boson space might be feasible in the localized basis since the number of bosons per site is small. In Appendix C we show that the local occupation distribution of a zeromomentum macroscopically occupied state goes quickly to zero with increasing boson number.
The possibility of implementing a simple and efficient displacement operator is the main merit of the boson space representation in our algorithm. While the truncation of the boson space can be done more naturally in the boson number basis, we are not aware of the existence of any efficient algorithm for the evolution of the forced harmonic oscillator in this basis.
Our work points to further directions of exploration. Though we focus on electron-phonon interactions, our algorithm may be viewed as a first step towards simulating other interesting systems with these ingredients, QED and QCD among them. For example, the Hamiltonian representation of lattice gauge theories [46] possesses some structural similarities to the electron-phonon system. Pure gauge lattice Hamiltonians have been mapped onto quantum simulation schemes in [47] and [48] using different discretization schemes. It is interesting to consider applying this truncation of the Hilbert space to more fundamental quantum field theories in order to understand the relationship between the cutoff in the number of bosons and regularization approaches.
VII. CONCLUSIONS
We introduce a quantum algorithm for nonrelativistic fermion-boson interacting systems which extends the existing quantum fermion algorithms to include bosons. The algorithm can address boson-boson interactions as well. The bosons are represented as a set of harmonic oscillators. Each harmonic oscillator space is reduced to a finite-sized Hilbert spaceH. We define operatorsX andP onH and show that, in the low-energy subspace, the algebra generated by {X,P } is, up to an exponentially small error, isomorphic with the algebra generated by {X, P }. The exponentially good representation is a consequence of the properties of the Hermite-Gaussian functions. Since they fall exponentially fast to zero at large argument the Nyquist-Shannon theorem can be applied. The Nyquist-Shannon theorem ensures both the truncation of the HG functions to a finite set of points and the fact that the discrete Fourier transform is the same as the continuous Fourier transform at the grid points. The equivalence between the discrete and continuous Fourier transforms makes possible the definition of the operatorsX andP obeying the canonical commutation relation in the low-energy subspace. The size of the low-energy subspace is determined by the maximum order of the HG functions whose width is covered by the grid size and it is equivalent to a cutoff in boson number N ph . The minimum size of the finite spaceH required to accurately represent N ph bosons increases approximately linearly with N ph .
Our algorithm maps all harmonic oscillator spacesH on the qubit space and simulates the evolution operator of the fermion-boson Hamiltonian. The algorithm utilizes Trotter decomposition in small evolution steps. We present circuits for the implementation of small evolution steps corresponding to free boson, boson-boson interaction and fermion-boson interaction terms in the Hamiltonian.
The number of qubits necessary to store the bosons scales logarithmically with the maximum boson number cutoff. For electron-phonons systems we find that a small number of qubits, n x ≈ 6, 7 per harmonic oscillator, is large enough for the simulation of weak, intermediate and strong coupling regimes of most problems of physical interest. The number of additional qubits required to add the boson space to a fermion system is O(N ) where N is proportional to the system size. For finite-range fermionboson and boson-boson interactions the bosons introduce a O(N ) contribution to the total number of gates and a constant contribution to the circuit depth. For general long-range fermion-boson interactions the number of gates and circuit depth scale as O(N 2 ). When the bosons couple to the fermion hopping, as is the case for electron-phonon models, the additional depth scales as O(N ). For long range m-leg vertex boson-boson interactions the number of gates and circuit depth scale as O(N m ). We benchmarked our algorithm on an Atos QLM simulator for a two-site Holstein polaron, employing the QPE method. The polaron energy and phonon distribution are in excellent agreement with the ones calculated by exact diagonalization.
VIII. ACKNOWLEDGMENTS
We In this appendix we will show that, after the truncation to a discrete grid, the discrete Fourier transform preserves the correspondence between the direct and the Fourier transformed space of the Hermite-Gauss functions with exponential precision. This result is a consequence of the Nyquist-Shannon sampling theorem [18] and the exponential falloff of the Hermite-Gauss (HG) functions at large argument.
The HG functions φ n (x) (27) and their Fourier transformsφ n (p) (28) fall exponentially fast to zero for large argument. The width of the HG functions increases monotonically with increasing n. Therefore for any positive integer cutoff N ph , a half-width L can be chosen such that for all n < N ph , |φ n (p)| < ǫ for |p| > L and |φ n (x)| < ǫ for |x| > L , where ǫ ∝ e − L 2 2 is exponentially small.
Let us define a periodic function φ n (p) = φ n (p) for p ∈ [−L, L] with the property φ n (p) = φ n (p + 2L) and choose L large enough such that
where R(t) is the rectangular function defined as
Since the function φ n (x) is the Fourier transform φ n (p), according to Eq. (A1) it can be written as a convolution of φ n (x) and v(x), φ n (x) = φ n (y)v(x − y)dy + O(ǫ) (A3)
In Eq. (A3)
φ n (p)e ipxi dp (A4)
is the Fourier transform of the periodic function φ n (p) defined for the discrete set of points {x i = i∆} i∈Z , where ∆ = Since R( 
where p m = m∆ with m = −N x /2, N x /2 − 1. This impliesχ
is the discrete Fourier transform of the finite size vector χ n (x i ) defined in Eq. (A10). Equation (A13) shows that, when restricted to the grid points {x i } ←→ {p m }, the discrete Fourier transform can replace the continuous Fourier transform of the HG functions with n < N ph with exponentially small error.
The state |n, z can be represented to accuracy ǫ on a finite-sized space truncated by a boson number cutoff 
Next, we consider the state where all N particles have zero momentum,
Now we ask what is the probability of having p bosons occupying a localized state labeled i. Expanding in a localized basis, the state |φ can be written as
is the state with p bosons at site i, and | (N − p) a is a site with N − p bosons anywhere else. The calculation of the probability |w(p)| 2 for having p bosons on the site i is straightforward. If one defines the boson operator
then the k = 0 creation operator can be written as The occupation number probability at a particular site falls as 1/p! with increasing the occupation number p. Therefore, the state |φ can be truncated with exponential accuracy on the Hilbert space obtained as a product of finite-sized local Hilbert spaces.
