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Abstract
The main results of the paper unify and generalize several theorems of the literature on Tutte
polynomials of matroids arising from graphs and vector spaces over finite fields, due to Tutte,
Crapo, Crapo–Rota, Brylawski, Greene, Jaeger, Martin, Rosenstiehl–Read, Las Vergnas, Bouchet,
etc. These results generalize to a 3-variable Tutte polynomial associated with morphisms (strong
maps) of matroids.
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1. Introduction
W.T. Tutte has introduced in 1954 [20] the dichromatic polynomial of a graph—now
currently called the Tutte polynomial—as a self-dual generalization of the chromatic
polynomial studied by Birkhoff and Whitney. It has been extended in 1969 to general
matroids by Crapo [6]. The Tutte polynomial of a matroid is a 2-variable polynomial
with nonnegative integer coefficients, equivalent, up to simple algebraic transformations,
to the generating function of cardinality and rank of subsets of elements (see (2.1), (2.2)
below). The Tutte polynomial is relevant in many problems involving numerical invariants
of matroids. We refer the reader to [3] for a comprehensive survey.
Several theorems of the literature, due to Tutte [20], Crapo [6], Crapo and Rota [7],
Brylawski [2], Greene [9], Jaeger [10], Martin [18], Rosenstiehl and Read [19], Las
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G. Etienne, M. Las Vergnas / Advances in Applied Mathematics 32 (2004) 198–211 199Vergnas [16], Bouchet [1], etc. deal with properties of Tutte polynomials of matroids
arising from vector spaces over finite fields. Our main result unifies and generalizes these
theorems. It turns out that all of them are specializations of a certain identity (3.1) valid for
general families of sets. The proof of (3.1) is purely algebraic, with an exclusion–inclusion
flavor, whereas previous proofs of the above-mentioned theorems used deletion/contraction
methods. The paper provides thus, in particular, simple algebraic proofs to these theorems.
The identity (3.1) can be applied to matroid objects more general than usual Tutte
polynomials. One of the present authors has introduced in 1975 [11] the Tutte polynomial
of a matroid perspective, where a matroid perspective is equivalent to a strong map
between two matroids, up to loops and parallel elements (see below Section 2). The Tutte
polynomial of a matroid perspective is a 3-variable polynomial with nonnegative integer
coefficients, equivalent to the generating function of cardinality and ranks in both matroids
of subsets of elements. It can been used to count acyclic/totally cyclic reorientations of
oriented matroid perspectives [12,15], or to study certain Eulerian partitions of graphs
imbedded in the torus or in the projective plane [14]. Algebraic properties of these
polynomials are considered in [13,17] (see also [5]). In Sections 6 and 7 below, we
show that, by suitably specializing (3.1), we obtain combinatorial interpretations of several
evaluations of Tutte polynomials of vectorial matroid perspectives, generalizing the above-
mentioned theorems of the literature.
2. Notation
Classical definitions and results contained in this section can be found in standard
textbooks [3,22,23]. We recall some of them for the convenience of the reader.
Let M be a matroid on a (finite) set E.
The rank in M of a subset A⊆E of elements is denoted by rM(A), and the rank of the
matroid M by r(M)= rM(E). We denote by t (M) the Tutte polynomial of M , defined by
t (M;x, y)=
∑
A⊆E
(x − 1)r(M)−rM(A)(y − 1)|A|−rM(A). (2.1)
Up to simple transformations the Tutte polynomial of M is equivalent to the generating
function of cardinality and rank of subsets of E.
With the same proofs our results can be stated in the more general context of matroid
perspectives.
Let M,M ′ be two matroids on a set E. The following properties (i)–(iii) are equivalent:
(i) every flat of M ′ is a flat of M;
(ii) every circuit of M is a union of circuits of M ′;
(iii) rM ′(X)− rM ′(Y ) rM(X)− rM(Y ) for all Y ⊆X ⊆E.
We write M →M ′ to denote this situation, and say that M →M ′ constitute a matroid
perspective. A matroid perspective in our sense is a particular case of strong map of
matroids. No significant generality is lost, since it can easily be shown that any strong
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perspective to emphasize that the two matroids are on a same set, or more generally on two
sets related by a bijection.
The Tutte polynomial of a matroid perspective M →M ′ [11,13,17] is defined by
t (M,M ′;x, y, z)
=
∑
A⊆E
(x − 1)r(M ′)−r ′M(A)(y − 1)|A|−rM(A)zr(M)−r(M ′)−(rM(A)−r ′M(A)). (2.2)
Up to simple transformations, the polynomial t (M,M ′) is equivalent to the generating
function of cardinality and ranks in both matroids of subsets of elements.
For F ⊆ E we denote by M(F) the submatroid of M on F . If M = Supp(V ), then
M(F)= Supp(V (F )) where V (F)= {u | F : u ∈ V s(u)⊆ F }.
We denote by M∗ the dual (or orthogonal) matroid of M . The rank of A⊆E in M∗ is
given by rM∗(A)= |A| + rM(E\A)− r(M).
A matroid M on a set E is vectorial over a field K if there is a subspace V ⊆KE over
K such that the circuits of M are the inclusion-minimal supports of nonzero vectors of V
(Tutte representation of a vectorial matroid). We denote the support of a vector u ∈ V by
s(u), and we write M = Supp(V ). We have r(M)= |E| − dimV .
If M = Supp(V ), then M∗ = Supp(V⊥), where V ⊥ = {v ∈ KE: ∑e∈E u(e)v(e) =
0 for all u ∈ V }.
In order to be able to apply our main theorem to both vectorial matroids and n-flows
in a graph, we need a generalization of subspaces of KE when the field K is replaced
by a unitary commutative ring R. We recall that a submodule V of RE is regular if
every u ∈ V \ {0} with inclusion-minimal support is proportional to a generator of V ,
i.e., a nonzero vector with all coordinates 0 or invertible in R. This definition encompasses
both the case of vector spaces—when R is a field—and the case R = Z [4,21]. Regular
submodules retain the main properties of subspaces of KE :
(1) The inclusion-minimal supports of nonzero vectors of V are the circuits of a matroid
on E, the support matroid of V , denoted by Supp(V ).
(2) Given any base B of Supp(V ) and e ∈ E\B , there is a unique vector γe ∈ V with
support contained in B∪{e} such that γe(e)= 1. The vectors γee ∈E\B are generators
and constitute a base of V . In particular, we have dimV = |E| − r(Supp(V )), and
|V | = |R|dimV if R is finite.
(3) For e ∈ B define ωe by ωe(e)= 1, ωe(x)= 0 for x ∈ B\{e} and ωe(x)=−γx(e) for
x ∈ E\B . Then ωee ∈ B constitute a base of V⊥ = {u′ ∈ RE : ∑e∈E u(e)u′(e) = 0
for all u ∈ V }. In particular dimV ⊥ = r(Supp(V )). Moreover V ⊥ is also a regular
submodule of RE , and we have (V ⊥)⊥ = V .
(4) Given A⊆E, set V (A)= {u |A: u ∈ V s(u)⊆A}. Then V (A) is a regular submodule
of RA, and we have Supp(V (A))= (Supp(V ))(A).
The following proposition can be used in applications to construct a new regular
submodule from a given one, keeping the same support matroid.
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and ϕ :R→ R′ be a unitary ring homomorphism. Let φ :RE → R′E be the product map,
and V ′ be the R′-submodule of R′E generated by φ(V ).
Then V ′ is a regular submodule of R′E , the generators of V ′ are the images by φ of the
generators of V , and we have Supp(V ′)= Supp(V ).
Proof. Let v′ = 0 be a vector of V ′ with inclusion-minimal support. We have to show that
v′ = a′γ ′ where a′ ∈R′ and γ ′ is a generator of V ′.
By definition, if v′ ∈ V ′ we have v′ =∑1ik aiφ(vi) with a′i ∈ R′i . Clearly we have
s(v′) ⊆ ⋃1ik s(vi). We show that we may suppose s(v′) = ⋃1ik s(vi). Suppose
there is e ∈⋃1ik s(vi) \ s(v′). Up to notation, we may suppose e ∈ s(v1).
Since V is regular, there is a generator γ of V such that e ∈ s(γ ) ⊆ s(u1). We have∑
1ik a
′
iφ(vi (e))= 0. Write
v′ =
∑
1ik
a′iφ(vi )−
( ∑
1ik
a′iφ
(
vi(e)
))
φ
((
γ (e)
)−1
γ
)
=
∑
1ik
a′i
(
φ
(
vi − vi(e)
(
γ (e)
)−1
γ
))
.
If ab = 1 in R then ϕ(a)ϕ(b) = ϕ(1) = 1 in R′: the image of invertible element is
invertible. Hence if γ is a generator of V then φ(γ ) is a generator of V ′.
(i) We have where λi ∈ R′ and vi ∈ V . Without loss of generality we may suppose
λiφ(vi) = 0 for i = 1,2, . . . , k and |s(φ(v1))| = mini=1,2,...,k |s(φ(vi))|.
By the choice of e we have diminished k or mini=1,2,...,k |s(φ(vi))| hence (i) by
induction.
(ii) Suppose v′ = λφ(v) with λ ∈ R′ and v ∈ V . Let I = kerϕ. By Lemma 4.3, with
notations of its proof, there is u ∈ V such that s(u) = s1(v) and v − u ∈ IE . Then
φ(u)= φ(v) and the support of u is inclusion-minimal in V \{0}. Since V is regular there
is a ∈ R and a generator γ of V such that u = aγ . Then γ ′ = φ(γ ) is a generator of V ′
and we have v′ = λ′ϕ(a)γ ′ as required. ✷
The special case of Proposition 4.4 when R = Z, R′ = GF(p) p prime and ϕ is the
residue mod p is a result of Tutte [21], see [22, Lemma 10.4.3, p. 174], and [4]. Given
any unitary ring R, there is a canonical unitary ring homomorphism ϕ : Z → R defined
by ϕ(0) = 0 and ϕ(1) = 1. Flows modulo an integer n in graphs constitute a standard
application of Proposition 4.4 (see (5.3) below).
3. A general identity
We prove in this section a general polynomial identity depending on two families of
subsets. The proof of this identity is simple, but nevertheless, as we will establish in the next
section, it specializes to several results of the literature on Tutte polynomials of vectorial
matroids.
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We set |S| = |I |. Given A ⊆ E, we denote by S(A) the family of members of S
contained in A, i.e., S(A)= (Si)i∈I,Si⊆A.
Theorem 3.1. Let S = (Si)i∈I , T = (Tj )j∈J be two families of subsets of a set E. The
following identity holds in Z[x]:
∑
i∈I, j∈J
Si∩Tj=∅
x |Si |(1− x)|Tj | =
∑
A⊆E
∣∣S(A)∣∣∣∣T (E\A)∣∣x |A|(1− x)|E\A|. (3.1)
Proof. Let (xe)e∈E be commutative variables indexed by the elements of E. Theorem 3.1
will be more conveniently proved as the specialization xe = x of the following identity in
the ring Z[E] of polynomials with integer coefficients in these variables:
∑
i∈I, j∈J
Si∩Tj=∅
xSi (1− x)Tj =
∑
A⊆E
∣∣S(A)∣∣∣∣T (E\A)∣∣xA(1− x)E\A, (3.2)
where, as usual, p(x)A =∏e∈A p(xe) for p ∈ Z[x] and A⊆E.
We observe that
∑
A⊆B xA(1− x)B\A = 1. Hence for S,T ⊆E such that S ∩T = ∅ we
have
xS(1− x)T = xS
[ ∑
A⊆E\(S∪T )
xA(1− x)(E\(S∪T ))\A
]
(1− x)T =
∑
S⊆A⊆E\T
xA(1− x)E\A.
It follows that
∑
i∈I, j∈J
Si∩Tj=∅
xSi (1− x)Tj =
∑
i∈I, j∈J
Si∩Tj=∅
∑
Si⊆A⊆E\Tj
xA(1− x)E\A
=
∑
A⊆E
∑
i∈I, j∈J
Si⊆A, Tj⊆E\A
xA(1− x)E\A
=
∑
A⊆E
∣∣S(A)∣∣∣∣T (E\A)∣∣xA(1− x)E\A. ✷
In the present paper, we will apply Theorem 3.1 when S and T are unions of supports
of vectors in product spaces.
Corollary 3.2. Let E be a finite set and k, k′ be two nonnegative integers. For i =
1,2, . . . , k respectively i = 1,2, . . . , k′, let Ri respectively R′i be a finite unitary ring of
order qi = |Ri | respectively q ′i = |R′i |, and Vi respectively V ′i be a regular submodule of
RE respectively R′Ei . Set W =
∏
1ik Vi and W ′ =
∏
1ik′ V
′
.i i
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∑
u∈W, u′∈W ′
s(u)∩s(u′)=∅
x |s(u)|(1− x)|s(u′)|
=
∑
A⊆E
(
i=k∏
i=1
q
dimVi(A)
i
)(
i=k′∏
i=1
q ′i
dimV ′i (E\A)
)
x |A|(1− x)|E\A|,
where s(u)=⋃i=ki=1 s(ui) for u= (u1, u2, . . . , uk) ∈∏1ik Vi .
Proof. Corollary 3.2 is the special case S = (s(u))u∈W , T = (s(u′))u′∈W ′ of Theorem 3.1.
We have |S(A)| =∏i=ki=1 qdimVi(A)i and |T (E \A)| =∏i=k′i=1 q ′idimV ′i (E\A). ✷
4. Tutte polynomials of vectorial matroids
Let E be a set, K be a field and V be a subspace of KE , or more generally V be a
regular submodule of RE where R is a unitary ring. Set M = Supp(V ).
For A ⊆ E, we have dimV (A) = |A| − rM(A) and dimV ⊥(E\A) = r(M)− rM(A).
Hence, in view of (2.1) and (2.2), the right side in (4.1) can be expressed as an evaluation
of the Tutte polynomial t (M) of the matroid M when V1,V2, . . . , Vk are obtained from V
by the construction of Proposition 2.1 and V ′1,V ′2, . . . , V ′k′ are similarly obtained from V
⊥
.
Theorem 4.1. Let E be a finite set and M be a matroid on E. Let k, k′ be nonnegative
integers. For i = 1,2, . . . , k respectively i = 1,2, . . . , k′, let Ri respectively R′i be a finite
unitary ring of order qi = |Ri | respectively q ′i = |R′i |, let Vi respectively V ′i be a regular
Ri -submodule of REi respectively R′Ei such that Supp(Vi) =M respectively Supp(V ′i ) =
M∗. Set W =∏i=1,2,...,k Vi respectively W ′ =∏i=1,2,...,k′ V ′i . Then the following identity
holds in Z(x):
∑
u∈W, u′∈W ′
s(u)∩s(u′)=∅
x |s(u)|(1− x)|s(u′)|
= xr(M)(1− x)|E|−r(M)t
(
M;q ′1q ′2 . . . q ′k′
1− x
x
+ 1, q1q2 . . . qk x1− x + 1
)
, (4.1)
where s(u)=⋃i=1,2,...,k s(ui) for u= (u1, u2, . . . , uk) ∈W .
Proof. By Corollary 3.2 we have
∑
u∈W, u′∈W ′′
x |s(u)|(1− x)|s(u′)|s(u)∩s(u )=∅
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∑
A⊆E
(
i=k∏
i=1
q
dimVi(A)
i
)(
i=k′∏
i=1
q ′i
dimV ′i (E\A)
)
x |A|(1− x)|E\A|.
Since Supp(Vi) = M and Supp(V ′i ) = M∗, we have dimVi(A) = |A| − rM(A) and
dimV ′i (E \A)= |E \A| − rM∗(E \A)= r(M)− rM(A). Therefore
∑
u∈W, u′∈W ′
s(u)∩s(u′)=∅
x |s(u)|(1− x)|s(u′)|
=
∑
A⊆E
(q1q2 . . . qk)
|A|−rM(A)(q ′1q ′2 . . . q ′k′)r(M)−rM(A)x |A|(1− x)|E\A|
= xr(M)(1− x)|E|−r(M)
×
∑
A⊆E
(
q ′1q ′2 . . . q ′k′
1− x
x
)r(M)−rM(A)(
q1q2 . . . qk
x
1− x
)|A|−rM(A)
.
We obtain Theorem 4.1 from the above identity by suitable substitutions in (2.1). ✷
Corollary 4.2.
∑
u∈W, u′∈W ′
s(u)∩s(u′)=∅
2|E|−|s(u)|−|s(u′)| = t(M;q1q2 . . . qk + 1, q ′1q ′2 . . . q ′k′ + 1), (4.2)
∑
u∈W, u′∈W ′
s(u)∩s(u′)=∅, s(u)∪s(u′)=E
(−1)|s(u)|
= (−1)r(M)t(M;−q1q2 . . . qk + 1,−q ′1q ′2 . . . q ′k′ + 1). (4.3)
Theorem 4.1 and Corollary 4.2 contains several results of the literature as special cases:
when V is a regular submodule of ZE considered mod n (Corollary 4.3) and when V is a
subspace of GF(q)E , q a prime power (Corollaries 4.4–4.8).
We recall that a matroid M on a set E is regular if there is a regular submodule V
of ZE such that M = Supp(V ). A flow on E relative to V with values in a ring R is a
mapping f :E→ R such that ∑e∈E u(e)f (e)= 0 for all u ∈ V ⊥. A flow is nowhere zero
if f (e) = 0 for all e ∈E.
Corollary 4.3 (Tutte 1954 for graphs [20], Crapo 1969 for matroids [6]). Let M be a
regular matroid and V be a regular submodule of ZE such that M = Supp(V ).
Let n be an integer. The number of nowhere zero flows on E relative to V with values
in Z/nZ is equal to (−1)|E|−r(M)t (M;0,−n+ 1).
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submodule of ZE , R1 = Z/nZ and ϕ1 is the residue mod n. ✷
This result counts in particular the number of nowhere zero n-flows in graphs. Let G be
a directed graph with edge-set E and V be the submodule of ZE generated by the directed
cycles of G. Then V⊥ is the submodule of ZE generated by the directed cocycles of G.
A mapping f :E → Z/nZ orthogonal to all directed cocycles of G, is clearly nowhere
zero flow of G with integer values modulo n.
In Corollaries 4.4–4.8 let V be a subspace of GF(q)E and M = Supp(V ).
Corollary 4.4 (Crapo and Rota 1970 [7], Brylawski 1972 [2]). The number of k-tuples
u ∈ V k such that s(u)=E is equal to (−1)|E|−r(M)t (M;0,−qk + 1).
Proof. Corollary 4.4 is the special case of (4.3) when V is a subspace of GF(q)E , Vi = V
for i = 1,2, . . . , k (take Ri = GF(q) and ϕi the identity map) and k′ = 0. ✷
Corollary 4.5 (Greene 1976 [9]).
∑
u∈V
x |s(u)| = xr(M)(1− x)|E|−r(M)t
(
M; 1
x
, q
x
1− x + 1
)
.
Proof. Corollary 4.5 is the special case of (4.1) when k = 1, k′ = 0, V1 = V . ✷
Corollary 4.6 (Jaeger 1989 [10, Proposition 4]).
∑
u∈V, u′∈V⊥
s(u)∩s(u′)=∅
x |s(u)|(1− x)|s(u′)| = xr(M)(1− x)|E|−r(M)t
(
M;q 1− x
x
+ 1, q x
1− x + 1
)
.
Proof. Corollary 4.6 is the special case of (4.1) when k = k′ = 1, V1 = V , V ′1 = V⊥. ✷
Corollary 4.7 (Jaeger 1989 [10, Proposition 6]).
∑
u∈V, u′∈V⊥
s(u)∩s(u′)=∅, s(u)∪s(u′)=E
(−1)|s(u)| = (−1)|E|−r(M)t (M;−q + 1,−q + 1).
Proof. Corollary 4.7 is the special case of (4.3) when k = k′ = 1, V1 = V , V ′1 = V⊥. ✷
Corollary 4.8 (Martin 1978 for graphs [18], Rosenstiehl and Read 1978 [19]). Suppose M
is binary (i.e., q = 2).
t (M;−1,−1)= (−1)|E|(−2)dim(V∩V⊥).
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combined with a result of de Fraysseix [8, Theorem III.2.4]: if 1E = u + u′ with u ∈ V
and u′ ∈ V⊥ then |s(u)| ≡ dimV + dim(V ∩ V⊥) mod 2, and the observation that all such
decompositions of 1E are obtained from any one by adding elements of V ∩V ⊥ (see below
the proof of Lemma 6.1). ✷
The simplest common generalization of Crapo–Rota, Greene, and Jaeger theorems is
the special case of Theorem 4.1 for subspaces of GF(q)E .
Theorem 4.9. Let E be a set, q be a prime power and V be subspace of GF(q)E . Set
M = Supp(V ).
Let k, k′ be two nonnegative integers. For u = (u1, u2, . . . , uk) ∈ V k set s(u) =⋃
1ik s(ui). The following identity holds in Q[x]:
∑
u∈V k, u′∈(V⊥)k′
s(u)∩s(u′)=∅
x |s(u)|(1− x)|s(u′)|
= xr(M)(1− x)|E|−r(M)t
(
M;qk′ 1− x
x
+ 1, qk x
1− x + 1
)
. (4.4)
5. Matroid perspectives
In the proof of Theorem 4.1 a simple calculation has shown that if V1,V2, . . . , Vk are
obtained from some regular submodule V by the construction of Proposition 2.1 and
V ′1,V ′2, . . . , V ′k′ are similarly obtained from V
⊥
, then the right side in the identity of
Theorem 3.1 can be expressed in terms of the Tutte polynomial t (M) of M = Supp(V ).
This calculation can be easily generalized when V is replaced by any number n  1 of
regular submodules, using Tutte polynomials of matroid perspective sequences introduced
in [11,13], see also [5]. For n = 2 the relevant Tutte polynomial is the Tutte polynomial
t (M,M ′) of a matroid perspective (see Section 2). We point out that this derivation using
only the closed formula (2.2) for t (M,M ′), the identity in Theorem 5.1 is valid for any pair
(M,M ′) of matroids with t (M,M ′) defined by this formula. If (M,M ′) is not a matroid
perspective however t (M,M ′) may not be a polynomial.
The statement of the counterpart of Theorem 4.1 for matroid perspectives is rather
cumbersome in its full generality. For the sake of simplicity we will restrict ourselves
to the particular case of subspaces of GF(q). The statement of the general theorem and its
derivation from Theorem 3.1 are left to the reader.
Theorem 5.1. Let E be a set, q be a prime power and V,V ′ be subspaces of GF(q)E . Set
M = Supp(V ), M ′ = Supp(V ′).
Let k, k′, -, -′ be nonnegative integers. For u = (u1, u2, . . . , uk+-) ∈ V k × V ′- set
s(u)=⋃1ik+- s(ui).
The following identity holds in Q[x]:
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u∈V k×V ′-, u′∈(V⊥)k′×(V ′⊥)-′
s(u)∩s(u′)=∅
x |s(u)|(1− x)|s(u′)|
= q-(r(M)−r(M ′)xr(M)(1− x)|E|−r(M)
× t
(
M,M ′;qk′+-′ 1− x
x
+ 1, qk+- x
1− x + 1, q
k′−- 1− x
x
)
. (5.1)
Proof. The proof is similar to the proof of Theorem 4.1. By Corollary 3.2 we have
∑
u∈V k×V ′-, u′∈(V⊥)k′×(V ′⊥)-′
s(u)∩s(u′)=∅
x |s(u)|(1− x)|s(u′)|
=
∑
A⊆E
(
q |A|−rM(A)
)k(
q |A|−rM′ (A)
)-(
qr(M)−rM(A)
)k′(
qr(M
′)−rM′ (A))-′x |A|(1− x)|E\A|
= q-′(r(M)−r(M ′))(1− x)|E|
∑
A⊆E
(
qk+- x
1− x
)|A|(
q−k−k′
)rM(A)(q−-−-′)rM′ (A).
We obtain Theorem 5.1 from the above identity by suitable substitutions in (2.2). ✷
Corollary 5.2.
∑
u∈V k×V ′-, u′∈(V⊥)k′×(V ′⊥)-′
s(u)∩s(u′)=∅
2|E|−|s(u)|−|s(u′)|
= q-(r(M)−r(M ′)t(M,M ′;qk′+-′ + 1, qk+- + 1, qk′−-), (5.2)∑
u∈V k×V ′-, u′∈(V⊥)k′×(V ′⊥)-′
s(u)∩s(u′)=∅, s(u)∪s(u′)=E
(−1)|s(u)|
= q-(r(M)−r(M ′)t(M,M ′;−qk′+-′ + 1,−qk+-+ 1,−qk′−-). (5.3)
6. Tutte polynomials of binary perspectives
In this section, we generalize to matroid perspectives several results on Tutte
polynomials of graphs and binary matroids due to Martin [18], Rosenstiehl and Read [19],
Las Vergnas [16], and Bouchet [1].
A matroid perspective M →M ′ is binary if M , M ′ are binary matroids, and V ⊆ V ′
where V , V ′ denote the binary spaces generated by M and M ′, respectively.
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We have
∑
u∈V
1E−u∈V ′⊥
(−1)|s(u)| =
{0 if 1E /∈W,
(−1)|s(u)|2dim(V∩V ′⊥) if 1E ∈W,
where u is any vector of V such that 1E − u ∈ V ′⊥ in the second case.
Proof. If 1E /∈ V + V ′⊥ the summation on u ∈ V such that 1E − u ∈ V ′⊥ is empty.
Suppose 1E ∈ V + V ′⊥. We distinguish two cases.
(i) 1E /∈ V ′ + V ⊥.
Equivalently, there is w ∈ (V⊥ + V ′)⊥ = V ∩ V ′⊥ such that 〈1E,w〉1 = 1, i.e.,
|s(w)| is odd. Given any decomposition 1E = u + u′ with u ∈ V and u′ ∈ V ′⊥, then
1E = (u + w) + (u′ + w) is another decomposition with u+ w ∈ V and u′ + w ∈ V ′⊥.
Since |s(u)| and |s(u+w)| have different parities, it follows that terms pairwise cancel in∑
u∈V,1E−u∈V ′⊥(−1)|s(u)|.
(ii) 1E ∈ V ′ + V⊥.
Equivalently, all supports of vectors in V ∩V ′⊥ are even. Consider two decompositions
1E = u1 + u′2 = u2 + u′2 with ui ∈ V and u′i ∈ V ′⊥ for i = 1,2. We have u1 + u2 = u′1 +
u′2 = V ∩ V ′⊥. Hence the parities of |s(u1)| and |s(u2)| are the same. On the other hand,
given any decomposition 1E = u+u′ with u ∈ V and u′ ∈ V ′⊥ and any w ∈ V ∩V ′⊥, then
1E = (u+w)+(u′+w) is another such decomposition. It follows that |V ∩V ′⊥| is the total
number of these decompositions, hence
∑
u∈V 1E−u∈V ′⊥(−1)
|s(u)| = (−1)|s(u)|2dim(V∩V ′⊥)
where u is any vector of V such that 1E − u ∈ V ′⊥. ✷
Theorem 6.2. Let M →M ′ be a binary matroid perspective with binary spaces V , V ′,
respectively. We have
t (M,M ′;−1,−1,−1)=
{
0 if 1E /∈ V + V ′⊥,
(−1)|E|−dim(V∩V⊥)2dim(V∩V ′⊥) if 1E ∈ V + V ′⊥.
Proof. By (5.3) with k = 1, -= 0, k′ = 0, -′ = 1, and q = 2, for any binary matroids M ,
M ′ we have
∑
′⊥
(−1)|s(u)| = (−1)|E|−dimV t (M,M ′;−1,−1,−1).u∈V, 1E−u∈V
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(V ′ + V ⊥) and t (M,M ′;−1,−1,−1) = (−1)|E|−dimM+|s(u)|2dim(V∩V ′⊥) if 1E ∈ (V +
V ′⊥)∩ (V ′ + V⊥).
If the perspective M →M ′ is binary, by definition V ⊆ V ′ hence V ′⊥ ⊆ V ⊥, so that
(V ′ + V⊥) ∩ (V + V ′⊥) = V + V ′⊥. Furthermore if u ∈ V and 1E − u ∈ V ′⊥ then
1E − u ∈ V ⊥. Hence |s(u)| ≡ dimV + dim(V ∩ V ⊥) mod 2 by [8, Theorem III.2.4]. ✷
Corollary 6.3 (Martin [18] for 4-regular graphs, Rosenstiehl and Read [19, Corol-
lary 5.8]). Let M be a binary matroid with binary space V . Then t (M;−1,−1) =
(−1)|E|−dim(V∩V⊥)2dim(V∩V⊥).
Proof. We apply Theorem 6.2 in the case V = V ′. Clearly M →M is a binary perspective
and t (M;−1,−1)= t (M,M;−1,−1,−1). Since all vectors in V ∩ V ⊥ have a support
with even cardinality, we have 1E ∈ V + V ⊥ = (V ∩ V ⊥)⊥ . ✷
Lemma 6.4. Let V , V ′ be two subspaces of GF(2)E . We have
∑
u∈V, u′∈V ′⊥
s(u)∩s(u′)=∅
2|E|−|s(u)|−|s(u′)| = 2dim(V∩V ′⊥)
∑
F⊆E
1F∈V (F )+V ′⊥(F )
2dim(V
⊥+V ′)(E\F).
Proof. We have∑
u∈V, u′∈V ′⊥
s(u)∩s(u′)=∅
2|E|−|s(u)|−|s(u′)| =
∑
F⊆E
∑
u∈V, u′∈V ′⊥
s(u)∩s(u′)=∅, s(u)∪s(u′)=F
2|E|−|F |.
Given F ⊆ E, if there are u ∈ V , u′ ∈ V ′⊥ such that s(u) ∩ s(u′) = ∅ and s(u) ∪
s(u′) = F , condition which we abbreviate in 1F ∈ V (F) + V ′⊥(F ), then there are
|V (F)∩V ′⊥(F )| = 2dim(V∩V ′⊥∩2F ) such pairs (u,u′) (by the proof of Lemma 6.1). Hence
∑
u∈V, u′∈V ′⊥
s(u)∩s(u′)=∅
2|E|−|s(u)|−|s(u′)| =
∑
F⊆E
1F∈V (F )+V ′⊥(F )
2|E|−|F |+dim(V∩V ′
⊥∩2F ).
We have
dim
(
V ∩ V ′⊥ ∩ 2F )= dim(V ∩ V ′⊥)+ |F | − dim((V ∩ V ′⊥)+ 2F ).
Hence
|E| − |F | + dim(V ∩ V ′⊥ ∩ 2F )= |E| + dim(V ∩ V ′⊥)− dim((V ∩ V ′⊥)+ 2F )
= dim(V ∩ V ′⊥)+ (|E| − dim((V ∩ V ′⊥)+ 2F ))
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= dim(V ∩ V ′⊥)+ dim((V ⊥ + V ′)∩ 2E\F ). ✷
Theorem 6.5. Let M , M ′ be two binary matroids on a same set with binary spaces V
and V ′, respectively. Then t (M,M ′;3,3,1) is an integer multiple of 2dim(V∩V ′⊥).
Furthermore if M →M ′ is a binary perspective and 1E ∈ V +V ′⊥, then 2−dim(V∩V ′⊥)×
t (M,M ′;3,3,1) is an odd integer.
Proof. By (5.2) with k = 1, -= 0, k′ = 0, -′ = 1, and q = 2, we have
t (M,M ′;3,3,1)=
∑
u∈V, u′∈V ′⊥
s(u)∩s(u′)=∅
2|E|−|s(u)|−|s(u′)|.
It follows from Lemma 6.4 that t (M,M ′;3,3,1) is an integer multiple of 2dim(V∩V ′⊥).
Suppose now M →M ′ is a binary perspective. By Lemma 6.4 we have
2−dim(V∩V ′
⊥
)t (M,M ′;3,3,1)=
∑
F⊆E
1F∈V (F )+V ′⊥(F )
2dim(V
⊥+V ′)(E\F).
If 1E ∈ V + V ′⊥, then E contributes 1 to the sum at the right side. All other terms are
even. For suppose there is F ⊂E such that 1F ∈ V (F)+V ′⊥(F ). Then 1E\F = 1E−1F ∈
V + V ′⊥ ⊆ V ′ + V ⊥. Hence dim(V ⊥ + V ′)(E\F) 1. ✷
Theorem 6.5 generalizes to binary perspectives a property proved in [16] for planar
graphs, and conjectured for binary matroids. This conjecture has been proved by Bouchet
in terms of isotropic spaces [1]. The above proof uses some ideas of a short proof given
by Jaeger [10]. Stronger and still open conjectures are proposed in [16, Conjectures 4.2
and 4.3]. These conjectures can be extended to binary perspectives in the obvious way.
Corollary 6.6 (Las Vergnas [16] for planar graphs, Bouchet [1], see also Jaeger [10]).
Let M be a binary matroid with binary space V . Then 2−dim(V∩V⊥)t (M;3,3) is an odd
integer.
Proof. Apply Theorem 6.5 with V = V ′. Then M →M is clearly a binary perspective
and t (M,M;3,3,1)= t (M;3,3). As in Corollary 6.3 we have 1E ∈ V + V ⊥. ✷
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