Sistema de visão para percepção e navegação de um UAV Quadrotor by Santos, Tiago Fernando Couto Sarmento dos
Instituto Superior de Engenharia do Porto
Sistema de Visa˜o para Percepc¸a˜o e
Navegac¸a˜o de um UAV Quadrotor
Tiago Fernando Couto Sarmento dos Santos
Tese submetida no aˆmbito do
Mestrado em Engenharia Electrote´cnica e de Computadores
Ramo de Sistemas Auto´nomos
Orientador: Jose´ Miguel Soares de Almeida (Mestre)
Dezembro de 2009
c© Tiago Fernando Couto Sarmento dos Santos, 2009
Resumo
A inspecc¸a˜o visual, de infra-estruturas, de a´reas de dif´ıcil acesso ou a´reas em ambien-
tes hostis a` presenc¸a humana, assumem nos dias de hoje um cara´cter determinante, no
processo de manutenc¸a˜o de infra-estruturas cr´ıticas, na monitorizac¸a˜o de a´reas de risco
e/ou sinistradas, e, na vigilaˆncia de a´reas de acesso restrito ou controlado. Para estas
misso˜es os ve´ıculos ae´reos na˜o tripulados (UAV’s) na categoria dos VTOL (Vertical Take-
Off Landing) e em especial quadrotors, apresentam-se como uma soluc¸a˜o eficaz (auseˆncia
de riscos humanos e baixo custo sistema´tico) abrindo novas perspectivas para as aplicac¸o˜es
de inspecc¸a˜o e monitorizac¸a˜o.
Em misso˜es de inspecc¸a˜o e monitorizac¸a˜o remota nem sempre o streaming de v´ıdeo em
tempo real e´ a melhor representac¸a˜o da informac¸a˜o para o utilizador quando se pretende
uma inspecc¸a˜o detalhada de uma zona ou estrutura. Consequentemente, sera´ prefer´ıvel a
construc¸a˜o de uma representac¸a˜o u´nica do cena´rio de inspecc¸a˜o, atrave´s da composic¸a˜o
de um mosaico de imagens.
Nesta dissertac¸a˜o enderec¸amos os elementos necessa´rios ao desenvolvimento de um
sistema de inspecc¸a˜o visual em tempo real, capaz de servir como mapa de navegac¸a˜o para
ve´ıculos auto´nomos ae´reos, bem como em cena´rios de inspecc¸a˜o dotar o utilizador de uma
melhor percepc¸a˜o das zonas e estruturas sob inspecc¸a˜o.
Foi efectuda uma ana´lise dos projectos existentes de UAV’s quadrotors mais relevantes
com enfaˆse nas capacidades sensoriais e de percepc¸a˜o do ambiente que os rodeia, bem como
das te´cnicas de mosaico para aplicac¸o˜es de inspecc¸a˜o e navegac¸a˜o em tempo real.
Neste trabalho sa˜o expostos conceitos necessa´rios a` compreensa˜o da formac¸a˜o de um
mosaico de imagens e os fundamentos de navegac¸a˜o que permitem compreender de que
modo um sistema de visa˜o pode apoiar outros sensores de navegac¸a˜o.
Foram implementadas te´cnicas de mosaico em MathWorks Matlab utilizando abor-
dagens do estado da arte combinando detectores de pontos de interesse SIFT (Scale-
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Invariant Feature Transform), com me´todos de exclusa˜o de falsas correspondeˆncias basea-
dos em RANSAC (Random Sample Consensus), estimac¸a˜o de transformac¸o˜es recorrendo
a te´cnicas de mı´nimos quadrados e com junc¸a˜o de imagens e pontos do mapa utilizando
transformac¸o˜es affine e projectiva.
Tendo como objectivo a utilizac¸a˜o das te´cnicas de mosaico em tempo real foi proposta
e implementada uma variante da te´cnica anterior onde a informac¸a˜o de um sistema inercial
e´ utilizada substituindo o me´todo RANSAC na etapa de exclusa˜o de falsas associac¸o˜es.
Ambos os me´todos propostos foram validados experimentalmente apresentando resul-
tados ideˆnticos em termos de mosaico e informac¸a˜o para navegac¸a˜o, mas o novo me´todo
apresentou uma reduc¸a˜o significativa em termos computacionais, o que traz uma mais
valia na aplicac¸a˜o em tempo real.
O sistema desenvolvido permite obter mosaicos de imagens para inspecc¸a˜o e navegac¸a˜o.
Para a criac¸a˜o de um mosaico de imagens e´ utilizado o algoritmo de detecc¸a˜o de pontos
de interesse em imagens SIFT. Como os pontos de duas imagens nem sempre geram
associac¸o˜es correctas existe uma fase de exclusa˜o de correspondeˆncias. Nesta etapa sa˜o
apresentadas duas soluc¸o˜es: uma com recurso a estimac¸a˜o robusta baseada no algoritmo
RANSAC e a segunda com integrac¸a˜o de informac¸a˜o do sistema inercial presente no
ve´ıculo. Ambas permitem a determinac¸a˜o das associac¸o˜es correctas que servem de base
para o ca´lculo dos paraˆmetros da transformac¸a˜o bidimensional (affine ou projectiva) que
vai deformar a imagem, possibilitando assim o registo de imagens.
Foram estudados e implementados me´todos para extracc¸a˜o da informac¸a˜o do movi-
mento da caˆmara a partir das transformac¸o˜es estimadas da matriz de homografia entre
imagens obtidas pelos me´todos de mosaico implementados.
De forma a validar a abordagem e caracterizar os desempenhos dos algoritmos im-
plementados foram feitos testes de criac¸a˜o de mosaicos de imagens, assim como da de-
terminac¸a˜o da posic¸a˜o e orientac¸a˜o da caˆmara por forma a fornecer informac¸a˜o para a
navegac¸a˜o.
Foi proposta uma arquitectura para o sistema de navegac¸a˜o e inspecc¸a˜o visual baseado
num mosaico de imagens que integra estes resultados e que simultaˆneamente apoie a
navegac¸a˜o (atrave´s da fusa˜o com outros sensores de navegac¸a˜o como GPS e INS ) e permita
a inspecc¸a˜o e monitorizac¸a˜o sob a forma de mosaico de imagens.
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Abstract
A visual inspection, of infrastructure, in areas of difficult access or areas in hostile envi-
ronments to human presence, assume today decisive importance in the process of maintai-
ning critical infrastructure, monitoring of risk areas and/or affected, and the monitoring of
restricted areas or controlled areas. For these missions, unmanned aerial vehicles (UAV’s)
in the category of VTOL (Vertical Take-Off Landing) and in particular quadrotors, pre-
sented as an effective solution (absence of human risk and systemic low-cost) opening new
prospects for applications inspection and monitoring.
In the inspection missions and remote monitoring video streaming in real time is not
always the best representation of the information to the user when we want a detailed
inspection of an area or structure. Consequently, the construction of a single representation
of the inspection scene by the composition of a mosaic of images is thus preferable.
In this dissertation we address the elements necessary to develop a visual inspection
system in real time, capable to serve as navigation map for autonomous air vehicles, as
well in inspection scenarios provide the user a better understanding of areas and structures
under inspection.
At this work was made an analysis of existing projects of UAV’s quadrotors more
relevant with emphasis on skills and sensory perception of their environment, as well as
the mosaic technique for inspection applications and real-time navigation.
This work expose concepts necessary for understanding the formation of a mosaic of
images and the basics of navigation that allows to understand how a vision system can
support other navigation sensors.
Have been implemented a mosaic technique using MathWorks Matlab using approa-
ches to from state of the art that combine feature detector SIFT (Scale-Invariant Feature
Transform) points of interest, with methods to exclude false matches based on RANSAC
v
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(Random Sample Consensus), transformation estimation using least mean squares techni-
ques and, image stitching and points of map using affine and projective transformations.
With the aim of using the techniques of mosaic in real time was proposed and imple-
mented a variant of the previous techique where information from an inertial system is
replacing the method used in the RANSAC step to exclude false associations.
Both proposed methods were validated experimentally by presenting identical results in
terms of mosaic and information for navigation, but the new method showed a significant
reduction in computing, which brings an added value in real time application.
The developed system allows get a mosaic of images for inspection and navigation. To
create a mosaic of images is used to detect feature points in images SIFT algorithm. Since
the points of two images do not always generate correct associations there is an exclusion
phase of matches. In this step are presented two solutions: one using robust estimation
algorithm based on RANSAC and the second with integration of information from inertial
system present in this vehicle. Both allow the determination of correct associations that
serve as the basis for calculating the parameters of two-dimensional transformation (affine
or projective) that will warp the image, thus enabling the image registration.
Were studied and implemented methods for extraction of structure from motion of the
camera using estimated homography matrix between images, obtained by the methods of
mosaic of images implemented.
In order to validate the approach and characterize the performance of algorithms im-
plemented tests were made to create a mosaic of images, as well as of determination of the
positioning and orientation of the camera in order to provide information for navigation.
We proposed an arquitecture for the navigation system and visual inspection based
on a mosaic of images that integrates these findings and to simultaneously support the
navigation (through data fusion with other navigation sensors such as GPS and INS ) and
allow the inspection and monitoring in the form of mosaic of images.
Key Words: UAV, Quadrotor, Perception, Navigation, Mosaic Maps, Inspection,
Computer Vision, Robot
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1.1 Aˆmbito da Dissertac¸a˜o
A inspecc¸a˜o visual, de infra-estruturas, de a´reas de dif´ıcil acesso ou a´reas em ambi-
entes hostis a` presenc¸a humana assume nos dias de hoje um cara´cter determinante, no
processo de manutenc¸a˜o de infra-estruturas cr´ıticas, na monitorizac¸a˜o de a´reas de risco
e/ou sinistradas e na vigilaˆncia de a´reas de acesso restrito ou controlado.
Nesta dissertac¸a˜o abordamos os elementos necessa´rios ao desenvolvimento de um sis-
tema de inspecc¸a˜o visual. Este caracteriza-se pela capacidade de: operac¸a˜o em ambientes
hostis ou de dif´ıcil acesso; obtenc¸a˜o de imagens esta´ticas ou a partir de movimento de
baixas dinaˆmicas; criac¸a˜o de mapas de a´reas ou objectos para inspecc¸a˜o; e, navegac¸a˜o em
tempo real. As linhas de trabalho abordadas sa˜o: mosaico de imagens; te´cnicas de mape-
amento baseadas em mosaico de imagens1; e, apoio a` navegac¸a˜o relativa de aeronaves em
1Mosaico de imagens refere-se a` criac¸a˜o de um mapa para inspecc¸a˜o e/ou navegac¸a˜o, com base num
conjunto indeterminado de imagens que sa˜o associadas de forma a obter uma so´ imagem.
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tempo real em func¸a˜o dos objectos e a´reas mapeadas permitindo o referenciamento das
mesmas.
Frequentemente, nos cena´rios que enderec¸amos, o ponto e o sentido de observac¸a˜o mais
favora´vel nem sempre pode ser acedido com os meios convencionais de observac¸a˜o. Nos
casos em que as a´reas a observar se encontrem paralelas a´ superf´ıcie terrestre e o sentido de
observac¸a˜o e´ na vizinhanc¸a do sentido que aponta para o centro da terra, seria necessa´rio
obter imagens a partir de um ponto posicionado a uma altitude superior a` a´rea a ser
observada. Por outro lado, o detalhe necessa´rio a` observac¸a˜o, nem sempre e´ compat´ıvel
com a tomada de imagens de grandes distaˆncias, quer pela resoluc¸a˜o da imagem e exactida˜o
da referenciac¸a˜o da mesma, quer pela sua oclusa˜o por outras infra-estruturas ou morfologia
do terreno. Acresce que, em muitas aplicac¸o˜es, por questo˜es de seguranc¸a a observac¸a˜o e
vigilaˆncia na˜o deve ser detectada. Os ve´ıculos ae´reos na˜o tripulados (UAV’s) apresentam-
se como uma soluc¸a˜o eficaz (auseˆncia de riscos humanos e baixo custo siste´mico) abrindo
novas perspectivas para as aplicac¸o˜es de inspecc¸a˜o e monitorizac¸a˜o.
As recentes evoluc¸o˜es de sistemas computacionais e sistemas de micro-processamento, o
aumento da densidade energe´tica das baterias e a diminuic¸a˜o da dimensa˜o dos actuadores,
tem catalizado o desenvolvimento de UAV bem como a disseminac¸a˜o de aplicac¸o˜es, sobre-
tudo na categoria dos VTOL (Vertical Take-Off Landing) e em especial os quadrotors. O
interesse por estes ve´ıculos prende-se em parte pela sua versatilidade para aplicac¸o˜es nas
mais diversas a´reas, nomeadamente em operac¸o˜es de inspecc¸a˜o. Os UAV da classe VTOL
destacam-se dos restantes UAV devido a` sua capacidade de voar a baixa altitude, efectuar
voo estaciona´rio, descolar e aterrar na vertical. Estas caracter´ısticas proporcionam van-
tagens em relac¸a˜o aos mais comuns UAV de asa fixa, tais como poderem descolar/aterrar
em espac¸os reduzidos, a sua utilizac¸a˜o em ambientes indoor, e permitir o voo estaciona´rio,
ou quase estaciona´rio de grande relevaˆncia para as operac¸o˜es de inspecc¸a˜o. Na classe dos
VTOL verifica-se recentemente uma prefereˆncia pelos quadrotors em relac¸a˜o aos comuns
helico´pteros, devido a´ menor complexidade mecaˆnica e maior facilidade em executar o
controlo da aeronave.
Associado ao crescente interesse pela utilizac¸a˜o de quadrotors e tambe´m catalizada
pelas evoluc¸o˜es dos sistemas computacionais esta´ ligada a evoluc¸a˜o de alguns sistemas
percepc¸a˜o por visa˜o, que permitem acrescentar funcionalidades ao quadrotor como: o
seguimento de objectos; o apoio a` navegac¸a˜o em ambientes indoor, ou em caso de falha de
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sensores como GPS, a criac¸a˜o de mapas para navegac¸a˜o ou inspecc¸a˜o.
Nas operac¸o˜es de inspecc¸a˜o remota nem sempre o streaming de v´ıdeo em tempo real
e´ a melhor representac¸a˜o da informac¸a˜o para o utilizador, pois, por vezes os feno´menos a
detectar dependem mais de relac¸o˜es espaciais dos elementos observados do que, da sua or-
dem de observac¸a˜o. Consequentemente, sera´ prefer´ıvel a construc¸a˜o de uma representac¸a˜o
u´nica do cena´rio de inspecc¸a˜o (com o detalhe necessa´rio aos objectivos da aplicac¸a˜o em
causa), atrave´s da composic¸a˜o de um mosaico de imagens e que nos permite o registo e a
utilizac¸a˜o posterior da informac¸a˜o em ambientes 4D2.
De forma semelhante, a navegac¸a˜o atrave´s de um sistema de visa˜o, pode ser obtida a
partir da junc¸a˜o de pontos de interesse de imagens. Assim o processo de criac¸a˜o de mosai-
cos de imagens vai permitir simultaˆneamente disponibilizar uma melhor representac¸a˜o do
cena´rio de inspecc¸a˜o e ainda fornecer informac¸a˜o para o sistema de navegac¸a˜o de ve´ıculos
auto´nomos.
A obtenc¸a˜o de um mosaico de imagens pode ser feita com base em duas fontes: imagens
capturadas de uma cena ou objecto, ou atrave´s dos frames de um v´ıdeo de uma cena ou
objecto. Como a junc¸a˜o de imagens na˜o e´ uma tarefa trivial, abordamos conceitos de
visa˜o computacional, tais como alinhamento de imagens, detecc¸a˜o de pontos de interesse
em imagens, correspondeˆncia de pontos entre imagens e estimac¸a˜o robusta aplicada a
visa˜o. Conceitos estes que tambe´m sa˜o necessa´rios para determinar a posic¸a˜o e orientac¸a˜o
da caˆmara relativa ao mapa no instante em que a imagem e´ capturada.
1.2 Enquadramento e Motivac¸a˜o
O Labotato´rio de Sistemas Auto´nomos (LSA) do Instituto Superior de Engenharia
do Porto (ISEP), tem vindo a desenvolver ao longo dos u´ltimos anos va´rios ve´ıculos
auto´nomos e sub-sistemas com estes relacionados, enderanc¸ando os mais variados am-
bientes de operac¸a˜o. Existe tambe´m um esforc¸o para desenvolver sistemas sensoriais, que
permitam um aumento das capacidades de percepc¸a˜o e operac¸a˜o dos ve´ıculos desenvolvi-
dos. No aˆmbito de inspecc¸a˜o e busca e salvamento em ambientes na˜o estruturados esta´
em curso o desenvolvimento de um quadrotor [4] que integrara´ uma equipa de robots
auto´nomos. Um sistema de visa˜o para percepc¸a˜o, que permita a obtenc¸a˜o de mapas para
24D refere-se a quatro dimenso˜es definidas pela posic¸a˜o nas coordenadas x, y, z e o tempo
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inspecc¸a˜o detalhada de uma zona ou estrutura e o apoio a` navegac¸a˜o, torna-se de grande
interesse nestas aeronaves.
Em casos de aplicac¸o˜es civis os quadrotors podem ser usados, por exemplo, para func¸o˜es
de inspecc¸a˜o, monitorizac¸a˜o, vigilaˆncia e mapeamento ae´reo. Neste tipo de func¸o˜es poderia
destacar-se a sua utilizac¸a˜o para inspecc¸a˜o de linhas de alta/me´dia tensa˜o, caminhos-de-
ferro, pontes, edif´ıcios, torres eo´licas ou v´ıtimas em cena´rios de catastrofe.
Para fins militares, o quadrotor pode ser usado em cena´rios de guerra, tendo como
func¸o˜es, por exemplo, fazer o reconhecimento de uma a´rea hostil ou fazer a avaliac¸a˜o de
estragos num combate. Outra aplicac¸a˜o ainda neste grupo, seria a sua utilizac¸a˜o por parte
da pol´ıcia para a vigilaˆncia de multido˜es, monitorizac¸a˜o de tra´fego ou o seguimento de
ve´ıculos terrestres.
Por fim, as aplicac¸o˜es cient´ıficas que se podem dar a este tipo de ve´ıculo sera˜o sempre
no aˆmbito de desenvolver te´cnicas de controlo e navegac¸a˜o de modo a tornar mais simples a
sua utilizac¸a˜o em meios civis e militares. Assim, no mundo cient´ıfico o quadrotor pode ser
usado para manobras de voo estaciona´rio (hovering), seguimento de objectos, navegac¸a˜o
por waypoints e coordenac¸a˜o com outros ve´ıculos auto´nomos (UAV, USV - Unmanned
Surface Vehicle, UGV - Unmanned Ground Vehicle).
1.3 Objectivos
Este trabalho aborda o problema da criac¸a˜o de mosaicos de imagens em tempo real,
capazes de servir como mapas de navegac¸a˜o para UAV’s, bem como em cena´rios de ins-
pecc¸a˜o permitir dotar o operador de uma melhor percepc¸a˜o das zonas e estruturas sob
inspecc¸a˜o. A criac¸a˜o destes mosaicos e´ concebida para cena´rios em que o UAV mapeia
uma determinada a´rea de interesse para inspecc¸a˜o. Na obtenc¸a˜o do mosaico em tempo
real pode-se ainda obter informac¸a˜o sobre a posic¸a˜o e orientac¸a˜o da aeronave o que podera´
ajudar na navegac¸a˜o, de forma a conseguir corrigir/determinar a atitude3 da aeronave.
Assim, os objectivos desta dissertac¸a˜o passam por:
• implementar e avaliar abordagens do estado da arte em te´cnicas de mosaico para
aplicac¸o˜es de inspecc¸a˜o e navegac¸a˜o em tempo real;
3Orientac¸a˜o tridimensional definida pelos aˆngulos roll, pitch e yaw
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• contribuir para a evoluc¸a˜o das te´cnicas do estado da arte para a utilizac¸a˜o do mosaico
na navegac¸a˜o por forma a obter a atitude da aeronave em tempo real;
• propor uma arquitectura para o sistema de navegac¸a˜o e inspecc¸a˜o visual do quadrotor
baseado em mosaico de imagens;
• definir estrate´gias para a criac¸a˜o de mapas de navegac¸a˜o atrave´s de mosaico
1.4 Organizac¸a˜o da Dissertac¸a˜o
Nos cap´ıtulos seguintes sa˜o apresentadas te´cnicas e soluc¸o˜es para a criac¸a˜o de mosaicos
de imagens e para a determinac¸a˜o da orientac¸a˜o e posic¸a˜o de uma caˆmara.
No segundo cap´ıtulo desta dissertac¸a˜o sa˜o apresentados alguns dos sistemas de quadro-
tors mais relevantes. E´ feita tambe´m uma ana´lise aos sistemas de visa˜o destes quadrotors,
desde logo com o intuito de perceber que te´cnicas sa˜o utilizadas para criac¸a˜o de mapas
que permitam a inspecc¸a˜o.
De seguida, no cap´ıtulo 3, sa˜o expostos os conceitos e fundamentos de visa˜o compu-
tacional necessa´rios sobre transformac¸o˜es geome´tricas e geometria aplicada a visa˜o para
relac¸a˜o de va´rias imagens.
A aplicac¸a˜o dos conceitos de visa˜o de computacional ao problema de criac¸a˜o de mosaico
de imagens pode ser vista no cap´ıtulo 4, onde sa˜o apresentados o algoritmo SIFT (Scale-
Invariant Feature Transform) que permite a detecc¸a˜o de pontos em imagens e o algoritmo
RANSAC (Random Sample Consensus) para determinar as correctas correspondeˆncias
entre duas imagens. E´ tambe´m neste cap´ıtulo que e´ feita a refereˆncia ao modo como as
imagens sa˜o fundidas.
No cap´ıtulo 5 e´ feita uma breve refereˆncia aos fundamentos de navegac¸a˜o, sobre refe-
renciais e informac¸a˜o fornecida por sensores inerciais.
Nos dois u´ltimos cap´ıtulos e´ feita a descric¸a˜o da implementac¸a˜o e resultados obtidos
(cap´ıtulo 6) e as respectivas concluso˜es (cap´ıtulo 7). Na implementac¸a˜o do projecto sa˜o
apresentados todos os passos para a criac¸a˜o de um mosaico de imagens e a obtenc¸a˜o da
posic¸a˜o e orientac¸a˜o da caˆmara. Por fim sa˜o apresentadas todas as concluso˜es retiradas
da realizac¸a˜o desta dissertac¸a˜o.
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Neste cap´ıtulo vamos fazer uma breve apresentac¸a˜o dos projectos mais relevantes de
quadrotors, focando os aspectos ligados aos sensores e me´todos para a percepc¸a˜o e na-
vegac¸a˜o.
Seguidamente vamos fazer um resumo das te´cnicas de navegac¸a˜o de UAV’s mais uti-
lizadas, terminando com uma descric¸a˜o de projectos relacionados que usam visa˜o para a
criac¸a˜o de mosaico de imagens e para mapas para navegac¸a˜o.
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2.1 Projectos Relacionados de Quadrotors
Os quadrotors cada vez mais se tornam uma classe de grande interesse na a´rea dos
UAV’s VTOL, devido ha´ maior facilidade de controlo destas aeronaves quando comparadas
com outras da sua classe como por exemplo o helico´ptero. Esta melhor manobrabilidade
sobre o ve´ıculo permite que este possa ser utilizado num vasto leque de aplicac¸o˜es, que
consequentemente levam ao desenvolvimento de enumeras te´cnicas e sistemas de navegac¸a˜o
para estes UAV’s.
Nesta secc¸a˜o sa˜o apresentados alguns dos projectos de desenvolvimento de quadrotors
mais relevantes.
2.1.1 Starmac
A Stanford University apresenta um projecto de um quadrotor bastante avanc¸ado nos
aspectos de navegac¸a˜o e controlo. Para efectuar o controlo do ve´ıculo STARMAC foram
utilizados te´cnicas de controlo como o Integral Sliding Mode e o Reinforcement Learning.
O processamento da informac¸a˜o de navegac¸a˜o da aeronave na˜o e´ feito on-board mas sim
numa estac¸a˜o de terra, libertando assim algum peso do UAV Starmac que seria necessa´rio
para fazer transportar um sistema computacional. Na estac¸a˜o de terra e´ feita toda a
computac¸a˜o e fusa˜o de dados provenientes dos sensores presentes no ve´ıculo (IMU, sonar
e GPS diferencial), atrave´s de um filtro de Kalman [5].
Figura 2.1: Quadrotor Starmac da Stanford University.
2.1.2 Swarm
A par da Stanford University, temos o projecto SWARM do Massachusetts Institute
of Technology (MIT ) tambe´m bastante desenvolvido. Este projecto tem trazido grandes
progressos na a´rea de coordenac¸a˜o de multi-robots UAV’s quadrotors. A coordenac¸a˜o
destes UAV’s e´ feita autonomamente atrave´s do ajuste e comunicac¸a˜o de posic¸o˜es as
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diversas aeronaves [6]. O controlo e navegac¸a˜o da aeronave sa˜o feitos atrave´s da te´cnica
Moire Patterns, que utiliza dados de um sistema inercial (IMU ) e um sistema de visa˜o
para a determinac¸a˜o da posic¸a˜o e orientac¸a˜o do ve´ıculo [7]. Aqui o sistema de visa˜o na˜o
esta´ presente a bordo mas sim em terra, colocado de forma a captar o espac¸o de operac¸a˜o
dos quadrotors.
Figura 2.2: Quadrotor Swarm do MIT.
2.1.3 OS4
O OS4 e´ um projecto da E´cole Polytechnique Fe´de´rale de Lausanne (EPFL). A inves-
tigac¸a˜o e desenvolvimento feito sobre esta plataforma e´ bastante importante pois permitiu
implementar e analisar va´rios tipos de controlo como Backsteping, Sliding Mode e o con-
vencional PID [8, 9], sobre quadrotors. O trabalho neste ve´ıculo permitiu a S. Bouabdallah
e R. Siegwart, construir e chegar a um modelo matema´tico bem descrito, de um quadro-
tor. Neste ve´ıculo existem os seguintes sensores, para navegac¸a˜o: IMU, sonar e sistema de
visa˜o [10]. O IMU permite saber a atitude do ve´ıculo em voo. O conjunto de sonares tem
como func¸a˜o a percepc¸a˜o e detecc¸a˜o de obsta´culos, a fim de os evitar. O sistema de visa˜o
permite saber o heading da aeronave (rotac¸a˜o em yaw) e obter medidas de disparidade
linear. A informac¸a˜o destes sensores e´ fundida de forma a obter dados que permitam a
navegac¸a˜o do OS4.
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Figura 2.3: Quadrotor OS4 da EPFL.
2.1.4 GRASP Laboratory
No GRASP Laboratory da University of Pennsylvania, foi usada uma plataforma de
quadrotor para explorar metodologias de controlo e algoritmos de estimac¸a˜o de posic¸a˜o
[11]. A estabilizac¸a˜o deste ve´ıculo foi feita com recurso ao controlo atrave´s de Backsteping.
Este projecto utiliza um sistema de visa˜o, composto por duas caˆmaras: uma em terra e
outra a bordo, aliado a um girosco´pio para efectuar a percepc¸a˜o e navegac¸a˜o. O conjunto
girosco´pio mais caˆmara de bordo permite executar misso˜es de seguimento de objectos. A
caˆmara de terra tem a particularidade de ser pan & tilt e permite captar o espac¸o de
operac¸a˜o do UAV. Esta segunda caˆmara permite ainda estimar a posic¸a˜o da aeronave.
2.1.5 Team Swift
A Team Swift do Indian Institute of Tecnhology Madras (IIT Madras), e´ uma equipa
composta por alunos de variadas a´reas de engenharia que se juntaram com a finalidade
de desenvolver um UAV para participar no IARC (Internacional Aerial Robotics Compe-
tition). Neste UAV esta˜o presentes os seguintes sensores: IMU, LIDAR (Laser Infrared
Detection and Ranging), sistema de visa˜o, sonar e microfone. Com base na informac¸a˜o
destes sensores e´ poss´ıvel a aeronave voar estavelmente atrave´s de um controlo PD (Pro-
porcional Derivative). A navegac¸a˜o deste UAV e´ feita atrave´s de SLAM (Simultaneous
Localization and Mapping), onde o LIDAR assume grande importaˆncia no mapeamento
do ambiente em redor do ve´ıculo. O sistema de visa˜o neste ve´ıculo apenas e´ utilizado para
a detecc¸a˜o de objectos [12].
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Figura 2.4: Quadrotor Team Swift do IIT Madras.
2.1.6 X4 - Flyer
O X4 - Flyer da Australian National University (ANU ) e´ dos quadrotors mais simples
a n´ıvel sensorial pois apenas utiliza um IMU. Com este projecto era pretendido fazer o
estudo da dinaˆmica e forc¸a de impulsa˜o do X4 - Flyer [13]. Para esta aeronave foi utilizado
um controlo atrave´s de PID.
Figura 2.5: Quadrotor X4 - Flyer da ANU.
2.2 Te´cnicas de Navegac¸a˜o Aplicadas em UAV’s
Uma das vertentes mais relevantes dos projectos acima mencionados sa˜o as metodolo-
gias de controlo e te´cnicas de navegac¸a˜o. Estes me´todos esta˜o muitas vezes relacionados
com UAV’s na sua classe geral, sendo depois alguns destes transferidos para projectos
concretos, no nosso caso de interesse os quadrotors.
Uma das combinac¸o˜es de sensores mais utilizadas e mais descritas em quadrotors, e´ a
utilizac¸a˜o de visa˜o em conjunto com IMU e GPS (Global Positioning System). Estes dois
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sensores so´ por si serviriam para efectuar a localizac¸a˜o da aeronave, a utilizac¸a˜o/apoio do
sistema de visa˜o prende-se com o facto da necessidade de estimac¸a˜o de altitude [14, 15],
posic¸a˜o e velocidade [11, 16] da aeronave aquando da falha de sinal GPS ou para navegac¸a˜o
em ambientes indoor. A utilizac¸a˜o de um sistema de visa˜o neste tipo de ve´ıculo para
ale´m de um sistema de apoio a` localizac¸a˜o deste, pode ainda servir como um sistema
para a percepc¸a˜o do ambiente em seu redor com a finalidade de detectar e desviar o
ve´ıculo de obsta´culos [17]. Tambe´m para a detecc¸a˜o e desvio de obsta´culos podem ser
usados sensores acu´sticos [18]. Para estas aeronaves poderem navegar e´ necessa´rio fundir
a informac¸a˜o proveniente dos diversos sensores recorrendo a me´todos de estimac¸a˜o. Estes
me´todos permitem estimar a posic¸a˜o, orientac¸a˜o, velocidade, atitude ou qualquer outra
varia´vel de navegac¸a˜o atrave´s da fusa˜o de informac¸a˜o proveniente de diferentes sensores.
O filtro mais aplicado que utiliza estes me´todos para fusa˜o sensorial, e´ o filtro de Kalman
e as suas variantes Extended (EKF ) [19] e Unscent (UKF ) [20]. Existem tambe´m outros
tipos de filtros como o complementar, utilizado para a estimac¸a˜o da atitude do ve´ıculo
[21] e o filtro adaptativo [18].
Por vezes estes estimadores apresentam elevada sensibilidade a certos paraˆmetros do
filtro (variaˆncia das fontes de ru´ıdo) levando a fracos desempenhos destes ou mesmo a
divergeˆncias nos valores estimados, este motivo leva a que em alguns casos seja ainda
anexado ao filtro um me´todo controlo, como por exemplo o Fuzzy Logic Controller, que
tem como func¸a˜o ajustar as varia´veis de ru´ıdo, tornando a estimac¸a˜o mais robusta [19, 22].
2.3 Sistemas de Visa˜o em UAV’s
Como tem vindo a ser noto´rio ao longo deste cap´ıtulo, muitos dos projectos de qua-
drotors e UAV’s na sua generalidade utilizam sistemas de visa˜o. Estes sistemas, podem
assumir func¸o˜es como a criac¸a˜o de mapas para inspecc¸a˜o e navegac¸a˜o, estimac¸a˜o de posic¸a˜o
e orientac¸a˜o do ve´ıculo (odometria visual e estrutura do movimento).
Para a func¸a˜o de criar mapas para inspecc¸a˜o, destaca-se a te´cnica de mosaico de
imagens. Na maioria dos projectos aqui apresentados este me´todo e´ executado em treˆs
fases: na primeira sa˜o determinados os pontos de interesse em duas imagens da mesma cena
ou objecto; na segunda sa˜o eliminadas as falsas correspondeˆncias, por forma a ser efectuada
uma correcta correspondeˆncia entre as imagens; na terceira sa˜o unidas as imagens.
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O projecto DIVA da Universidade de Coimbra, apresenta-se bastante desenvolvido na
criac¸a˜o de mapas 3D e mapas constru´ıdos a partir de um mosaico de imagens. Neste
projecto e´ explorada a fusa˜o de te´cnicas de visa˜o stereo com dados de um sistema de na-
vegac¸a˜o inercial (INS ), com o objectivo de construir um mapa 3D com imagens adquiridas
de um observador (sistema de visa˜o) em movimento [23]. Neste sistema o sensor inercial
esta´ fixo a` caˆmara, formando assim um so´ objecto so´lido, fornecendo deste modo os dados
relativos a` posic¸a˜o e movimento do sistema de visa˜o. Atrave´s destes dados e´ poss´ıvel rela-
cionar a informac¸a˜o das imagens captadas, podendo assim construir um mapa a partir de
va´rias imagens (mosaico de imagens). A n´ıvel de software sa˜o utilizados algoritmos que
permitem determinar os pontos caracter´ısticos (features) de imagens (algoritmo SIFT ) e
que permitem a exclusa˜o de falsas correspondeˆncias entre imagens (algoritmo RANSAC ).
Para a obtenc¸a˜o do mapa final as imagens sa˜o depois unidas (stitching) pelos pontos resul-
tantes da verificac¸a˜o das associac¸o˜es [24]. Com o domı´nio das te´cnicas de criac¸a˜o de mapas
a partir de um mosaico de imagens, os investigadores do projecto DIVA fizeram avanc¸os
tecnolo´gicos conseguindo fazer em simultaˆneo com a criac¸a˜o do mapa o seguimento de um
objecto no solo [25].
Em [26], o Beijing Institute of Tecnology, apresenta um me´todo de criac¸a˜o de um mo-
saico de imagens em treˆs passos para aplicac¸a˜o em UAV’s. No primeiro passo e´ executado
o algoritmo SUSAN (Smallest Univalue Segment Assimilating Nucleus) que permite a de-
tecc¸a˜o de pontos caracter´ısticos na imagem (exemplo de cantos ou linhas), com bastante
precisa˜o em imagens portadoras de muito ru´ıdo. De seguida, e´ utilizado o conceito RGFD
(Regional Gray Fitting Degree) que tem como func¸a˜o eliminar os pontos de interesse mal
caracterizados, limitando assim a informac¸a˜o apenas aos pontos caracter´ısticos com boa
informac¸a˜o. Por fim, tendo os pontos de interesse e´ feita a coincideˆncia de duas imagens,
gerando assim um mapa como um mosaico de imagens.
Os mapas criados a partir de imagens na˜o se restrigem exclusivamente a fotos, podendo
tambe´m ser obtidos de um v´ıdeo. Nestes as imagens sa˜o originadas a partir dos frames de
v´ıdeo. Na University of North Dakota foi desenvolvido um sistema que permite a criac¸a˜o
de um mapa atrave´s do v´ıdeo obtido por uma caˆmara IR (Infra-Red) [27]. De igual
modo ao que acontece com as fotos, tambe´m sobre os frames de v´ıdeo sa˜o executados
algoritmos para a detecc¸a˜o de pontos caracter´ısticos e coincideˆncia de dois frames. Os
algoritmos utilizados neste projecto de um pequeno UAV sa˜o o SIFT (Scale Invariant
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Feature Transform) e RANSAC (Random Sample Consensus). Neste sistema o algoritmo
para a criac¸a˜o de mapas e´ executado remotamente e tempo real.
O Tecnhion - Israel Institute of Tecnology, apresenta um me´todo de formac¸a˜o de mo-
saico de imagens on-line, aplicado num UAV que dispo˜e de uma caˆmara rotativa para
capturar imagens [28]. Tal como na maioria dos trabalhos aqui apresentados, a formac¸a˜o
do mosaico e´ conseguida atrave´s dos algotritmos SIFT e RANSAC. A informac¸a˜o do mapa
gerado auxilia na navegac¸a˜o da aeronave quando esta perde o sinal GPS, com informac¸a˜o
de posic¸a˜o e orientac¸a˜o.
Os sistemas de criac¸a˜o de mosaicos permitem tambe´m aos ve´ıculos efectuar a navegac¸a˜o
com base em informac¸o˜es nos mapas criados. O Aerospace Robotics Laboratory da Stanford
University, apresenta um sistema de navegac¸a˜o dead-reckoning baseado em visa˜o [29]. Este
sistema e´ aplicado num AUV /ROV (Autonomous Underwater Vehicle / Remote Operated
Vehicle) e permite criar um mosaico de imagens do fundo do oceano remotamente em
tempo real. Atrave´s de uma estac¸a˜o de terra, onde e´ processada toda a informac¸a˜o, e´
poss´ıvel definir um objecto no mapa e colocar o ve´ıculo a seguir esse alvo. Ainda na a´rea
da robo´tica marinha, em [30] e´ apresentado um sistema de navegac¸a˜o baseado em visa˜o
para ve´ıculos auto´nomos subaqua´ticos com o uso de mosaico de imagens. O mapa neste
sistema e´ criado off-line com base em frames de v´ıdeo. Em cada frame e´ utilizado o
detector Harris corner, para a detecc¸a˜o de pontos caracter´ısticos na imagem. De seguida
sobre a imagem e´ utilizado o me´todo de estimac¸a˜o robusta LMedS (Least Median Squares)
para efectuar a coincideˆncia de duas imagens. Com o mapa gerado, o ve´ıculo e´ capaz
de executar misso˜es de seguimento de objectos e seguimento de waypoints com base na
informac¸a˜o do mapa. Este sistema preveˆ ainda um algoritmo para evitar que o ve´ıculo de
desloque para as zonas de fim do mapa (bordas), onde a coincideˆncia das imagens e´ mais
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Os objectivos dos algoritmos de visa˜o computacional sa˜o obter informac¸a˜o sobre geo-
metria e fotogrametria 1 a partir da imagem. Isto pode incluir, a detecc¸a˜o de um objecto e
a sua posic¸a˜o na imagem, bem como a sua reconstruc¸a˜o; a determinac¸a˜o da posic¸a˜o e ori-
entac¸a˜o da caˆmara; ou ainda as transformac¸o˜es necessa´rias para a criac¸a˜o de um mosaico
de imagens [31].
1A fotogrametria e´ uma te´cnica que tem por objectivo determinar as propriedades geome´tricas, di-
menso˜es e posiciomento, dos objectos no espac¸o, a partir de imagens
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Todas estas aplicac¸o˜es necessitam extrair informac¸a˜o da imagem sob a forma de paraˆmetros
que permitem descrever modelos de movimento, linhas, cantos, superf´ıcies ou modelos de
transformac¸o˜es.
Para este trabalho a informac¸a˜o relativa a transformac¸o˜es e a estimac¸a˜o da posic¸a˜o
e orientac¸a˜o assumem grande importaˆncia. Esta informac¸a˜o vai permitir obter o alinha-
mento e relac¸a˜o entre imagens na criac¸a˜o de um mosaico de imagens. Quanto aos dados
de posic¸a˜o e orientac¸a˜o da caˆmara podem ser relacionados com dados de navegac¸a˜o (ex.:
INS ), servindo assim para dar apoio na navegac¸a˜o do ve´ıculo.
3.1 Caˆmara
O modelo mais comum de uma caˆmara utilizado em visa˜o por computador e´ o pinhole,
tambe´m conhecido como projecc¸a˜o perspectiva. Esta e´ uma maneira simples de modelizar
a maiorida das caˆmaras de CCD modernas, considerando que projecc¸a˜o de raios de luz
passa atrave´s de um pequeno buraco, sendo projectados numa superf´ıcie plana (imagem).
Figura 3.1: Modelo de uma caˆmara pinhole ou de projecc¸a˜o perspectiva.
A imagem do ponto 3D, M , sofre uma projecc¸a˜o perspectiva, atrave´s da passagem
pelo centro o´ptico, O, e consequente projecc¸a˜o no plano da imagem. A distaˆncia entre o
centro o´ptico e o plano da imagem e´ denominada de distaˆncia focal, f . A linha que liga o
centro o´ptico e o ponto principal da imagem C, e´ o eixo o´ptico.
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O uso de geometria projectiva permite descrever a projecc¸a˜o perspectiva atrave´s de
uma equac¸a˜o linear (3.1), o que torna o modelo de fa´cil utilizac¸a˜o.
 x
y





onde X, Y , Z, sa˜o as coordenadas do ponto M . O sinal negativo na equac¸a˜o, indica
que a imagem formada no plano da imagem esta´ invertida. Este efeito pode ser resolvido
invertendo a imagem, para isso (x, y) 7→ (−x,−y) = (xs, ys), o que corresponde a colocar





















onde P e´ a matriz de projecc¸a˜o perspectiva (PPM ):
P = K[R|t] (3.4)
A matriz K depende dos paraˆmetros intr´ınsecos da caˆmara (que sa˜o descritos na secc¸a˜o
3.1.1) e R e t sa˜o as componentes dos paraˆmetros extr´ınsecos que sa˜o tratados na secc¸a˜o
3.1.2. A matriz PPM permite mapear aproximadamente um ponto do mundo num ponto
de duas dimenso˜es, atrave´s da seguinte relac¸a˜o:
m ≈ PM (3.5)
3.1.1 Paraˆmetros Intr´ınsecos
Os paraˆmetros intr´ınsecos de uma caˆmara servem para relacionar as coordenadas do
plano da caˆmara com as do plano da imagem, ou seja, relacionar o referencial da imagem
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(coordenadas de pixeis) com o referencial da caˆmara (coordenadas normalizadas). Estes
paraˆmetros esta˜o presentes na matriz K da equac¸a˜o 3.4.
Na pra´tica quando se captura uma imagem as medidas sa˜o obtidas em termos de pixeis,
com o sistema de coordenadas da imagem com origem normalmente no canto superior da
imagem (i, j). Os paraˆmetros intr´ınsecos va˜o permitir normalizar estas medidas.
Figura 3.2: Transformc¸a˜o de pixeis para coordenadas normalizadas.
O primeiro passo consiste em especificar as unidades dos eixos xx′s e yy′s: se (x, y)
estiverem em unidades me´tricas (por exemplo: mil´ımetros), e (xs, ys) sa˜o escalados em
relac¸a˜o a`s coordenadas de pixeis (i, j), enta˜o a transformac¸a˜o pode ser descrita por uma









Esta matriz, depende do tamanho dos pixeis nas direcc¸o˜es do eixo dos xx′s e yy′s, ou
seja o nu´mero de pixeis por unidade de distaˆncia (sx e sy). Quando sx = sy, significa que
cada pixel e´ quadrado. No entanto nem sempre isto acontece e quando estes valores sa˜o
diferentes os pixeis va˜o ser rectangulares.
Em segundo lugar tem de se transferir a origem do referencial (xs, ys) para a origem
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do referencial da imagem (i, j).
i = xs +Ox
j = ys +Oy
(3.7)
onde (Ox, Oy) sa˜o as coordenadas do ponto principal da imagem, em relac¸a˜o ao referencial
da imagem.
O u´ltimo aspecto a ter em conta e´ o factor de torc¸a˜o (sθ), este valor relaciona o aˆngulo
entre os eixos (xs, ys). Para a maioria das caˆmaras, o aˆngulo e´ de 90o ou muito pro´ximo
deste valor o que implica sθ = 0.
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Os paraˆmetros extr´ınsecos ou estimac¸a˜o da posic¸a˜o de uma caˆmara, permitem relacio-
nar segundo uma rotac¸a˜o (R) e uma translac¸a˜o (t), o referencial do mundo e o referencial
da caˆmara, ou seja, e´ poss´ıvel determinar o movimento da caˆmara.
Os valores de rotac¸a˜o e translac¸a˜o podem ser extra´ıdos, por exemplo: das trans-
formac¸o˜es tridimensionais (secc¸a˜o 3.2.2), matrizes de homografia (secc¸a˜o 3.5) e essencial
(secc¸a˜o 3.4.2). Qualquer um destes exemplos apontados esta´ intr´ınsecamente caracteri-
zado pela maneira como transforma os treˆs eixos base, podendo dizer-se que com essas
transformac¸o˜es ja´ existe uma componente de rotac¸a˜o e de translac¸a˜o.
Π = [R|T ] (3.10)
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3.1.2.1 Rotac¸a˜o 3D
A rotac¸a˜o 3D permite determinar a posic¸a˜o da caˆmara no espac¸o tridimensional,
atrave´s da relac¸a˜o entre a projecc¸a˜o de um ponto 3D em duas imagens.
Uma rotac¸a˜o pura significa que dois dos eixos sa˜o fixos e o movimento rotacional e´
feito em volta do restante eixo. O processo de rotac¸a˜o pura permite obter os treˆs aˆngulos
de rotac¸a˜o: roll, pitch e yaw, tambe´m conhecidos por aˆngulos de Euler.
Assim os treˆs eixos base podem ser definidos da seguinte forma: rotac¸a˜o em roll (eixo
dos zz’s), rotac¸a˜o em pitch (eixo dos xx’s) e rotac¸a˜o em yaw (eixo yy’s).
Figura 3.3: Representac¸a˜o dos eixos XYZ numa caˆmara.
A rotac¸a˜o em roll e´ feita atrave´s da rotac¸a˜o dos eixos xx’s e yy’s em torno do eixo dos







Figura 3.4: Rotac¸a˜o em torno do eixo dos zz’s.
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Figura 3.5: Rotac¸a˜o em torno do eixo dos xx’s.








Figura 3.6: Rotac¸a˜o em torno do eixo dos yy’s.
3.2 Transformac¸o˜es
Uma transformac¸a˜o de coordenadas e´ uma operac¸a˜o matema´tica que leva as coorde-
nadas de um ponto num sistema de coordenadas, para as coordenadas do mesmo ponto
num segundo sistema de coordenadas.
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Antes de unir duas ou mais imagens de uma cena de diferentes vistas ou caˆmaras, e´
necessa´rio fazeˆ-las coincidir atrave´s dos pontos de interesse da mesma regia˜o f´ısica da cena.
E´ por isso, preciso estabelecer uma transformac¸a˜o entre os pontos de uma imagem e de
outra, de formar a encontrar uma relac¸a˜o entre ambas. Esta relac¸a˜o e´ conseguida atrave´s
das transformac¸o˜es 2D, transformac¸o˜es 3D e tambe´m a partir da estimac¸a˜o da posic¸a˜o
da caˆmara (paraˆmetros extr´ınsecos). Uma transformac¸a˜o aplica uma deformac¸a˜o global
a` imagem, onde o comportamento da transformac¸a˜o e´ descrito apenas por um pequeno
nu´mero de paraˆmetros.
Nesta secc¸a˜o sa˜o estudadas as transformac¸o˜es, que podem ser facilmente entendidas
para o caso de duas dimenso˜es (2D) pois nestas tem-se uma melhor visualizac¸a˜o do pro-
blema. As transformac¸o˜es em treˆs dimenso˜es (3D) sa˜o apenas uma generalizac¸a˜o do caso
2D. Sendo as transformac¸o˜es 2D normalmente utilizadas em aplicac¸o˜es de alinhamento de
imagens, ou seja, permitem recolher paraˆmetros para relacionar duas imagens.

























Ra´cio de comprimentos entre linhas
Ra´cio de a´reas
Projectiva
 h11 h12 h13h21 h22 h23
h31 h32 h33
 8 Concorreˆncia de pontos
Colineariedade de pontos
Tabela 3.1: Resumo das funcionalidades das transformac¸o˜es bi-dimensionais.
3.2.1 Transformac¸o˜es 2D
As transformac¸o˜es 2D permitem relacionar/transformar geometricamente pontos, li-
nhas e planos. As transformac¸o˜es mais elementares sa˜o a rotac¸a˜o e translac¸a˜o, que servem
de base a todas as outras transformac¸o˜es.
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onde I e´ a matriz identidade 2x2 e t ∈ <2 e´ o vector translac¸a˜o expresso no referencial de
m′.





















onde R e´ a matriz de rotac¸a˜o.
A transformac¸a˜o projectiva generaliza todas as transformac¸o˜es, podendo dizer-se que
as restantes (transformac¸a˜o euclidiana, similaridade e affine) sa˜o casos especiais da trans-
formac¸a˜o projectiva [32].
3.2.1.1 Transformac¸a˜o Euclidiana 2D
A transformac¸a˜o euclidiana ou isome´trica, preserva as distaˆncias euclidianas, ou seja
mante´m o tamanho da imagem permitindo apenas efectuar as duas transformac¸o˜es ele-
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Figura 3.7: Deformac¸o˜es provocadas nas imagens atrave´s de transformac¸o˜es 2D.
onde,  = ±1. Se  = 1 a transformac¸a˜o preserva a orientac¸a˜o, ou seja e´ uma composic¸a˜o
de rotac¸a˜o e translac¸a˜o. No caso de  = −1 a orientac¸a˜o e´ revertida, por exemplo um
reflexo.
De forma compacta a transformac¸a˜o pode ser descrita pela matriz homografia da trans-
formac¸a˜o de euclidiana (HE da equac¸a˜o 3.19).




onde, R e´ uma matriz rotac¸a˜o ortogonal 2x2 (RTR = RRT = I) e t o vector translac¸a˜o.
Os casos especias desta transformac¸a˜o sa˜o a rotac¸a˜o pura (quando t = 0) e a translac¸a˜o
pura (quando R = I).
Uma transformac¸a˜o euclidiana tem treˆs graus de liberdade, um para a rotac¸a˜o e dois
para a translac¸a˜o. Assim a transformac¸a˜o pode ser obtida a partir da correspondeˆncia de
dois pontos.
3.2.1.2 Tranformac¸a˜o de Similaridade 2D
Uma transformac¸a˜o de similaridade na˜o e´ mais que uma transformac¸a˜o euclidiana, mas
com a diferenc¸a de nesta existir uma componente que permite alterar uniformemente a
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que pode ser descrita de forma mais compacta como:




A transformac¸a˜o de similaridade tem quatro graus de liberdade, ou seja os mesmos treˆs
que a transformac¸a˜o euclidiana mais o grau de liberdade acrescentado pela alterac¸a˜o de
escala da imagem. Com estas caracter´ısticas e´ poss´ıvel calcular a transformac¸a˜o a partir
da correspondeˆncia de dois pontos. As caracter´ısticas invariantes desta transformac¸a˜o e´ o
ra´cio dos comprimentos.
3.2.1.3 Transformac¸a˜o Affine 2D
Uma transformac¸a˜o affine e´ uma transformac¸a˜o linear na˜o singular seguida de uma
translac¸a˜o. Esta tranformac¸a˜o tem a particularidade de manter o paralelismo entre linhas,
isto e´, linhas que eram paralelas antes da transformac¸a˜o continuam a seˆ-lo depois. A
















e na sua forma mais compacta:
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A transformac¸a˜o affine tem seis graus de liberdade, correspondendo cada um dos graus
a um elemento da matriz 3.22. Para calcular todos os elementos desta matriz, tem de haver
pelo menos a correspondeˆncia de treˆs pontos.
A maneira mais fa´cil de compreender os efeitos geome´tricos causados pela matriz A
e´ fazer a sua decomposic¸a˜o em duas transformac¸o˜es fundamentais: rotac¸a˜o e deformac¸a˜o
3.8. Assim a matriz pode ser definida como sendo:
A = R(θ)R(−φ)DR(φ) (3.25)





Os paraˆmetros λ1 e λ2 sa˜o os factores de escala nas direcc¸o˜es x e y, respectivamente.
Comparando esta transformac¸a˜o com a de similaridade verifica-se que a diferenc¸a se
prende com o facto de nesta transformac¸a˜o a alterac¸a˜o de escala na˜o ser feita uniforme-
mente mas sim em direcc¸o˜es ortogonais.
Figura 3.8: Distorc¸o˜es de uma Transformac¸a˜o Affine. Rotac¸a˜o por R(θ) e deformac¸a˜o por
R(−φ)DR(φ).
3.2.1.4 Transformac¸a˜o Projectiva 2D
A tranformac¸a˜o projectiva e´ uma transformac¸a˜o linear de treˆs vectores homoge´neos
representados por uma matriz na˜o singular de dimensa˜o 3x3, denominada de matriz de
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homografia homoge´nea (Hp). Esta transformac¸a˜o aparece como sendo a mais importante
ja´ que de uma formal geral resume todas as apresentadas anteriormente, equac¸a˜o 3.27
(a transformac¸a˜o projectiva 2D pode ser decomposta em termos de todas as restantes
transformac¸o˜es 2D).
Hp = HEHSHA (3.27)
onde HE ,HS ,HA sa˜o respectivamente as matrizes de homografia que caracterizam as
transformac¸o˜es euclidiana, similaridade e affine. Matricialmente a relac¸a˜o entre pontos de

















m′ = Hpm (3.29)
Visto que o resultado da transformac¸a˜o Hp representa um ponto de coordenadas ho-
moge´neas, apenas importa a relac¸a˜o entre os elementos desta matriz. A multiplicac¸a˜o
de um factor de escala diferente de zero por Hp na˜o altera em nada a transformac¸a˜o
projectiva. Assim, entre os nove elementos na matriz Hp, podem-se definir oito relac¸o˜es
independentes, o que resulta em oito graus de liberdade. Esta transformac¸a˜o pode ser
obtida a partir de pelo menos quatro correspondeˆncias de pontos.
3.2.2 Transformac¸o˜es 3D
Tal como ja´ foi referido, as transformac¸o˜es 3D sa˜o muito semelhantes a`s transformc¸o˜es
2D. A maior diferenc¸a e´ de notar no nu´mero de graus de liberdade que como seria de
esperar e´ superior nas transformac¸o˜es 3D. Tambe´m nestas, as transformac¸o˜es essenciais
sa˜o a rotac¸a˜o e translac¸a˜o.
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onde I e´ a matriz identidade 3x3 e t ∈ <3 e´ o vector translac¸a˜o expresso no referencial de
m′.





onde R e´ a matriz rotac¸a˜o ortonormal 3x3, com RRT = I e |R| = 1. Por vezes e´ mais
conveniente descrever a transformac¸a˜o devida a uma rotac¸a˜o como sendo a diferenc¸a entre
a rotac¸a˜o de um ponto (RM) e rotac¸a˜o no centro da imagem (Rc). Assim,
M ′ = R(M − c) = RM −Rc (3.32)
onde c e´ o centro da imagem.
3.2.2.1 Transformac¸a˜o Euclideana 3D
Da mesma forma que em 2D tambe´m em 3D a transformac¸a˜o euclidena e´ composta





Tratando-se de uma transformc¸a˜o 3D vamos ver o nu´mero de graus de liberdade au-
mentado para seis. A caracter´ıstica invariante nesta transformac¸a˜o continua a ser os
comprimentos, ou seja com esta transformac¸a˜o os volumes va˜o ser mantidos.
3.2.2.2 Transformac¸a˜o de Similaridade 3D
Como foi visto no caso de 2D, tambe´m agora e´ multiplicado um factor de escala s,
acrescentando assim uma alterac¸a˜o de escala a` transformac¸a˜o euclidiana 3D. Esta trans-






Esta transformac¸a˜o preserva os aˆngulos entre linhas e planos. Para a transformac¸a˜o
de similaridade va˜o existir sete graus de liberdade, os seis da transformac¸a˜o anterior mais
o grau adicionado pela alterac¸a˜o de escala.
3.2.2.3 Transformac¸a˜o Affine 3D












Tambe´m aqui se manteˆm os paralelismos, mas agora entre linhas e planos. Com esta
transformac¸a˜o conseguem-se doze graus de liberdade.
3.2.2.4 Transformac¸a˜o Projectiva 3D
A transformac¸a˜o projectiva 3D, tal como no caso bidimensional, e´ constitu´ıda pelas
restantes transformac¸o˜es podendo ser definida como:
M ′ = HEHSHAM = HpM (3.37)
com a matriz homoge´nea Hp 4x4,
Hp =

h11 h12 h13 h14
h21 h22 h23 h24
h31 h32 h33 h34
h41 h42 h43 h44
 (3.38)
A transformac¸a˜o projectiva e´ definida por quinze graus de liberdade, sendo sete provi-
nientes da transformac¸a˜o de similaridade, cinco devidos a`s alterac¸o˜es de escala provocados
pela transformac¸a˜o affine e treˆs para a parte da transformac¸a˜o projectiva.
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3.3 Relac¸a˜o entre duas imagens
Como ja´ foi visto na secc¸a˜o anterior existe uma relac¸a˜o entre um ponto no mundo
(M na figura 3.1) e a sua projecc¸a˜o no plano da imagem (m na figura 3.1). Nesta secc¸a˜o
vamos tratar agora da relac¸a˜o existente entre os pontos de duas imagens. A relac¸a˜o entre
dois pontos de diferentes imagens que retratam o mesmo ponto do mundo e´ dada pelas
transformac¸o˜es descritas anteriormente.
(a) (b)
Figura 3.9: Relac¸a˜o entre duas imagens. a) Relac¸a˜o entre um ponto 3D do mundo e um
ponto da imagem. b) Relac¸a˜o entre os pontos de duas imagens considerando o ponto do
mundo num plano.
A relac¸a˜o dos pontos pode ser dividida em duas partes: uma em que e´ sabida a
profundidade da imagem (figura 3.9(a)) e a segunda quando na˜o se sabe a profundidade
da imagem (figura 3.9(b)).
Assumindo que se sabe a profundidade da imagem, e´ poss´ıvel calcular a localizac¸a˜o do





onde P e P ′ sa˜o as matrizes projecc¸a˜o perpesctiva (PPM ) da primeira e segunda imagem
respectivamente.
Como normalmente a profundidade de uma imagem na˜o e´ conhecida, a relac¸a˜o entre
os pontos de duas imagens e´ descrita de forma diferente. Pode-se enta˜o, considerar que
o ponto no mundo se encontra numa cena plana e deste modo a profundidade pode ser
definida como zero, o que leva a u´ltima coluna de M10 a ser ignorada. Podendo enta˜o
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relacionar-se os pontos das duas imagens atrave´s de uma matriz de homografia (trans-
formac¸a˜o).
m′ = H10m (3.40)
Outra situac¸a˜o em que na˜o e´ necessa´rio saber e´ a profundidade acontece quando as
imagens sa˜o capturadas em rotac¸a˜o pura (t0 = t1), neste caso podemos descrever a relac¸a˜o
entre os pontos das duas imagens como:
m′ ≈ K1R10K−10 m (3.41)
onde, K0 e K1 sa˜o as matrizes dos paraˆmetros intr´ınsecos da primeira e segunda caˆmara
respectivamente. Para o caso das duas imagens serem obtidas a partir da mesma caˆmara
as paraˆmetros intr´ınsecos va˜o ser iguais e consequentemente K = K0 = K1.
3.4 Geometria Epipolar
A geometria epipolar existente entre duas imagens e´ essencialmente a geometria da
intersecc¸a˜o dos planos de imagem com a baseline. A aplicac¸a˜o desta geometria e´ feita na
rectificac¸a˜o de imagens, correspondeˆncia de pontos e determinac¸a˜o da orientac¸a˜o e posic¸a˜o














Figura 3.10: Representac¸a˜o da geometria Epipolar [1].
Na figura 3.10 esta˜o representadas as componentes da geometria epipolar. A baseline
e´ o eixo que une o centro das duas caˆmaras. Os epipo´los (e e e′ da figura 3.10) sa˜o os
pontos de intersecc¸a˜o entre a baseline e os planos de imagem. O plano epipolar (plano pi
na figura 3.10(a)) e´ o plano que conte´m a baseline e um ponto no mundo (X). As linhas
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epipolares (l e l’ da figura 3.10(a)) sa˜o a intersecc¸a˜o dos planos epipolares com os planos
de imagem. Pela figura 3.10(b), e´ poss´ıvel verificar que com a variac¸a˜o das coordenadas de
um ponto 3D (X), os planos epipolares para cada ponto va˜o ser rodados sobre a baseline.
Ha´ duas formas de representar a geometria epipolar algebricamente, atrave´s da matriz
fundamental ou atrave´s da matriz essencial que representa um caso particular da matriz
fundamental.
3.4.1 Matriz Fundamental
A matriz fundamental descreve a geometria epipolar na sua generalidade, para casos
em que as caˆmaras utilizadas na˜o esta˜o calibradas, ou seja os pontos encontram-se em
coordenadas do referencial da imagem. Nesta situac¸a˜o a matriz fundamental e´ obtida da
resoluc¸a˜o da seguinte equac¸a˜o:
m′Fm = 0 (3.42)
A determinac¸a˜o da matriz essencial e´ obtida de forma ideˆntica, mas como para este
caso os pontos teˆm de se encontrar em coordenadas da caˆmara e´ necessa´rio aplicar a
matriz dos paraˆmetros intr´ınsecos (equac¸a˜o 3.9) aos pontos de forma a que estes fiquem
em coordenadas normalizadas (KTm e KTm′). Assim a matriz essencial e´ determinada
atrave´s da seguinte relac¸a˜o:
(KTm′)TE(KTm) = 0 (3.43)
A matriz essencial dispo˜e de cinco graus de liberdade, para a matriz de rotac¸a˜o e
translac¸a˜o. Este baixo nu´mero de graus de liberdade, prende-se com o facto de se usarem
coordenadas homoge´neas, que provoca uma ambiguidade de escala. Esta caracter´ıstica
permite que a matriz essencial seja decomposta em rotac¸a˜o e translac¸a˜o a menos de um
factor de escala.
3.4.2 Decomposic¸a˜o da Matriz Essencial
A matriz essencial ganha ainda relevaˆncia devido a uma caracter´ıstica que lhe permite
ser decomposta numa relac¸a˜o entre translac¸a˜o e rotac¸a˜o (equac¸a˜o 3.44).
E = tR (3.44)
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A obtenc¸a˜o destes dois factores, e´ feita atrave´s da decomposic¸a˜o em valores singulares
(SVD) da matriz essencial, de onde o resultado obtido e´ o seguinte:
E = UΣV T (3.45)
onde, Σ = diag{σ1, σ2, σ3} com σ1 ≥ σ2 ≥ σ3 ≥ 0 e σ1 6= σ2 e σ3 6= 0.
Atrave´s da conjugac¸a˜o das treˆs matrizes determinadas com a decomposic¸a˜o da matriz
essencial e´ enta˜o poss´ıvel definir duas hipo´teses para a translac¸a˜o (equac¸a˜o 3.46) e duas
para a rotac¸a˜o (equac¸a˜o 3.47). Pode-se concluir que ira˜o existir quatro hipo´teses para a
matriz essencial, visto que para cada translac¸a˜o poss´ıvel existem duas rotac¸o˜es.
Hipo´tese 1 Hipo´tese 2 Hipo´tese 3 Hipo´tese 4
t1 R1 t2 R1 t1 R2 t2 R2
Tabela 3.2: Tabela de hipo´teses de decomposic¸a˜o da matriz essencial.
Destas quatro apenas uma sera´ a real, ou seja, apenas uma das hipo´teses mapeia os
pontos com profundidade positiva. Nas restantes hipo´teses a translac¸a˜o e rotac¸a˜o va˜o














3.5 Decomposic¸a˜o Matriz de Homografia
Como se viu atra´s na secc¸a˜o de transformac¸o˜es, uma matriz de homografia encapsula
paraˆmetros de rotac¸a˜o e translac¸a˜o que permitem relacionar a informac¸a˜o entre duas
imagens.
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Apo´s a determinac¸a˜o da matriz de homografia a sua decomposic¸a˜o pode ser feita em





Na decomposic¸a˜o da matriz de homografia, comec¸a-se por encontrar o vector N que
indica a direcc¸a˜o do plano da cena (vector do plano). A matriz sime´trica HTH tem treˆs
valores pro´prios σ21 ≥ σ22 ≥ σ23 ≥ 0 e σ2 = 1. Como a matriz HTH e´ sime´trica pode ser
diagonalizada por uma matriz ortogonal V , tal que:
HTH = V ΣV T (3.50)









Consequentemente v2 e´ ortogonal ao vector N e t e o seu comprimento e´ mantido sobre o














estes dois vectores sa˜o tambe´m preservados sobre o mapeamento de H. Ale´m disso e´
fa´cil de ver que H preserva todos os vectores unita´rios dentro de cada um dos seguintes
sub-espac¸os:
S1 = span{v2, u1}
S2 = span{v2, u2}
(3.53)
Uma vez que v2 e´ ortogonal a u1 e u2, (v2 × u1) e´ um vector unita´rio normal a S1 e
(v2 × u2) e´ um vector unita´rio normal a S2. O conjunto dos vectores {v2, u1, (v2 × u1)} e
{v2, u2, (v2 × u2)} formam dois conjuntos de bases ortogonais para determinar a rotac¸a˜o.




R(v2 × u1) = (H × v2)Hu1
(3.54)
Com base nas equac¸o˜es anteriores podemos enta˜o definir as seguintes matrizes:
U1 = [v2, u1, (v2 × u1)]
U2 = [v2, u2, (v2 × u2)]
(3.55)
W1 = [Hv2,Hu1, (H × v2)Hu1]






Daqui podemos concluir que cada sub-espac¸o (S1 e S2) vai contribuir com duas soluc¸o˜es





~N1 = (v2 × u1) ~N3 = − ~N1
1





~N2 = (v2 × u2) ~N4 = − ~N2
1
d t2 = (H −R2)N2 1d t4 = −1d t2
Tabela 3.3: Hipo´teses de soluc¸a˜o da decomposic¸a˜o da matriz de homografia.
De modo a reduzir o nu´mero de hipo´teses fisicamente poss´ıveis, deve ser imposta a
restric¸a˜o de profundidade positiva, uma vez que a caˆmara apenas consegue ver pontos que
esta˜o a` sua frente. Para isto o terceiro elemento do vector ~N tera´ de ser maior que zero
(equac¸a˜o 3.58).
~NT e3 = n3 > 0 (3.58)
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A te´cnica de mosaico na˜o e´ mais que um conjunto de etapas para a obtenc¸a˜o de um
mapa para inspecc¸a˜o e/ou navegac¸a˜o. A soluc¸a˜o proposta para a criac¸a˜o destes mapas,
baseados na junc¸a˜o de va´rias imagens, passa pelas seguintes etapas:
• detecc¸a˜o de pontos chave/interesse;
• correspondeˆncia entre pontos de interesse de duas imagens;
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• estimac¸a˜o de uma transformac¸a˜o que relacione a informac¸a˜o de duas imagens;
• junc¸a˜o das imagens;
A detecc¸a˜o e correspondeˆncia de caracter´ısticas ou pontos chave/interesse em imagens e´
uma componente essencial em muitas aplicac¸o˜es de visa˜o computacional, tais como junc¸a˜o
e alinhamento de imagens, estabilizac¸a˜o de v´ıdeo ou estimac¸a˜o da posic¸a˜o da caˆmara.
Atrave´s da correspondeˆncia e´ poss´ıvel saber quais os pontos de duas imagens que sa˜o a
projecc¸a˜o da mesma cena ou objecto [33].
Existem pelo menos duas formas poss´ıveis de abordar o problema de detecc¸a˜o de pontos
chave ou caracter´ısticas e as suas correspondeˆncias. A primeira e´ com recurso a te´cnicas
de correlac¸a˜o e mı´nimos quadrados. Com esta te´cnica e´ poss´ıvel por exemplo detectar os
cantos de portas, janelas, telhado ou a linha entre as montanhas e ce´u na figura 4.1. A
segunda e´ detectar as caracter´ısticas independentemente em cada imagem (ex.: SIFT e
KLT ), como por exemplo zonas com grandes diferenc¸as de contraste (gradiente), como
e´ o caso de sombras na neve ou diferenc¸a de contraste entre uma zona de montanha e
o ce´u (figura 4.1). Esta segunda forma, demonstra ser a mais indicada para aplicac¸o˜es
onde exista um grande movimento ou mudanc¸a de apareˆncia entre imagens (ex.: criac¸a˜o
de mosaico de imagens) [3]. Com ambos os me´todos a correspondeˆncia e´ feita com base
na orientac¸a˜o e apareˆncia local dos pontos de interesse.
Figura 4.1: Dois pares de imagens para correspondeˆncia de pontos de interesse [3].
Apesar de os algoritmos de detecc¸a˜o/localizac¸a˜o serem bastante eficazes, nem sempre e´
poss´ıvel fazer uma correspondeˆncia correcta entre os pontos de interesse de duas imagens,
pelo que para aplicac¸o˜es como criac¸a˜o de um mosaico a partir de imagens e´ necessa´rio
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recorrer a estimac¸a˜o robusta. Os algoritmos de estimac¸a˜o robusta permitem fazer uma
ana´lise dos dados, descartando as falsas correspondeˆncias com grande eficieˆncia. Apesar
da grande eficieˆncia estes algoritmos demonstram desvantagens a n´ıvel computacional.
Esta desvantagem pode ser ultrapassada com a utilizac¸a˜o de informac¸a˜o de um sistema
inercial que permita encontrar a relac¸a˜o entra as duas imagens e excluir os dados que na˜o
sejam coerentes com essa relac¸a˜o.
Atrave´s da correcta correspondeˆncia de pontos de interesse de duas imagens consecu-
tivas e´ poss´ıvel fazeˆ-las coincidir, pela a´rea comum da mesma cena, alinhando as imagens
atrave´s da utilizac¸a˜o de geometria aplicada a visa˜o.
Apo´s a ana´lise anterior, com base nos projectos existentes de quadrotors, sistemas visa˜o
neles implementados e te´cnicas de criac¸a˜o de mapas, e´ fa´cil delinear as etapas necessa´rias
para a obtenc¸a˜o de um mosaico de imagens para inspecc¸a˜o. Deste modo as fases para a
criac¸a˜o de um mapa de imagens podem ser as seguintes: detecc¸a˜o e correspondeˆncia de
pontos de interesse, exclusa˜o de falsas correspondeˆncias e por fim a unia˜o das imagens. A
soluc¸a˜o aqui apresentada tem: como detector de pontos de interesse o algoritmo SIFT ;
para exclusa˜o de falsas correspondeˆncias a estimac¸a˜o robusta com RANSAC ; para junc¸a˜o
de imagens sa˜o usadas transformac¸o˜es bidimensionais que permitam relacionar duas ima-
gens.
4.1 Scale-Invariant Feature Transform (SIFT)
O algoritmo SIFT (Scale-Invariant Feature Transform) resolve muitos dos problemas
de detecc¸a˜o de pontos chave pois permite detectar com efica´cia caracter´ısticas distintas de
imagens, como e´ o caso de pontos que sa˜o invariantes com a escala e rotac¸a˜o da imagem
e parcialmente invariantes a variac¸o˜es na iluminac¸a˜o e adic¸a˜o de ru´ıdo [33].
Este me´todo e´ executado em duas fases: a primeira para detecc¸a˜o de caracter´ısticas/pontos
chave na imagem, na segunda sa˜o gerados os descritores dos pontos chave. Pode enta˜o
dividir-se o algoritmo SIFT em treˆs etapas:
• Detecc¸a˜o/Localizac¸a˜o de pontos chave
• Atribuic¸a˜o da orientac¸a˜o
• Descritor do ponto chave
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A primeira fase corresponde a` detecc¸a˜o de pontos caracter´ısticos/chave na imagem sobre
todas as escalas e as duas u´ltimas etapas a` fase de caracterizac¸a˜o destes pontos.
4.1.1 Detecc¸a˜o/Localizac¸a˜o de Pontos Chave
O primeiro passo da detecc¸a˜o de pontos chave e´ identificar as localizac¸o˜es e escalas dos
pontos da mesma cena ou objecto que possam ser encontrados em diferentes imagens.
Detectar localizac¸o˜es que sa˜o invariantes a` escala da imagem pode ser conseguido
atrave´s da procura de caracter´ısticas esta´veis sobre todas as escalas, utilizando uma func¸a˜o
espac¸o de escala [34]. Koenderik e Lindeberg ([35, 36]) mostraram que segundo uma
variedade de pressupostos razoa´veis a u´nica possibilidade de um kernel espac¸o de escala
e´ uma func¸a˜o gaussiana. Assim, o espac¸o de escala de uma imagem e´ definido como uma
func¸a˜o (L), que e´ definida como a convoluc¸a˜o de uma func¸a˜o gaussiana (G), com uma
imagem (I):
L(x, y, δ) = G(x, y, δ) ∗ I(x, y) (4.1)
onde,






Para detectar eficazmente a localiza˜o dos pontos chave no espac¸o de escala, David Lowe [33]
propo˜e a utilizac¸a˜o da diferenc¸a de duas escalas separadas por um factor de multiplicac¸a˜o
k, obtendo-se assim uma func¸a˜o de diferenc¸a de gaussiana, a convolver com a imagem:
D(x, y, δ) = (G(x, y, kδ)−G(x, y, δ)) ∗ I(x, y)
= L(x, y, kδ)− L(x, y, δ)
(4.3)
4.1.2 Orientac¸a˜o dos Pontos Chave
E´ importante caracterizar os pontos chave quanto a` sua orientac¸a˜o, para os tornar
invariantes em relac¸a˜o a` rotac¸a˜o da imagem. Esta caracter´ıstica e´ fundamental para
efectuar uma correcta correspondeˆncia entre pontos de duas imagens que retratam uma
cena de diferentes aˆngulos de visa˜o.
A fim de determinar a orientac¸a˜o dos pontos chave de uma imagem, e´ usada a escala
do ponto para selecionar a imagem gaussiana (L) na escala mais pro´xima. Para cada uma
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Figura 4.2: Esquema de procura da localizac¸a˜o de pontos chave.
destas amostras da imagem, e´ calculada a magnitude (4.4) e orientac¸a˜o (4.5) do gradiente,
atrave´s da diferenc¸a de pixeis numa janela de 16x16 pixeis em torno do ponto de interesse.
m(x, y) =
√
[L(x+ 1, y)− L(x− 1, y)]2 + L(x, y + 1)− L(x, y − 1)]2 (4.4)
θ(x, y) = arctan
(
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
)
(4.5)
Com estes valores e´ constru´ıdo um histograma de orientac¸o˜es com base na magnitude
dos gradientes que esta˜o compreendidos numa janela gaussiana de 1.5δ que define a regia˜o
de interesse (linha azul na figura 4.3). Apenas sa˜o usados os valores da regia˜o de inte-
resse por forma a diminuir a influeˆncia dos gradientes afastados do centro (localizac¸a˜o do
ponto). Antes de determinar o ma´ximo do histograma, este e´ suavizado atrave´s de um
filtro mediano. O pico mais elevado do histograma e´ detectado como a orientc¸a˜o do ponto
chave. No entanto mais pontos chave podem ser gerados nesta localizac¸a˜o, e´ o caso de
existir uma ou mais orientac¸o˜es no histograma em que a sua magnitude e´ superior a 80%
do pico ma´ximo.
4.1.3 Descritor do Ponto Chave
As fases de localizac¸a˜o e atribuic¸a˜o de orientac¸a˜o permitem caracterizar cada ponto
de interesse com uma localizac¸a˜o, uma escala e uma orientac¸a˜o. A etapa do descritor vai
permitir caracterizar a imagem na regia˜o do ponto de interesse (mesma janela 16x16 da
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Figura 4.3: Exemplo gra´fico da janela de interesse da imagem, e respectivos gradientes, e
histograma de aˆngulos em func¸a˜o dos gradientes.
determinac¸a˜o da orientac¸a˜o), que e´ altamente distintiva e o mais invariante poss´ıvel, a
variac¸o˜es de luminosidade e diferentes aˆngulos de visa˜o.
Para cada sub-regia˜o de tamanho 4x4 pixeis, e´ determinado um histograma de ori-
entac¸o˜es com oito direcc¸o˜es, com base nos gradientes de cada pixel. O descritor e´ enta˜o
caracterizado por estas oito direcc¸o˜es, em que cada seta representa a magnitude do gradi-
ente na sua direcc¸a˜o. Obtendo-se assim o descritor na forma de um vector com 128 valores
na˜o negativos correspondentes a` magnitude de cada direcc¸a˜o.
Figura 4.4: Exemplo gra´fico de um descritor do algoritmo SIFT.
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4.2 Correspondeˆncia de Pontos
Uma vez extra´ıdos das imagens os pontos de interesse e devidamente caracterizados
pelo seu descritor, o pro´ximo passo e´ estabelecer uma primeira correspondeˆncia entre estes
pontos. A aproximac¸a˜o que se tem na correspondeˆncia de pontos depende da aplicac¸a˜o em
que vai ser usada, por exemplo, se for para estabelecer a correspondeˆncia entre pontos de
duas imagens sobrepostas, ja´ se sabe a` partida que existira˜o pontos de interesse comuns; no
entanto se for usada para reconhecimento de objectos numa imagem na˜o temos a garantia
de que va˜o existir correspondeˆncias.
Figura 4.5: Problema da correspondeˆncia de Pontos.
Enta˜o para esta primeira correspondeˆncia e´ feita a comparac¸a˜o dos descritores dos
pontos de interesse de duas imagens. Assim, um descritorDesc corresponde a um descritor
Desc’, na segunda imagem, se a diferenc¸a entre eles multiplicada por um threshold na˜o
for superior a` distaˆncia do Desc a qualquer outro descritor da segunda imagem Descn.
No caso de dois ou mais descritores serem aceites como correspondeˆncia de um descritor
apenas e´ aceite o melhor, ou seja o descritor com o valor de distaˆncia mais baixo.
4.3 Estimac¸a˜o Robusta em Visa˜o Computacional
Uma das tarefas chave no campo da visa˜o computacional e´ estabelecer uma relac¸a˜o
entre a informac¸a˜o extra´ıda de imagens e um modelo matema´tico. A relac¸a˜o entre os
pontos correspondentes de duas imagens pode ser considerada de dois tipos: falsos e
verdadeiros. As correspondeˆncias verdadeiras referem-se a informac¸a˜o via´vel e que ira´
gerar bons resultados na sua utilizac¸a˜o. As falsas correspondeˆncias sera˜o todos aqueles
dados que induzira˜o erro na estimac¸a˜o, por exemplo dados que conteˆm ru´ıdo. Estas
dificuldades sa˜o ultrapassadas com a utilizac¸a˜o de algoritmos de estimac¸a˜o robusta [37],
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que permitem excluir as falsas correspondeˆncias, ou atrave´s do uso de informac¸a˜o de
sensores presentes no ve´ıculo (ex.: INS ) e que permitam a validac¸a˜o das correspondeˆncias
entre as imagens (cap´ıtulo 5).
Na descric¸a˜o de estimac¸a˜o robusta importa definir claramente o significado de robustez.
Na estimac¸a˜o um algoritmo e´ definido como robusto atrave´s do seu ponto de quebra.
Este ponto e´ dado pela percentagem de falsas correspondeˆncias entre duas imagens e que
causam uma divergeˆncia na estimac¸a˜o para longe do valor real. Em teoria o valor de
quebra ma´ximo e´ de 50%, limite para algoritmos como por exemplo LMS e M-estimators,
podendo atingir em pra´tica valores superiores a 50% atrave´s de algoritmos como RANSAC
e transformada de Hough [38].
4.3.1 RANSAC - Random Sample Consensus
O algoritmo, RANSAC (Random Sample Consensus) foi introduzido pela primeira
vez em 1981 por Fischler e Bolles [39] como sendo um me´todo para a estimac¸a˜o de
paraˆmetros de um certo modelo (linha recta, plano, homografia ou pontos relacionados
por uma rotac¸a˜o, translac¸a˜o e escala), partindo de um conjunto de dados contaminados
por uma grande quantidade de dados falsos (normalmente mais de 50%).
O algoritmo RANSAC segue a seguinte estrate´gia: os dados obtidos (D) teˆm um total
de N elementos, com uma percentagem desconhecida de dados falsos. Para estimar os
paraˆmetros do modelo pretendido, tem de se separar a informac¸a˜o em falsa e verdadeira
e fazer a estimac¸a˜o com base apenas nos dados verdadeiros. Para seguir a estrate´gia
definida, o algoritmo RANSAC e´ composto por dois passos: hipo´tese e teste/verificac¸a˜o,
repetidos iterativamente. No passo de hipo´tese sa˜o geradas soluc¸o˜es para os paraˆmetros do
modelo pretendido, apartir do MSS (minimal sample set). Na fase de teste/verificac¸a˜o e´
cotado um conjunto CS (consensus set), originado de um MSS, de acordo com o nu´mero
de elementos do conjunto de dados inicial (D) que sa˜o consistentes com os paraˆmetros
estimados do modelo pretendido.
Um exemplo simples da aplicac¸a˜o do algoritmo RANSAC, e´ a sua utilizac¸a˜o para a
estimac¸a˜o de uma linha recta com base num conjunto de pontos 2D. Deste conjunto sa˜o
seleccionados aleato´riamente dois pontos (MSS) que definem o modelo de uma linha recta.
Os pontos do conjunto de dados pro´ximos desta linha segundo um threshold e´ o CS. O
consensus set que consiga um maior nu´mero dados, melhor correspondeˆncia dos dados face
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Figura 4.6: Representac¸a˜o ilustrativa do algoritmo RANSAC.
a` linha definida, e´ aceite como a melhor estimac¸a˜o (linha verde representada na figura 4.7).
Figura 4.7: Exemplo Algoritmo RANSAC aplicado a` estimac¸a˜o de uma linha recta. Linha
verde melhor estimac¸a˜o para o modelo de uma linha recta. Linha vermelha, hipo´tese de
estimac¸a˜o rejeitada.
4.3.1.1 Construcc¸a˜o do MSS - Minimal Sample Set
Se os pontos do conjunto de dados de entrada (D) estiverem livres de ru´ıdo, enta˜o qual-
quer conjuntoMSS (s) e´ composto apenas por dados verdadeiros, pelo que os paraˆmetros
do modelo va˜o ser bem estimados. Assim, no primeiro passo do algoritmo RANSAC, e´
seleccionado aleatoriamente um conjunto s, a partir do conjunto dos dados de entrada
D, de onde sa˜o estimados os paraˆmetros do modelo (θ), com base apenas nos dados do
conjunto s.
4.3.1.2 Nu´mero de Iterac¸o˜es
Na˜o e´ necessa´rio tentar arranjar todas as combinac¸o˜es de conjuntosMSS (s) poss´ıveis,
o que tambe´m e´ computacionalmente impensa´vel. Assim sendo, o nu´mero de iterac¸o˜es (h)
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devera´ ser suficientemente grande, para assegurar que com uma probabilidade p pelo menos
um dos conjuntos s esta´ livre de dados falsos.
Se p for a probabilidade de obter correctamente os paraˆmetros de um modelo, a partir
de um conjunto s obtido dos dados de entrada D. Consequentemente, a probabilidade de
achar um s com pelo menos um dado falso e´:
1− p (4.6)
Se agora construirmos h diferentes de conjuntos s, enta˜o a probabilidade de todos
estarem contaminados por dados falsos e´ dada por:
(1− p)h (4.7)
Este valor tende para zero quando h crescer para infinito, ou seja, mais cedo ou mais
acabaremos por encontrar um bom conjunto s. O nu´mero de iterac¸o˜es desejado tera´ de
ser grande o suficiente para que a probabilidade na equac¸a˜o 4.7, esteja abaixo de um certo
threshold (δ).
(1− p)h ≤ δ (4.8)
A relac¸a˜o anterior pode ser invertida a fim de determinar o nu´mero de iterac¸o˜es,
podendo escrever-se da seguinte forma:
h ≥ log δ
log(1− p) (4.9)
4.3.1.3 Cotac¸a˜o de um CS - Consensus Set
Como ja´ foi mencionado cada MSS da´ origem a um CS, este conjunto tem de ser
cotado para avaliar o melhor conjunto CS. O algoritmo RANSAC na sua formulac¸a˜o
original [39], avalia o conjunto CS com base no nu´mero de elementos presentes no conjunto
(cardinalidade), ou seja, um conjunto CS com mais elementos era classificado melhor que
um que tivesse contido poucos elementos.
Deste modo, o algoritmo RANSAC pode ser visto como um algoritmo de optimizac¸a˜o,
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onde e2 e´ a descrepaˆncia entre um ponto do conjunto de entrada (D) e os paraˆmetros
estimados, e p(e2) pode assumir os seguintes valores:
p(e2) =

0 e2 < δ2
constante e2 ≥ δ2
(4.11)
Ou seja, dados verdadeiros contam zero para a avaliac¸a˜o e os dados falsos contam
uma penalizac¸a˜o constante. Assim quanto maior o threshold (δ), maior sera´ o nu´mero
de soluc¸o˜es (CS) com o valor da func¸a˜o de mı´nimo custo (C) igual, fazendo com que a
estimac¸a˜o fique ma´. No caso de o threshold ser um valor demasiado pequeno os paraˆmetros
estimados tendem a ser insta´veis. Por exemplo, se um threshold for suficientemente grande,
enta˜o todas as soluc¸o˜es (CS) va˜o ter custos iguais, isto e´, todos os dados va˜o ser aceites
como verdadeiros. Definida desta maneira a cotac¸a˜o do conjunto CS pode ser levada para




e2 e2 < δ2
δ2 e2 ≥ δ2
(4.12)
Pode-se verificar que da mesma maneira que em 4.11 dados falsos contribuem com
um valor constante tambe´m em 4.12 isso acontece, a diferenc¸a esta´ no facto de agora
informac¸a˜o verdadeira ser pesada pela forma como se ajusta aos dados. Torr et al. referem-
se a esta modificac¸a˜o do algoritmo RANSAC original, com o nome de MSAC [40].
4.3.1.4 Threshold
A distaˆncia de threshold (δ), e´ uma distaˆncia que devera´ ser tal que com uma pro-
babilidade α um ponto do conjunto de dados de entrada D e´ considerado como dado
verdadeiro. Por exemplo, para um α = 0.95 existe 95% de probabiblidade de um ponto
ser considerado verdadeiro. Para o ca´lculo desta distaˆncia e´ preciso saber a distribuic¸a˜o de
probabilidade para considerar que um dado e´ verdadeiro, para um determinado modelo,
o que nem sempre e´ poss´ıvel obter de forma trivial. Na pra´tica o valor de threshold e´
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escolhido empiricamente. Assim, um ponto e´ considerado verdadeiro ou falso se a sua
distaˆncia for inferior ou superior ao threshold, respectivamente.

verdadeiro d2 < δ2
falso d2 ≥ δ2
(4.13)
4.3.1.5 RANSAC Aplicado a Homografia
Dado um conjunto de correspondeˆncias entre duas imagens, atrave´s do algoritmo RAN-
SAC e´ poss´ıvel estimar os paraˆmetros de uma homografia, e da´ı descartar falsas corres-
pondeˆncias. Uma homografia e´ caracterizada por ter nove termos (exemplo de uma matriz
de transformac¸a˜o 2D), mas apenas oito graus de liberdade, uma vez que escala e´ imaterial.
Estes paraˆmetros sa˜o estimados atrave´s do algoritmo nDLT (Normalized Direct Linear
Transform). Tratando-se de uma homografia os paraˆmetros teˆm de ser estimados a partir
de um MSS com cardinalidade de pelo menos quatro. Ou seja, quatro pontos de cada









4.3.2 Outros Algoritmos de Estimac¸a˜o Robusta
Partindo deste algoritmo como base, atrave´s de pequenas modificac¸o˜es, e´ poss´ıvel obter
outras te´cnicas de estimac¸a˜o como e´ o caso do MLESAC (Maximum Likelihood Estima-
tion SAmple and Consensus), PROSAC (PROgressive SAmple Consensus), R-RANSAC
(Randomized RANdom SAmple Consensus), P-RANSAC (Preemptive RANdom SAmple
Consensus) e LMS (Least Median of Squares).
O algoritmo MLESAC tal como o MSAC, permite compensar a sensibilidade do RAN-
SAC melhorando a qualidade do CS, atrave´s do ca´lculo da sua probabilidade [40]. Em
[41], e´ proposto o me´todo PROSAC, no qual a modificac¸a˜o para o RANSAC fica-se com o
facto de se esperar a` partida que alguma informac¸a˜o seja conhecida, podendo assim mais
fa´cilmente definir os dados como falsos ou verdadeiros. Uma versa˜o aleato´ria do RAN-
SAC, chamada R-RANSAC e´ proposta em [42], a ideia principal desta variante e´ reduzir
a carga computacional necessa´ria para encontrar um bom consensus set (CS ), para isso e´
utilizado apenas um conjunto de dados de entrada, em vez do conjunto inteiro. Por fim, o
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P-RANSAC permite estimativa robusta em tempo real. A ideia central desta modificac¸a˜o
do RANSAC, consiste na gerac¸a˜o de um nu´mero fixo de hipo´teses que sa˜o comparadas no
que diz respeito a` qualidade da hipo´tese gerada.
No algoritmo RANSAC um modelo instaˆnciado por um pequeno conjunto de dados
e´ avaliado pelo nu´mero de dados contidos num intervalo de distaˆncia. Uma alternativa e´
avaliar o modelo pela me´dia das distaˆncias a todos os pontos, sendo selecionado o modelo
com a me´dia mais baixa. O LMS tem vantagem sobre o RANSAC na medida em que
na˜o e´ necessa´rio definir um threshold, nem e´ preciso ter conhecimento pre´vio da variac¸a˜o
do erro. A desvantagem prende-se com o facto deste algoritmo falhar para um nu´mero de
dados falsos superior ao nu´mero de dados verdadeiros [1].
Figura 4.8: Comparac¸a˜o de alguns algoritmos de estimac¸a˜o robusta.
4.4 Junc¸a˜o de Imagens
Atrave´s das transformac¸o˜es geome´tricas descritas no cap´ıtulo anterior, e´ poss´ıvel efec-
tuar o alinhamento das imagens capturadas de diferentes aˆngulos de visa˜o. Para juntar
estas imagens e´ preciso agora faˆze-las coincidir, pelas a´reas das imagens que sa˜o a repre-
sentac¸a˜o da mesma cena f´ısica ou objecto.
4.4.1 Movimento Plano de Perspectiva
O modelo de movimento plano de perspectiva e´ o mais simples de utilizar com imagens
pois neste apenas e´ aplicada uma transformac¸a˜o 2D simples (rotac¸a˜o e translac¸a˜o) nas
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imagens de forma a fazeˆ-las coincidir.
A partir da correspondeˆncia de pontos entre duas imagens sa˜o determinados os paraˆmetros
de rotac¸a˜o (R) e translac¸a˜o (t) de uma transformac¸a˜o 2D a aplicar. Com estes paraˆmetros
determinados as imagens esta˜o agora em condic¸o˜es de serem alinhadas e fundidas. Este
passo e´ feito atrave´s da aplicac¸a˜o da transformac¸a˜o a uma das imagens, mantendo a outra
imagem como base.
As transformac¸o˜es bidimensionais que se adequam a este me´todo de unia˜o de imagens
sa˜o: a transformac¸a˜o euclidiana e a transformac¸a˜o de similaridade.
Figura 4.9: Exemplo do movimento de perspectiva plano, para a junc¸a˜o de duas imagens
[3].
Um exemplo pra´tico deste movimento, e´ o que fazemos se tentarmos juntar algumas
fotografias impressas ou um documento digitalizado. A rotac¸a˜o e translac¸a˜o sa˜o tambe´m
normalmente modelos adequados para compensar pequenos movimentos da caˆmara como
em aplicac¸o˜es de estabilizac¸a˜o de v´ıdeo ou mosaico de imagens.
4.4.2 Panoramas
Tambe´m para a obtenc¸a˜o de mapas de inspecc¸a˜o e´ importante o conceito de panorama.
Estes permitem recriar o cena´rio com imagens obtidas em torno de um ponto, ou seja,
quando existe um caso de rotac¸a˜o pura. Isto pode acontecer por dois motivos: o centro
da caˆmara e´ fixo e todas as imagens sa˜o capturadas efectuando apenas uma rotac¸a˜o da
caˆmara; ou quando sa˜o capturadas imagens com a geometria da cena longe da caˆmara,
nesta situac¸a˜o os pontos na imagem consideram-se no infinito pelo que a translac¸a˜o pode
ser desprezada, restando apenas o factor de rotac¸a˜o.
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Figura 4.10: Exemplo de panorama para a criac¸a˜o de mapas para inspecc¸a˜o [3].
Na criac¸a˜o de mapas com o conceito de panorama, a correspondeˆncia entre pontos de
interesse em duas imagens e´ usada para determinar os paraˆmetros de uma transformac¸a˜o
2D affine ou projectiva. Sendo posteriormente aplicada a transformac¸a˜o a uma das ima-
gens usando a segunda como base, tal como o descrito para o caso anterior.
4.4.3 Coordenadas Esfe´ricas e Cil´ındricas
A transformac¸a˜o para coordenadas esfe´ricas e cilindricas e´ uma alternativa ao uso
de homografias (transformac¸o˜es) para o alinhamento e unia˜o das imagens, mas pouco
utilizada. O objectivo deste me´todo consiste em deformar as imagems de forma a fazer
com que estas fiquem em coordenadas cilindricas. Com isto sera´ apenas necessa´rio utilizar
a translac¸a˜o entre as imagens para as alinhar. Infelizmente este me´todo apenas pode ser
utilizado se for conhecido o aˆngulo entre imagens.
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E´ poss´ıvel definir navegac¸a˜o como sendo o processo de planear, identificar e controlar o
movimento do ve´ıculo, seja este terrestre, ae´reo ou mar´ıtimo, desde o seu ponto de partida
ate´ ao seu destino.
Neste cap´ıtulo sa˜o apresentados alguns conceitos de navegac¸a˜o necessa´rios para a rea-
lizac¸a˜o deste trabalho. Destas noc¸o˜es destaca-se a importaˆncia da relac¸a˜o entre diferentes
referenciais, aos quais os dados sa˜o obtidos.
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54 Fundamentos de Navegac¸a˜o
5.1 Te´cnicas de Navegac¸a˜o
Em termos de te´cnicas de navegac¸a˜o pode-se considerar que estas se dividem em dois
grupos: sistemas baseados em pontos de refereˆncia e sistemas “dead reckoning”.
5.1.1 Sistemas Baseados em Pontos de Refereˆncia
Os sistemas baseados em pontos de refereˆncia sa˜o os mais utilizados para a navegac¸a˜o
de ve´ıculos auto´nomos, sejam eles mar´ıtimos, ae´reos ou terrestres. Estes sistemas propor-
cionam informac¸a˜o relativa a` posic¸a˜o e orientac¸a˜o, bastante precisa com um processamento
mı´nimo.
Os sistemas baseados em pontos de refereˆncia utilizam sensores de: ultra-sons, ra´dio
frequeˆncia ou fontes luminosas (por exemplo: GPS, sistema de visa˜o, sonar, laser), por
forma a determinar a posic¸a˜o e orientac¸a˜o do ve´ıculo relativamente a um ponto de re-
fereˆncia. A posic¸a˜o deste ponto no mundo pode ser conhecida tratando-se enta˜o de um
sistema de navegac¸a˜o active beacon, neste me´todo o ca´lculo da posic¸a˜o e´ feito utilizando
conceitos de trilaterac¸a˜o e triangulac¸a˜o. No caso, desta posic¸a˜o na˜o ser conhecida no
mundo, mas sim de forma relativa estamos perante um sistema de navegac¸a˜o “dead rec-
koning”, em que a informac¸a˜o e´ referenciada em relac¸a˜o a um referencial local.
Em ambos os me´todos apresentados atra´s esta´ muitas vezes associada a sua aplicac¸a˜o
para a criac¸a˜o de mapas para navegac¸a˜o. Estes mapas utilizam a informac¸a˜o de posic¸a˜o e
orientac¸a˜o do ve´ıculo, e dos pontos de refereˆncia, para representar o mundo e atitude do
ve´ıculo nesse local. A te´cnica de SLAM (Simultaneous Localization and Mapping) permite
a integrac¸a˜o de todas estas caracter´ısticas de navegac¸a˜o. Com o SLAM e´ poss´ıvel localizar
e gerar o mapa do mundo envolvente do robot em simultaˆneo, permitindo ao robot navegar
nesse ambiente.
5.1.2 Sistemas “Dead Reckoning”
“Dead Reckoning” e´ uma te´cnica de ca´lculo da posic¸a˜o a partir de medic¸o˜es de velo-
cidade [43]. Isto significa que a navegac¸a˜o e´ feita na auseˆncia de posic¸o˜es fixas e consiste
em calcular a posic¸a˜o do ve´ıculo atrave´s da integrac¸a˜o da velocidade (estimada ou medida
directamente), assim as posic¸o˜es obtidas sa˜o sempre em relac¸a˜o a` posic¸a˜o inicial que e´
conhecida. Este tipo de navegac¸a˜o e´ feito com base em informac¸o˜es de sensores como por
exemplo: encoders, taco´metros, bu´ssola ou IMU (Inercial Measurement Unit).
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As vantagens destes sistemas prendem-se com o facto dos sensores utilizados estarem
contidos no ve´ıculo e na˜o necessitarem de nenhum apoio exterior (ao contra´rio dos sistemas
active beacon) e possibilitarem navegac¸a˜o de baixo custo. Como desvantagem, nestes
sistemas as medidas va˜o-se degradando ao longo do tempo devido a` acumulac¸a˜o de erros
intr´ınsecos dos sensores.
5.1.2.1 Sistema de Navegac¸a˜o Inercial - INS
Um sistema de navegac¸a˜o inercial (INS ) na˜o e´ mais que um sistema de navegac¸a˜o
dead reckoning que fornece informac¸a˜o dinaˆmica sobre a posic¸a˜o e velocidade do ve´ıculo,
tendo como base medic¸o˜es obtidas de um IMU (Inertial Measurement Unit). Um IMU
e´ constitu´ıdo por treˆs acelero´metros e treˆs girosco´pios montados numa tr´ıade ortogonal,
podendo ainda em alguns casos dispor de um magneto´metro.
O pr´ıncipio ba´sico de operac¸a˜o da navegac¸a˜o inercial e´ baseado na lei de movimento
de Newton, que diz que um objecto se mante´m num estado de repouso ou movimento
uniforme, ate´ ser perturbado por uma forc¸a exterior. A aplicac¸a˜o de um forc¸a exterior
gera a acelerac¸a˜o, que e´ medida pelos acelero´metros presentes no IMU. Esta acelerac¸a˜o
quando integrada duas vezes da´ a informac¸a˜o da alterac¸a˜o da posic¸a˜o do ve´ıculo em relac¸a˜o
a`s condic¸o˜es iniciais. Deste modo, o INS fornece informac¸a˜o relativa a` alterac¸a˜o do estado
do ve´ıculo, pelo que as condic¸o˜es iniciais (posic¸a˜o, velocidade e atitude) do ve´ıculo teˆm de
estar bem definidas para uma correcta navegac¸a˜o.
O processo de ca´lculo dos valores de posic¸a˜o, velocidade e atitude, nem sempre e´ muito
simples devido ao facto de que o IMU fornece as medidas relativas a um dado referen-
cial que muitas das vezes e´ diferente do referencial em que a posic¸a˜o e velocidade esta˜o
expressas. Por esta raza˜o o INS conte´m girosco´pios, que servem para fornecer medic¸o˜es
angulares, para que seja poss´ıvel transformar a acelerac¸a˜o medida para o referencial ade-
quado, antes da integrac¸a˜o. Assim a precisa˜o dos girosco´pios e´ fundamental para um INS
porque qualquer erro na transformac¸a˜o da acelerac¸a˜o ira´ provocar um erro no ca´lculo da
posic¸a˜o e velocidade do ve´ıculo.
O desempenho do sistema inercial, tanto dos girosco´pios como dos acelero´metros, e´
afectado por uma variedade de erros. A maioria dos erros pode ser classificada no bias,
factor de escala, desalinhamento de eixos e ru´ıdo. Destes o bias drift e´ aquele que apresenta
maior interesse para este trabalho. O bias e´ uma componente presente quer nos girosco´pios
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quer nos acelero´metros e que consiste em duas partes: uma determinista chamada de bias
offset e uma parte aleato´ria chamado de bias drift. O bias offset refere-se ao offset presente
nas medidas do sistema inercial, este offset pode ser determinado atrave´s de uma calibrac¸a˜o
do sistema inercial. Ja´ o bias drift refere-se a` taxa com que o erro no sensor inercial se
acumula com o tempo.
5.2 Referenciais de Coordenadas
Um referencial e´ um sistema de coordenadas. Para a navegac¸a˜o e´ necessa´rio utilizar
pelo menos dois referenciais. Um para a representc¸a˜o do corpo/inercial e outro para
representac¸a˜o da navegac¸a˜o (mapa).
Alguns dos referenciais mais utilizados em sistemas de navegac¸a˜o sa˜o:
• Referencial ECEF (Earth Centered Earth Fixed)
• Referencial WGS-84 (World Geodetic System 1984 )
• Referencial NED (North East Down)
• Referencial do Corpo (Body Frame)
• Referncial ECI (Earth Centered Inercial)
Nesta secc¸a˜o apenas sera˜o focados os referenciais de interesse para este trabalho (corpo e
END).
5.2.1 Referencial do Corpo
O referencial do corpo neste caso, conte´m os seus eixos coincidentes com os do ve´ıculo,
podendo estes ter sido arbitrados de outra forma. Sendo este o referencial base para os
sensor inercial, estara´ coincidente com o referencial da aeronave. Desta forma, o eixo dos
xx’ aponta para a frente da aeronave (eixo de roll), o eixo de yy’ aponta para a direita
da aeronave (eixo de pitch) e por fim o eixo de zz’ aponta para baixo (eixo de yaw),
completando um sistema de coordenadas ortogonal. A origem deste referencial e´ o centro
de massa do quadrotor.
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5.2.2 Referencial NED
O referencial NED (North East Down), tambe´m conhecido como referencial local, e´
usado para navegac¸a˜o. A utilizac¸a˜o desde referencial faz-se para navegac¸a˜o pro´xima da
sua origem. Este e´ constitu´ıdo por treˆs vectores: N (north), E (east) e D (down). O
vector N, aponta para o po´lo magne´tico norte da terra. O vector E, aponta para o Este
geode´sico. O u´ltimo, vector D, aponta no sentido do vector de gravidade local. O conjunto
destes treˆs vectores forma um sistema de coordenadas ortogonal.
Figura 5.1: Representac¸a˜o do refernecial NED.
5.3 Atitude do Ve´ıculo
Em navegac¸a˜o e´ necessa´rio transformar eficazmente coordenadas entre diferentes refe-
renciais, porque para a fusa˜o da informac¸a˜o dos diversos sistemas de navegac¸a˜o, estes teˆm
de estar no mesmo referencial.
A atitude de uma aeronave no espac¸o (referencial do corpo), pode ser descrita atrave´s
de treˆs rotac¸o˜es (roll, pitch e yaw), normalmente denominadas de aˆngulos de Euler. Os
aˆngulos de Euler esta˜o associados ao referencial do corpo pelo que para serem usados
na navegac¸a˜o ou em aplicac¸o˜es de visa˜o, tera˜o de ser transformados para um referencial
diferente.
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5.3.1 Rotac¸a˜o em Roll (φ)
O aˆngulo de roll, indica a inclinac¸a˜o lateral do quadrotor, rotac¸a˜o em torno do eixo dos
xx’. Quando o aˆngulo de roll e´ φ = 0o, o eixo dos xx’ do referencial do corpo encontra-se








5.3.2 Rotac¸a˜o em Pitch (θ)
Em aeronau´tica o aˆngulo de pitch indica se o nariz da aeronave (frente da aeronave),
esta´ a apontar para cima ou para baixo. Este e´ o aˆngulo de rotac¸a˜o sobre o eixo dos yy’,







5.3.3 Rotac¸a˜o em Yaw (ψ)
O aˆngulo de yaw, representa uma rotac¸a˜o da aeronave para a esquerda ou direita.
Ou seja, uma rotac¸a˜o sobre o vector de gravidade (eixo dos zz’). Este aˆngulo tem valor








5.4 Transformac¸a˜o de Referenciais
Uma vez que os va´rios sensores utilizados em sistemas de navegac¸a˜o podera˜o fornecer
resultados em referenciais diferentes, sera´ necessa´ria a aplicac¸a˜o de me´todos de trans-
formac¸a˜o de coordenadas de modo a que todas as medidas se refiram a um referencial
u´nico.
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A transformac¸a˜o entre o referencial do corpo e o referencial local (NED) pode ser
realizada atrave´s de treˆs rotac¸o˜es consecutivas sobre os eixos do corpo Ycorpo, Xcorpo e




)T = RZ(ψ)RX(φ)RY (θ) (5.1)
Tendo ainda em vista a utilizac¸a˜o de informac¸a˜o do sistema inercial no sistema de visa˜o
para a exclusa˜o de falsas correspondeˆncias, e´ necessa´rio relacionar a informac¸a˜o entre os
dois sensores. Como o sistema inercial tem a sua informac¸a˜o no referencial do corpo e os
dados de visa˜o sa˜o tratados no referencial da caˆmara e´ preciso determinar um rotac¸a˜o que
coloque os dados de ambos no mesmo referencial.
A matriz de rotac¸a˜o que relaciona a informac¸a˜o do sistema inercial e o sistema de
visa˜o, no caso de os dados deste sistema serem recolhidos num plano perpendicular ao







O caso contra´rio de inspecc¸a˜o da´-se quando se pretende inspeccionar um plano paralelo
ao ve´ıculo (ex.: plano horizontal). Nesta configurac¸a˜o a relac¸a˜o entre sistema visa˜o e
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6.1 Arquitectura do Sistema de Navegac¸a˜o e Inspecc¸a˜o Vi-
sual
O sistema de percepc¸a˜o/navegac¸a˜o desenvolvido para este projecto pode ser dividido
em duas fases: a percepc¸a˜o e a navegac¸a˜o. A fase de percepc¸a˜o contempla a criac¸a˜o de
um mosaico de imagens para formac¸a˜o de mapas. A navegac¸a˜o ira´ consistir na obtenc¸a˜o
de informac¸a˜o a partir das imagens que integram o mosaico de forma a que seja poss´ıvel
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determinar a orientac¸a˜o e posic¸a˜o da caˆmara e consequentemente obter informac¸a˜o que
permita a navegac¸a˜o da aeronave.
Figura 6.1: Arquitectura sistema de visa˜o e navegac¸a˜o e esquema da integrac¸a˜o no sistema
do ve´ıculo.
A figura 6.1 pretende representar o modo como o sistema de visa˜o pode ser integrado
no sistema de navegac¸a˜o da aeronave. Os aspectos a focar para a criac¸a˜o de um mo-
saico de imagens em tempo real sa˜o a utilizac¸a˜o da informac¸a˜o de rotac¸a˜o e translac¸a˜o
e a conservac¸a˜o dos pontos de interesse das imagens. Ao serem guardados os pontos de
interesse numa base de dados perde-se a necessidade de ter de procurar novos pontos nas
imagens formadas (mosaico), sendo assim preciso apenas procurar na imagem a adicionar
(Imagemk). Esta base de dados tem de ser actualizada sempre que se funde duas imagens,
ou seja quando os pontos de interesse esta˜o validados com associac¸o˜es correctas.
O vector ~N e´ um paraˆmetro que define a perpendicular ao plano a mapear e e´ depen-
dente da aplicac¸a˜o, ou seja este vector define o plano do mapa a ser criado.
O sistema de visa˜o constituiu ainda parte dos dados de um bloco de estimac¸a˜o de
posic¸a˜o do ve´ıculo. Neste bloco pode ser feita a fusa˜o da informac¸a˜o entre va´rios sensores
desde logo GPS e INS. Aqui o sistema de visa˜o podera´ contribuir com a estimac¸a˜o da
orientac¸a˜o e posic¸a˜o obtida da decomposic¸a˜o da matriz de homografia, valores estes que
podem servir de base para uma estimac¸a˜o dos bias dos girosco´pios e acelero´metros do INS,
melhorando o desempenho quando na˜o ha´ informac¸a˜o dispon´ıvel do estado do GPS.
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6.2 Mosaico de Imagens
Ao longo dos cap´ıtulos anteriores tem vindo a ser apresentados os conceitos teo´ricos
e ferramentas necessa´rias para efectuar um mapa com base em imagens ou frames de
um v´ıdeo. Toda esta mate´ria surge de um estudo do estado da arte (cap´ıtulo 2) sobre
te´cnicas/algoritmos de criac¸a˜o de um mosaico de imagens.
Aqui sa˜o apresentadas duas soluc¸o˜es ideˆnticas para a criac¸a˜o de um mosaico de ima-
gens, diferindo no me´todo de exclusa˜o de falsas correspondeˆncias. Para uma aplicac¸a˜o que
seja executada oﬄine ou online num bom sistema computacional (normalmente dif´ıcil de
transportar a bordo), e´ proposta a utilizac¸a˜o do algoritmo RANSAC para a descartac¸a˜o
de falsas correspondeˆncias. A segunda alternativa fixa-se na utilizac¸a˜o da informac¸a˜o de
um sistema inercial, que traz vantagens na aplicac¸a˜o em tempo real porque requer menos
poder computacional.
Assim os passos para obter um mosaico de imagens podem ser resumidos no seguinte
esquema:
(a) Sequeˆncia para obtenc¸a˜o de mosaico de ima-
gens atrave´s do algoritmo RANSAC.
(b) Sequeˆncia para obtenc¸a˜o de mosaico de ima-
gens atrave´s da informac¸a˜o do INS.
Figura 6.2: Esquema das soluc¸o˜es para a criac¸a˜o de um mosaico de imagens.
Na sequeˆncia das fases de obtenc¸a˜o de um mosaico de imagens (figura 6.2), a` primeira
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imagem e´ efectuada apenas uma rotac¸a˜o (H = R). A informac¸a˜o para determinar essa
rotac¸a˜o vem do sistema de navegac¸a˜o ou directamente do INS. Apo´s a primeira imagem,
a imagem de base sera´ sempre o resultado da fusa˜o das imagens, de modo a permitir
adicionar novas imagens ao mosaico existente. A procura de pontos de interesse com o
algoritmo SIFT e´ feita apenas na nova imagem a adicionar, sendo os pontos de interesse
da imagem anterior guardados para comparac¸a˜o com os da nova imagem. Com os pontos
de duas imagens consecutivas e´ determinada a homografia para relacionar as duas imagens
fazendo-as coincidir.
Nesta secc¸a˜o e´ enta˜o apresentada a aplicac¸a˜o e resultado de cada uma destas etapas
para a criac¸a˜o de um mosaico de imagens.
6.2.1 Detecc¸a˜o e Caracterizac¸a˜o de Pontos de Interesse
A detecc¸a˜o e caracterizac¸a˜o de pontos chave/interesse nas imagens e´ feita com a
aplicac¸a˜o do algoritmo SIFT, deste modo e´ poss´ıvel detectar caracter´ısticas invariantes
a` escala e rotac¸a˜o da imagem. Podemos assim dizer que os pontos detectados sa˜o u´nicos
e esta˜o bem definidos em cada imagem.
A aplicac¸a˜o do algoritmo SIFT para a detecc¸a˜o e caracterizac¸a˜o de pontos de interesse
em imagens e´ feita com recurso a uma ferramenta desenvolvida para MathWorks Matlab,
por Andrea Vedaldi [44]. Esta func¸a˜o implementa todas as etapas do algoritmo SIFT,
desde a aplicac¸a˜o de uma func¸a˜o de diferenc¸a de gaussiana para pesquisa de pontos em
va´rias escalas, ao ca´lculo das magnitudes e orientac¸o˜es dos pontos de interesse.
Esta func¸a˜o encontra-se ainda optimizada de forma a permitir descartar os pontos
de interesse pro´ximos das margens da imagem. O facto de se ignorar esta informac¸a˜o e´
justificada pela fraca qualidade dos descritores destes pontos, quando comparados com os
descritores provenientes de pontos em zonas centrais da imagem. A pior qualidade destes
descritores fica a dever-se a` sua janela, em redor do ponto de interesse, se situar fora da
imagem o que provoca que o descritor determinado na˜o seja o mais correcto.
Enta˜o, na detecc¸a˜o de pontos e´ devolvida a posic¸a˜o (x, y) do ponto de interesse no
sistema de coordenadas da imagem (origem do referencial e´ o canto superior esquerdo da
imagem).
Para completar, na caracterizac¸a˜o dos pontos de interesse e´ obtida a informac¸a˜o da
escala e orientac¸a˜o do ponto de interesse o que permite saber quando e´ definido mais do
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(a) (b)
Figura 6.3: Exemplo de duas imagens com a localizac¸a˜o dos pontos detectados pelo algo-
ritmo SIFT.
que um ponto de interesse na mesma localizac¸a˜o.
(a) Descritores dos pontos de interesse. (b) Dois pontos definidos na mesma localizac¸a˜o.
Figura 6.4: Representac¸a˜o dos descritores dos pontos de interesse.
Com toda esta informac¸a˜o proveniente da imagem e´ enta˜o poss´ıvel definir eficazmente
a localizac¸a˜o de um ponto atrave´s do seu descritor. As duas figuras seguintes (figura 6.5
e figura 6.6) sa˜o exemplos da invariaˆncia a rotac¸o˜es e alterac¸o˜es de escala na imagem,
conseguidas com o algoritmo SIFT.
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(a) (b)
Figura 6.5: Invariaˆncia do algoritmo SIFT, a` rotac¸a˜o da imagem.
(a) (b)
Figura 6.6: Invariaˆncia do algoritmo SIFT, a` escala da imagem.
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6.2.2 Correspondeˆncia de Pontos
Na criac¸a˜o de um mosaico de imagens a correspondeˆncia de pontos de interesse entre
duas imagens assume uma grande importaˆncia, pois todo o trabalho vai depender da
correcta associac¸a˜o destes pontos. Anexado a` importaˆncia da correspondeˆncia de pontos
esta´ a boa qualidade dos descritores dos pontos de interesse.
Os descritores assumem grande relevaˆncia pois e´ neles que esta´ contida toda a in-
formac¸a˜o que permite comparar dois pontos de imagens distintas (secc¸a˜o 4.2), como tal
quanto melhor a definic¸a˜o do descritor melhor e´ a associac¸a˜o feita.
Figura 6.7: Correspondeˆncia atrave´s de descritores.
Contudo e apesar da boa qualidade dos descritores, nem todas as associac¸o˜es sa˜o feitas
correctamente como e´ vis´ıvel na figura 6.7, porque dois pontos bem descritos em zonas
diferentes das duas imagens podem ser associados como sendo o mesmo ponto na cena ou
objecto, devido a` margem de erro que e´ dada para a associac¸a˜o.
6.2.3 Eliminac¸a˜o de Falsas Correspondeˆncias
Como vimos no passo antecedente para a criac¸a˜o de um mosaico de imagens, a cor-
respondeˆncia de pontos e´ fal´ıvel. Para a fusa˜o de imagens e´ necessa´rio ter o maior
nu´mero correcto de correspondeˆncias com a finalidade de serem estimados acertadamente
os paraˆmetros que relacionam as duas imagens.
Nesta secc¸a˜o sera˜o apresentadas duas soluc¸o˜es para a resoluc¸a˜o do problema da cor-
respondeˆncia de pontos de interesse entre imagens. A primeira tem como base o algoritmo
de estimac¸a˜o robusta RANSAC e e´ pensada para uma utilizac¸a˜o numa aplicac¸a˜o oﬄine
e numa estac¸a˜o de terra (execuc¸a˜o remota). Com a segunda hipo´tese pretende-se descar-
tar as falsas correspondeˆncias atrave´s da informac¸a˜o obtida de um sensor inercial. Esta
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alternativa visa colmatar a desvantagem a n´ıvel computacional imposta pela aplicac¸a˜o da
estimac¸a˜o robusta.
6.2.3.1 Exclusa˜o de Correspondeˆncias com RANSAC
Com o intuito de eliminar as falsas correspondeˆncias entre pontos de interesse das
imagens e´ utilizado o algoritmo RANSAC, aplicado a` determinac¸a˜o de homografia, usu-
fruindo do trabalho desenvolvido por Marco Zuliani [45]. A aplicac¸a˜o de Zuliani permite
a utilizac¸a˜o do algoritmo RANSAC nas suas diversas variantes, para estimac¸a˜o de linhas,
planos, homografias ou RST (Rotation Scale Translation).
Na utilizac¸a˜o desta aplicac¸a˜o e´ necessa´rio especificar que tipo de estimac¸a˜o pretende-
mos fazer, que neste caso sera´ a estimac¸a˜o da homografia. A homografia permite fazer o
registo1 de uma imagem em relac¸a˜o a` outra, atrave´s de pontos das duas imagens. Ou seja,
atrave´s das correspondeˆncias feitas atra´s e´ poss´ıvel estimar a relac¸a˜o entre os pontos das
duas imagens, podendo assim eliminar as correspondeˆncias que geram uma ma´ estimac¸a˜o.
Para o algoritmo realizar a estimac¸a˜o e´ enta˜o indispensa´vel fornecer os dados relati-
vos a uma primeira correspondeˆncia (correspodeˆncia de pontos de interesse atrave´s dos
descritores, secc¸a˜o 6.2.2). A execuc¸a˜o da estimac¸a˜o da homografia vai ter como resultado
final um consensus set (CS ), que relembre-se conte´m todos os dados consistentes com o
modelo, com a particularidade de que nesta aplicac¸a˜o o CS na˜o conte´m os dados mas
sim um valor lo´gico que permite saber se uma determinada correspondeˆncia e´ verdadeira
(valor lo´gico 1) ou falsa (valor lo´gico 0).
Correspondeˆncias =
 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10




1 1 1 0 0 0 1 0 0 0
]
(6.2)
De acordo com o que foi dito atra´s, das equac¸o˜es 6.1 e 6.2 pode-se concluir que quatro das
correspondeˆncias esta˜o correctas e as restantes sa˜o falsas.
1O registo de uma imagem em relac¸a˜o a outra, consiste na determinac¸a˜o de paraˆmetros que as fac¸a
coincidir pela mesma zona comum.
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Figura 6.8: Resultado da exclusa˜o de pontos de interesse com RANSAC.
Na figura 6.8 temos o resultado da apliacc¸a˜o do algoritmo RANSAC aos pontos de
interesse da figura 6.7, onde e´ poss´ıvel ver que as ma´s associac¸o˜es deixaram de existir, tendo
sido exclu´ıdas na execuc¸a˜o do algoritmo. Estas novas correspondeˆncias consideradas como
correctas sera˜o as usadas na transformac¸a˜o/deformac¸a˜o da imagem de modo a construir
o mosaico.
6.2.3.2 Exclusa˜o de Correspondeˆncias com INS
Apesar dos excelentes resultados obtidos para a associac¸a˜o de dados, atrave´s da es-
timac¸a˜o robusta e neste caso particular com a utilizac¸a˜o do algoritmo RANSAC, este
revela-se bastante pesado computacionalmente. Pelo que o seu emprego em aplicac¸o˜es que
sa˜o executadas em tempo real traz uma desvantagem.
Aproveitando o facto de existir neste ve´ıculo um sistema inercial (INS ), pode ser usada
a informac¸a˜o proveniente deste para a exclusa˜o de falsas correspondeˆncias.
O sistema inercial e´ capaz de fornecer os dados da atitude da caˆmara no momento
em que uma imagem e´ capturada. Deste modo, atrave´s da atitude de duas imagens
consecutivas (R1 e R2 da equac¸a˜o 6.3) e´ poss´ıvel determinar a rotac¸a˜o (R21 da equac¸a˜o
6.3) que transforma os pontos da segunda imagem (Pimg2 na equac¸a˜o 6.4) para a primeira
imagem (Pimg1 na equac¸a˜o 6.4).
R21 = R1RT2 (6.3)
Pimg1 = R21Pimg2 (6.4)
70 Implementac¸a˜o e Resultados
Figura 6.9: Resultado da aplicac¸a˜o da rotac¸a˜o do INS aos pontos caracter´ısticos da imagem
2 (pontos a amarelo) colocando-os na imagem 1 (pontos a vermelho).
Assim para os pontos de duas imagens coincidirem falta apenas encontrar a translac¸a˜o
que existe entre as mesmas. A translac¸a˜o pode ser determinda atrave´s da ana´lise do erro










Isto e´, como existe uma pre´-correspondeˆncia feita atrave´s dos descritores produzidos
pelo algoritmo SIFT (secc¸a˜o 6.2.2), sera´ fa´cil perceber que ma´s associac¸o˜es va˜o gerar erros
maiores.
(a) Disparidade em x (b) Disparidade em y
Figura 6.10: Ana´lise da disparidade nos eixos dos xx′s e yy′s, referente aos dados da figura
6.9.
Das figuras 6.10(a) e 6.10(b) pode-se concluir que a translac¸a˜o e´ aproximadamente
igual ha´ me´dia do erro em x e y, respectivamente para os eixos de xx′s e yy′s, ja´ que
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pontos que proveˆm de ma´s associac¸o˜es geram picos de disparidade fora da me´dia e teˆm
de ser descartados. Sera´ enta˜o poss´ıvel definir uma faixa do erro (threshold) na qual
os pontos sa˜o considerados como boas associac¸o˜es, ficando os pontos que geram erros
superiores descartados (figura 6.12).
(a) Disparidade em x. (b) Disparidade em y.
Figura 6.11: Ana´lise da disparidade nos eixos dos xx′s e yy′s, apo´s exclusa˜o de ma´s
associac¸o˜es.
(a) Pontos exclu´ıdos na primeira imagem. (b) Pontos exclu´ıdos na segunda imagem.
Figura 6.12: Pontos exclu´ıdos nas imagens. A amarelo esta˜o representados os pontos
descartados, a cor vermelha representa os pontos cuja associac¸a˜o foi classificada como
correcta.
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Figura 6.13: Resultado final da descartac¸a˜o de pontos. Pontos a vermelho sa˜o pontos da
imagem 1, os pontos amarelos representam os pontos da imagem 2 na imagem 1, ja´ com
o resultado final da rotac¸a˜o e translac¸a˜o.
6.2.3.3 Comparac¸a˜o entre RANSAC e INS
Como tem vindo a ser anunciado ao longo dos passos para a criac¸a˜o de um mosaico de
imagens a utilizac¸a˜o do algoritmo de estimac¸a˜o robusta RANSAC para a descartac¸a˜o
de falsas correspondeˆncias requer bastante poder computacional, em parte devido ao
modo como e´ executado (iterativamente). A utilizac¸a˜o da informac¸a˜o do sistema iner-
cial apresenta-se como uma boa soluc¸a˜o para fazer baixar os recursos computacionais
necessa´rios.
Nesta secc¸a˜o e´ feita uma breve comparac¸a˜o dos resultados obtidos pelas duas soluc¸o˜es,
de forma a justificar a utilizac¸a˜o quer de um me´todo quer de outro, nas aplicac¸o˜es ja´
mencionadas. A ana´lise dos tempos de processamento computacional dos algoritmos e´
feita em atrave´s de MathWorks Matlab.
Me´todo I Me´todo II
Nu´mero de Pontos Nu´mero de Pontos
80 320 430 80 320 430
SIFT 66.01 75.40 90.70 SIFT 99.76 99.79 99.98
RANSAC 33.90 24.50 9.27 INS 0.108 0.073 0.014
Junc¸a˜o de Imagens 0.09 0.10 0.03 Junc¸a˜o de Imagens 0.134 0.135 0.028
Tabela 6.1: Ana´lise da percentagem de processamento.
Na tabela 6.1 esta´ presente uma ana´lise ao peso que cada grande bloco tem na criac¸a˜o
de mosaico de imagens, para diferentes nu´meros de pontos de interesse detectados. Desde
logo a primeira conclusa˜o a tirar e´ que ainda mais pesado computacionalmente que a
descartac¸a˜o de pontos e´ a detecc¸a˜o de pontos de interesse com o algoritmo SIFT, func¸a˜o
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que ocupa pra´ticamente todo o tempo de processamento. Voltando a ana´lise para o que
se pode ganhar com a utilizac¸a˜o da informac¸a˜o do sensor inercial (INS ) numa aplicac¸a˜o
em tempo real, os ganhos sa˜o claros face a` utilizac¸a˜o do algoritmo de estimac¸a˜o robusta
RANSAC. Principalmente com um nu´mero reduzido de pontos de interesse.
6.2.4 Fusa˜o de Imagens
A etapa fulcral onde o mosaico de imagens vai adquirir o seu aspecto final e´ na fusa˜o
de imagens. Nesta fase sa˜o determinados os paraˆmetros que permitem relacionar as duas
imagens havendo um mı´nimo de quatro correspondeˆncias correctas, em qualquer outro
caso a imagem tera´ de ser descartada e todo o processo reiniciado.
Figura 6.14: Esquema das etapas para a fusa˜o de imagens.
A matriz de homografia (H) pela qual os pontos das duas imagens va˜o ser relacionados
e´ dada pela transformac¸a˜o affine 2D ou transformac¸a˜o projectiva 2D. A transformac¸a˜o
a utilizar fica dependente da aplicac¸a˜o para a qual vai ser usada a criac¸a˜o do mosaico.
Pode-se entao dividir em dois tipos: aplicac¸o˜es de mosaico para cenas onde e´ percept´ıvel
a profundidade das imagens (cenas ou objectos pro´ximos da caˆmara) e aplicac¸o˜es onde
a cena ou objecto esta˜o afastados da imagem e a profundidade e´ despreza´vel. No pri-
meiro caso e´ necessa´rio uma transformac¸a˜o com maior nu´mero graus de liberdade para
deformar a imagem o suficiente, pelo que a transformada aplicada sera´ projectiva. Na
segunda hipo´tese sa˜o precisos menos graus de liberdade para a deformac¸a˜o logo e´ aplicada
a transformac¸a˜o bidimensional affine.
Neste momento e´ importante definir qual a imagem de base e qual a imagem na˜o
registada, pois para um caso va˜o ser calculados os paraˆmetros da matriz homografia directa
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e no caso contra´rio e´ determinada a matriz homografia na sua forma inversa. Assim a
imagem de base sera´ sempre a u´ltima imagem produzida pelo mosaico de imagens e a
imagem na˜o registada sera´ sempre a imagem proveniente do lote de novas imagens (figura
6.2).
6.2.4.1 Fusa˜o de Imagens com Transformac¸a˜o Affine
Apo´s a execuc¸a˜o da etapa de exclusa˜o de falsas correspondeˆncias entre pontos carac-
ter´ısticos de duas imagens, teˆm-se todas as varia´veis descritas para a determinac¸a˜o da
transformac¸a˜o affine 2D. Os paraˆmetros desta transformac¸a˜o sa˜o calculados atrave´s da
resoluc¸a˜o do sistema linear Ax = b (equac¸a˜o 6.11) obtido da reformulac¸a˜o da equac¸a˜o 3.22












x1 y1 0 0 1 0
0 0 x1 y1 0 1
x2 y2 0 0 1 0
0 0 x2 y2 0 1
x3 y3 0 0 1 0
0 0 x3 y3 0 1
x4 y4 0 0 1 0
























Da resoluc¸a˜o da equac¸a˜o linear 6.11 sa˜o enta˜o encontrados os paraˆmetros da trans-
formac¸a˜o affine 2D, pode enta˜o deduzir-se a rotac¸a˜o e escalonamento (matrizA) e translac¸a˜o










A aplicac¸a˜o destes paraˆmetros a` imagem na˜o registada provoca uma deformac¸a˜o na
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imagem, de modo a que esta fique coincidente com a imagem de base pelos pontos de
interesse que geraram boas correspondeˆncias.O resultado desta operac¸a˜o e´ a imagem final
de um mosaico de imagens.
Os dois exemplos de mosaico de imagens apresentados na figura 6.15, sa˜o constru´ıdos
com base em imagens captadas de um avia˜o comercial com uma ma´quina fotogra´fica Lumix
TZ5. Neste exemplo a exclusa˜o dos pontos de interesse e´ feito com recurso ao algoritmo
RANSAC pois na˜o havia dados do sistema inercial.
(a)
(b)
Figura 6.15: Dois exemplos da junc¸a˜o de imagens com transformac¸a˜o affine.
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6.2.4.2 Fusa˜o de Imagens com Transformac¸a˜o Projectiva
No caso da aplicac¸a˜o de uma transformac¸a˜o projectiva bidimensional o processo e´
ideˆntico ao anterior, apenas havendo variac¸o˜es nas matrizes que constituem o sistema
linear que permite a obtenc¸a˜o dos paraˆmetros.
Reescrevendo a equac¸a˜o 3.28 que permite encontrar os paraˆmetros da matriz homo-
grafia projectiva, e´ obtido o seguinte sistema:

x′ =
xh11 + yh12 + h13
xh31 + yh32 + h33
y′ =
xh21 + yh22 + h23
xh31 + yh32 + h33
=

xh11 + yh12 + h13 − xx′h31 − yx′h32 = x′h33
xh21 + yh22 + h23 − xy′h31 + yy′h32 = y′h33
(6.10)
Neste caso a equac¸a˜o linear Ax = b, e´ obtida da ana´lise do sistema de equac¸o˜es anterior
assumindo que h33 = 1, e tem a seguinte forma:
x1 y1 1 0 0 0 −x′1x1 −x′1y1
0 0 0 x1 y1 1 y′1x1 y′1y1
x2 y2 1 0 0 0 −x′2x2 −x′2y2
0 0 0 x2 y2 1 y′2x2 y′2y2
x3 y3 1 0 0 0 −x′3x3 −x′3y3
0 0 0 x3 y3 1 y′3x3 y′3y3
x4 y4 1 0 0 0 −x′4x4 −x′4y1



























Tal como no caso anterior a aplicac¸a˜o destes paraˆmetros ha´ imagem na˜o registada vai
provocar uma deformac¸a˜o, que faz com que este fique alinhada com a imagem de base,
criando assim um mosaico de imagens.
Na figura 6.17 sa˜o apresentados os resultados deste me´todo para a junc¸a˜o de imagens.
Para o primeiro mosaico, figura 6.17(a), as imagens foram capturadas com uma webcam
Philips SPC900, nesta podemos verificar a correcta junc¸a˜o de imagens para cenas com
geometria pro´xima da caˆmara. O segundo exemplo e´ novamente uma imagem obtida a
partir de um avia˜o comercial com um ma´quina fotogra´fica comum (Lumix TZ5 ).
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(a) (b) (c)
(d) (e) (f)
Figura 6.16: Imagens de base para os mosaicos de imagens apresentados na figura 6.17.
(a)
(b)
Figura 6.17: Dois exemplos da junc¸a˜o de imagens com transformac¸a˜o projectiva, neste
caso ja´ e´ poss´ıvel unir correctamente fotos com cenas/objectos pro´ximos da caˆmara.
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6.3 Determinac¸a˜o da Posic¸a˜o e Orientac¸a˜o
O sistema de visa˜o desenvolvido preveˆ ainda a determinac¸a˜o da posic¸a˜o e orientac¸a˜o
da caˆmara2, com a finalidade de obter informac¸a˜o que possa servir de apoio a` navegac¸a˜o.
Como ficou demonstrado na exposic¸a˜o teo´rica (cap´ıtulo 3) e´ poss´ıvel determinar a
posic¸a˜o e orientac¸a˜o das imagens e consequente transformac¸a˜o necessa´ria para chegar de
uma imagem a outra. As caracter´ısticas deste movimento podem ser encontradas, por
exemplo, nos paraˆmetros extr´ınsecos da caˆmara, na matriz de homografia definida por
uma transformac¸a˜o projectiva ou ainda na matriz essencial da geometria epipolar. As
decomposic¸o˜es das matrizes essencial e de homografia revelam-se importantes pois podem
ser obtidas atrave´s da correspondeˆncia de pontos, ou seja, sera´ poss´ıvel obter a rotac¸a˜o e
translac¸a˜o com base nestas correspondeˆncias.
Nesta secc¸a˜o pretende-se demonstrar a possibilidade de obter a rotac¸a˜o e translac¸a˜o
entre duas imagens, atrave´s quer da decomposic¸a˜o da matriz de homografia, quer da
decomposic¸a˜o da matriz essencial. Destas varia´veis a translac¸a˜o e´ a que assumira´ maior
importaˆncia, visto ser a que permite corrigir o bias drift do sistema inercial.
6.3.1 Comparac¸a˜o Rotac¸a˜o INS com Rotac¸a˜o dos Paraˆmetros Extr´ınsecos
Numa primeira ana´lise foi feita uma comparac¸a˜o entre a rotac¸a˜o fornecida pelo INS
e a rotac¸a˜o determinada na obtenc¸a˜o dos paraˆmetros extr´ınsecos. Com esta comparac¸a˜o
pretende-se validar que os valores de rotac¸a˜o fornecidos pelos dois me´todos sa˜o ideˆnticos,
deixando assim aberta a possibilidade para calcular a rotac¸a˜o e translac¸a˜o com base na
decomposic¸a˜o da matriz essencial ou da matriz de homografia.
A determinac¸a˜o da rotac¸a˜o dada pelo INS no instante em que a imagem e´ capturada
e´ calculada com base na medida dos aˆngulos de euler.
Os paraˆmetros extr´ınsecos e intr´ınsecos sa˜o determinados atrave´s da toolbox de cali-
brac¸a˜o de caˆmaras desenvolvida por Jean-Yves Bouguet [46]. Desta ferramenta e´ poss´ıvel
retirar valores de translac¸a˜o e rotac¸a˜o da caˆmara para cada imagem relativamente a um
alvo de calibrac¸a˜o, podendo da´ı obter a rotac¸a˜o entre duas imagens com a equac¸a˜o 6.3.
2A determinac¸a˜o da posic¸a˜o e orientac¸a˜o de uma caˆmara e´ tambe´m denominada na maioria da literatura
de Structure from Motion
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(a) Atitude em roll. (b) Erro em roll.
(c) Atitude em pitch. (d) Erro em pitch.
(e) Atitude em yaw. (f) Erro em yaw.
Figura 6.18: Comparac¸a˜o entre a atitude nos aˆngulos de roll, pitch e yaw obtidos a partir
da toolbox de calibrac¸a˜o de caˆmaras e da informac¸a˜o do INS.
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Da figura 6.18 constata-se que os valores da atitude sa˜o ideˆnticos pelo que e´ poss´ıvel
dizer que um sistema de visa˜o consegue obter a atitude da caˆmara e consequentemente a
atitude da aeronave, onde esta´ acoplada.
6.3.2 Decomposic¸a˜o da Matriz de Homografia
Tirando partido de se ter calculado previamente uma matriz de homografia na etapa
de junc¸a˜o de imagens e com o suporte da conclusa˜o da comparac¸a˜o anterior e´ enta˜o feita
a decomposic¸a˜o da matriz de homografia (secc¸a˜o 3.5). Desta forma obteˆm-se os valores de
rotac¸a˜o e translac¸a˜o que permitem determinar a posic¸a˜o e orientac¸a˜o da caˆmara e portanto
da aeronave.
Figura 6.19: Esquema das etapas para a decomposic¸a˜o da matriz de homografia.
A decomposic¸a˜o da matriz de homografia gera quatro soluc¸o˜es, como apenas uma
destas e´ a correcta sera´ preciso elimar as restantes treˆs. Assim, comec¸a-se desde logo por
verificar qual o vector (N) que define correctamente o plano, pela ana´lise do seu terceiro
elemento (n3 > 0).
A veracidade das hipo´teses para a rotac¸a˜o (R1 e R2) pode ser vista de forma analoga
ao que foi feito na aplicac¸a˜o da rotac¸a˜o do INS a pontos de uma imagem. Isto e´, a hipo´tese
de rotac¸a˜o correcta tem valores de disparidade menores que os valores de disparidade de
hipo´tese errada, este facto deve-se a esta segunda colocar os pontos atra´s do plano da
imagem.
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(a) Disparidade em x provocada pela primeira
hipo´tese de rotac¸a˜o.
(b) Disparidade em y provocada pela primeira
hipo´tese de rotac¸a˜o.
(c) Disparidade em x provocada pela segunda
hipo´tese de rotac¸a˜o.
(d) Disparidade em y provocada pela segunda
hipo´tese de rotac¸a˜o.
Figura 6.20: Disparidades provocadas por duas hipo´teses de rotac¸a˜o da decomposic¸a˜o da
matriz de homografia.
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Com o vector plano e rotac¸a˜o correctamente escolhidos de entre as hipo´teses apre-
sentadas e´ agora poss´ıvel chegar ha´ soluc¸a˜o final da decomposic¸a˜o, visto so´ haver uma
translac¸a˜o capaz de satisfazer os restrimentos impostos pelas opc¸o˜es anteriores. Na tran-
salac¸a˜o na˜o se encontra o valor real do deslocamento pois esta e´ determinada a menos de
um factor de escala, podendo apenas concluir a relacc¸a˜o entre os deslocamentos em cada
eixo e o sentido em que o deslocamento se efectuou.
(a) Representac¸a˜o da atitude do INS (b) Representac¸a˜o da atitude do INS
(c) Representac¸a˜o da atitude pela decomposic¸a˜o da
matriz de homografia
(d) Representac¸a˜o da atitude pela decomposic¸a˜o da
matriz de homografia
Figura 6.21: Comparac¸a˜o dos resultados obtidos para a atitude atrave´s de INS e decom-
posic¸a˜o da matriz de homografia. A representac¸a˜o da atitude por H, deve-se apenas ha´
sua hipo´tese de rotac¸a˜o correcta em ambos os casos os valores de translac¸a˜o na˜o sa˜o os
reais.
Cap´ıtulo 7
Concluso˜es e Trabalho Futuro
Ao longo desta dissertac¸a˜o foram abordados conceitos de visa˜o computacional e funda-
mentos de navegac¸a˜o que permitiram a obtenc¸a˜o de mosaicos de imagens para operac¸o˜es
de monitorizac¸a˜o e inspecc¸a˜o, bem como retirar informac¸a˜o que deˆ apoio a` navegac¸a˜o da
aeronave.
Foram implementadas te´cnicas de mosaico em MathWorks Matlab utilizando aborda-
gens do estado da arte combinando detectores de pontos de interesse SIFT, com me´todos de
exclusa˜o de falsas correspondeˆncias baseados em RANSAC, estimac¸a˜o de transformac¸o˜es
recorrendo a te´cnicas de mı´nimos quadrados e com junc¸a˜o de imagens e pontos do mapa
utilizando transformac¸o˜es affine e projectiva.
Na etapa de junc¸a˜o de imagens sa˜o apresentadas duas transformac¸o˜es bi-dimensinais
(transformac¸a˜o affine e transformac¸a˜o projectiva) para fazer o registo de imagens. A
transformac¸a˜o affine tem um bom desempenho para imagens onde a cena geome´trica esta´
bastante afastada da caˆmara, ou seja imagens onde a profundidade na˜o e´ percept´ıvel.
Isto na˜o acontece com cenas geome´tricas pro´ximas da caˆmara pelo que o desempenho
desta transformac¸a˜o e´ afectado, nestes casos a aplicac¸a˜o da transformac¸a˜o projectiva vem
resolver esta questa˜o, visto que esta tem mais graus de liberdade sendo poss´ıvel deformar
a imagem de forma a fazer o correcto registo de imagens.
A estimac¸a˜o robusta e em particular a aplicac¸a˜o do algoritmo RANSAC a visa˜o compu-
tacional permite excelentes resultados na exclusa˜o de falsas correspondeˆncias entre pontos
de interesse. O ponto fraco da aplicac¸a˜o do RANSAC prende-se com o facto de o seu
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processo de determinac¸a˜o de um conjunto de boas associac¸o˜es ser feito iterativamente.
Tendo como objectivo a utilizac¸a˜o das te´cnicas de mosaico em tempo real, foi proposta
uma variante da te´cnica previamente implementada onde a informac¸a˜o de um sistema
inercial e´ utilizada substituindo o me´todo RANSAC na etapa de exclusa˜o de falsas asso-
ciac¸o˜es. O me´todo proposto foi implementado e validado experimentalmente apresentando
resultados ideˆnticos aos do me´todo inicial mas fazendo o poder computacional necessa´rio
diminuir, o que traz uma mais valia na aplicac¸a˜o em tempo real.
Apesar do ganho computacional que se obte´m com a integrac¸a˜o de informac¸a˜o do sis-
tema inercial na associac¸a˜o de pontos de interesse entre imagens, verifica-se que o detector
de features SIFT impo˜e requisitos computacionais elevados, para o sistema computacio-
nal do UAV. A utilizac¸a˜o deste detector foi sendo sustentada em parte pelo modo como
consegue descrever um ponto de interesse, com bastante informac¸a˜o.
Os valores de rotac¸a˜o obtidos pelo sistema inercial no acto de captura das imagems
demonstram-se consistentes com os valores encontrados nos paraˆmetros extr´ınsecos da
caˆmara, obtidos de uma toolbox de calibrac¸a˜o de caˆmaras, concluindo-se que de um sis-
tema de visa˜o e´ poss´ıvel determinar a posic¸a˜o e orientac¸a˜o da caˆmara. Esta comparac¸a˜o
abre enta˜o caminho ha´ utilizac¸a˜o da matriz de homografia, que conte´m os paraˆmetros
da transformac¸a˜o projectiva e que relaciona duas imagens, podendo ser decomposta em
factores de rotac¸a˜o e translac¸a˜o.
Foram estudados e implementados me´todos para extracc¸a˜o da informac¸a˜o do movi-
mento da caˆmara a partir das transformac¸o˜es estimadas da matriz de homografia entre
imagens. Foi validado experimentalmente que a rotac¸a˜o assim obtida apresentava valores
estimados confia´veis e ideˆnticos quer aos obtidos do sitema inercial, quer aos obtidos na
determinac¸a˜o dos paraˆmetros extr´ınsecos. A translac¸a˜o e´ obtida a menos de um factor de
escala, pelo que a direcc¸a˜o fica bem definida e o mo´dulo esta´ relacionado pela distaˆncia
entre a caˆmara e plano da cena geome´trica. Assim da decomposic¸a˜o e´ poss´ıvel concluir a
orientac¸a˜o da caˆmara e respectivamente do ve´ıculo.
Com toda esta informac¸a˜o foi proposta uma arquitectura para o sistema de navegac¸a˜o
e inspecc¸a˜o visual baseado num mosaico de imagens que integra estes resultados e apoie
a navegac¸a˜o. Nesta arquitectura pretende-se ainda que os pontos guardados na base de
dados abordo do ve´ıculo, constituam a informac¸a˜o do mapa para a navegac¸a˜o actuando
como pontos de refereˆncia. Todos os ca´lculos para determinac¸a˜o da matriz de homografia
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sera˜o efectuados a bordo podendo estes ser enviados para terra em conjunto com a ima-
gem a registar, onde seria adicionada ao mosaico de imagens para efeitos de inspecc¸a˜o e
monitorizac¸a˜o.
Como trabalho futuro sera´ importante identificar outros me´todos de extracc¸a˜o de pon-
tos de interesse, menos exigentes computacionalmente mesmo que estes me´todos fornec¸am
menos informac¸a˜o como a que e´ fornecida pelos descritores do algoritmo SIFT. Uma
soluc¸a˜o poderia passar por detectores como KLT (Kanade-Lucas-Tomasi) ou Harris Cor-
ner que necessitam de um menor poder computacional, embora na˜o descrevam ta˜o efi-
cazmente os pontos de interesse quanto o algoritmo SIFT. Esta ineficieˆncia podera´ ser
ultrapassada pela utilizac¸a˜o de informac¸a˜o do sistema inercial que permite uma boa ex-
clusa˜o de falsas associac¸o˜es de pontos de interesse.
Para trabalho futuro pode-se ainda apontar o desenvolvimento e implementac¸a˜o de
um sistema de navegac¸a˜o que siga a arquitectura proposta e integre a informac¸a˜o visual
com sensores como GPS e INS. Na fusa˜o de informac¸a˜o destes sistemas pode-se destacar
o apoio que o sistema de visa˜o da´ ao INS e a informac¸a˜o de translac¸a˜o vinda do GPS
que torna poss´ıvel determinar a distaˆncia a objectos detectados nas imagens ou mapas de
inspecc¸a˜o.
Esta pa´gina foi intencionalmente deixada em branco.
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