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Abstract. The standard approach to feature construction and predic-
tive learning in molecular datasets is to employ computationally expen-
sive graph mining techniques and to bias the feature search exploration
using frequency or correlation measures. These features are then typically
employed in predictive models that can be constructed using, for exam-
ple, SVMs or decision trees. We take a different approach: rather than
mining for all optimal local patterns, we extract features from the set
of pairwise maximum common subgraphs. The maximum common sub-
graphs are computed under the block-and-bridge-preserving subgraph
isomorphism from the outerplanar examples in polynomial time. We em-
pirically observe a significant increase in predictive performance when
using maximum common subgraph features instead of correlated local
patterns on 60 benchmark datasets from NCI. Moreover, we show that
when we randomly sample the pairs of graphs from which to extract the
maximum common subgraphs, we obtain a smaller set of features that
still allows the same predictive performance as methods that exhaus-
tively enumerate all possible patterns. The sampling strategy turns out
to be a very good compromise between a slight decrease in predictive
performance (although still remaining comparable with state-of-the-art
methods) and a significant runtime reduction (two orders of magnitude
on a popular medium size chemoinformatics dataset). This suggests that
maximum common subgraphs are interesting and meaningful features.
Keywords: feature generation, subgraph mining, structure-activity learn-
ing, chemoinformatics
1 Introduction
During the last decade, a lot of attention has been devoted to mining local
patterns in molecular datasets, leading to the development of many graph mining
systems. These systems typically employ constraints to specify the patterns of
interest, such as frequency, or top-k according to a correlation measure (e.g.,
χ2). Graph mining systems then perform a complete search through the entire
graph space, enumerating all subgraphs satisfying these constraints [1, 2] or even
exhaustively enumerating all possible subgraphs [3].
Usually the resulting patterns are not used directly. Instead, they are used as
features in combination with traditional machine learning algorithms. Further-
more, the quality of the generated patterns is measured through the quality of
the induced classifiers or models for regression [3]. While these approaches offer
strong guarantees w.r.t. completeness or optimality of the found patterns, they
have a high computational cost and require post-processing to deal, for example,
with redundancy issues [2]. In this way, local pattern mining acts as a complex,
expensive and indirect approach to generate features for graphs.
We propose a simple, direct and efficient approach to generate interesting
graph patterns. The idea is to compute maximum common subgraphs from ran-
domly selected pairs of examples and to directly use them as features. While
computing maximum common subgraphs in general is an NP-hard problem, a
polynomial-time algorithm exists for outerplanar graphs in combination with the
block-and-bridge-preserving subgraph isomorphism [4]. Outerplanar graphs can
be embedded in the plane such that all of their vertices lie on the outside of the
graph. It is known that 95% of the molecules in the NCI1 collection are outer-
planar [5], which makes this class of graphs well-suited for molecular datasets.
Moreover, it has been shown that employing the block-and-bridge-preserving
subgraph isomorphism instead of the general subgraph isomorphism in graph
miners yields more predictive feature sets for molecular datasets [4].
The present article extends this earlier work in that it shows that extract-
ing maximum common subgraphs of pairs of molecules in this framework yields
even better features. The advantages of this approach are 1) that it is easy to
control the number of produced features, while setting the frequency in a pat-
tern mining task yields an unpredictable number of patterns; 2) that patterns
can be extracted in polynomial time and more efficiently than by frequent or
correlated subgraph mining, as no search space has to be traversed; and 3) that
on 60 benchmark problems from NCI, the extracted features allow for the con-
struction of SVM classification models that achieve significantly better predictive
performance than those built using features returned by traditional local pattern
mining and exhaustive fingerprint generation methods.
The text is organized as follows. We start by explaining the algorithm to com-
pute a maximum common subgraph of two outerplanar graphs and the feature
construction method based on maximum common subgraphs in Sect. 2. Section 3
presents an experimental evaluation, showing multiple variants of our method
and comparing them to the state-of-the-art. In Sect. 4, we discuss related work
and finally, we conclude in Sect. 5.
2 Maximum Common Subgraph Sampling
In this section, we describe how to extract maximum common subgraphs from a
graph-based dataset. We start by introducing the necessary concepts in Sect. 2.1.
In Sect. 2.2, we will present a high-level description of the polynomial algorithm
1 National Cancer Institute: http://cactus.nci.nih.gov/
that computes a maximum common subgraph of two outerplanar graphs [4],
which we will use for the feature generation method discussed in Sect. 2.3.
2.1 Graph Theoretical Concepts
We now formally define the necessary graph theoretical concepts. For an overview
of graph theory, we refer to [6].
A labeled graph is a quadruple G(V,E,Σ, λ), with V a finite set of vertices
and E ⊆ {{u, v} | u, v ∈ V } a set of edges. Σ is a finite set of labels and
λ : V ∪ E → Σ is a function assigning a label to each element of V ∪ E. If
G is a graph, V (G) denotes the set of vertices of G, E(G) denotes the set of
edges of G and λG denotes the labeling function of G. The size of a graph is
a function mapping a graph to a real number size(G) =
∑
x∈V (G)∪E(G) wλG(x),
where each possible label of l ∈ Σ has been assigned a weight wl. In this article,
we instantiate the size of a graph as the sum of its number of vertices and its
number of edges, that is, we chose wλG(x) = 1 for every x ∈ V (G) ∪ E(G).
A sequence x0, x1, . . . , xn of vertices is a path from x0 to xn if and only if
{xi, xi+1} ∈ E(G), for all i ∈ [0, n − 1]. A cycle x0, . . . , xn is a path such that
x0 = xn. A path without repeated vertices is a simple path; a cycle without
repeated vertices apart from the start and end vertex is a simple cycle. A
graph G is connected if there is a path between any pair of its vertices; it
is biconnected if for any two vertices u and v of G, there is a simple cycle
containing u and v.
A graph is planar if it has a planar embedding, that is, it can be drawn in
the plane in such a way that no two edges intersect except at a common vertex.
The regions formed by the edges in a planar embedding are called faces. There
is one unbounded face, which is called the outer face. A biconnected component
or block of a graph G is a maximal subgraph of G that is biconnected. A bridge
is an edge that does not belong to a block. An outerplanar graph is a planar
graph that can be embedded in the plane in such a way that all of its vertices
lie on the boundary of the outer face. An outerplanar graph consists entirely of
blocks and bridges.
Figure 1(a) shows an example of a non-outerplanar graph in which there
is one vertex (marked in light gray) that is not on the outside of the graph.
The graphs in Fig. 1(b) and Fig. 1(c), however, are outerplanar. Every vertex
is labeled with a color representing a chemical element: black for carbon, white
for hydrogen and blue for nitrogen. Note that in all graphs, the edges between
carbons and hydrogens are bridges, while the rest of the graphs form blocks.
From a chemical viewpoint, blocks correspond to ring structures while bridges
are linear fragments of the molecule.
Let G and H be graphs. G is a subgraph of H, if (i) V (G) ⊆ V (H), (ii)
E(G) ⊆ E(H), and (iii) λG(x) = λH(x) holds for every x ∈ V (G) ∪ E(G). Two
graphs G and H are isomorphic if there exists a bijection ϕ : V (G) → V (H)
such that for every u, v ∈ V (G) the following holds: (i) {u, v} ∈ E(G) if and
only if {ϕ(u), ϕ(v)} ∈ E(H), (ii) λG(u) = λH(ϕ(u)), and (iii) if {u, v} ∈ E(G)
then λG({u, v}) = λH({ϕ(u), ϕ(v)}). A graph G is subgraph isomorphic to
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Fig. 1. Examples of molecular graphs. The colors of the vertices correspond to their
labels: black for carbon, white for hydrogen and blue for nitrogen. (a) Example of a
non-outerplanar graph, with the vertex that is not on the outside of the graph marked
in gray. (b) A maximum common subgraph under the general subgraph isomorphism
(MCS), highlighed in gray. (c) A maximum common subgraph under the BBP sub-
graph isomorphism (MCSv), highlighted in gray.
H, denoted G  H, if and only if G is isomorphic to a subgraph of H. The
subgraph isomorphism problem, that is, the problem of deciding whether G is
subgraph isomorphic to H, is NP-complete [7]; this also holds for outerplanar
graphs.
A block-and-bridge-preserving (BBP) subgraph isomorphism from
G to H is a subgraph isomorphism from G to H, denoted G v H, such that
(i) {u, v} ∈ E(G) is a bridge iff {ϕ(u), ϕ(v)} ∈ E(H) is a bridge, and (ii)
{u, v} ∈ E(G) belongs to a block iff {ϕ(u), ϕ(v)} ∈ E(H) belongs to a block.
That is, the BBP subgraph isomorphism is a special case of the general subgraph
isomorphism in which the constraint holds that bridges of G are only mapped to
bridges of H and edges of blocks of G only to edges of blocks of H. As opposed
to the subgraph isomorphism problem, the BBP subgraph isomorphism problem
is computable in polynomial time for outerplanar graphs [5]. For trees, which are
special outerplanar graphs (they are block-free), the BBP subgraph isomorphism
is equivalent to the subtree isomorphism.
A common connected subgraph I of two graphs G and H is a connected
graph such that I  G and I  H; it is a maximum common connected
subgraph when in addition there exists no other common subgraph J , such that
size(I) < size(J). From now on we call this an MCS (where  means that it
is mined under the general subgraph isomorphism) and implicitly assume that it
is always connected. In the same way, we define an MCSv. Note that, since the
BBP subgraph isomorphism is a more restricted version of the general subgraph
isomorphism, an MCSv will be subgraph isomorphic to one of the MCSs. Note
also that, in the worst case, there may exist a potentially exponential number of
MCSs. Interestingly, even though computing an MCS or an MCSv between two
general graphs is NP-hard [7], it is possible to compute an MCSv between two
outerplanar graphs in polynomial time by using the block-and-bridge-preserving
(BBP) subgraph isomorphism [4].
Figure 1 shows a comparison between an MCS (b) and an MCSv (c). In
both examples, the MCS is highlighted in gray. Note that one of the edges is
a bridge in the upper graph, while it belongs to a block in the lower graph
(marked with a * in both graphs) and hence, it cannot be mapped under the
BBP subgraph isomorphism. Chemically, it seems relevant not to map linear
fragments to fragments that are part of a ring structure. This example shows
that algorithms computing MCSsv are more likely to generate smaller subgraphs
than algorithms computing MCSs.
For notational convenience, in the remainder of the text we will simply use
MCS when we mean the MCSv.
2.2 Computing an MCS of two outerplanar graphs
In this section, we give a high-level description of the algorithm that computes
an MCS of two outerplanar graphs [4]. The algorithm is based on a dynamic
programming strategy that makes use of efficient matching algorithms during
the partial solution building step. The two key procedures are: 1) subgraph enu-
meration, in which we will generate a set of particular subgraphs for each of the
two input graphs and establish their parent-child relationships, and 2) bottom-up
MCS computation. in which we will compute an MCS for each pair of generated
subgraphs, building on the already computed solutions for pairs of children of
these subgraphs.
Enumerating relevant subgraphs of an outerplanar graph First, we de-
note with Gr the rooted graph G where vertex r ∈ G, the root, is distinguished
from the other vertices. Without loss of generality, we can assume that for all
graphs, we have chosen a planar embedding. Given an outerplanar graph Gr, we
introduce two kinds of subgraphs of Gr: the block-preserving-subgraphs and the
block-splitting-subgraphs. The former are subgraphs in which a block is either
entirely included in the subgraph or not; the latter are subgraphs which are cre-
ated by removing part of a block between two vertices. We call these two kinds
of subgraphs the relevant subgraphs of Gr. More formally,
– Given an outerplanar graph Gr, we denote with Gri the maximal connected
subgraph of Gr containing r but none of the edges on the path(s) between r
and a vertex i. Every subgraph Gri (i, r ∈ V (G)) is then a block-preserving-
subgraph (BPS) of G. Remark that for several (r, i) pairs we may obtain
identical BPSs. We note that Grr = G
r. Examples of BPSs can be found in
Fig. 2(b) and Fig. 2(c).
– Given an outerplanar graph Gr, two vertices u and v in the same block of G
and an orientation o ∈ {x,y} (counterclockwsie or clockwise), we denote
with G|o[u,v[ the maximal connected graph including u and v that remains
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Fig. 2. (a) An (unlabeled) outerplanar graph Gr. (b) An example BPS Grn. (c) An
example BPS Gru. (d) An example BSS G|y[u,v[.
after removing the vertices between v and u on the Hamiltonian cycle2 over
all vertices of the block according to the orientation o, and removing all
edges adjacent to v but not belonging to the block. We call these graphs
block-splitting-subgraphs (BSS) of Gr. We use the notation“[u, v[” to stress
that the edges of u and all vertices between u and v are kept while those of
v are removed. Note that G|o[u,u[ = G. An example of a BSS can be found
in Fig. 2(d).
We also define a parent-child relationship between the relevant subgraphs.
We say that a relevant subgraph Ri is a child of a relevant subgraph Rj if (i) Ri
is a strict subgraph of Rj , and (ii) there exists no other relevant subgraph Rk
for which Ri is a strict subgraph of Rk and Rk is a strict subgraph of Rj .
We denote with BPS(G) the set of all BPSs of an outerplanar graph G and
with BSS(G) the set of all BSSs of G. Finally, we define for two outerplanar
graphs G and H the set P(G,H), containing the union of the set of pairs of their
BPSs and the set of pairs of their BSSs:
P(G,H) = (BPS(G)×BPS(H)) ∪ (BSS(G)×BSS(H)).
As we want to make sure we process all p ∈ P(G,H) in increasing size, we will
first order them lexicographically according to their size.
2 A Hamiltonian cycle is a simple cycle which visits each vertex of the block exactly
once.
Bottom-up MCS computation Once the relevant subgraphs have been deter-
mined, we compute an MCS using a bottom-up dynamic programming strategy.
When computing an MCS of two outerplanar graphs G and H, instead of
considering all possible rooted graphs Gri (r, i ∈ V (G)) and Hsj (s, j ∈ V (H)),
it suffices to compute an MCS of Gri with i an arbitrarily chosen vertex from
G with each graph in the set {Hsj | s, j ∈ V (H)} and to take the maximal one.
Similarly, if suffices to choose one orientation for the BSSs of one graph and both
orientations for the other one.
We now describe how to match two relevant subgraphs of the same type,
that is, an BPS of G and a BPS of H or a BSS of G and a BSS of H. Matching
two subgraphs of different types is not needed due to the BBP subgraph isomor-
phism. The key idea is to consider appropriate combinations of children, and to
extend their MCSs into an MCS of their respective parents. The dynamic pro-
gramming approach implies that we have access to the already computed MCS
of all possible pairs of children.
In order to find an MCS of two BPSs Gri and H
s
j (whose roots have the same
label), we make a weighted maximal matching between the set of children of Gri
and the set of children of Hsj (matching BSSs with BSSs and BPSs with BPSs,
and checking that the connecting edges have identical labels) using Munkres’
algorithm [8]. The weights represent the size of an MCS between the pairs of
children.
In order to find an MCS of two BSSs G|oG[xi,r[ and H|oH [yj ,s[ (splitting a
block BG and a block BH respectively), where r and s have the same label, the
MCS is the result of the best matching, that is, the matching that results in
the largest MCS, between the MCS of the children G|oG[xi,xk[ and H|oH [yj ,yl[ (in
which the attached BPSs are also matched). If {r, xi} and {s, yj} are the only
remaining edges of both blocks and they have identical labels, then {xi, r} is
added to the MCS.
We note that, when computing the matchings in the above steps, only one
solution is considered in case of ties. This results in a polynomial complexity,
but if there are multiple possible MCSs, only one of them is returned.
One can prove that this algorithm runs in polynomial time by counting the
number of children to consider and using known bounds on the running times of
the algorithms used in the dynamic programming step e.g., a maximal matching
can be computed in cubic time [8].
2.3 Method
In this section, we describe how we use the MCS algorithm to generate features
for graphs. The idea is to select pairs of graphs from the dataset, and then
compute one of their MCSs. Before we discuss the method, we give a problem
description.
Problem description We define the task of generating features in graphs as
follows. Consider a set of graphs G, where each graph has been labeled positive
or negative w.r.t. a particular classification task:
G = {(gi, Ci) | Ci ∈ {+,−}}.
Given a dataset G, a set of possible constraints c and a number k (with 0 < k <
∞), the task is then to find a set of k subgraphs satisfying the constraints c that
are used as features for G.
MCS extraction First, we introduce some additional notation. We denote with
G+ the subset of graphs belonging to the positive class, that is,
G+ = {(gi, Ci) ∈ G | Ci = +}.
In the same way, we define G−. Note that G+ and G− form disjoint partitions of
G, that is, G = G− ∪ G+. Then, let G∗ be the subset of outerplanar graphs of G,
that is,
G∗ = {g ∈ G | g is outerplanar}.
Now we are ready to introduce the notation for extracting MCS features. We
define
F(X,Y ) = {p | p = MCS(x, y), x ∈ X, y ∈ Y }
where MCS(x, y) returns an MCSv of x and y computed and where X and Y
are arbitrarily defined sets of graphs. Observe that per pair of graphs, we com-
pute only one MCS. We can obtain different subsets of F(X,Y ) by: 1) varying
the selection strategy, that is, the way we choose X and Y , possibly using a
sampling method, and 2) adding additional constraints on the found subgraphs
p. In particular, the choices that we consider are:
1. Selection strategies on X and Y
– X = G∗ and Y = G∗, that is, we compute all MCSs from all pairs of
outerplanar graphs in our dataset;
– X = G∗+ (G∗−) and Y = G∗+ (G∗−), that is, we consider only subgraphs
common between graphs belonging to the same class (either positive or
negative) in order to capture features that are more discriminative for
the given target concept;
– a sampling approach that selects couples (x, y) from X×Y uniformly at
random. This allows one to trade-off the accuracy with the efficiency as
a reduced set of k features can be generated more quickly. We denote a
reduced set of k features as Fk;
2. Additional constraints c on the retrieved subgraphs p
– freq(p,G) ≥ f , that is, p is a subgraph of more than f graphs in the
dataset G;
– χ2(p,G) > t, that is p is a subgraph occurring in more graphs from the
positive (negative) class than from the negative (positive) class, where
the exact threshold is derived by the χ2 score, often used to compute
the significance of patterns [2];
– size(p) ≤ s, that is, p has to have a size below the threshold s.
When a constraint c is imposed on a set of features F we denote the resulting
set as c(F). For instance, freq(F ,G) ≥ f represents the set of patterns
in F with a frequency higher than f . Furthermore, we use the notation
arg maxk φ(F ,G) to denote the top-k features from F , that is, the k features
from F that score best with regard to a scoring function φ(·).
Computational complexity In order to gain an understanding of the time
complexity of the proposed approach, we identify and discuss four key processes:
1) the computation of the set of MCSs between two graphs x, y; 2) the selection
strategy, which determines the set of graphs from which to sample the pairs
(x, y); 3) the elimination of multiple occurrences of the same subgraph; and 4)
the embedding of the extracted subgraphs in the graph dataset:
1. MCS computation While computing the MCS set under the general sub-
graph isomorphism is NP-hard, determining a single (random) MCS under
the BBP subgraph isomorphism of two outerplanar graphs can be achieved
in polynomial time using the algorithm discussed in Sect. 2.2.
2. Selection strategy While the extraction of the MCS set from all pairs of
graphs in G∗ invokes the MCS computation a number of times quadratic in
the size of the set of examples, one can hope to achieve a good compromise by
either a) randomly selecting a smaller subset of graphs in X,Y and invoking
MCS(x, y) from all possible pairs, or b) directly selecting a smaller number
of random graph pairs (x, y). This latter procedure raises an interesting
question as to how the number of (distinct) subgraphs k and the number
of graph pairs n relate (as the same MCS can be extracted from different
graphs). This is investigated experimentally in Sect. 3, where we show that
the relationship between k and n is just linear.
3. Eliminating multiple MCS occurrences To avoid multiple occurrences,
we have to check for each new pattern whether it is isomorphic to an already
found MCS. Because of the BBP subgraph isomorphism and the fact that
all MCSs are outerplanar, this can also be realized in polynomial time and
has to be repeated k2 times with k the cardinality of the MCS set.
4. Feature embedding Once the set of k MCSs has been identified, the trans-
lation of these subgraphs into features is accomplished by doing a subgraph
isomorphism test between each of the k elements in the MCS set and each
of the m elements in G∗. Using the BBP decomposition notion, this can be
done in polynomial time for each of the k · m pairs. To compute the em-
beddings for the non-outerplanar graphs, that is, for every g ∈ G \ G∗, the
(NP-complete) general subgraph isomorphism test can be used.
Hence, the overall complexity is polynomial in the size of the individual graphs,
in the size of the graph set and in the size of the desired feature set (which is
bounded by the square of the size of the graph set).
Notice that, in contrast to traditional local pattern mining approaches, the
proposed technique does not require one to perform expensive embedding opera-
tions while searching for features, but only once the features have been generated,
that is, while local pattern mining techniques need to compute frequencies or
correlation measures and therefore need to perform embedding computations
during the search phase, our approach computes the embedding only after the
whole set has been extracted.
In order to gain an understanding of the space complexity of the proposed
approach, we identify and discuss two key processes: 1) the space requirements
for the extraction of an MCS of two graphs and 2) the space requirements when
processing the entire set of examples.
In the first case, the MCS algorithm requires to store a number of relevant
subgraphs bounded by O(m2) with m being the number of vertices in the largest
block. We note that in practice this does not imply a severe memory requirement
for applications in chemoinformatics.
In the second case, the key process is the check for multiple MCSs occur-
rences. For this we need to keep track of all unique MCS patterns found. In
Sect. 3, we empirically show that the number of unique MCS features grows lin-
early w.r.t the number of examples and not quadratically as one would intuitively
expect. This property allows us to conclude that the memory requirements are
in practice linear w.r.t. the dataset size.
A C++ implementation of the presented method can be downloaded at http:
//www.cs.kuleuven.be/~dtai/PMCSFG.
3 Experimental Evaluation
In this section, we perform an experimental analysis to measure the quality
of the patterns under the various parametric choices and the computational
time needed to generate them. The properties and the quality of the extracted
subgraphs are evaluated by using them as features in predictive tasks for 60
problems from chemoinformatics. We compare the results against several related
state-of-the-art methods and provide a discussion.
3.1 Datasets
The NCI dataset collection has been made publicly available by the National
Cancer Institute and provides screening results for the ability of thousands of
compounds to suppress or inhibit the growth of a panel of 60 human tumor cell
lines. The datasets used here correspond to the parameter GI50, the concentra-
tion that causes 50% growth inhibition. For each cell line, approximately 3,500
compounds are provided together with information on their cancer-inhibiting
action, which defines a binary classification problem. We use the datasets of
Swamidass et al. [9], which are available from the authors upon request.
Each molecule is described in the Tripos Sybyl MOL2 format.3 From this we
extract a graph in which each vertex corresponds to an atom and each edge to
a bond. The vertices are labeled with general atom types (e.g., N, C) and the
3 http://www.tripos.com/data/support/mol2.pdf
edges are labeled single, double, triple, amide or aromatic. Hydrogen atoms are
dropped.
3.2 State-of-the-art methods
We compare our method against three state-of-the-art methods that construct
features for graphs: one method that performs correlated subgraph mining [2]
and two methods that exhaustively enumerate all possible subgraphs [3, 10]. We
describe these methods using the notation introduced in Sect. 2.3.
First, we consider a correlated graph miner [2], which traverses a search
space in order to find the top-k correlated graph patterns. Here, each pattern
receives a χ2-correlation score w.r.t. the class value. It is known that correlated
subgraph miners outperform frequent subgraph miners, which mine patterns
under the frequency constraint, in terms of predictive performance [2]. We call
this method C-GP. In our notation, it corresponds to arg maxk χ2(A,G), where
A denotes the set of all possible graphs.
Second, we consider the method proposed by Wale et al. [3], which gener-
ates all possible graph patterns that occur at least once in the dataset. The
subgraph size is upper-bounded by a user defined parameter s. Wale et al. [3]
have shown that their method outperforms earlier methods such as graph kernels
and fingerprints. We call this method A-GP. In our notation, it corresponds to
size(freq(A,G) ≥ 1) ≤ s.
Third, we consider a method that computes the FP2 fingerprints (generated
using OpenBabel v2.1.14). This is an exhaustive method that generates all pos-
sible paths (linear sequences) up to length s = 7. Moreover, it makes use of basic
chemical knowledge to label paths linked to a cycle and to discard uninformative
paths. Because even for small s (say 7 or 8) this rapidly leads to vast numbers of
features, the generated features are typically compressed into a fingerprint using
a kind of hashing of the the occurrences of the paths onto a fixed-length vector
[10]. In this step, information is lost as it becomes impossible to find out which
patterns are involved in the fingerprint. Despite this drawback, fingerprints are
considered state-of-the-art among chemists [10]. We call this method FP2. In
our notation, it corresponds to size(freq(P,G) ≥ 1) ≤ s, where P denotes the
set of paths.
3.3 Methodology and parameter settings
We consider a variety of parametric choices as detailed in Sect. 2.3. Table 1 gives
an overview of the variants that will be investigated as well as an overview of
the state-of-the-art methods we will compare to.
A-MCS corresponds to extracting MCSs from all outerplanar examples, while
P-MCS and N-MCS only extract MCSs from positive or negative examples alone,
respectively. R-MCS corresponds to extracting MCSs from randomly sampled
pairs of outerplanar graphs, while F-MCS and C-MCS first extract all MCSs
and then keep the top-k ones w.r.t. frequency and χ2, respectively.
4 http://openbabel.sourceforge.net
Table 1. Overview of the different parametric choices for F and the state-of-the-art
methods.
Abbr. Method Language Hashing
MCS variants
A-MCS F(G∗,G∗) graphs no
P-MCS F(G∗+,G∗+) graphs no
N-MCS F(G∗−,G∗−) graphs no
R-MCS Fk(G∗,G∗) graphs no
F-MCS arg maxk freq(F(G∗,G∗),G) graphs no
C-MCS arg maxk χ
2(F(G∗,G∗),G) graphs no
State-of-the-art methods
C-GP arg maxk χ
2(A,G) [2] graphs no
A-GP size(freq(A,G) ≥ 1) ≤ s [3] graphs no
FP2 size(freq(P,G) ≥ 1) ≤ s [10] sequences yes
Parameter settings for MCS variants For R-MCS, F-MCS and C-MCS,
we chose k = 1000. Since R-MCS is a non-deterministic method, it was always
run 10 times and boxplots are reported. For F-MCS and C-MCS, we also chose
k = 1000. For all MCS methods, we discard subgraphs that only have a single
vertex, as was done by [2].
Parameter settings for state-of-the-art methods For C-GP, we chose k =
1000 and mined the top-1000 most correlated patterns in the training data. For
A-GP, we consider all subgraphs from length 1 to 7, that is, we chose s ≤ 7,
as recommended by [3]. FP2 also uses s ≤ 7 and requires one additionally to
specify the number of bits for the pattern encoding vector. A common choice
for this number is 10, and since 1024 (the length of the vector) is closest to the
value of k, we adopt the same value of 10.
Evaluation Since we want to investigate the predictive quality of different
feature generation methods, we vary only the feature generation step and resort
to the same classification procedure for all methods.
Given a graph dataset G, we first generate features only from the training
set. Then, we propositionalize each example in G to a one-bit vector encoding
representation: given a feature set of size k, each graph g ∈ G is encoded as
a k-dimensional binary vector, where a 1 is marked in the i-th position if the
i-th subgraph is subgraph isomorphic to g. The general subgraph isomorphism
is used for this matching for all methods.
As classification model we use SVMs in combination with the Tanimoto-
kernel [9]:
KT (x, y) =
∑N
i=1(xi = 1 ∧ yi = 1)∑N
i=1(xi = 1 ∨ yi = 1)−
∑N
i=1(xi = 1 ∧ yi = 1)
In words, this kernel computes a similarity between vector x and vector y by
counting the number of common patterns (i.e. the set-intersection) between the
two molecules as a fraction of the total number of patterns that occur in both
molecules (i.e. the set-union). The Tanimoto-kernel is considered state-of-the-
art for the classification of small molecules [10]. As implementation we used
SVMlight [11].
To evaluate the classification models, we use the area under the ROC curve
(AUROC) score [12] and the H score introduced by Hand [13], who shows that
AUROC fails to take into account the relative costs of misclassifications of dif-
ferent classifiers. The H score does not suffer from this problem.
For all experiments, a stratified 10-fold cross-validation is used. The regu-
larization parameter of the SVM is tuned out of 10 values running an internal
5-fold cross-validation over the training data.
We compute the statistical significance of the different methods in two ways.
On the one hand, generalization over datasets follows from the win/loss-ratio.
In particular, we use the Friedman test combined with a Nemenyi post-hoc test
to compute significance [14]. The Friedman test is a non-parametric test for sta-
tistical comparisons of classifiers over multiple datasets. It ranks the algorithms
for each dataset separately, with the best performing algorithm getting the rank
of 1. In case of a tie, the average rank of the tied models is assigned. Then,
a Nemenyi post-hoc test is used to analyze which of the classifier’s ranks differ
significantly from each other: the performance is significantly different if the cor-
responding average ranks differ by at most the critical difference, which depends
on the significance level and the number of classifiers [14].
We also use a second statistical test, which shows how well different classifiers
are able to generalize to other instances from the same population. One classi-
fier is significantly better than another at the 1% level for samples of ≈3,500
molecules when an increase of ≈2.5% in AUROC or H is measured.
3.4 Results
We organize the experimental results as answers to a set of six questions:
Q1 What is the predictive quality of MCS features obtained under different
selection strategies?
Q2 What are the effects of applying different constraints on the obtained MCS
features?
Q3 How does the quality of the feature set vary w.r.t. the number of sampled
MCS features?
Q4 How many pairs of molecules need to be sampled in order to obtain k unique
MCS features?
Q5 How does MCS feature construction compare with state-of-the-art feature
construction methods?
Q6 What are the runtimes of the MCS feature generation methods and how do
they compare with state-of-the-art feature construction methods?
Table 2. Average scores and ranks for AUROC and H over 60 datasets when comparing
different selection strategies.
AUROC H
Method Average Average rank Average Average rank
A-MCS 0.796 1 0.301 1.02
P-MCS 0.792 2.08 0.294 2.05
N-MCS 0.788 2.92 0.286 2.93
Critical difference for the average ranks at the 1% significance level: 0.53
Q1: What is the predictive quality of MCS features obtained under
different selection strategies? Figure 3 shows the predictive performance
(AUROC and H) for A-MCS, P-MCS and N-MCS. On average, A-MCS re-
sulted in approximately 7800 patterns, P-MCS in 4500 patterns and N-MCS in
3200 patterns. According to the Friedman test, for which the average ranks and
critical difference are shown in Table 2, A-MCS is significantly outperforming
P-MCS for both evaluation measures. P-MCS in turn outperforms N-MCS for
both measures.
However, the average AUROC and H scores over the 60 datasets (also shown
in Table 2), differ for less than 2.5%. This is an interesting result for the prac-
titioner since, when there are reasons to believe that the negative class is more
complex to model or when the available dataset exhibits a larger number of ex-
amples from the negative class (conditions that often occur in chemoinformatic
activity prediction tasks), one can resort to sampling from positive examples
alone without losing much predictive performance in practice.
In conclusion, while according to the Friedman test, extracting MCS features
of positive (or even negative) examples results in significantly worse predictive
performances, the second statistical test, which generalizes over molecules from
the same population, indicates that there is no significant difference between the
methods. Further investigation suggests that the small decrease in performance
of P-MCS and N-MCS is caused by the reduced number of features (see also
Q3).
Q2: What are the effects of applying different constraints on the ob-
tained MCS features? To answer this question, we will compare a random
sample of 1000 MCS features (R-MCS), that is, applying no constraint at all,
to the 1000 most frequent MCS features (F-MCS) and the 1000 most correlated
MCS features (R-MCS). The predictive performance of R-MCS, F-MCS and C-
MCS is shown in Fig. 4. Note that, because for R-MCS the results are averaged
over 10 runs, boxplots are shown. These show that, despite the non-deterministic
nature of the procedure, R-MCS achieves quite stable results.
The Friedman test (results shown in Table 3) shows a clear advantage for
R-MCS over F-MCS and C-MCS. However, again the average AUROC and H
scores indicate no significant difference (Table 3).
Table 3. Average scores and ranks for AUROC and H over 60 datasets when applying
different constraints.
AUROC H
Method Average Average rank Average Average rank
R-MCS 0.784 1 0.280 1.02
F-MCS 0.774 2 0.263 1.98
C-MCS 0.761 3 0.244 3
Critical difference for the average ranks at the 1% significance level: 0.53
In conclusion, the results show that extracting MCS features from randomly
sampled pairs of examples does not perform significantly worse than applying a
frequency or correlation constraint on the MCS features. This is a surprising re-
sult, since randomly sampling 1000 MCSs is less computationally expensive (see
Q4) than mining all MCSs and then post-processing those under some constraint
to obtain the 1000 best features. A possible reason for this is that constraints
tend to decrease the diversity of the set, i.e. features that are highly frequent or
correlated with the target could be highly inter-correlated and hence redundant
and ultimately uninformative. We further investigate this issue in the following
section.
Redundancy issues In order to gain a deeper understanding on the quality
and the differences between the various feature sets, we define some indicators
reported in Table 4. First, we define uniqueness as the percentage of examples
with a bit-vector encoding that is unique, i.e. different from that of all the other
examples in the dataset. It is evident that examples having the same encoding
cannot be further discriminated by any classification method. Hence, a high
uniqueness is a desirable property.
Second, we report the generalization of the mutual information measure, i.e.
the total correlation [15] (also known as the multivariate constraint or multi-
information) to express the amount of redundancy existing among the set of
features considered as random variables. The total correlation (TC) is defined
as: TC(X1, X2, . . . , Xk) =
∑k
i H(Xi)−H(X1, X2, . . . , Xk) for the set of k fea-
tures, where H(·) is the (joint) information entropy. It represents the amount
of information shared among the variables in the set. The sum
∑n
i H(Xi) rep-
resents the amount of information (in bits) that the features would possess if
they were totally independent of one another. The term H(X1, X2, . . . , Xn) is
the actual amount of information that the feature set contains. The difference
between these terms therefore represents the absolute redundancy present in the
given set of features, that is, the TC tells us how related a group of features
are. A near-zero TC indicates that the features are essentially statistically in-
dependent; they are completely unrelated, in the sense that knowing the value
of one feature does not provide any clue as to the values of the other features.
A maximum value for TC is achieved when one of the features is completely
redundant with respect to all of the other features.
Table 4. Redundancy evaluation of the different feature construction methods (aver-
aged over 60 datasets) that yield 1000 features.
Method Uniqueness Total Correlation
A-MCS 99.19± 0.18 N/D
R-MCS 98.52± 0.26 103.55 ± 1.26
F-MCS 97.00± 0.45 148.57 ± 2.74
C-MCS 91.38± 2.11 139.32 ± 2.59
A-GP 99.36± 0.20 N/D
C-GP 53.92± 5.74 212.44 ± 16.65
Table 5. Distribution of the number of edges of three feature generation methods for a
representative dataset (786 0). O.k represents the n·k order statistic of the distribution.
Method Average Minimum O.05 O.25 O.5 O.75 O.95 Maximum
A-MCS 13.22 ± 7.56 1 5 9 12 16 27 98
A-GP 6.46 ± 0.86 1 5 6 7 7 7 7
C-GP 9.86 ± 3.80 1 5 8 10 12 16 19
We argue that a good set of features should have 1) a high uniqueness (so to
be injective and not commit to some predefined, target independent equivalence
notion between examples) and 2) a low total correlation, i.e. a low amount of
information shared among the features.
All results have been averaged over the 60 datasets and only test set examples,
that were not used for the generation of the patterns, were considered. Since we
do not have access to the actual patterns that were generated by FP2, this
method is not included in the table. Because the total correlation of different
features sets only has a valid interpretation when dealing with the same amount
of features, we do not report it for the 105 features of A-GP or for the 7800
features of A-MCS. According to these indicators, R-MCS selects a better set of
features than the other strategies. Moreover, we have also observed that R-MCS
returns features with a high frequency (occurring on average in 1/3 of the test
set), showing that with high probability, computing MCSs between randomly
chosen pairs of graphs leads to features that are also frequent.
We finally report in Table 5 some order statistics on the edge set size distri-
bution of the subgraphs retrieved with A-MCS, A-GP and R-GP. A-MCS shows
a clear preference in selecting significantly larger (and perhaps more interesting)
subgraphs.
In conclusion, the features generated by A-MCS and R-MCS seem to have
a larger uniqueness and are less redundant, which likely contributes to their
superior predictive performance.
Q3: How does the quality of the feature set vary w.r.t. the number
of sampled MCS features? We measure the quality of the feature set as the
Table 6. Predictive performance (AUROC) on 5 NCI datasets with an increasing
number of randomly sampled MCSs.
Number of MCS features
Dataset 100 200 400 800 1600 3200 6400
SNB 19 74.3 76.0 77.2 78.0 78.8 79.2 79.4
M14 74.3 76.0 77.6 78.7 79.5 80.0 80.2
NCI H522 74.9 76.3 77.6 78.7 79.5 80.1 80.3
786 0 75.1 77.1 78.3 79.4 80.1 80.4 80.7
HCT 116 76.2 78.0 79.4 80.4 81.2 81.7 82.0
predictive performance over 5 randomly selected datasets as we increase k, the
number of randomly sampled MCSs, from 100 to 6400 (each result has been
averaged over 10 runs). For this experiment we do not tune the regularization
parameter of the SVM, but take a fixed value equal to 1 (this was the best-
performing parameter value in the previous experiments). Table 6 shows an
AUROC improvement of ≈5% when increasing the number of patterns from 100
to 6400 with a saturation level around 3200 patterns.
In conclusion, our intuition that using more features boosts predictive per-
formance is correct. Note that with very few patterns, it is already possible to
obtain a reasonable predictive performance.
Q4: How many pairs of molecules need to be sampled in order to
obtain k unique MCSs? We experimentally determine the functional link
between the number of examples and the number of unique MCSs by considering
two strategies. In the first strategy, we take subsets of n examples and consider
all n(n − 1)/2 possible pairs of which we compute an MCS (S1). In the second
strategy, we consider a random sample of m pairs from the set of all examples
(S2). This corresponds to R-MCS.
The results of the two strategies are reported in Fig. 5. We observe that
S2 needs to consider less pairs to obtain the same amount of unique MCSs,
confirming the intuition that the repeated use of the same molecule in different
pairs yields a smaller number of unique MCSs. Specifically, we found that in
order to obtain 1000 different MCSs we need 45,000 pairs of randomly sampled
molecules or a random sample of 400 molecules out of which to consider all
possible pairs. We have observed an almost perfect linear relationship (with
coefficient 2.6) between the number of molecules and the number of different
MCSs, that is, given a set of 1000 molecules, extracting the MCSs from all pairs
gives 2,600 unique MCSs.
The reason is that the number of distinct MCSs does not grow linearly, but
rather as the square root of the number of pairs of examples as shown in Fig. 5.
The explanation for this behavior is subject of current study, but it seems to be
Table 7. Average scores and ranks for AUROC and H over the 60 NCI datasets for
the state-of-the-art feature generation methods.
AUROC H
Method Average Average rank Average Average rank
A-MCS 0.796 1.45 0.301 1.35
A-GP 0.796 1.55 0.299 1.65
R-MCS 0.784 3.18 0.280 3.15
FP2 0.779 3.82 0.270 3.85
C-GP 0.684 5 0.134 5
Critical difference for the average ranks at the 1% significance level: 0.94
related with the specific highly combinatorial nature of subgraphs5 which biases
shorter subgraphs to occur exponentially more frequently, which in practice,
greatly reduces the number of different MCSs actually present.
In conclusion, when considering a sampling approach, it is better to take
the full set of examples into account and consider random pairs, rather than
computing MCSs of all pairs on a selected subset of examples.
Q5: How does MCS sampling compare with state-of-the-art feature
generation methods? We first compare R-MCS (results are again averaged
over 10 runs) to C-GP over the 60 datasets. Figure 6 shows a clear advantage for
R-MCS. Also the Friedman test and the average AUROC and H scores (Table 7)
show that R-MCS is performing significantly better than C-GP.6
Next, we compare R-MCS with FP2 (Fig. 6). Here, the Friedman test as well
as the average AUROC and H scores show that there is no significant difference
between these two methods (Table 7).
Finally, we compare A-MCS with A-GP. Figure 6 shows that both meth-
ods are competitive in terms of predictive performance. The outcome of the
Friedman test and the average AUROC and H scores (Table 7) also show that
the performances of A-MCS and A-GP are not significantly different. However,
A-GP needs ≈150,000 patterns to reach this performance, while A-MCS needs
only ≈7,800 patterns. Moreover, it can be argued that, because of the BBP sub-
graph isomorphism, the patterns of A-MCS are more easily interpretable from
a chemical viewpoint.
To further investigate the quality of both sets of patterns, we have randomly
selected 1000 patterns from the approach of Wale et al. [3] (R-GP) and compared
the decrease in predictive performance. For R-GP, the average AUROC was
5 A similar behavior is observed in the growth of the number of distinct words (which
are sequences of atomic letters) in natural texts.
6 Bringmann et al. [2] argue that mining the top-k sequences introduces less redun-
dancy in the patterns than mining the top-k graphs. We have therefore tested the
latter approach which yields an average AUROC of 73.6, still significantly below
that of R-MCS.
0.679, while the average H score was 0.131. It turns out that GP degrades much
more than MCS: the decrease in average AUROC and H (A-GP – R-GP) is
11.7 and 16.8, while for our approach (A-MCS – R-MCS) it is only 1.1 and 2.1,
respectively. This shows that MCS features are more robust and meaningful.
To check the redundancy of the patterns generated by R-GP, we also computed
their uniqueness (25.25± 2.24) and redundancy (12.28 ± 0.80) . These numbers
show that R-GP yields a set of nearly totally independent features (see Table
4). However, if we compare the predictive performance of R-MCS to the one of
R-GP, it also becomes clear that achieving non-redundancy among the features
is not the only prerequisite to generate a good set of features.
In conclusion, A-MCS and R-MCS can be considered as state-of-the-art fea-
ture generation methods.
Q6: What are the runtimes of the MCS feature generation methods?
We executed A-MCS and R-MCS on an Intel Core2Quad Q9550 CPU (2.8GHz)
for a representative set of 3910 NCI molecules with an average 23 vertices and 25
edges. First, we compare A-MCS with R-MCS. A-MCS needed 2.8 · 105 seconds,
while R-MCS needed 2,142 seconds. Obviously, A-MCS is a time-consuming
task, partly because of the many tests for duplicate MCSs. R-MCS, however, has
a good trade-off between predictive performance and efficiency: it is 175 times
faster, while only a decrease of 1.1% in AUROC was measured. One argument in
favor of A-MCS, however, is that it, unlike the other feature generation methods,
can easily be run in parallel.
Second, we compare R-MCS with C-GP. We randomly selected 5 datasets
from the 60 NCI datasets for this experiment. R-MCS needed on average 2,327
seconds per dataset, while C-GP needed on average 54,322 seconds, which is 23
times slower than R-MCS.
In conclusion, when handling large datasets or runtimes are important, R-
MCS provides a good trade-off between predictive performance and efficiency.
Moreover, R-MCS achieves a speed-up of a factor 23 w.r.t. a typical correlated
graph miner.
3.5 Discussion
We have shown that features obtained as the maximum common subgraphs from
all pairs of instances in a dataset (or those obtained by sampling from a reduced
set of pairs) allow the construction of predictive models achieving state-of-the-art
performance on several tasks from chemoinformatics. There are however some
drawbacks and implications of the presented method that deserve to be further
discussed.
First, we notice that efficiency in the proposed approach can be guaran-
teed only when restricting to outerplanar graphs. Indeed, if an instance is a
non-outerplanar graph, then it is not considered in the feature generation pro-
cess. This restriction is not particulary severe when (a) the proportion of non-
outerplanar examples is very small (few percentages w.r.t. the entire dataset
size) or (b) the number of cases where interesting features are themselves non-
outerplanar is negligible. The first case is often true in many chemoinformatic
applications although there exist datasets where the number of non-outerplanar
instances is relatively large (10-20% of the total size. In those cases, methods
that can exploit all the available material could in principle achieve better per-
formance by simple virtue of a larger data set from which to extract relevant
features. We have experimentally investigated the consequences of point (b)
by extracting the top-k correlated subgraphs according to the graph miner of
[2]. In this case, we have verified that all subgraphs are indeed outerplanar. A
possible explanation for this is that the found patterns are too small to form
non-outerplanar examples.
Second, we observe that by using the BBP subgraph isomorphism, ring struc-
tures will be either entirely selected as part of the MCS or not at all. As a conse-
quence, ring structures and linear fragments are treated in a different way. This
bias seems to have positive effects on the quality of the retreived patterns when
dealing with applications from chemoinformatics as was experimentally shown
in [4]. The effect of this bias on graphs in other types of domains needs to be
empirically evaluated on a per-application basis.
Third, we acknowledge that extracting MCS features from all possible pairs
of instances is a quadratic procedure which therefore does not scale well when
dealing with large datasets. To tackle this issue, we have proposed a random-
ization strategy that sacrifices predictive performance in order to speed up the
process. Interestingly, we have experimentally shown that the performance of
models build on the MCS features saturates rapidly with the number of differ-
ent MCSs so that only a relatively small number of random pairs of instances is
needed to achieve results comparable with the all-pairs case. Once again though,
it is unclear if these findings would hold true in different domains.
4 Related Work
This work is related to various streams of research. Firstly, our technique can
be regarded as propositionalizing a relational or graph-based representation as
is common in logical and relational learning [16]. Various techniques have been
used to generate features of interest [17]. Our approach differs from these propo-
sitionalization approaches in that it works bottom-up and also that it com-
putes pairwise minimally general generalizations of the examples that can be
used as features, and it combines this idea with randomization. It is straight-
forward to adapt our technique for use in logical and relational learning. One
only has to replace the use of the maximum common subgraph notion by a
relational notion of minimally general generalization. Two such frameworks are
well-known [16]: when working under θ-subsumption, the minimally general gen-
eralization is unique and is therefore called the least general generalization [18],
while when working under OI-subsumption [16] it is – as the MCS – not nec-
essarily unique. On the other hand, the size of the least general generalization
under θ-subsumption of two objects may be as large as the product of the sizes
of these objects, while the size of the minimally general generalization under OI-
subsumption is bounded by the size of the objects themselves. The differences
between OI-subsumption and θ-subsumption are akin to those between sub-
graph isomorphism and homomorphism. While the use of subgraph isomorphism
is more common when working with graphs, in inductive logic programming, the
alternative notion, based on homomorphism is more common.
There are different ways to define and compute maximum common sub-
graphs. A large number of approaches can be related to distance metrics [19].
Raymond et al. [20] give an elaborate overview of existing similarity measures
for molecules that are graph-based. Most of these algorithms avoid the computa-
tional complexity by computing approximate values, as the maximum common
subgraph problem is in general NP-hard. In our work, we use an alternative
matching operator, that is, the block-and-bridge-preserving subgraph isomor-
phism, which runs in polynomial time and is suitable for molecules [4]. An
alternative approach to reduce the complexity could be to consider common
substructures which can be computed more easily, such as multisets of common
vertex labels [21]. However, an important drawback is that the more complex
shared substructures are not taken into account.
Secondly, our work is related to the common practice in constraint-based
graph mining, where constraints on subgraphs of interest are formulated and all
subgraphs satisfying the constraints are generated. A wide variety of different
constraints has been considered in graph mining, such as frequency-based [1,
22], generality-based, using one or two classes, imposing syntactic constraints,
and combinations of those with particular subclasses of patterns such as paths
[23]. In addition, there has been research on correlated pattern mining [2], where
the goal is to find the top-k patterns according to a statistical significance mea-
sure such as χ2 or information gain. In both types of approaches, one typically
performs a complete search. This leads one to finding all solutions satisfying
the constraints. While completeness and optimality are interesting theoretical
properties, these approaches are also computationally much more demanding
and may be harder to tune (that is, set parameters) than the simple randomized
approach we pursued. At the same time, the completeness and optimality prop-
erties are not directly related to the true task in these graph miners, which is
concerned with finding good representations of the graphs or molecules for use in
classification. Our work shows clearly that – at least for molecular applications
– a much simpler approach without strong guarantees may well achieve better
results both in terms of predictive performance and efficiency.
It is interesting to note that in [24] the authors propose to rank the subgraphs
returned by a frequent graph miner according to a notion of statistical signifi-
cance7 and show that in a chemical database the selected features are typically
subgraphs that are in fact the “largest common subgraphs in a class of medically
effective compounds”.
7 The p-value for a subgraph there is defined as the probability that the given subgraph
occurs in a database of random graphs with a support higher than the observed
frequency.
The favorable properties of randomization approaches, in particular the fact
that choosing random features can be better than choosing them according to
specific criteria, have already been noted in other contexts e.g., for selecting
features in distance construction [25]. Recently, the randomization idea has also
been suggested in the area of pattern mining. Chaoji et al. [26] have introduced
a feature construction method that obtains good patterns by sampling under
diversity constraints. However, the suggested method requires the user to tune
and specify two parameters that control the diversity (orthogonality) and rep-
resentativeness respectively.
We conjecture that methods looking for patterns that satisfy given con-
straints are more subject to redundancy issues than randomized methods. The
intuition here is that similar or correlated patterns do exhibit the same proper-
ties w.r.t. the constraints and are therefore more likely to be all selected in the
top-k set, hereby reducing the diversity of the set. Intuitively, the randomiza-
tion procedure decreases the chance to select two patterns that are related in
any special way (e.g., being similar or correlated). At the same time, a random-
ization procedure should not decrease the quality of the retrieved patterns. In
the top-frequency case, sampling k elements randomly from a larger set of top-
frequent patterns leads to patterns with a lower frequency on average than those
obtained by a direct top-k frequent approach. Hence, the random sampling has
a negative impact on the desired pattern quality, that is, the selected patterns
are less frequent and potentially less relevant. In the MCS case, the random
sampling does not alter the main property of a pattern of being the maximum
common subgraph between a pair of instances.
Thirdly, as shown by De Raedt and Ramon [19], the notion of a minimally
general generalization is closely related to that of a distance measure. For in-
stance, the notion of maximum common subgraph under subgraph isomorphism
is used in Bunke and Shearer’s distance measure [27], while the one we are using
(based on BBP-subgraph isomorphism) was used by Schietgat et al. to construct
a metric [4]. Furthermore, as kernels can be viewed as a kind of similarity mea-
sure our work is also related to kernels. Many types of graph kernels [28–30]
correspond to some feature space where every possible subgraph corresponds to
a feature. The kernel then counts how many subgraphs two examples have in
common. The subgraphs are typically defined in such a way that they can be
enumerated in an implicit way such that the counting procedure can be done
efficiently (e.g. via dynamic programming procedures). In these cases however,
as the dimension of the feature space associated with the kernel becomes expo-
nentially larger, there is an increasing probability that a significant fraction of
the feature space dimensions will be poorly correlated with the target function.
As a consequence, even when using large margin classifiers, one can fail to obtain
models with good generalization performance [31]. In order to tackle these issues,
several remedies have been proposed, from down-weighting the contribution of
larger fragments and/or bounding a priori their size, to a direct manipulation of
the Gram matrix. Alternatively one can try to identify a strong bias, relevant to
the task at hand, and consider only a selected subset of structures to limit the
dimension of the feature space without degrading the prediction performance.
Our approach follows the latter strategy in that it generates at most a single
feature per pair of examples and a relatively small set of randomly chosen pairs
is sufficient in practice to achieve good performance. We empirically showed that
the bias of the MCS operator seems to be very well suited for chemoinformatic
tasks.
A final stream of research is related to chemoinformatics, where the most
common state-of-the-art approach to feature construction in molecules is to gen-
erate all patterns of size up to k (typically paths) that occur in at least one
molecule [3, 10], the so-called fingerprints. The differences with our approach are
that our features are guaranteed to occur in at least two molecules, that they
are typically also much more informative as their size is typically larger, and at
the same time, the number of such features is much smaller.
5 Conclusions and Future Work
We have introduced a simple, direct and effective approach to extracting patterns
in graphs. It is based on the idea of computing the maximum common subgraph
of randomly selected pairs of graphs. The approach is very efficient (it runs
in polynomial time thanks to the restriction to outerplanar graphs), it does
not require specifying any extra parameter (since one can simply extract all
possible distinct pairwise MCSs), yields better sets of features than alternative
approaches (as measured by the predictive performance of classifiers built using
the returned subgraphs as features) and seems to produce a smaller and less
redundant set of features than alternative techniques.
It was argued that the minimally general generalization approach provides an
interesting alternative to the fingerprints that are so popular in chemoinformatics
today. The advantages being that one obtains significantly larger and hence,
chemically more meaningful patterns, as well as a smaller number of them. We
intend to further investigate this idea in a chemoinformatics context.
Probably the most surprising finding of our work was that extracting MCSs
randomly produces better features than more traditional and computationally
more demanding all solutions or top-k approaches in graph mining. This in turn
sheds new light on the traditional local pattern mining approach, which has
dominated the field of data mining in the past 15 years. Our results indicate
that for some tasks, such as finding interesting and representative features in
molecular data it may be better to employ simpler and more efficient approaches
based on e.g., randomization. Therefore, we hope that this work encourages more
research in this direction.
Future work includes 1) the analysis of maximum common subgraph under
BBP-isomorphism for direct use as a graph-kernel; 2) the extension of the maxi-
mum common subgraph notion to non-connected components; 3) the exploration
of different sampling strategies to further reduce computational costs; and 4) the
use of different language bias e.g. maximum common subtrees or subsequences,
for increased efficiency.
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