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Abstract
The monitoring of economic developments is an exercise of considerable importance for
policymakers, namely, central banks and ﬁscal authorities as well as for other economic agents
such as ﬁnancial intermediaries, ﬁrms and households. However, the assessment of the business
cycle is not an easy endeavor as the cyclical component is not an observable variable. In this
paper we resort to singular spectrum analysis in order to disentangle the US GDP into several
underlying components of interest. The business cycle indicator yielded through this method
is shown to bear a resemblance with band-pass ﬁltered output. As the end-of-sample behavior
is typically a thorny issue in business cycle assessment, a real-time estimation exercise is here
conducted to assess the reliability of the several ﬁlters. The obtained results suggest that the
business cycle indicator proposed herein possesses a better revision performance than other
ﬁlters commonly applied in the literature.
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11. INTRODUCTION
Since the seminal work of Burns and Mitchell (1946), the question of how to extract the
latent cyclical component of an economic series has been a subject of considerable attention.
The wealth of research resources deposited in the analysis of business cycles is certainly a
corollary of its importance for a broad audience of decision makers including central banks,
ﬁscal authorities, ﬁnancial intermediaries, ﬁrms and households. Among the most routinely
employed methods to extract the cyclical component of an economic series lies the ﬁlter
proposed by Hodrick and Prescott (1997).1 Despite of its popularity and its wide range of
applicability, the ﬁlter proposed by Hodrick and Prescott is a high-pass ﬁlter thus incor-
porating excessive irregular noisy movements in the cyclical component. In opposition to
this high-pass ﬁlter, Baxter and King (1999) advocate the use of a band-pass ﬁlter, i.e., a
ﬁlter which suppresses a low frequency component and the high frequency ﬂuctuations in
a time series. As advocated by the latter authors, the seminal deﬁnition of business cycle
advanced by Burns and Mitchell is most congruous with the technology of band-pass ﬁlter-
ing than with high-pass methods, focusing on components whose recurring movements range
from 6 to 32 quarters. Regardless of its appealing features the aforementioned band-pass
ﬁlter lacks the ability to produce end-of-sample estimates, which are particularly precious
for policymaking purposes. An optimal ﬁnite sample approximation to the ideal band-pass
ﬁlter, which is able to cope with the problem of end-of-sample estimates was proposed by
Christiano and Fitzgerald (2003). As Christiano and Fitzgerald put forward, the potential
misspeciﬁcation of the true data generating process as a random walk can still render nearly
optimal performance. Even though the three methods mentioned above are certainly the
1 For an inventory of applications of this ﬁlter see, for instance, Ravn and Uhlig (2002), and references
therein.
2most employed in applications, the diversity of the literature includes many other possibil-
ities.2 For example, Yogo (2008) makes use of multiresolution wavelet analysis in order to
decompose the US GDP into several components of interest. The wavelet-ﬁltered data is
then shown to behave likewise the band-pass ﬁltered series. Pollock (2000) mentions the
lack of ability of some of the most widely used ﬁlters for coping with commonly observed
attributes of economic time series (say, a structural break) and suggests the use of the ratio-
nal square wave ﬁlter – a method known to engineers as the digital Butterworth ﬁlter. As
a means to take full advantage of the information available in other variables related with
economic activity, Azevedo, Koopman and Rua (2006) proposed a multivariate band-pass
ﬁlter using a state-space approach.
In this paper we employ singular spectrum analysis in order to disentangle the US GDP
into several underlying components of interest. Singular spectrum analysis is a natural ex-
tension of principal components analysis for time series data, with known applications in
climatology (Allen and Smith, 1996), geophysics (Kondrashov and Ghil, 2006), as well as
meteorology (Paegle, Byerle and Mo, 2000). Other recent applications of singular spectrum
analysis include, for example, forecasting (Hassani, Heravi and Zhigljavsky, 2009). For a com-
prehensive overview of singular spectrum analysis see, for instance, Golyandina, Nekrutkin
and Zhigljavsky (2001). The business cycle indicator yielded by dint of this method is shown
to bear a resemblance with band-pass ﬁltered output and is broadly in line with the con-
traction and expansion periods dated by the US Business Cycle Dating Committee of the
National Bureau of Economic Research (NBER).
From a policymaking standpoint a feature of remarkable importance is the reliability of
real-time estimates of the business cycle indicator (see, for instance, Orphanides and van
2 At the time of writing, according to Google Scholar, the papers of Hodrick and Prescott (1997), Baxter
and King (1999) and Christiano and Fitzgerald (2003) hold 3014, 1541 and 487 citations, respectively.
3Norden, 2002). However, the end-of-sample behavior of business cycle indicators is a thorny
issue shared by several frequently applied ﬁlters. Indeed, one should bear in mind that it is
extremely di cult to estimate output gap in real time, given that only with time one can be
more precise about the “true” position at a given period. In order to compare the revisions
of the business cycle indicator proposed in this paper and the remainder ﬁlters, a real-time
exercise is here conducted. Our results indicate that the business cycle indicator proposed
herein possesses a better revision performance than other ﬁlters commonly employed in the
literature.
The structure of this paper is as follows. The next section introduces singular spectrum
analysis. Section 3 is devoted to the extraction of the cyclical component of the US GDP.
Summary and conclusions are given in Section 4.
2. SINGULAR SPECTRUM ANALYSIS IN A NUTSHELL
2.1 Prefatory Decomposition Theory
To lay the groundwork, below we set forth some considerations on the orthogonal represen-
tation of stochastic processes. These are related with the theoretical underpinning which
underlies the basic motivation behind singular spectrum analysis.
One of the most widely known orthogonal representation of a stochastic process is given
by the Karhunen-Lo` eve decomposition (Lo` eve, 1978), which is stated in Lemma 1 below.
Roughly speaking this decomposition guarantees that any random variable which is contin-
uous in quadratic mean can be represented as a linear combination of orthogonal functions.
The proof of this result can be found elsewhere (e.g. Lo` eve (1978), pp. 144–145).
Lemma 1 A random function Y (t) which is continuous in quadratic mean on a closed
interval I = [0,t] admits on I an orthogonal decomposition of the form
Y (t)=
   
i=1
 
 i i(t) i, (1)
4for some stochastic orthogonal quantities  i, i   i and  i(t) respectively denote the eigen-
values and the orthonormalized eigenfunctions of the autocovariance function  (r,s).
Despite the broadness of this theoretical result, in practice a discrete variant of decomposition
(1) is often preferred to conduct data analysis. Hence, in lieu of considering the eigenfunc-
tions one uses instead the eigenvectors of a discrete version of the autocovariance function
 (r,s). Additionally, from the practical stance, one is often conﬁned to the truncation of a
ﬁnite number of terms in the decomposition (1). Indeed, the name of this decomposition is
at the origin of the alternative naming of principal component analysis as Karhunen-Lo` eve
transformation.3
2.2 Modus Operandi of Singular Spectrum Analysis
In this section we brieﬂy describe the modus operandi of singular spectrum analysis. A
primer on the methods described below can be found for instance in Golyandina, Nekrutkin
and Zhigljavsky (2001). In essence, the crux of the method can be dissociated in two phases,
namely decomposition and reconstruction. Each of these phases includes two steps. The
phase of decomposition includes the steps of embedding and singular value decomposition,
which we introduce below.
Embedding
This is the preparatory step of the method. The core concept assigned to this step is given
by the trajectory matrix, i.e., a lagged version of the original time series y =[ y1 ··· yn] .
Formally, the trajectory matrix is deﬁned as
3 Further details between connections of principal component models and Karhunen-Lo` eve decomposition
can be found, for example, in Basilevsky and Hum (1979).
5Y =
 
       
       
 
y1 y2 ··· y 
y2 y3 ··· y +1
. . .
. . . ... . . .
yl yl+1 ··· yl+(  1)
 
         
     
 
, (2)
where   is such that Y encompasses all the observations in the original time series, i.e.,
  = n   l + 1.
In order to set terminology, we refer to each vector yi =[ yi ··· yl+(i 1)] , i =1 ,..., , as
a window. The window length l, is a parameter to be deﬁned by the user. Observe that Y is
a Hankel matrix, where the original series y relies in the junction formed by the ﬁrst column
and the last row. It can also be useful to think of the trajectory matrix as a sequence of  
windows, i.e., Y =[ y1,l ··· y ,l].
The trajectory matrix also ﬁnds application in the estimation of the lag-covariance matrix
  of the source series y. In e ect, Broomhead and King (1986) proposed the following
estimate





As an alternative, one can also rely the estimate of the lag-covariance matrix using the
proposal of Vautard and Ghil (1989), which is given by
    =
 
  1
n  |i   j|







Observe that this estimate yields a Toeplitz matrix, i.e., a diagonal-constant matrix.
Singular Value Decomposition
In the second step we perform a singular value decomposition of the trajectory matrix.
Hence, from a eigenanalysis of the matrix YY  we collect the eigenvalues  1   ...    d,
6where d = rank(YY ), as well as the corresponding left and right singular vectors which we








which somehow resembles equation (1).
We now turn to the second phase of the method – reconstruction. This includes the steps
of grouping and diagonal averaging.
Grouping
In the grouping step, the selection of the m principal components takes place. Formally, let
I = {1,...,m} and Ic = {m +1 ,...,d}. The point here is to choose the ﬁrst m leading
eigentriples associated to the signal and exclude the remaining (d   m) associated to the
noise. Stated di erently, at the core of this step we have the proper selection of the set I,







i +  , (6)
where   denotes an error term, and the remainder summands represents the signal. In prac-
tice, this is typically done through readjusted methods for selecting a reasonable number of
principal components m.
Diagonal Averaging
The central idea in this step is the reconstruction of the deterministic component of the
series. A natural way to do this is to transﬁgure the matrix Y     obtained in the previous
step, into an Hankel matrix. The point here is to reverse the process done so far, returning to
a reconstructed variant of the trajectory matrix (2), and thus the deterministic component
7of the series. An optimal way to do this is to average over all the elements of the several
antidiagonals. Formally, consider the linear space Ml,  formed by the collection of all the
l   matrices, and let {hl}n
l=1 denote the canonical basis of Rn. Further, consider the matrix
X =[ xi,j]  Ml  . The diagonal averaging procedure is hence carried on by the mapping
D : Ml     Rn deﬁned as
D(X)=








Here |.| stands for the cardinal operator, and
Aw = {(i,j):i + j = w}, for i =1 ,...,l,j =1 ,..., . (8)
Hence we are now able to write the deterministic component of the series through the
diagonal averaging procedure described above










Here, the tildes are used to denote reconstruction.
3. MEASURING THE US BUSINESS CYCLE
3.1 Tracking the Business Cycle
In the sequel we construct a business cycle indicator through the decomposition method
introduced in the foregoing section.4
Data from the quarterly US GDP were gathered from Thompson Financial Datastream,
with the time horizon ranging from the ﬁrst quarter 1950 to the last quarter 2009. As it
is standard in related literature, the business cycle is considered as the cyclical component
whose recurring movements range from 6 to 32 quarters. This conception will be handy for
4 All the R (R Development Core Team, 2007) routines developed to implement the procedures detailed in
this section are available from the authors upon request.
8window length selection, as well as for electing the principal components to be discarded
from the cyclical analysis. In e ect, given that we are interested in the follow-up of regular
dynamics of up to 8 years, setting a window length of 32 quarters becomes the natural choice.
This leads us to the panel of principal components which is depicted in Figure 1.5
[Insert Figure 1 about here]
As mentioned above, the focus over frequencies above 6 and below 32 quarters, will pro-
vide guidance for discarding uninteresting principal components for business cycle extraction.
Hence, this enables us to dispense with the ﬁrst two principal components of Figure 1, which
are assigned to much lower frequencies than the ones of interest. In particular, PC1 is linked
to a slow-moving component (trend), while PC2 is associated to movements with a frequency
noticeably larger than 32 quarters. By a similar token, all principal components above the
ninth are not considered relevant for the purposes of the current analysis, as they take con-
trol of short ﬂuctuations markedly below 6 quarters. Our business cycle indicator is thus
composed by summing the remainder (3–9) principal components (henceforth crr-ﬁlter).
[Insert Figure 2 about here]
Figure 2 represents the business cycle obtained with the crr-ﬁlter against three other
business cycle indicators, to wit: Christiano-Fitzgerald (cf); Baxter-King (bk); and Hodrick-
Prescott (hp). Some comments about this ﬁgure are in order. First, the aforementioned
high-pass features of the hp-ﬁlter are visible in its bumpy behavior. Second, both the cf
5 For the sake of parsimony, only the ﬁrst 12 PCs are plotted here; the remainder components are associated
with very high-frequency movements holding a negligible share of about 0.2   10 4% of total explained
variance.
9and bk have a similar behavior which is a consequence of their band-pass attributes. How-
ever, as mentioned earlier the bk-ﬁlter is unable to yield end-of-sample estimates. Lastly,
as it it clear from the examination of this ﬁgure, the herein proposed indicator possesses a
similar behavior to the remainder and hence, in this sense, it can be thought as an alternative
method for characterizing the cyclical dynamics of economic activity.
[Insert Figure 3 about here]
The behavior of the crr-ﬁlter is also patent in Figure 3, wherein the proposed indicator
is plotted against a set of shaded regions representing recession periods, from peak (P) to
through (T), dated by US Business Cycle Dating Committee. As the graphical inspection of
this ﬁgure puts forward, the business cycle indicator yielded by dint of the method proposed
herein is broadly in line with the contractions and expansions dated by the NBER.
3.2 A Real-Time Exercise
From the policymaker stance a feature of remarkable importance is the reliability of real-
time estimates of the business cycle indicator (see, for instance, Orphanides and van Norden,
2002). Here and below, by a real-time estimate we mean the business cycle estimate, con-
ditional on the information set available at such point in time. Ex post revision of the
estimates is typically due to either published data revision, or to recomputations given the
arrival of further data on subsequent quarters. Here, a ﬁxed data set is used so that the
unique source of revision is the latter. As advocated by Orphanides and van Norden (2002),
recomputations are responsible for a large share of recurrent revision in the estimates.
[Insert Figure 4 about here]
10In Figure 4 we represent real-time business cycle estimates against ﬁnal estimates for
the crr-ﬁlter, cf-ﬁlter and hp-ﬁlter. From all the ﬁlters used in the preceding subsection,
only the bk-ﬁlter is not considered for the reliability assessment given that it is not able
to produce end-of-sample estimates. The period under consideration ranges from the ﬁrst
quarter 1998 to the last quarter 2009 and corresponds to 20% of the sample size.
[Insert Table 1 about here]
In order to provide a portrait of the revision features of the aforementioned business
cycle indicators, we report in Table 1 a set of realiability measures. The set of statistics
considered here is commonly employed in related literature, encompassing the contempora-
neous correlation of real-time against ﬁnal estimates, the noise-to-signal ratio and the signal
concordance. From the inspection of the obtained results it is clear that the real time per-
formance of the hp-ﬁlter is in the overall dominated by the cf-ﬁlter. This is in line with
one’s expectations, being also found in other comparisons performed in the literature (see,
among others, Azevedo, Koopman and Rua, 2006). From the examination of this table one
can also observe that the business cycle indicator proposed in this paper dominates in all
the above mentioned measures the cf and hp ﬁlters. The correlation of the crr-ﬁlter is
almost 0.9 and hence much higher than the ones obtained by the hp and cf ﬁlters (0.65
and 0.67, respectively). In addition, the noise-to-signal ratio is quite lower reinforcing the
relative information content of the real-time estimates obtained with the crr-ﬁlter. Finally,
the share of time that the real-time estimates of the crr-ﬁlter have the same sign as ﬁnal
estimates is higher in comparison with the hp and cf ﬁlters.
114. SUMMARY AND CONCLUSIONS
This paper introduces a business cycle indicator based on singular spectrum analysis. The
proposed business cycle indicator is shown to bear a resemblance with band-pass ﬁltered
output. Given that the end-of-sample behavior is frequently a thorny issue in business
cycle assessment, a real-time estimation exercise is here executed in order to evaluate the
reliability of the several ﬁlters. As discussed earlier, one should bear in mind that it is
extremely di cult to estimate output gap in real time, given that only with time one can
be more precise about the “true” position at a given moment. Our results suggest that the
business cycle indicator proposed herein is endowed with a better revision performance than
other ﬁlters often applied in the literature.
12Table 1: Reliability Statistics Over Di erent Business Cycle Indicators.
Reliability Statistic
Method Correlation Noise-to-signal Sign concordance
Hodrick-Prescott 0.649 0.844 0.583
Christiano-Fitzgerald 0.669 0.750 0.583
Carvalho-Rodrigues-Rua 0.893 0.553 0.646
Notes: Correlation corresponds to Pearson correlation coe cient between real-time estimates and ﬁnal estimates of the
business cycle. Noise-to-signal corresponds to the ratio of standard deviation of revisions and the standard deviation of ﬁnal
estimates. Sign concordance assesses the percentage of periods under which the sign of real-time estimates and ﬁnal estimates

































































































































































Figure 1: A Panel of the First 12 Principal Components Plotted as Time Series.
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Figure 2: Comparison of the Following Business Cycle Indicators: (crr) Carvalho-Rodrigues-Rua Filter; (cf) Christiano-
Fitzgerald Filter; (bk) Baxter-King; (hp) Hodrick-Prescott Filter.
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Figure 3: US Business Cycle Indicator Obtained Through the crr-Filter and the recession
periods (shaded areas), from peak (P) to through (T), dated by the US Business Cycle
Dating Committee of the National Bureau of Economic Research (NBER).

























































































Figure 4: Comparison of Final (—–) and Real-Time Estimates (- - -) for the Follow-
ing Business Cycle Indicators: (a) crr – Carvalho-Rodrigues-Rua; (b) cf – Christiano-
Fitzgerald Filter; (c) hp – Hodrick-Prescott Filter. The period under consideration ranges
from 1998(Q1)–2009(Q4).
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