We present a novel method for calculating interface curvature on 3D unstructured meshes from piecewiselinear interface reconstructions typically generated in the volume of fluid method. Interface curvature is a necessary quantity to calculate in order to model surface tension driven flow. Curvature needs only to be computed in cells containing an interface. The approach requires a stencil containing only neighbors sharing a node with a target cell, and calculates curvature from a least-squares paraboloid fit to the interface reconstructions. This involves solving a 6 × 6 symmetric linear system in each mixed cell. We present verification tests where we calculate the curvature of a sphere, an ellipsoid, and a sinusoid in a 3D domain on regular Cartesian meshes, distorted hex meshes, and tetrahedral meshes. For both regular and unstructured meshes, we find in all cases the paraboloid fitting method for curvature to converge between first and second order with grid refinement.
Introduction
The volume of fluid (VOF) method [1, 2] is a popular approach to track immiscible material interfaces in fluid simulations, and is noted for its ability to guarantee mass conservation. However, compared to level set or front tracking methods it is notorious for the greater difficulty in calculating geometric properties, such as interfacial curvature required to model surface tension, particularly on unstructured meshes. There are a variety of methods for calculating curvature from volume fractions, as surveyed by Cummins, Francois, and Kothe [3] . However, these approaches are hindered either by relying on a regular mesh structure, requiring a large stencil, or failing to converge under grid refinement.
For instance, the height function method produces second order curvature calculations, but requires a large computational stencil, typically extending three cells away from a target cell in order to calculate mean interface heights, increasing communication complexity and overhead in parallel simulations. It also typically requires regularly spaced data. It has been adapted to AMR meshes [4] and unstructured meshes [5] , in both cases by projecting the volume fraction data into a local regular mesh surrounding each target cell. Francois and Swartz [6] developed an approach to use it for non-uniform 2D rectangular meshes. The height function can produce fourth order accurate curvature by increasing the stencil to include five columns rather than three for second order [6, 7] . Ito et al. [8] introduced a method to use it directly on 2D unstructured meshes, though they were limited to about first order accuracy. Owkes and Desjardins [9] developed a mesh-decoupled height function method in the context of regular Cartesian grids, which may be extended to unstructured grids. Two other popular methods for calculating curvature, the reconstructed distance function method and the convolved VOF, are compatible with unstructured meshes, though both also require large stencil sizes and have been found to lack convergence with grid refinement [3, 5, 8] .
A different approach to curvature calculation is to reconstruct a higher order interface, from which curvature is readily available. The PROST method [10] is one of these, which performs a least-squares fit of an implicit quadratic interface to volume fraction data in Cartesian cells. Evrard, Denner, and van Wachem [11] extended this concept to 2D unstructured meshes. The benefit to these approaches is that the higher order interface reconstruction, and curvature, are calculated with a small stencil consisting only of nearest neighbors. However, they both require iterative minimization algorithms, where at each iteration computational cells must be intersected with a quadratic surface. Another approach involves fitting a paraboloid surface to a neighborhood of points found from the interface reconstruction centers of mass [12] [13] [14] . Denner and Wachem [15] presented a method to calculate a least-squares quadratic fit to volume fraction data, from which curvature is calculated. Popinet [4] utilized a technique to fit a paraboloid to height function data for curvature calculation as a fallback option when direct use of the height function method fails.
We propose an approach to fit a surface in a volume-matching sense to the piecewise-linear interface calculations (PLIC) already generated as part of a VOF-PLIC approach, suitable for direct use on a 3D unstructured mesh. To accomplish this, we attempt to find an analytic fit which approximates a collection of neighboring interface reconstructions in a least-squares sense. This leads to a small linear minimization problem on each mixed cell, which is solved directly. From this analytic fit, curvature calculation is straightforward. In Sec. 2.1 we describe the basic geometric algorithms we utilize in this paper. Sec. 2.2 describes our algorithm for generating paraboloid surface fits from interface reconstructions, as well as the curvature calculation from that surface. Finally, in Sec. 3 we show verification tests and results for this algorithm.
Numerical Methods
We are interested in calculating interface curvature within a VOF-PLIC framework on an unstructured mesh. At a given time step, we are given a mesh of arbitrary polygon cells, and with each cell is associated a volume fraction α. The volume fraction field indicates in each cell what fraction of volume is filled by a chosen phase. In each mixed cell (those with 0 < α < 1) the interface reconstructed as a plane in order to calculate volume fluxes. Calculating the interfacial curvature κ from these PLICs is the primary interest of this paper.
PLIC Geometry

Non-Convex Polyhedron Subdivision
For a general unstructured mesh, cells are not guaranteed to be convex, nor are they guaranteed to have planar faces. This can present problems particularly for geometric calculations as needed in volume of fluid methods. For instance, a PLIC may provide a plane which intercepts multiple sections of a non-planar cell face. This can occur in any non-regular mesh with cells that have more than three nodes per face. To avoid this problem, we sub-divide non-convex mesh elements into a collection of tetrahedra, which are defined by introducing new nodes at cell-centers and face-centers, defined by algebraic averages of node coordinates, as illustrated in Fig. 1 . This is identical to the approach used by Ahn and Shashkov [16] .
Polyhedron-Plane Intersection Polygon
On mixed cells the interface is reconstructed as a plane which cuts off the appropriate volume in each cell. To achieve convergent curvature results using the approach described in the following section, we find it is necessary to have second order accurate interface reconstructions. Most importantly, this means we require second order normal vectors. Two options with small stencils are the moment of fluid method and LVIRA method, both described for 3D unstructured meshes by Ahn and Shashkov [16] . For this work, we use the LVIRA method [16, 17] . For our surface fitting technique, we require the polygon provided by the intersection between the planar interface reconstruction and the polyhedral cell, as depicted in Fig. 2 . This requires that we find the intersection points between polyhedron edges and the plane, which we then sort such that they are numbered counter-clockwise with respect to the plane normal vector. The polygon r is then adequately described by a set of points {x r,v }. The pair (x r,v , x r,v+1 ), with v + 1 appropriately looping back to the first vertex for the final edge, gives an edge of the polygon.
Given a non-convex polyhedron, the cell is split into a collection of tetrahedra as described in the previous section. Then, the polyhedron-plane intersection is given by a collection of polygons, where this calculation is repeated for each sub-tetrahedron. 
Polygon Centroid
We calculate planar polygon centroids by
where N r is the number of vertices for this polygon, A r is the polygon area, andn r is the plane normal vector. The point c r may be chosen anywhere in the plane of the polygon; we choose the algebraic average of the polygon vertices.
Calculating Curvature from Interface Reconstructions
Essential to any VOF-PLIC method is reconstructing an interface from volume fraction data. After this has occurred, we have a collection of planes from which we can estimate curvature.
One approach might be to produce a set of points from each interface reconstruction. For instance, we might pick reconstruction polygon centroids (as shown in Fig. 3a ). Then, a surface is fit to these points using a least-squares approach. There exist a variety of methods for fitting a quadric surface to points [18] [19] [20] , as well as direct paraboloid fitting to PLIC centroids as used by Scardovelli and Zaleski [13] and Bogner, Rde, and Harting [14] . However, we find curvature calculations from such approaches not to converge under grid refinement, in line with the findings of [13] .
A better approach is suggested by the fact that interface reconstructions only represent the volume cut off by the interface, so identifying a set of points which will produce a good surface reconstruction is difficult. Volume-matching is the basis of several other high order interface reconstruction techniques [10, 11] , where surfaces are calculated by iteratively matching volume fractions in a collection of cells. Here, we make the assumption that we can use the volumes given by interface reconstructions to avoid intersecting our polyhedral cells with curved surfaces, which leads to a small linear system to be solved in each cell. This concept is illustrated in Fig. 3b , where we seek a surface which, for each reconstruction polygon, the volume beneath the interface reconstruction is equal to the volume beneath the curved surface. This concept is done for generally oriented interface reconstruction by first rotating and translating to a coordinate system (ξ, η, ζ), where the ζ coordinate is aligned with the target cell's interface normal vectorn and the target cell's reconstruction polygon centroid is located at ξ = η = ζ = 0 for convenience. Fig. 4 shows a general interface reconstruction polygon in this space.
We define our surface as
and choose the following error function of the paraboloid coefficients c = (c 0 , c 1 , c 2 , c 3 , c 4 , c 5 ) T , which implies perfect volume matching when it evaluates to zero.
Here, the domain Ω r refers to the domain of the reconstruction polygon r in the ξ-η plane, shown in Fig. 4 . We sum over all r in cells sharing a node with our target cell r = 1, in which we wish to calculate curvature. The interface reconstruction here is given by
Note this error function breaks down in the case of under-resolved interfaces, where interface reconstructions neighboring our target cell haven r ·n 1 ≤ 0. Minimizing Eq. (4) with respect to the coefficients c leads to the equations
to be solved for each φ ∈ {1, ξ, η, ξ 2 , ξη, η 2 }. Eqs. (6) involve area integrals of the monomial terms over the domain of each interface reconstruction polygon in our patch (depicted in Fig. 4 ). Using Green's theorem, these are transformed into line integrals over the polygon edges, given vertices (ξ r,v , η r,v ) on each polygon. The resulting discrete forms are
(ξ r,v η r,v+1 − ξ r,v+1 η r,v )(2ξ r,v η r,v + ξ r,v η r,v+1 + ξ r,v+1 η r,v + 2ξ r,v+1 η r,v+1 ) This leads to a 6 × 6 symmetric linear system for the paraboloid coefficients c,
This system must be modified for the case where non-convex mesh elements are present. Now, each mixed cell contains a collection of coplanar polygons which represent an interface reconstruction. The paraboloid fit must match the volume given by this polygon set as a whole, rather than match each polygon individually. To accomplish this, our error function is modified to the following
Note that this reduces to Eq. (4) when there exists at most one interface reconstruction polygon per cell. The expressions given by Eq. (7) remain unchanged except for referring to the domain Ω rp and the polygon identified by r and p. Since the polygons within a cell are coplanar, the linear function ζ r and the coefficients b r are independent of p. This changes the linear system given by Eq. (8) to
With the paraboloid coefficients c given by the solution to this system, it is straightforward to calculate the interface curvature via
We choose to evaluate the curvature at the interface reconstruction centroid, ξ = η = 0.
Results
We show results here for evaluating the curvature of a sphere, an ellipsoid, and a sinusoid. In each case below, we use a unit-sized physical domain (−0.5, 0.5) 3 , meshed with a regular Cartesian grid, distorted hexahedrons, and finally a tetrahedral mesh, examples of which are shown in Fig. 5 . The distorted hexahedral case is generated by randomly displacing the regular hexahedral node positions by up to 10% of the edge length, producing non-convex elements. In the case of the regular Cartesian grid, we show results alongside those from the traditional height function method [3, 21] . We define the relative curvature error for a mixed cell i as
where κ ex i is the exact curvature for cell i. For surfaces without constant curvature, the exact curvature is defined using a point on the exact surface for each cell, and is discussed in more detail for our ellipsoid test case in Sec. 3.2. The L ∞ norm is then the maximum absolute value of the error across all mixed cells in our domain. The L 2 norm is defined similarly to that used in previous literature [5, 8, 9, 11] ,
where V i is the volume of cell i and the sums are taken only over mixed cells. A cell is taken to be mixed if its volume fraction is between δ and 1 − δ, here taken to be δ = 10 −5 . We then plot the error norms against N −1/3 , where N is the total number of cells in our mesh, loosely representing cell width for unstructured meshes. For our regular mesh, this is equal to ∆x.
For converging curvature calculations, an accurate volume fraction field is essential. Volume fractions are initialized using a recursive adaptive refinement technique, similar to that used by [3, 5, 22] and briefly described here. Our material shape is described by a signed distance function to the interface. We say that a cell is mixed if not all of its node positions are on the same side of the interface. Pure cells have a volume fraction of 0 or 1, depending on whether they are inside or outside the shape. A mixed cell is subdivided into tetrahedra by introducing nodes at the cell-center, face-centers, and edge-centers. The parent volume fraction is set to the volume-weighted average of its child volume fractions. This procedure is recursively applied for the children, down to a depth chosen here as 5 levels. At the finest level, mixed subcell volume fractions are calculated from a piecewise-linear interface reconstruction generated from the signed distance function.
Sphere
We initialize our domain with a sphere of radius R = 0.35 and centered at x = y = 0, such that the exact curvature is κ ex = −2 / R. The results are shown in Fig. 6 and Table 1 . We find that on regular meshes, the fitting method produces errors similar to that of the height function method. It converges at second order, with the L ∞ norm leveling off at higher resolutions. For the distorted hex meshes, we also find a second order convergence rate in the L 2 norm. For the L ∞ norm we find initially second order convergence rates which then level off and finally reverse at the finest mesh. The case of tetrahedral meshes shows a second order convergence rate in the L 2 norm with very slight tapering at the finest mesh levels, and seemingly first order L ∞ norm behavior. The most closely comparable method, the embedded height function method, converges in the L 1 norm at second order on regular meshes and better than first order on tetrahedral meshes for a similar problem [5] .
The L ∞ norm is dominated by a few cells, shown in Fig. 7 . Considering the case of the finest tetrahedral mesh, for example, only 20 out of 80025 cells have an error greater than 0.025. We also see that these errors are clustered in cells with volume fractions very close to 0 or 1, where the interface reconstruction is very sensitive to small errors in the normal vector. A similar plot can be made for error against interface polygon area, which shows high error cells to cluster in cells with low interface polygon area.
Ellipsoid
We initialize our domain with an ellipsoid, defined by
We choose a = 0.35, b = 0.3, and c = 0.2. The exact curvature for a cell is then evaluated using a heightfunction-like approach. We orient in the directionx,ŷ, orẑ closest to the calculated normal, and evaluate 
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where the curvature is evaluated at the x and y corresponding to cell center. The results are shown in Fig. 8 and Table 2 . Here we find all norms to converge at first order, across all mesh types. On regular meshes, the errors are higher than that of the height function method, with the exception of an anomalous high error on one level. The absolute errors are higher than for the sphere test, but the L ∞ norm only increases in the finest tetrahedral mesh, and otherwise does not show signs of leveling off. Again in this case, Ivey and Moin [5] report similar convergence rates in the L 1 norm for the embedded height function method for a similar problem. Evrard, Denner, and van Wachem [11] report second order convergence rates for a similar 2D problem, with simulated and exact curvatures evaluated using sub-cell quadrature of their fitted and exact surfaces. 
Cosine Wave
Here we calculate the curvature for a cosine wave, given by
We choose A = 1/8, L = 4/5, and x c = y c = 1/5. The surface is shown in Fig. 9 , and is noted for having regions of negative Gaussian curvature. The exact curvature is evaluated using Eq. (16), using the z = z(x, y) form of the interface from Eq. (17) . The maximum absolute exact curvature in this problem is |κ ex | ≈ 15.42. Since zero exact curvature is present in our domain, we use the absolute error rather than relative error for this problem.
For a regular mesh, we observe the results shown in Fig. 10 . Here, the error is dominated by a few (¡5) cells with volume fractions very close to zero or one, far more than in previous test cases. By changing our cutoff to δ = 10 −3 , the error norms better represent the overall curvature calculation quality. The results are shown in Fig. 11 and Table 3 . We observe convergence behavior similar to the ellipsoid test case, with convergence rates near first order in each case, and beginning to level off at the finest resolutions. For the regular mesh, the L ∞ norm increases at the finest mesh resolution. The traditional height function also exhibits nonconvergent behavior, and it produces higher errors than the paraboloid fitting approach at higher resolutions. On distorted hexahedral meshes, both L 2 and L ∞ norms converge at first order. For the tetrahedral case, the L 2 norm converges at first order while the L ∞ norm converges at less than first order.
Summary
We presented a novel method for interface curvature calculation, which involves reconstructing a paraboloid surface from piecewise-linear interface reconstructions already calculated as part of the volume of fluid method. It is designed to work with a small stencil containing only cell neighbors sharing a node, making parallel implementations straightforward. Furthermore, it is applied to unstructured meshes, and is expected to handle mixed-element meshes with ease. We presented verification test cases on regular hex, distorted hex, and tetrahedral meshes for spherical, ellipsoid, and cosine wave interface shapes. In all cases, we found the error to converge between first and second order. Comparison to 2D results found by Evrard, Denner, and van Wachem [11] suggest that convergence rates may be improved by evaluating curvature using subcell quadrature rules rather than evaluating it nearest to the interface reconstruction centroid. This method naturally extends to larger stencils and higher order surfaces, which we expect would lead to higher order curvature calculations. In future work, we will apply this method to curvature calculation necessary for 
