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Abstract
We consider dynamic equilibria for flows over time under the fluid queuing model. In this
model, queues on the links of a network take care of flow propagation. Flow enters the network
at a single source and leaves at a single sink. In a dynamic equilibrium, every infinitesimally
small flow particle reaches the sink as early as possible given the pattern of the rest of the flow.
While this model has been examined for many decades, progress has been relatively recent.
In particular, the derivatives of dynamic equilibria have been characterized as thin flows with
resetting, which allowed for more structural results.
Our two main results are based on the analysis of thin flows with resetting. We present
a constructive proof of existence for dynamic equilibria if the inflow rate is right-monotone.
The complexity of computing thin flows with resetting, which occurs as a subproblem in this
method, is still open. We settle it for the class of two-terminal series-parallel networks by giving
a recursive algorithm that solves the problem for all flow values simultaneously in polynomial
time.
1 Introduction
Systems with large temporal fluctuation, as it emerges for example in road traffic, cannot be ade-
quately captured by models based on static flows. This shortcoming is already adressed by Ford and
Fulkerson (1962), who look at flow that travels through a network at a (finite) speed. In their basic
model for flows over time, the network is defined on a directed graph. Each arc represents a link with
some constant delay and capacity. Many optimization problems in this model are well-understood.
Skutella (2009) gives a good overview in his survey.
The fluid queuing model, as considered already by Vickrey (1969) in the context of transportation
investments, builds upon this model and allows to study flow which exhibits selfish behavior. Each
link in the network is equipped with a fluid queue at its entrance. If the capacity constraint for a
link is violated, the excess flow is collected in its queue. Consequently, waiting in the queue imposes
additional delay for flow to traverse a link. For a given inflow rate at the source, each infinitesimally
small flow particle is considered a player in a routing game over time who tries to reach the sink
in the shortest possible time. Under this assumption, a dynamic equilibrium describes a state of
the system in which no player has an incentive to deviate. Each player is assumed to have full
information. Hence, they anticipate the behavior of other flow particles and the state of the fluid
queues at the respective moment they would reach the queues. As the queues respect the first-in-
first-out principle, there cannot be overtaking of particles in a dynamic equilibrium. Therefore, the
shortest path for a particle entering at the source is determined by all the flow which has entered
before.
Related work. The problem at hand belongs to the class of dynamic traffic assignment problems,
as introduced by Merchant and Nemhauser (1978a,b). An overview of the topic is available by Peeta
and Ziliaskopoulos (2001). Traffic planners tend to base their decisions on complex simulations. The
theory regarding the existence and computation of dynamic equilibria, however, has not caught up
on the complexity of the models in use (see Cominetti, Harks, Osorio, and Peis (2018)).
Existence of dynamic equilibria for a class of models related to the one described above was
shown by Zhu and Marcotte (2000). The work by Meunier and Wagner (2010) concerns a general
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framework for dynamic congestion games. Their results regarding the existence of equilibria are the
first to apply to the model as defined above. The involved methods, however, are non-constructive.
The basis for a constructive proof of existence of dynamic equilibria and further insights into their
nature is provided by Koch and Skutella (2011). These authors establish a specific structure of
the derivatives of dynamic equilibria which they called thin flows with resetting. Based on this,
they suggest a method to compute a dynamic equilibrium for constant inflow rates by integrating
over thin flows with resetting. The integration is done in phases during which the derivative stays
constant. One such step is called α-extension.
Cominetti, Correa, and Larre´ (2015) refine the notion of thin flows with resetting to normal-
ized thin flows with resetting and prove their existence and the uniqueness of the associated labels.
This turns the α-extension into a constructive proof of existence of dynamic equilibria for piece-
wise constant inflow rate. The authors augment this by also showing existence for inflow rates in
Lp(0, T ), 1 < p <∞, T ≥ 0, via variational inequalities (also for multiple origin-destination pairs).
Sering and Skutella (2018) obtain an algorithmic approach for a multiple-source multiple-sink set-
ting, in which the inflow rates at the sources are constant and the inflow of every source is routed
to the sinks proportionally with respect to a global pattern.
The model allows notions of a price-of-anarchy with respect to various objectives for the social
optimum. First results are given by Koch and Skutella (2011). Bhaskar, Fleischer, and Anshelevich
(2015) analyze the price-of-anarchy in a Stackelberg game. By reducing the capacities of the links,
a leader can ensure that a fixed amount of flow in a dynamic equilibrium reaches the sink within
a factor of e
e−1 compared to the time it would take in a social optimum of the original network.
Further progress on this price-of-anarchy was made by Correa, Cristi, and Oosterwijk (2019), who
prove a bound of e
e−1 under weaker assumptions, which get dispensable if a certain monotonicity
conjecture holds.
Cominetti, Correa, and Olver (2017) consider the long-term behavior of dynamic equilibria.
They prove that for constant inflow rates the queues stay constant after a finite amount of time
(given a necessary condition). At the same time, they give a small series-parallel network capturing
distinctive phenomena of dynamic equilibria.
Similar methods were successfully used on related models. Sering and Vargas Koch (2019)
investigate a variant of the fluid queuing model in which the total amount of flow on a link at any
point in time is bounded. If links fill up, congestion is propagated backwards across vertices to their
ingoing links, which is called spillback. Graf and Harks (2019), on the other hand, achieve existence
results for a different concept of equilibria in the fluid queuing model which does not assume that
players have full information.
Our contribution. We examine normalized thin flows with resetting and their dependency on the
flow value (which is determined by the inflow rate). This enables us to generalize the α-extension to
a larger class of inflow rates, namely right-monotone, locally integrable functions. Here, a function
is right-monotone if each point is the lower end point of a closed interval on which the function is
monotone. We also use our new insights into the properties of normalized thin flows with resetting
to tackle their computation. This subproblem in the α-extension is known to be in PPAD (see
Papadimitriou, 1994), and it remains unclear whether it lies in P. We settle the computational
complexity for the class of two-terminal series-parallel networks (see Brandsta¨dt et al., 1999) by
giving a polynomial-time algorithm that solves the problem for all flow values simultaneously.
Structure of this paper. This paper is organized as follows. Section 2 introduces the model
in a more formal manner. The most important known results for our purposes are stated. This is
continued in Sections 3 and 4 in which the notion of a dynamic equilibrium and normalized thin flows
are defined, and known characterizations are given. In Section 4, we further examine normalized
thin flows with resetting parametrized by the flow value, which is needed in the subsequent two
sections. Section 5 generalizes the known constructive proof of the existence of dynamic equilibria
to be able to cope with right-monotone, locally integrable inflow rates. In Section 6, we consider
the computation of normalized thin flows with resetting. We prove that this computation can be
done efficiently for two-terminal series-parallel networks. Section 7 finishes with some concluding
remarks.
2
2 The model
Throughout this paper, we consider a network which is given by a directed graph G = (V,A),
positive arc capacities ν ∈ RA>0, and non-negative delays τ ∈ R
A
≥0. We assume that there is no
(directed) cycle C ⊆ A in G with zero total transit time, i.e.,
∑
a∈C τa = 0. For a set of vertices
U ⊆ V , we denote the set of incoming and outgoing arcs by δ−(U) and δ+(U), respectively. Further,
δ(U) := δ−(U) ∪ δ+(U) are all arcs crossing the cut U . If U consists only of a single vertex u ∈ V ,
we write δ+(u) and δ−(u) for δ+(U) and δ−(U).
Let s ∈ V be the source and t ∈ V be the sink of a single commodity. Without loss of generality,
we can assume that there is a (directed) s–v-path in G for every vertex v ∈ V (by removing other
vertices). Further, the rate at which flow enters the network at the source s at any point in time
is described by a non-negative function ν0 ∈ L1loc(R) that vanishes almost everywhere on R<0.
Here, L1loc(R) denotes the set of locally (Lebesgue-)integrable functions on R. (As usual, we identify
functions which are equal almost everywhere.) Let N0 : R→ R≥0 denote the cumulative inflow, i.e.,
N0(ϑ) =
∫ ϑ
0
ν0(θ) dθ for every ϑ ∈ R. Then, N0 is locally absolutely continuous, i.e., it is absolutely
continuous on every bounded interval.
A flow over time in the network is defined by two functions f+, f− : R → RA≥0 which vanish
almost everywhere on R<0. For any a ∈ A, we denote by f+a the function that maps ϑ ∈ R to the
entry a of f+(ϑ), i.e., f+a (ϑ) =
(
f+(ϑ)
)
a
. An analogous notation is used for f− and other vector-
valued functions. For a ∈ A, the functions f+a and f
−
a have to be locally integrable and represent
the inflow and outflow rates of arcs, respectively, in dependency on the time. Define the cumulative
flow functions F+, F− : R→ RA≥0 by
F+a (ϑ) :=
∫ ϑ
0
f+a (θ) dθ and F
−
a (ϑ) :=
∫ ϑ
0
f−a (θ) dθ for all a ∈ A and ϑ ∈ R.
In the following, we describe the dynamics of the fluid queuing model, i.e., the conditions a flow
over time has to satisfy in order to obey the model. Each link represented by an arc a ∈ A has
a fluid queue at its entrance. The inflow and the outflow rate of a are related by the dynamics of
that queue, see Figure 1. Flow that enters the link first has to pass through the queue before it
may traverse it. The capacity of the arc limits the rate at which flow can leave the queue. After
leaving, the flow takes exactly τa units of time to traverse the link. We assume that queues initially
are empty and operate at capacity, i.e., as much flow as the capacity permits leaves the queue. Let
za : R → R≥0 be the function that describes the cumulative flow which resides in the queue of a
in dependency on the time. Therefore, za is the unique locally absolutely continuous solution (see,
e.g., Filippov (1988, p. 106)) to
za ≡ 0 on R≤0 and
dza
dϑ (ϑ) =
{[
f+a (ϑ)− νa
]
+
if za(ϑ) ≤ 0
f+a (ϑ)− νa if za(ϑ) > 0
for a.e. ϑ ≥ 0. (QD)
As flow takes exactly τa units of time after leaving the queue to traverse a, we require for all
times ϑ ∈ R that za(ϑ) = F+a (ϑ) − F
−
a (ϑ + τa) holds. Together with (QD) this determines the
outflow rate of a ∈ A as
f−a (ϑ+ τa) = f
+
a (ϑ)−
dza
dϑ (ϑ) =
{
min
{
f+a (ϑ), νa
}
if za(ϑ) = 0
νa if za(ϑ) > 0
for a.e. ϑ ∈ R.
Finally, we impose strict flow conservation at any vertex v ∈ V \ {t} but the sink, i.e.,
∑
a∈δ+(v)
f+a (ϑ)−
∑
a∈δ−(v)
f−a (ϑ) =
{
ν0(ϑ) if v = s
0 if v ∈ V \ {s, t}
for a.e. ϑ ∈ R.
Any flow over time which obeys the queuing dynamics and strict flow conservation is called feasible
in the following.
The above defines the model from a cumulative point of view. Whilst it describes feasible behavior
of flow in its entirety, it does not keep track of single flow particles. In the routing game that we
are about to consider, each infinitesimally small flow particle is considered a player and, therefore,
must be trackable. In order to allow that, the first-in-first-out principle is imposed on the queues.
Doing so, the queuing delay on an arc a ∈ A which is experienced by flow entering it at time ϑ ∈ R
is defined as qa(ϑ) := min{q ≥ 0: F−a (ϑ+ τa + q) ≥ F
+
a (ϑ)}. For queues operating at capacity, this
3
za(ϑ)
f+a (ϑ) f
−
a (ϑ)
qa(ϑ) τa
νa
Figure 1: A link represented by a ∈ A with transit time τa, capacity νa, inflow rate f
+
a , outflow rate f
−
a ,
queue length za, and queuing delay qa.
evaluates to qa(ϑ) =
za(ϑ)
νa
. Therefore, a flow particle which enters an arc a ∈ A at time ϑ leaves it
exactly at time Ta(ϑ) := ϑ+ qa(ϑ) + τa. Based on strict flow conservation, flow that enters a path
P = (a1, . . . , a|P |) ∈ A
|P | at time ϑ reaches its end exactly at time ℓP (ϑ) := Ta|P |◦Ta|P |−1◦. . .◦Ta1(ϑ).
Let Psv denote the set of all s–v-paths in G. The earliest time that a particle, which leaves the
source at time ϑ ∈ R, can reach v is ℓv(ϑ) := minP∈Psv ℓ
P (ϑ). Every path attaining the minimum
is called a dynamic shortest s–v-path relative to time ϑ.
Switching from this path-based definition to an arc-based view, ℓ : R → RV≥0 is determined by
the Bellman equations
ℓs(ϑ) = ϑ and ℓw(ϑ) = min
a∈δ−(w)
a=(v,w)
Ta
(
ℓv(ϑ)
)
for all w ∈ V \ {s} and ϑ ∈ R. (BE)
The arcs for which the minima in (BE) are attained are called active relative to time ϑ. An s–v-path
in G that uses only active arcs relative to ϑ is also a dynamic shortest path relative to ϑ. Another
type of arcs plays an important role in the model. An arc (v, w) ∈ A with non-zero queue length at
time ℓv(ϑ) is called resetting relative to time ϑ. Note that q, T , and ℓ depend on the flow over time
(f+, f−).
3 Dynamic equilibria
Interpreting each infinitesimally small flow particle in an s–t-flow over time as a player who wants
to minimize her travel time from s to t defines a routing game over time. A dynamic equilibrium is
a flow over time in which no player can strictly decrease her travel time by deviating on her own. A
flow particle that starts at s at time ϑ ∈ R only uses active arcs relative to ϑ and, therefore, reaches
every vertex v on its path from s to t as early as possible at time ℓv(ϑ). That way, no particle
starting at s after time ϑ can overtake and delay it.
Definition 1 (Dynamic equilibrium, see Cominetti et al., 2015). A feasible flow over time (f+, f−)
is a dynamic equilibrium if for each arc a = (v, w) ∈ A the inflow rate f+a vanishes almost everywhere
on the set {ℓv(ϑ) : a inactive relative to ϑ ∈ R}.
Cominetti et al. (2015) show that dynamic equilibria can be characterized in terms of cumulative
flows and the earliest times function as stated in the next lemma.
Lemma 2 (Characterization of dynamic equilibria). A feasible flow over time (f+, f−) is a dynamic
equilibrium if and only if F+a
(
ℓv(ϑ)
)
= F−a
(
ℓw(ϑ)
)
for all a = (v, w) ∈ A and ϑ ∈ R.
For a flow over time with earliest times function ℓ and a time ϑ ∈ R, we define the two sets of
arcs A′ϑ :=
{
a = (v, w) ∈ A : ℓw(ϑ) ≥ ℓv(ϑ) + τa
}
and A∗ϑ :=
{
a = (v, w) ∈ A : ℓw(ϑ) > ℓv(ϑ) + τa
}
.
The following descriptions of these arc sets by Cominetti et al. (2015) give more intuition of their
meaning. If ℓ is the earliest times function of a dynamic equilibrium, A′ϑ and A
∗
ϑ are exactly
the sets of active arcs
{
a = (v, w) ∈ A : ℓw(ϑ) = Ta
(
ℓv(ϑ)
)}
relative to ϑ and resetting arcs{
a = (v, w) ∈ A : za
(
ℓv(ϑ)
)
> 0
}
relative to ϑ, respectively. A′ϑ and A
∗
ϑ are typically defined by this
characterization. We use the definition based on ℓ only as we will need these arc sets for flows over
time which are not in equilibrium and, hence, for which the characterization does not hold.
A′ϑ and A
∗
ϑ are acyclic, as G does not contain cycles with total transit time zero. For dynamic
equilibria, we additionally know that A′ϑ contains an s–v-path for every v ∈ V . It follows from the
above characterization of A′ϑ in a dynamic equilibrium and the Bellman equations (BE). This makes
the triple G′ϑ := (V,A
′
ϑ, A
∗
ϑ) a shortest path graph with resetting in the following sense.
Definition 3 (Shortest path graphs with resetting). A shortest path graph with resetting is a triple
(V,A′, A∗) such that A∗ ⊆ A′ ⊆ V × V holds, A′ is acyclic, and A′ contains an s–v-path for all
v ∈ V .
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4 Normalized thin flows with resetting
This section repeats and extends some properties of the derivatives of dynamic equilibria. Assume
that (f+, f−) is a dynamic equilibrium. We define x : R→ RA≥0 by xa ≡ F
+
a ◦ℓv for all a = (v, w) ∈ A.
From strict flow conservation and Lemma 2, it follows that for every ϑ ∈ R, the vector x(ϑ) is a
static s–t-flow in G as it satisfies
∑
a∈δ+(v)
xa(ϑ)−
∑
a∈δ−(v)
xa(ϑ) =
∑
a∈δ+(v)
F+a
(
ℓv(ϑ)
)
−
∑
a∈δ−(v)
F−a
(
ℓv(ϑ)
)
=
{
N0(ϑ) if v = s
0 if v ∈ V \ {s, t}.
The functions x and ℓ are locally absolutely continuous. Therefore, the families x and ℓ are defined by
initial conditions given by the empty network and their derivatives, which exist almost everywhere.
The derivatives fulfill the following definition, which agrees with the definition of normalized thin
flows with resetting by Cominetti et al. (2015) with the only difference that we do not fix the label
of s to 1.
Definition 4 (Normalized thin flow with resetting). For a shortest path graph with resetting G′ =
(V,A′, A∗), a static s–t-flow x′ ∈ RA
′
≥0 in (V,A
′) is called a normalized thin s–t-flow with resetting in
G′ if there exist labels ℓ′ ∈ RV≥0 such that
ℓ′w = min
a∈δ−(w)∩A′
a=(v,w)
̺a
(
ℓ′v, x
′
a
)
for all w ∈ V \ {s}, and
ℓ′w = ̺
a
(
ℓ′v, x
′
a
)
for all a = (v, w) ∈ A′ with x′a > 0,
where the behavior of the labels along an arc a = (v, w) ∈ A′ is prescribed by the function
̺a : R≥0 × R≥0 → R≥0, (ℓ
′
v, x
′
a) 7→
{
max
{
ℓ′v,
x′a
νa
}
if a ∈ A′ \A∗
x′a
νa
if a ∈ A∗.
Set x′ := dxdϑ+ and ℓ
′ := dℓdϑ+ to be the right-derivatives of x and ℓ wherever they exist, which is
almost everywhere. Differentiating the flow conservation constraints for x(ϑ) yields flow conservation
for x′(ϑ). The Bellman equations and the conditions on a dynamic equilibrium imply that the flow
x′(ϑ) is a normalized thin s–t-flow of value ν0(ϑ) with resetting in G
′
ϑ and has corresponding labels
ℓ′(ϑ). This characterization of the derivatives was found by Koch and Skutella (2011) for a slightly
different notion of equilibria and investigated further by Cominetti et al. (2015). By applying
Kakutani’s fixed point theorem, the latter show the existence of normalized thin s–t-flows with
resetting of any given value and corresponding label 1 at s. This easily extends to arbitrary fixed
non-negative label of s.
Theorem 5 (Existence). Let G′ = (V,A′, A∗) be a shortest path graph with resetting. For all
given values ℓ′s, ν
′
0 ≥ 0, there exists a normalized thin s–t-flow with resetting of value ν
′
0 in G
′ and
corresponding label ℓ′s at s.
We want to examine the dependency of normalized thin flows with resetting on the flow value
and the label of s. The following proof for the monotonicity of the corresponding labels in these
two parameters is a refinement of the analysis that Cominetti et al. (2015) use to show uniqueness
of the labels (which is an immediate corollary of the monotonicity).
Theorem 6 (Monotonicity of labels). Let G′ = (V,A′, A∗) be a shortest path graph with resetting.
Further, let x′, xˆ′ be two normalized thin s–t-flows with resetting in G′ and let ℓ′, ℓˆ′ be corresponding
labels, respectively. If for the labels ℓ′s ≤ ℓˆ
′
s and for the flow values |x
′| ≤ |xˆ′| is fulfilled, then ℓ′ ≤ ℓˆ′
holds (element-wise).
Proof. In the following, all the incidences δ−, δ+, and δ relate to (V,A′). Assume for contradiction
that ℓ′s ≤ ℓˆ
′
s, |x
′| ≤ |xˆ′|, and U :=
{
v ∈ V : ℓ′v > ℓˆ
′
v
}
6= ∅ hold.
We claim that x′a = xˆ
′
a for all a ∈ δ(U). Assume again this is wrong. We know s 6∈ U and, thus,∑
a∈δ+(U)
(x′a − xˆ
′
a)−
∑
a∈δ−(U)
(x′a − xˆ
′
a) =
∑
u∈U
((∑
a∈δ+(u)
x′a −
∑
a∈δ−(u)
x′a
)
−
(∑
a∈δ+(u)
xˆ′a −
∑
a∈δ−(u)
xˆ′a
))
≥ 0.
Therefore, there has to be a = (v, w) ∈ A′ such that a ∈ δ+(U) and x′a > xˆ
′
a, or a ∈ δ
−(U) and
x′a < xˆ
′
a. If a ∈ δ
+(U) then ℓ′w = ̺
a(ℓ′v, x
′
a) > ̺
a(ℓˆ′v, xˆ
′
a) ≥ ℓˆ
′
w which contradicts w /∈ U . If a ∈ δ
−(U)
then ℓˆ′w = ̺
a(ℓˆ′v, xˆ
′
a) ≥ ̺
a(ℓ′v, x
′
a) ≥ ℓ
′
w which contradicts w ∈ U . Thus, x
′ and xˆ′ agree on δ(U).
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As a consequence, δ−(U) ∩ A∗ = ∅ and ̺a(ℓ′v, x
′
a) = ℓ
′
v for all a = (v, w) ∈ δ
−(U). Since A′ is
acyclic and s 6∈ U , there is w ∈ U such that ∅ 6= δ−(w) ⊆ δ−(U). Then, w ∈ U contradicts
ℓ′w = min
a∈δ−(w)
a=(v,w)
̺a(ℓ′v, x
′
a) = min
a∈δ−(w)
a=(v,w)
ℓ′v ≤ min
a∈δ−(w)
a=(v,w)
ℓˆ′v ≤ min
a∈δ−(w)
a=(v,w)
̺a(ℓˆ′v, xˆ
′
a) = ℓˆ
′
w.
Corollary 7 (Uniqueness of labels). Let G′ = (V,A′, A∗) be a shortest path graph with resetting. The
corresponding labels ℓ′ of a normalized thin s–t-flows x′ with resetting in G′ are uniquely determined
by its flow value |x′| and the label ℓ′s.
The complementarity conditions in definition 4 make complementarity problems a natural candi-
date for describing normalized thin flows with resetting. Cominetti et al. (2011) take this approach
with a non-linear complementarity problem. The non-linearities in it are caused by taking min-
ima and maxima. We observe that they can be resolved to linear complementarity conditions by
introducing auxiliary variables.
Theorem 8 (Linear complementarity problem). Let G′ = (V,A′, A∗) be a shortest path graph with
resetting. Further, let ν′0 ≥ 0, x
′ ∈ RA
′
, and ℓ′ ∈ RV . Then x′ is a normalized thin s–t-flow
with resetting in G′ of value ν′0 and corresponding labels ℓ
′ if and only if (x′, ℓ′) is a solution to the
following complementarity problem.
bv =
∑
a∈δ−(v)
x′a −
∑
a∈δ+(v)
x′a −
{
0 if v 6= t
ν′0 if v = t
, bvℓ
′
v = 0, bv ≥ 0, ℓ
′
v ≥ 0 for all v ∈ V \ {s}
da = ̺
a(ℓ′v, x
′
a)− ℓ
′
w, dax
′
a = 0, da ≥ 0, x
′
a ≥ 0 for all a = (v, w) ∈ A
′
ℓ′w ≥ min
a∈δ−(w)
a=(v,w)
ℓ′v for w ∈ V \ {s} : δ
−(w) ∩ A∗ = ∅
The maxima in the definition of ̺a and the minima above can be linearized to yield a linear comple-
mentarity problem.
Proof. For a proof of the first part, see Cominetti et al., 2011. For the linearization, fix a constant
C ∈ R and consider the following linear complementarity problem with variables y−, y+ ∈ R
C = y+ − y−, y−y+ = 0, y− ≥ 0, y+ ≥ 0.
The unique solution to it is given by the negative and positive part of C, i.e., y− = [C]− and
y+ = [C]+. To express minima and maxima of C,C
′ ∈ R, we write min{C,C′} = C − [C′ − C]−
and max{C,C′} = C + [C′ − C]+.
In this way, the non-linearities introduced by ̺a can be resolved by introducing auxiliary variables
y−, y+ ∈ RA
′\A∗ . For a ∈ A′ \ A∗, y−a and y
+
a represent the negative and positive part of ℓ
′
v −
xa
νa
,
respectively. We obtain
da = y
+
a +
xa
νa
− ℓ′w, dax
′
a = 0, da ≥ 0, x
′
a ≥ 0 for all a = (v, w) ∈ A
′ \A∗
y−a = y
+
a +
xa
νa
− ℓ′v, y
−
a y
+
a = 0, y
−
a ≥ 0, y
+
a ≥ 0 for all a = (v, w) ∈ A
′ \A∗.
Similarly, the constraints for all w ∈ V with δ−(w) ∩ A∗ = ∅ can be linearized by a cascade of
linearizations for pairwise minima.
In the linear complementarity problem for normalized thin s–t-flows with resetting, the flow value
appears in a linear way. This allows to treat it as a variable and get a new linear complementarity
problem. Its set of solutions captures the dependency of normalized thin flows with resetting on the
flow value, which is analyzed in the following lemmas and used in Sections 5 and 6.
Lemma 9 (Parametric normalized thin flows with resetting). For a shortest path graph with resetting
G′ = (V,A′, A∗), there are functions ̺G
′
: R≥0 → RV≥0 and χ
G′ : R≥0 → RA
′
≥0 such that
i) ̺G
′
s ≡ 1,
ii) for all ν′0 ≥ 0, the vector χ
G′(ν′0) is a normalized thin s–t-flow with resetting of value ν
′
0 in G
′
and ̺G
′
(ν′0) are corresponding labels, and
6
iii) ̺G
′
and χG
′
are continuous and piecewise linear.
Proof. Define the function ̺G
′
: R≥0 → RV≥0 by setting, for every ν
′
0 ≥ 0, the vector ̺
G′(ν′0) to be
the corresponding labels of a normalized thin s–t-flow with resetting of value ν′0 in G
′ such that the
corresponding label at s is 1. By Theorem 5 and Corollary 7, this is a sound definition.
Consider the linear complementarity problem described in Theorem 8. Fix ℓ′s to 1 and treat
the flow value ν′0 as an additional variable instead of a constant. The projection of the solution
set of this new linear complementarity problem onto the labels ℓ′ and the flow value ν′0 is exactly
the graph of the function ̺G
′
, i.e., the set
{(
ν′0, ̺
G′(ν′0)
)
: ν′0 ≥ 0
}
. According to Cottle, Pang, and
Stone (2009, p. 646), the set of solutions to a linear complementarity problem is the union of finitely
many polyhedra and depends on the right hand side upper Lipschitz continuously. This yields that
̺G
′
is piecewise linear and continuous.
We would like to define χG
′
: R≥0 → RA
′
≥0 in a similar way as ̺
G′ such that, for every ν′0 ≥ 0,
the vector χG
′
(ν′0) is a normalized thin s–t-flow with resetting of value ν
′
0 in G
′ that admits the
corresponding label 1 at s. As opposed to the corresponding labels, the flow values on the arcs are
generally not unique. χG
′
can be chosen in any way such that its graph lies within the projection
of the solution set of the described linear complementarity problem onto the flow variables x′ and
flow value ν′0. Using the existence of normalized thin flows with resetting in combination with the
mentioned properties of the solution set, it follows that χG
′
can be chosen to be piecewise linear and
continuous as well.
Lemma 10. Let G′ = (V,A′, A∗) be a shortest path graph with resetting.
i) For all ℓ′s, ν
′
0 ≥ 0, the vector ℓ
′
s ·χ
G′
( ν′0
ℓ′s
)
is a normalized thin s–t-flow with resetting of value ν′0
in G′ and ℓ′s · ̺
G′
( ν′0
ℓ′s
)
are corresponding labels.
ii) For all v ∈ V , the function ̺G
′
v is monotonically non-decreasing and ν
′
0 7→
1
ν′0
̺G
′
v (ν
′
0) is mono-
tonically non-increasing.
Proof. Consulting the linear complementarity problem described in Theorem 8, it becomes quite
obvious that a normalized thin flow with resetting with corresponding label 1 at s and flow value
ν′0
ℓ′s
can be scaled by ℓ′s to yield a normalized thin flow with resetting with corresponding label ℓ
′
s at s
and flow value ν′0. This yields the first statement.
The monotonicity of ̺G
′
is implied directly by Theorem 6. By the above, 1
ν′0
̺G
′
(ν′0) can be
interpreted as the labels of a normalized thin flow of value 1 with label 1
ν′0
at s. Its monotonicity
follows again from Theorem 6.
5 Evolution of dynamic equilibria
We extend the constructive method for dynamic equilibria by Koch and Skutella (2011) to inflow
rates ν0 ∈ L1loc(R) which are right-monotone (in addition to being non-negative and vanishing almost
everywhere on R<0). A definition of right-monotonicity follows the next theorem which holds for
arbitrary inflow rate.
Consider the earliest times function ℓ : R → RV≥0 of a dynamic equilibrium. For ϑ ∈ R, the sets
of active and resetting arcs agree with A′ϑ and A
∗
ϑ and, therefore, are determined by ℓ(ϑ) only. If ℓ
is right-differentiable at ϑ ∈ R, its right-derivative dℓdϑ+ at ϑ represents the corresponding labels of a
normalized thin flow with resetting of value ν0(ϑ) in G
′
ϑ. Hence, also
dℓ
dϑ+ (ϑ) is determined by ℓ(ϑ).
Indeed, the earliest times function of dynamic equilibria can be characterized as the set of solutions
to a differential equation, as the next theorem states.
In the case that ℓ is the earliest times function of a dynamic equilibrium, we know that G′ϑ is a
shortest path graph with resetting for all ϑ ∈ R. To ensure this property through the differential
equation, we need to extend the definition of ̺G
′
and χG
′
to triples G′ = (V,A′, A∗) such that
A∗ ⊆ A′ ⊆ A where A′ is acyclic, but there is v ∈ V without an s–v-path in A′. In that case, let
U := {v ∈ V : ∃ s–v-path in A′}, set ̺G
′
v ≡ 0 for v ∈ U , and ̺
G′
v ≡ 1 for v ∈ V \ U . Further, define
χG
′
a ≡ 0 for all a ∈ A
′.
Theorem 11 (Differential equation). Let ℓ0v denote the shortest distance from s to v in G with
respect to τ for all v ∈ V . Then ℓ : R→ RV≥0 is the earliest times function of a dynamic equilibrium
if and only if ℓ is a locally absolutely continuous solution to
ℓ(ϑ) =
(
ϑ+ ℓ0v
)
v∈V
for all ϑ ≤ 0 and dℓ
dϑ
(ϑ) = ̺G
′
ϑ
(
ν0(ϑ)
)
for a.e. ϑ ≥ 0. (DE)
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Proof. Assume ℓ is the earliest times function of a dynamic equilibrium. Since the network is assumed
to be empty up to time zero, the initial condition on R≤0 holds due to (BE). The components of
ℓ are locally absolutely continuous and, hence, differentiable almost everywhere. Cominetti et al.
(2015) show that, if it exists, the right-derivative of ℓ at time ϑ ∈ R represents the corresponding
labels of a normalized thin flow with resetting of value ν0(ϑ) in G
′
ϑ with label 1 at s. Hence,
dℓ
dϑ (ϑ) = ̺
G′ϑ
(
ν0(ϑ)
)
follows for almost every ϑ ≥ 0.
For the converse direction, assume ℓ is a locally absolutely continuous solution to the differential
equation (DE). ℓ defines G′ϑ = (V,A
′
ϑ, A
∗
ϑ) for all ϑ ∈ R. To simplify notation, we set
̺ : R→ RV≥0, ϑ 7→ ̺
G′ϑ
(
ν0(ϑ)
)
and χ : R→ RA≥0, ϑ 7→
{
χG
′
ϑ
a
(
ν0(ϑ)
)
for a ∈ A′ϑ
0 for a 6∈ A′ϑ.
Note that in both definitions the shortest path network G′ϑ as well as the inflow rate ν0(ϑ) depend
on the parameter ϑ. The codomain of χG
′
ϑ depends on ϑ. χ extends the definition of the flows on
A′ϑ onto A by zero. The fundamental theorem of calculus yields
ℓ(ϑ) = ℓ0 +
∫ ϑ
0
̺(θ) dθ for all ϑ ∈ R,
where integration is applied element-wise. Since ̺v ≥ 0 for all v ∈ V , ℓv is a monotonically non-
decreasing function. Based on ℓ, we define a flow over time and prove step by step that it is feasible,
has the earliest times function ℓ, and satisfies the conditions of a dynamic equilibrium.
The shortest path graphs with resetting. We start by showing that G′ϑ is a shortest path graph
with resetting for all ϑ ∈ R. It is clear from the initial condition that the claim holds for ϑ ≤ 0.
Assume for contradiction, that there is ϑ > 0 such that A′ϑ is not a shortest path graph with
resetting. This means that the set U := {v ∈ V : ∃ s–v-path in A′ϑ} is a proper subset of V and
δ+(U)∩A′ϑ = ∅. Let ¯
ϑ := sup{θ ≤ ϑ : δ+(U) ∩ A′θ 6= ∅} be the last time before ϑ that an arc leaving
U was active. Then, 0 ≤
¯
ϑ < ϑ due to the initial condition and the continuity of ℓ. In particular,
it holds δ+(U) ∩ A′
¯
ϑ 6= ∅, and δ
+(U) ∩ A′θ = ∅ for all θ ∈ (¯
ϑ, ϑ]. Then for all (v, w) ∈ δ+(U) ∩ A′
¯
ϑ,
̺w ≡ 1 and ̺w − ̺v ≥ 0 on (
¯
ϑ, ϑ] yield ∅ 6= δ+(U) ∩ A′
¯
ϑ ⊆ δ
+(U) ∩ A′ϑ = ∅, a contradiction.
As an immediate consequence, limϑ→+∞ ℓv(ϑ) ≥ limϑ→+∞ ℓs(ϑ) + ℓ0v = +∞ holds for all v ∈ V .
On the other hand, limϑ→−∞ ℓv(ϑ) = limϑ→−∞ ϑ+ ℓ
0
v = −∞. The continuity of ℓ yields ℓv(R) = R
for all v ∈ V .
The flow over time. For a = (v, w) ∈ A, define the flow functions f+a : R → R≥0 and f
−
a : R →
R≥0 by setting
(f+a ◦ ℓv) · ̺v ≡ χa ≡ (f
−
a ◦ ℓw) · ̺w a.e. on R.
We shall see that this is a sound definition. For
¯
ϑ < ϑ¯ such that ℓv(
¯
ϑ) = ℓv(ϑ¯), the monotonicity of
ℓv implies ℓv ≡ ℓv(
¯
ϑ) and ̺v ≡ 0 almost everywhere on [
¯
ϑ, ϑ¯]. Hence, f+a is well-defined at almost
every ℓv(ϑ) for ϑ ∈ R such that
dℓv
dϑ (ϑ) = ̺v(ϑ) 6= 0. As the set
{
ℓv(ϑ) : ϑ ∈ R and
dℓv
dϑ (ϑ) = 0
}
has
measure zero, f+a is well-defined almost everywhere on ℓv(R) = R. Reasoning in a similar way gives
that f−a is also well-defined almost everywhere on R.
Definition 4 yields almost everywhere f−a ≤ νa. Similarly, almost everywhere f
+
a ≡ f
+
a ◦ℓs ≡
χa
̺s
≤ ν0
if v = s and f+a ≤
∑
b∈δ−(v) νb if v 6= s. As ν0 is locally integrable and (νb)b∈A is constant, the
functions f+a and f
−
a are locally integrable as well. Further, f
+
a and f
−
a vanish on R≤0 as ν0 does so
and ℓ(0) = ℓ0 ≥ 0. The flow conservation constraints hold, since normalized thin flows with resetting
obey them.
The queue lengths. For a = (v, w) ∈ A, we define the function za via its derivative and show that
it evaluates to the queue length of a as induced by f+a . For that purpose, we define
dza
dϑ by setting
dza
dϑ
(
ℓv(ϑ)
)
· ̺v(ϑ) =


0 if a ∈ A \A′ϑ
νa ·
[
̺w(ϑ)− ̺v(ϑ)
]
+
if a ∈ A′ϑ \A
∗
ϑ
νa ·
(
̺w(ϑ)− ̺v(ϑ)
)
if a ∈ A∗ϑ
for a.e. ϑ ∈ R.
As argued before, this determines dzadϑ almost everywhere on R as
{
ℓv(ϑ) : ϑ ∈ R and
dℓv
dϑ (ϑ) = 0
}
has measure zero. Using 0 ≤ ̺w ≤ max
{
̺v,
χa
νa
}
, we can bound dzadϑ almost everywhere on ℓv(R) = R
by noting that for almost every ϑ ∈ R∣∣dza
dϑ
(
ℓv(ϑ)
)∣∣ · ̺v(ϑ) ≤ νa · |̺w(ϑ)− ̺v(ϑ)| ≤ max{νa · ̺v(ϑ), χa(ϑ)} = max{νa, f+a (ℓv(ϑ))} · ̺v(ϑ).
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This shows that the local integrability of f+a carries over to
dza
dϑ . Therefore,
dza
dϑ is indeed the
derivative of the function za : R → R≥0, ϑ 7→
∫ ϑ
ℓv(0)
dza
dϑ (θ) dθ. Since ℓv, ℓw, and za are locally
absolutely continuous and ℓv is monotone, the formula for the change of variables applies to za ◦ ℓv
and yields
za
(
ℓv(ϑ)
)
=
∫ ϑ
0
dza
dϑ
(
ℓv(θ)
)
·̺v(θ) dθ =
∫ ϑ
0
νa ·
d
dθ
[
ℓw(θ)−ℓv(θ)−τa
]
+
dθ = νa ·
[
ℓw(ϑ)−ℓv(ϑ)−τa
]
+
.
Now, we can show that za is indeed the queue length that is induced by f
+
a by proving that
za is a solution to (QD). The above identity implies za ≡ 0 on R≤0 ⊆ (−∞, ℓ0v]. Let ϑ ∈ R such
that ̺v(ϑ) 6= 0. In the case a ∈ A \ A′ϑ, we know from the above identity and continuity of ℓ that
za
(
ℓv(ϑ)
)
= 0 and dzadϑ
(
ℓv(ϑ)
)
= 0. On the other hand, the definition of χ yields χa(ϑ) = 0, which
implies
[
f+a
(
ℓv(ϑ)
)
− νa
]
+
= 0 and, thus, (QD) holds for a at time ℓv(ϑ). If a ∈ A′ϑ \ A
∗
ϑ, we also
know za
(
ℓv(ϑ)
)
= 0. In the case that νa · ̺w(ϑ) = max
{
νa · ̺v(ϑ), χa(ϑ)
}
, it follows immediately
that dzadϑ
(
ℓv(ϑ)
)
=
[
f+a
(
ℓv(ϑ)
)
− νa
]
+
. Otherwise, χa(ϑ) = 0 must holds, which implies the equation
dza
dϑ
(
ℓv(ϑ)
)
= 0 =
[
f+a
(
ℓv(ϑ)
)
− νa
]
+
. Finally, if a ∈ A∗ϑ, then za
(
ℓv(ϑ)
)
> 0 holds. Further,
νa · ̺w(ϑ) = χa(ϑ) yields
dza
dϑ
(
ℓv(ϑ)
)
= f+a
(
ℓv(ϑ)
)
− νa. In total, za fulfills (QD) for almost every
ℓv(ϑ) such that ϑ ∈ R and ̺v(ϑ) 6= 0, which is almost everywhere on R.
The queuing dynamics. To see that (f+, f−) is a feasible flow over time, we will show that it
respects the queuing dynamics za
(
ℓv(ϑ)
)
= F+a
(
ℓv(ϑ)
)
− F−a
(
ℓv(ϑ) + τa
)
for all a ∈ A and ϑ ∈ R.
Let a = (v, w) ∈ A. We start by establishing it for a single point in time and extend it by looking
at its derivative. Consider the time ϑˆ = inf{θ ≥ 0: a ∈ A′θ}, relative to which a is active for the first
time. If no such time exists, i.e., ϑˆ = +∞, then za ≡ 0, F+a ≡ 0, and F
−
a ≡ 0 satisfy the equation
trivially. Otherwise, we get ℓw(ϑˆ) = ℓv(ϑˆ) + τa and, therefore,
za
(
ℓv(ϑˆ)
)
= 0 = F+a
(
ℓv(ϑˆ)
)
− F−a
(
ℓw(ϑˆ)
)
= F+a
(
ℓv(ϑˆ)
)
− F−a
(
ℓv(ϑˆ) + τa
)
.
It remains to prove that the derivatives of both sides of the equation agree almost everywhere. As we
have shown that za is a solution to (QD), it suffices to prove for almost every ϑ ∈ R with ̺v(ϑ) 6= 0
that
f−a
(
ℓv(ϑ) + τa
)
=
{
min
{
f+a
(
ℓv(ϑ)
)
, νa
}
if za
(
ℓv(ϑ)
)
= 0, i.e., a ∈ A \A∗ϑ
νa if za
(
ℓv(ϑ)
)
> 0, i.e., a ∈ A∗ϑ.
First, consider ϑ ∈ R such that a ∈ A′ϑ \A
∗
ϑ, i.e., ℓw(ϑ) = ℓv(ϑ) + τa. Due to the continuity of ℓ,
the set {θ ∈ R : a ∈ A′θ \A
∗
θ} consists of closed intervals. Consequently, for almost every considered
ϑ it holds ̺w(ϑ) = ̺v(ϑ). Therefore, f
−
a
(
ℓv(ϑ)+τa
)
= f−a
(
ℓw(ϑ)
)
= f+a
(
ℓv(ϑ)
)
and f−a
(
ℓw(ϑ)
)
≤ νa.
Hence, the equation holds for almost all ϑ ∈ R such that ̺v(ϑ) 6= 0 and a ∈ A′ϑ \A
∗
ϑ.
If a ∈ A \ A′ϑ, define ¯
ϑ := sup{θ ≤ ϑ : a ∈ A′θ} ∈ R ∪ {−∞} and ϑ¯ := inf{θ ≥ ϑ : a ∈ A
′
θ} ∈
R ∪ {+∞}. Continuity of ℓ yields a ∈ A \ A′θ for all θ ∈ (¯
ϑ, ϑ¯) as well as ℓw(
¯
ϑ) = ℓv(
¯
ϑ) + τa and
ℓw(ϑ¯) = ℓv(ϑ¯) + τa. Therefore, monotonicity and continuity of ℓv and ℓw imply that f
+
a and f
−
a
vanish almost everywhere on the intervals
(
ℓv(
¯
ϑ), ℓv(ϑ¯)
)
and
(
ℓw(
¯
ϑ), ℓw(ϑ¯)
)
=
(
ℓv(
¯
ϑ)+τa, ℓv(ϑ¯)+τa
)
,
respectively. This proves that the equation is fulfilled for almost every ϑ ∈ R such that a ∈ A \A′ϑ.
A similar argument shows that f−a
(
ℓv(ϑ)+τa
)
= νa for almost every ϑ with a ∈ A∗ϑ. In conclusion,
za(ϑ) = F
+
a (ϑ) − F
−
a (ϑ+ τa) holds on R.
The earliest times function. Now, it is immediate to see that ℓ indeed is the earliest times function
of the feasible flow over time (f+, f−). For a = (v, w) ∈ A and ϑ ∈ R, the above characterization of
za in terms of ℓ immediately implies ℓw(ϑ) ≤ ℓv(ϑ) +
1
νa
· za
(
ℓv(ϑ)
)
+ τa with equality if and only if
a ∈ A′ϑ. This proves that ℓ satisfies the Bellman equations (BE).
The equilibrium condition. To complete the proof, we only have to show that (f+, f−) is a
dynamic equilibrium. For a = (v, w) ∈ A, ℓv and ℓw are monotonically non-decreasing. Hence, for
every ϑ ∈ R, two changes of variables yield
F+a
(
ℓv(ϑ)
)
=
∫ ϑ
0
f+a
(
ℓv(θ)
)
· ̺v
(
θ
)
dθ =
∫ ϑ
0
χa
(
θ
)
dθ =
∫ ϑ
0
f−a
(
ℓw(θ)
)
· ̺w
(
θ
)
dθ = F−a
(
ℓw(ϑ)
)
.
Lemma 2 gives that (f+, f−) is a dynamic equilibrium.
The above theorem suggests to construct a dynamic equilibrium by integrating over thin flows
with resetting. The method of Koch and Skutella (2011) does this by implicitly assuming that ℓ
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is right-linear. This is feasible for piecewise constant inflow rates, as there always is a dynamic
equilibrium with that property. For these dynamic equilibria, the functions ϑ 7→ ̺G
′
ϑ
v
(
ν0(ϑ)
)
are
right-constant. We want to consider a more general class of inflow rates.
Definition 12 (Monotone functions). We call a function g ∈ L1loc(R) monotonically non-decreasing
(non-increasing) if there exists a set N ⊆ R of measure zero such that g(ξ) ≤ g(ξˆ)
(
g(ξ) ≥ g(ξˆ)
)
for
all ξ, ξˆ ∈ R \N with ξ ≤ ξˆ.
We call a function g monotone if it is monotonically non-decreasing or monotonically non-increasing.
Further, g is right-monotone (left-monotone) if for every ξ ∈ R there is ε > 0 such that g is monotone
on [ξ, ξ + ε]
(
[ξ − ε, ξ]
)
.
For a right-monotone inflow rate ν0, the map ϑ 7→ ̺G
′
ϑ
v
(
ν0(ϑ)
)
cannot be expected to be right-
constant. Due to the piecewise linear dependency of the thin flows with resetting on the flow value,
however, this map is right-monotone. This still allows to use the same method for constructing a
dynamic equilibrium as follows.
Theorem 13 (α-extension of dynamic equilibria). Let the inflow rate ν0 be right-monotone. For
ϑ ≥ 0, let ℓ : (−∞, ϑ] → RV≥0 fulfill the differential equation (DE) on (−∞, ϑ]. Then there is α > 0
such that ℓ can be extended to fulfill it on (−∞, ϑ+ α].
For the proof of this theorem, we make use of some basic properties of right-monotone functions
which we show first. Lemma 14 regards the composition of right-monotone functions. Lemma 15
relates right-monotone functions to their primitives.
Lemma 14 (Composition of right-monotone functions). If h ∈ L1
loc
(R) is right-monotone, g ∈
L1
loc
(R) is left- and right-monotone, and their composition g ◦ h is well-defined, then also g ◦ h is
right-monotone.
Proof. Let ξ ∈ R. Assume h is monotonically non-decreasing on (ξ, ξ + ε) for some ε > 0. Set υ to
be the essential infimum of h on (ξ, ξ + ε), i.e.,
υ := ess inf h|(ξ,ξ+ε) = sup{υˆ ∈ R : h ≥ υˆ a.e. on (ξ, ξ + ε)}.
There is δ > 0 such that g is monotone on [υ, υ + δ]. Choose 0 < εˆ ≤ ε small enough such that
h ≤ υ + δ almost everywhere on (ξ, ξ + εˆ). Then g ◦ h is monotone on (ξ, ξ + εˆ).
The case that h is monotonically non-increasing on (ξ, ξ + ε) works similarly. It needs the
left-monotonicity instead of right-monotonicity of g.
Lemma 15. Let g ∈ L1
loc
(R) be a right-monotone function and set G : R → R, ξ 7→
∫ ξ
0
g(ξˆ) dξˆ. If
inf{ξ > 0: G(ξ) > 0} = 0, then there is ε > 0 such that g > 0 almost everywhere on (0, ε) and G > 0
on (0, ε).
Proof. Assume inf{ξ > 0: G(ξ) > 0} = 0. Let ε > 0 such that g is monotone on (0, ε), and set
δ := sup
{
δˆ ∈ [0, ε) : g ≤ 0 a.e. on [0, δˆ]
}
. δ > 0 would imply G ≤ 0 on [0, δ] which contradicts
the assumption. Hence, δ = 0. If g is monotonically non-decreasing on (0, ε), then g > 0 almost
everywhere on (0, ε) and G > 0 on (0, ε) follow. If g is monotonically non-increasing on (0, ε), then
δ = 0 implies ess sup g|(0,ε) > 0. Thus, there is 0 < εˆ ≤ ε such that g > 0 almost everywhere on
(0, εˆ) and G > 0 on (0, εˆ).
Proof of Theorem 13. We extend ℓ by assuming that G′ϑ is constant to the right, i.e., G
′
ϑ+ε = G
′
ϑ
for small ε > 0. This assumption is not necessarily true. We will see, however, that the extension
we get in this way fulfills (DE). For that purpose, define for ε > 0
ℓ(ϑ+ ε) := ℓ(ϑ) +
∫ ϑ+ε
ϑ
̺G
′
ϑ
(
ν0(θ)
)
dθ,
where integration is applied element-wise. First of all, we show that this definition is sound. For
component v ∈ V , the integrand ̺G
′
ϑ
v ◦ ν0 is indeed locally integrable since for every compact set
K ⊆ R, Lemma 9 yields∫
K
∣∣̺G′ϑv (ν0(θ))∣∣ dθ =
∫
K∩ν
−1
0 ([0,1])
̺G
′
ϑ
v
(
ν0(θ)
)
dθ +
∫
K\ν
−1
0 ([0,1])
̺G
′
ϑ
v
(
ν0(θ)
)
ν0(θ)
· ν0(θ) dθ
≤ ̺G
′
ϑ
v (1) ·
∫
K
max
{
1, ν0(θ)
}
dθ < +∞.
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This extension defines G′ϑ+ε = (V,A
′
ϑ+ε, A
∗
ϑ+ε) for ε > 0. To show that ℓ fulfills (DE) on a strictly
larger interval than (−∞, ϑ], it is sufficient to prove ̺G
′
ϑ+ε ◦ ν0 ≡ ̺G
′
ϑ ◦ ν0 for all small enough ε > 0.
For that purpose, define the following limits of the sets of active and resetting arcs,
A′ := lim inf
ε→0+
A′ϑ+ε =
⋃
δ>0
⋂
ε∈(0,δ)
A′ϑ+ε =
{
a = (v, w) ∈ A : ∃ δ > 0: ℓw ≥ ℓv + τa on (ϑ, ϑ+ δ)
}
and
A∗ := lim inf
ε→0+
A∗ϑ+ε =
⋃
δ>0
⋂
ε∈(0,δ)
A∗ϑ+ε =
{
a = (v, w) ∈ A : ∃ δ > 0: ℓw > ℓv + τa on (ϑ, ϑ+ δ)
}
.
We show that G′ϑ+ε = (V,A
′, A∗) for small ε > 0. Due to the continuity of ℓ, we know that the
inclusions A′ ⊆ A′ϑ+ε ⊆ A
′
ϑ and A
∗
ϑ ⊆ A
∗ = A∗ϑ+ε hold for ε > 0 small enough.
Since ν0 is right-monotone and ̺
G′ϑ is piecewise linear, Lemma 14 implies that ̺G
′
ϑ
w ◦ν0−̺
G′ϑ
v ◦ν0
is right-monotone for all pairs v, w ∈ V .
For arcs a = (v, w) ∈ A′ϑ \ A
′, there is a sequence (εk)k∈N ⊆ R>0 such that limk→+∞ εk = 0
and a ∈ A′ϑ \ A
′
ϑ+εk
for all k ∈ N. As ℓ is continuous and a ∈ A′ϑ, a limit argument yields
ℓw(ϑ) = ℓv(ϑ) + τa. Further, for all k ∈ N, we get∫ ϑ+εk
ϑ
̺G
′
ϑ
w
(
ν0(θ)
)
− ̺G
′
ϑ
v
(
ν0(θ)
)
dθ =
(
ℓw(ϑ+ εk)− ℓv(ϑ+ εk)− τa
)
−
(
ℓw(ϑ)− ℓv(ϑ)− τa
)
< 0.
Lemma 15 implies ̺G
′
ϑ
w ◦ ν0 < ̺
G′ϑ
v ◦ ν0 and, hence, χ
G′ϑ
a ◦ ν0 = 0 almost everywhere on (ϑ, ϑ + βa)
for some βa > 0. Further, it implies a 6∈ A′ϑ+ε for small ε > 0. A
′ = A′ϑ+ε follows for small ε > 0.
For a = (v, w) ∈ A∗ \ A∗ϑ, there exists a sequence (εk)k∈N ⊆ R>0 such that limk→+∞ εk = 0 and
a ∈ A∗ϑ+εk \A
∗
ϑ for all k ∈ N. Continuity of ℓ yields ℓw(ϑ) = ℓv(ϑ) + τa. Hence, for k ∈ N∫ ϑ+εk
ϑ
̺G
′
ϑ
w
(
ν0(θ)
)
− ̺G
′
ϑ
v
(
ν0(θ)
)
dθ =
(
ℓw(ϑ+ εk)− ℓv(ϑ+ εk)− τa
)
−
(
ℓw(ϑ)− ℓv(ϑ)− τa
)
> 0.
Lemma 15 implies ̺G
′
ϑ
w ◦ ν0 > ̺
G′ϑ
v ◦ ν0 and, hence, χ
G′ϑ
a ◦ ν0 = νa · ̺
G′ϑ
w ◦ ν0 almost everywhere on
(ϑ, ϑ+ βa) for some βa > 0.
In total, there is an α > 0 such that G′ϑ+ε = (V,A
′, A∗) for all 0 < ε < α. More importantly,
̺G
′
ϑ
(
ν0(ϑ+ε)
)
are the corresponding labels of a normalized thin flow with resetting of value ν0(ϑ+ε)
in G′ϑ+ε. Corollary 7 yields ̺
G′ϑ ◦ ν0 ≡ ̺
G′ϑ+ε ◦ ν0 on (ϑ, ϑ+ α).
Just like in the case of constant inflow rate, the α-extension can be applied iteratively to construct
a dynamic equilibrium. Each such extension that is maximal with respect to α is called a phase in
the evolution of the dynamic equilibrium. Note that Theorem 13 does not state anything about the
length of a phase. It is still an open question whether for constant inflow rate the extensions can
converge to a finite domain, see Cominetti et al., 2017. If that is the case, the dynamic equilibrium
cannot be computed this way in a finite number of steps. In theory, we can take the limit of such a
converging sequence of α-extensions and repeat. As done by Cominetti et al. (2017) and Graf and
Harks (2019), Zorn’s lemma can be applied to get a dynamic equilibrium on R.
Theorem 16 (Existence of dynamic equilibria). For every non-negative, right-monotone, locally
integrable inflow rate, there exists a dynamic equilibrium.
Proof. Let L be the set of functions ℓ : (−∞, ϑ] → RV≥0 which fulfill (DE) on (−∞, ϑ) for some
ϑ ∈ R≥0 ∪ {+∞}. Define the partial order  on L by setting ℓ  ℓˆ if dom(ℓ) ⊆ dom(ℓˆ) and
ℓ = ℓˆ|dom(ℓ).
Let (ℓ(k))k∈K be a chain in (L,) indexed by some set K with domains dom(ℓ(k)) = (−∞, ϑk].
Set ϑ := supk∈K ϑk and define the function ℓ : (−∞, ϑ)→ R
V
≥0, θ 7→ supk∈K : θ≤ϑk ℓ
(k)(θ). Note that
ℓ|(−∞,ϑk) ≡ ℓ
(k) for all k ∈ K. We would like to continuously extend ℓ to ℓˆ onto (−∞, ϑ]. Therefore,
set ℓˆ(ϑ) := limk→+∞ ℓ(ϑk). This limit exists as ℓ is monotonically non-decreasing. It is not clear,
however, that it is finite. Since ℓ fulfills (DE) on (−∞, ϑ), applying Lemma 9 yields
ℓˆv(ϑ) = lim
k→+∞
∫ ϑk
0
̺G
′
θ
v
(
ν0(θ)
)
dθ
= lim
k→+∞
∫
[0,ϑk)∩ν
−1
0 ([0,1])
̺G
′
θ
v
(
ν0(θ)
)
dθ +
∫
[0,ϑk)\ν
−1
0 ([0,1])
̺G
′
θ
v
(
ν0(θ)
)
ν0(θ)
· ν0(θ) dθ
≤ max
G′=(V,A′,A∗)
shortest path network
with resetting
̺G
′
v (1) ·
∫ ϑ
0
max
{
1, ν0(θ)
}
dθ < +∞.
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Hence, ℓˆ ∈ L is well-defined and ℓ(k)  ℓˆ for all k ∈ K. Zorn’s lemma yields a maximal element
ℓ ∈ L. Theorem 13 shows that the domain of ℓ has to be R. By Theorem 11, ℓ is the earliest times
function of a dynamic equilibrium.
Theorem 17 (Uniqueness of right-monotone dynamic equilibria). Let the inflow rate ν0 be right-
monotone. If there are two right-monotone dynamic equilibria, then their earliest times functions
agree.
Proof. Let Θ ⊆ R be the set on which the earliest times functions of every right-monotone equilib-
rium with inflow rate ν0 agree. By definition R≤0 ⊆ Θ. Since earliest times functions are continuous,
Θ is a closed set. We need to show that Θ = R.
Let (f+, f−) be a dynamic equilibrium for inflow rate ν0 such that f
+
a is right-monotone for all
a = (v, w) ∈ A. Let ℓ be the corresponding earliest times function. For almost every ϑ ∈ R, za is
increasing at ϑ if and only if f+a (ϑ) > νa. Therefore, za is right-monotone as well. (Looking into the
proof of) Lemma 14 yields right-monotonicity of f+a ◦ ℓv and za ◦ ℓv since ℓv is non-decreasing.
Let ϑ ∈ Θ. We will see that the support of
(
f+a
(
ℓv(ϑ+ ε)
))
a=(v,w)∈A
and A∗ϑ+ε are respectively
the same for almost every small enough ε > 0. Define the set
A′ :=
{
a = (v, w) ∈ A : ∃ δ > 0: f+a ◦ ℓv > 0 a.e. on (ϑ, ϑ+ δ)
}
.
For a ∈ A \ A′, the right-monotonicity of f+a ◦ ℓv implies f
+
a
(
ℓv(ϑ + ε)
)
= 0 for almost every small
enough ε > 0. Thus, the support of
(
f+a
(
ℓv(ϑ+ ε)
))
a=(v,w)∈A
is exactly A′. Similarly, define the set
A∗ := lim inf
ε→0+
A∗ϑ+ε =
{
a = (v, w) ∈ A : ∃ δ > 0: za ◦ ℓv > 0 on (ϑ, ϑ+ δ)
}
.
As za ◦ ℓv is right-monotone, A∗ = A∗ϑ+ε for small enough ε > 0. Thus for almost every small
enough ε > 0,
(
f+a
(
ℓv(ϑ+ ε)
)
· dℓvdϑ (ϑ+ ε)
)
a=(v,w)∈A
is a normalized thin flow of value ν0(ϑ+ ε) in
G′ := (V,A′, A∗) with corresponding labels dℓdϑ+ (ϑ+ ε) . Hence, Theorem 11 implies
ℓ(ϑ+ ε) = ℓ(ϑ) +
∫ ϑ+ε
ϑ
̺G
′(
ν0(θ)
)
dθ.
Since (f+, f−) was chosen arbitrarily, [ϑ, ϑ+ ε] ⊆ Θ. As a consequence, Θ = R.
The following example shows that the α-extension may fail if ν0 is not right-monotone.
Example 18. We consider the graph G = (V,A) which consists only of the source s, the sink t, and
two parallel arcs a, a′ from s to t with capacity νa = νa′ = 1 and transit time τa = 0 and τa′ = 1, see
Figure 2a. Note that the network can be transformed to an equivalent instance without multi-arcs
by introducing additional vertices on arcs. The inflow rate is depicted in Figure 2b and given by the
function
ν0 : R→ R≥0, ϑ 7→


0 for ϑ ∈ (−∞, 0)
2 for ϑ ∈ [0, 1)
0 for ϑ ∈ [1 + 2−k−1, 1 + 2−k), k ∈ 2N+ 1
2 for ϑ ∈ [1 + 2−k−1, 1 + 2−k), k ∈ 2N
2 for ϑ ∈ [2,+∞)
.
Note that ν0 ∈ L1loc(R≥0) is not right-monotone at ϑ = 1. A dynamic equilibrium is given by the
earliest time functions ℓs : R→ R, ϑ 7→ ϑ and
ℓt : R→ R, ϑ 7→


ϑ for ϑ ∈ (−∞, 0)
2ϑ for ϑ ∈ [0, 1]
2 + 2−k−1 for ϑ ∈ [1 + 2−k−1, 1 + 2−k), k ∈ 2N− 1
2ϑ− 3 · 2−k−2 for ϑ ∈ [1 + 2−k−1, 1 + 3 · 2−k−2), k ∈ 2N
ϑ+ 1 for ϑ ∈ [1 + 3 · 2−k−2, 1 + 2−k), k ∈ 2N
ϑ+ 1 for ϑ ∈ [2,+∞)
.
The graph of ℓt is shown in Figure 2c. A queue grows on a up to time 1, when a
′ becomes active,
i.e., A′1 = {a, a
′}. After time 1, the following three phases repeat for every k ∈ 2N. For times
ϑ ∈ [1+ 2−k−2, 1+2−k−1), there is no inflow, the set of active arcs is A′ϑ = {a}, and the queue on a
shrinks. At time 1+ 2−k−1 the inflow sets in again. For times ϑ ∈ [1 + 2−k−1, 1+ 3 · 2−k−2), the set
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3
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1
2
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ϑ
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1
1
2
(ϑ
+ 3
)
ϑ
(c) earliest time function of t in
a dynamic equilibrium
Figure 2: Example with non-right-monotone inflow rate for which the α-extension does not work.
of active arcs is still A′ϑ = {a}, but the queue on a is growing. At time 1 + 3 · 2
−k−2, a′ gets active.
For times ϑ ∈ [1 + 3 · 2−k−2, 1 + 2−k), the set of active arcs is A′ϑ = {a, a
′} and the queue lengths
stay constant. At time 1 + 2−k, the inflow stops again, and the three phases repeat. In particular,
G′ϑ is not constant on (1, 1 + ε) for any ε > 0.
Applying an α-extension at time 1 would yield that for small ε > 0
ℓt : R≥0 → R≥0, 1 + ε 7→
{
1 + 132
−k for ε ∈ [2−k−1, 2−k), k ∈ 2N− 1
1 + ε− 132
−k for ε ∈ [2−k−1, 2−k), k ∈ 2N
.
Then, A′1+ε = {a} for small ε > 0. But (DE) is not fulfilled at times 1+ε for ε ∈ [2
−k−1, 2−k), k ∈ 2N.
6 Thin flows with resetting in series-parallel graphs
The nature of the proof of existence makes the problem of computing a normalized thin flow with
resetting part of the complexity class PPAD as introduced by Papadimitriou (1994). It remains
open whether this computational problem can be solved in polynomial time for general acyclic arc
sets A∗ ⊆ A′ ⊆ A. So far, the complexity is known only for the cases A∗ = A′ and A∗ = ∅. For
A∗ = A′, the complementarity problem in Theorem 8 reduces to a system of linear equations and,
hence, can be solved efficiently. For A∗ = ∅, the problem is also solvable in polynomial time as
shown by Koch and Skutella (2011). Instead of restricting the set A∗, we address the computation
of normalized thin flows with resetting for graphs (V,A′) that are two-terminal series-parallel (see
Brandsta¨dt et al., 1999).
Definition 19 (Two-terminal directed graph). A directed acyclic (multi)graph G = (V,A) is two-
terminal if it has a unique source sG and a unique sink tG, i.e., {v ∈ V : δ−(v) = ∅} = {sG} and
{v ∈ V : δ+(v) = ∅} = {tG}.
Definition 20 (Two-terminal series-parallel directed graph). Let G1 = (V1, A1), G2 = (V2, A2), and
G = (V,A) be two-terminal directed graphs. G is the series composition of G1 and G2 if V1∪V2 = V ,
V1 ∩ V2 = {tG1}, tG1 = sG2 , and A1 ·∪A2 = A. We write G = G1 ∗G2. G is the parallel composition
of G1 and G2 if V1 ∪ V2 = V , V1 ∩ V2 = {sG1 , tG1}, sG1 = sG2 , tG1 = tG2 , and A1 ·∪ A2 = A. We
write G = G1 ‖ G2. The class of two-terminal series-parallel directed graphs is the smallest set of
graphs which contains the graph(s) with two vertices and a single arc in-between, and is closed with
respect to series and parallel composition.
The following two lemmas show how the function ̺G
′
relates to the functions ̺G
′
1 and ̺G
′
2 for
the series composition G′ = G′1 ∗G
′
2 as well as the parallel composition G
′ = G′1 ‖ G
′
2. Restricting a
thin flow with resetting in G′ to G′1 or G
′
2 yields a thin flow with resetting in the respective graph.
The other way round, the conditions for a flow to be a thin flow with resetting in G′ are roughly a
combination of the conditions for flows in G′1 and G
′
2. The only additional requirement is to have
one common label ℓ′v at every common vertex v of G
′
1 and G
′
2. For the series composition this
synchronization of labels is straightforward. For the parallel composition, it is achieved by splitting
the total amount of flow appropriately between G′1 or G
′
2.
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Lemma 21 (Series composition). Let G′ = (V,A′) be a two-terminal directed acyclic graph. Further,
let V1, V2 ⊆ V be vertex sets and set G′i := G
′[Vi] for i = 1, 2. If G
′ = G′1 ∗G
′
2 and n1, n2, n are the
numbers of breakpoints of ̺G
′
1 , ̺G
′
2 , ̺G
′
, respectively, then n ≤ n1 + n2.
Proof. Let r ∈ V be such that V1 ∩ V2 = {r}. As discussed in the paragraph before Lemma 21, the
conditions of definition 4 for G′1 and G
′
2 also appear for G
′. Applying Lemma 10 yields that, for
ν′0 > 0
̺G
′
v (ν
′
0) = ̺
G′1
v (ν
′
0) if v ∈ V1 and
̺G
′
v (ν
′
0) = ̺
G′1
r (ν
′
0) · ̺
G′2
v
(
ν′0
̺G
′
1
r (ν
′
0)
)
if v ∈ V2.
For v ∈ V2, ̺G
′
v can have a breakpoint at ν
′
0 > 0 only if ̺
G′1
r does, or ̺
G′2
v has a breakpoint at
ν′0
̺G
′
1r (ν
′
0)
and the function
ν′0
̺G
′
1r (ν
′
0)
is not constant around ν′0. Lemma 10 shows that
ν′0
̺G
′
1r (ν
′
0)
is monotone in
ν′0. Therefore, n ≤ n1 + n2 follows. See Figure 3a for an illustration.
Lemma 22 (Parallel composition). Let G′ = (V,A′) be a two-terminal directed acyclic graph.
Further, let V1, V2 ⊆ V be vertex sets and set G
′
i := G
′[Vi] for i = 1, 2. If G
′ = G′1 ‖ G
′
2 and n1, n2, n
are the numbers of breakpoints of ̺G
′
1 , ̺G
′
2 , ̺G
′
, respectively, then n ≤ n1 + n2 + 1.
Proof. Considering definition 4 or the complementarity problem from Theorem 8 reveals that for
every ν′0 ≥ 0
̺G
′
t (ν
′
0) = min
i∈{1,2}
̺G
′
i
t (ν
′
i)
̺G
′
t (ν
′
0) = ̺
G′i
t (ν
′
i) for i ∈ {1, 2} with ν
′
i > 0
̺G
′
v (ν
′
0) = ̺
G′i
v (ν
′
i) for i ∈ {1, 2}, v ∈ Vi \ {t}
ν′1 + ν
′
2 = ν
′
0
ν′1, ν
′
2 ≥ 0.
By Corollary 7, ̺G
′
t (ν
′
0) is uniquely determined by this non-linear complementarity problem for
given ν′0, ̺
G′1
t , and ̺
G′2
t . However, ν
′
1 and ν
′
2 are generally not uniquely determined. This fact is
independent of the equations for all v ∈ V \ {t}. Hence, we ignore those for the time being and find
functions ν1 : R≥0 → R≥0 and ν2 : R≥0 → R≥0 which are piecewise linear and describe a solution
ν1(ν
′
0), ν2(ν
′
0) for every ν
′
0 ≥ 0. The idea is to define them on a discrete set for which they are unique
solutions and interpolate linearly.
For i ∈ {1, 2}, define the functions
¯
νi : R≥0 → R≥0 and ν¯i : R≥0 → R≥0 by
¯
νi(ρ) := min
{
ν′i ≥ 0: ̺
G′i
t (ν
′
i) ≥ ρ
}
and ν¯i(ρ) := inf
{
ν′i ≥ 0: ̺
G′i
t (ν
′
i) > ρ
}
.
Then for ρ ≥ ̺G
′
i
t (0), the preimage of ρ under the function ̺
G′i
t is exactly the interval [¯
νi(ρ), ν¯i(ρ)].
For ρ < ̺G
′
i
t (0), we get ¯
νi(ρ) = ν¯i(ρ) = 0. Note that ν¯i(ρ) <
¯
νi(ρˆ) for all ̺
G′i
t (0) ≤ ρ < ρˆ due to the
monotonicity of ̺G
′
i
t .
Without loss of generality, we can assume that ̺G
′
1
t (0) ≤ ̺
G′2
t (0). For ν
′
0 ≥ 0, there is a unique
ρ ≥ ̺G
′
1
t (0) such that ν
′
0 ∈
[
¯
ν1(ρ)+
¯
ν2(ρ), ν¯1(ρ)+ ν¯2(ρ)
]
. If ρ < ̺G
′
2
t (0), then ρ = ̺
G′1
t (ν
′
0). Otherwise,
ρ is the value at the intersection of the graphs of ̺G
′
1
t and ̺
G′2
t (ν
′
0 − ·), see Figure 3b. The set of
solutions
(
̺G
′
t (ν
′
0), ν
′
1, ν
′
2
)
to the above complementarity problem can be written as{
(ρ, ν′1, ν
′
2) ∈ R≥0 × [¯
ν1(ρ), ν¯1(ρ)]× [
¯
ν2(ρ), ν¯2(ρ)] : ν
′
1 + ν
′
2 = ν
′
0, ρ ≥ ̺
G′1
t (0)
}
.
Thus, a solution (ρ, ν′1, ν
′
2) is unique if and only if ν
′
0 = ¯
ν1(ρ) +
¯
ν2(ρ) or ν
′
0 = ν¯1(ρ) + ν¯2(ρ).
Let R :=
{
̺G
′
1
t (0), ̺
G′2
t (0)
}
∪
{
̺G
′
i
t (ν
′
0) : i ∈ {1, 2} and ν
′
0 ≥ 0 is breakpoint of ̺
G′i
t
}
be the values
at breakpoints of ̺G
′
1
t and ̺
G′2
t (including the border of the domain). By the above, ν1 and ν2 are
in particular uniquely determined on N := {
¯
ν1(ρ) +
¯
ν2(ρ) : ρ ∈ R}∪ {ν¯1(ρ) + ν¯2(ρ) : ρ ∈ R}. Hence,
for every i ∈ {1, 2} and ρ ∈ R, we set
νi
(
¯
ν1(ρ) +
¯
ν2(ρ)
)
:=
¯
νi(ρ) and νi
(
ν¯1(ρ) + ν¯2(ρ)
)
:= ν¯i(ρ).
These definitions are extended to R≥0 by linear interpolation. Then for i = 1, 2, the composition
̺G
′
i
t ◦ νi is piecewise linear with breakpoints only in N . In particular, all breakpoints of ̺
G′
t lie in N .
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′
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νˆ0 ν′0
̺G
′
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t
νˆ0
̺G
′
1r (νˆ0)
ν′0
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′
t
νˆ0
(a) Series composition G′ = G′1 ∗ G
′
2 at common vertex r. The breakpoint of ̺
G′
t at νˆ0 results from the
breakpoint of ̺G
′
2
t .
ρ
ν′1
̺G
′
1
t
ν1(νˆ0) ν′2
̺G
′
2
t
ν2(νˆ0) ν′0
̺G
′
t
̺
G
′
1
t
(ν
′
0
)
νˆ0
̺ G ′
2t
(νˆ
0
−
ν ′
0 )
ν2(νˆ0)ν1(νˆ0)
(b) Parallel composition G′ = G′1 ‖ G
′
2. The breakpoint νˆ0 of ̺
G′
t is based on the intersection of ̺
G′1
t (ν
′
0)
and ̺G
′
2
t (νˆ0 − ν
′
0) at a breakpoint of ̺
G′1
t .
Figure 3: Examples for a series and a parallel composition.
By construction, ν1(ν
′
0) and ν2(ν
′
0) define a solution for every ν
′
0 ∈ N . Linearity in-between the
breakpoints generalizes this to all ν′0 ∈ R≥0.
The above allows to bound the number of breakpoints of ̺G
′
t . For ρ ∈ R, the strict inequality
¯
ν1(ρ)+
¯
ν2(ρ) < ν¯1(ρ) + ν¯2(ρ) holds only if there is i ∈ {1, 2} such that
¯
νi(ρ) < ν¯i(ρ) and, thus,
¯
νi(ρ)
and ν¯i(ρ) are two breakpoints of ̺
G′i
t with value ρ. This shows the inequality |N | ≤ n1 + n2 + 2,
where the constant is accounting for the border of the domain. As 0 ∈ N due to ̺G
′
1
t (0) ∈ R, it
follows that ̺G
′
t has at most n1 + n2 +1 breakpoints. Repeating the counting more carefully allows
to extend this bound to the number of breakpoints of ̺G
′
. The set N only contains breakpoints
which are based on breakpoints of ̺G
′
1
t and ̺
G′2
t . For i = 1, 2, any breakpoint of ̺
G′i at which ̺G
′
i
t
is differentiable leads to at most one breakpoint of ̺G
′
i ◦ νi additional to those in N . Consequently,
̺G
′
does not have more than n1 + n2 + 1 breakpoints.
Understanding both compositions that series-parallel graphs are based on allows us to compute
the function ̺G
′
for these graphs recursively. Our algorithm not only computes a normalized thin
flow with resetting for one single flow value, but for all flow values simultaneously. As seen in
Section 5, this is necessary in order to compute dynamic equilibria for more general inflow rates
than piecewise constant functions.
Theorem 23 (Labels in series-parallel graphs). Let G′ := (V,A′) be a two-terminal series-parallel
directed graph and A∗ ⊆ A′. Then ̺G
′
has at most 2|A′| − |A∗| − |V |+ 1 many breakpoints and can
be computed in polynomial time.
Proof. We prove the claim by a structural induction on two-terminal series-parallel graphs. For
the base case, assume V = {s, t} and A′ contains a single arc a = (s, t). Then, ̺G
′
s ≡ 1 and
̺G
′
t ≡ ̺
a(1, ·) as defined in definition 4. Hence, ̺G
′
has exactly 1 − |A∗| = 2|A′| − |A∗| − |V | + 1
many breakpoints. Assume there are V1, V2 ⊆ V such that G′ = G′[V1] ∗G′[V2]. The statement for
G′ follows immediately from the induction hypothesis and Lemma 21 as |V | = |V1|+ |V2| − 1. Now,
assume there are V1, V2 ⊆ V such that G
′ = G′[V1] ‖ G
′[V2]. Then, the statement for G
′ follows
immediately from the induction hypothesis and Lemma 22 as |V | = |V1|+ |V2| − 2.
Since all involved functions are piecewise linear with few breakpoints, they can be represented
efficiently by their linear pieces. Regarding the proofs of Lemmas 21 and 22, it becomes evident
that in both cases ̺G
′
can be constructed from ̺G
′
1 and ̺G
′
2 efficiently. To compose G′ from single
arcs, |A′| − 1 compositions are needed. In total, the function ̺G
′
can be computed in polynomial
time in the size of the input G′, A∗, and (νa)a∈A′ .
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If the corresponding labels ℓ′ of a normalized thin flow with resetting are known, computing flow
values is not hard. The flow value x′a on a = (v, w) ∈ A
′ lies in the interval [0, νaℓ
′
w]. If ℓ
′
v > ℓ
′
w and
a 6∈ A∗, then x′a is zero. If ℓ
′
v < ℓ
′
w or a ∈ A
∗, then x′a = νaℓ
′
w holds. Finding a flow satisfying these
conditions can be done by a simple flow computation.
Corollary 24 (Normalized thin flows in series-parallel graphs). Normalized thin flows with resetting
in two-terminal series-parallel graphs can be computed in polynomial time.
7 Conclusion and outlook
We examined normalized thin flows with resetting as a parametric problem in dependency on the
flow value. The results allowed us to give a constructive proof for the existence of dynamic equi-
libria for single-source single-sink networks with right-monotone inflow rate. Further, we obtained
a polynomial time algorithm for computing thin flows with resetting on two-terminal series-parallel
networks. The recursive approach that we take for the latter does not seem to generalize. A central
aspect that we use in this recursion is that every considered subnetwork has a single source and a
single sink.
Major open questions on the model, like the price-of-anarchy and the number of phases, seem
to require insights into the relation between the thin flows of subsequent phases. Those would need
a better understanding of the dependency of thin flows with resetting on the sets of active and
resetting arcs.
The characterization of normalized thin flows with resetting by a linear complementarity problem
in Theorem 8 allows us to deduce some basic properties of the functions ̺G
′
. Beyond this, it opens
the way to approach normalized thin flows with resetting through the existing machinery of linear
complementarity problems. Existence, uniqueness, and complexity of finding a solution often are
classified in terms of properties of the associated matrix of such problems. The specific problem
at hand, however, seems not to fit the common classes. Yet, further investigation of the linear
complementarity problem might provide new insights into thin flows with resetting and dynamic
equilibria.
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