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In this work, we investigate how to speed up machine learning tasks based on quantum compu-
tation. We show an important classifier in machine learning, the twin support vector machine, can
be exponentially speeded up on quantum computers. Specifically, for a training set with m samples
which are represented by n-dimensional vectors, the proposed quantum algorithm can learn two
non-parallel hyperplanes in O(log mn) time, and then classify a new sample in O(log n) time by
comparing the distances from the simple to the two hyperplanes. Note that the classical algorithm
requires polynomial time both in the training and classification procedures.
I. INTRODUCTION
With the advent of big data era, it is of great impor-
tance to extract useful information from massive data,
which makes machine learning become a popular research
field. Machine learning enables agents or computers to
learn properties and characteristics from data, or im-
proves the performance of specific tasks without being
explicitly programmed. There are two main classes of
machine learning tasks: supervised learning and unsu-
pervised learning. In supervised learning, the goal is to
learn a function or model from the training sets for pre-
dicting the output of new data samples. In unsupervised
learning, one hopes to find hidden structures in unlabeled
data. Machine learning could deal with tasks which are
common in human’s life, such as image and speech recog-
nition, spam filtering, user behavior analysis, and port-
folio optimization, etc.
As data sets continue to grow, the existing machine
learning algorithms could not meet the efficiency re-
quirement of practical applications. Meanwhile, quan-
tum computing might have the potential to speed up
these algorithms. As a new computation model, quantum
computing has brought new vitality to computer science
and is likely to bring about a new technological revolu-
tion. Quantum computers, in principle having a powerful
parallelism of computation, use effects such as quantum
superposition and entanglement to process information
in ways that classical computers cannot. However, it is
worth pointing out that if one wants to make use of the
parallelism of quantum computing to solve a problem,
quantum algorithms play a critical role. A quantum algo-
rithm is a stepwise procedure following the rules of quan-
tum mechanics, which might outperform the best known
classical algorithms when solving certain problems. This
is known as quantum speedups.
It is a central problem in quantum computing to reveal
quantum speedups, or in other words, to explore how to
use quantum algorithms to solve problems faster than the
best known classical algorithms. Two famous quantum
algorithms showing quantum speedups are Shor’s algo-
rithm for factoring integers in polynomial time [1] and
Grover’s algorithm for searching in database of size n
with only O(
√
n) queries [2]. Recent progresses on quan-
tum algorithms show that quantum computers have the
potential to speed up a lot of problems in AI especially
in machine learning. Actually, since the basic unit of
quantum information, qubits, could be in the superpo-
sition states, quantum computers are very advantageous
for processing high-dimensional data, such that certain
machine learning models or algorithms could be nontriv-
ially improved on quantum computers in terms of time
or space complexity.
Recently, quantum machine learning has attracted lots
of attention from the academic community. One can re-
fer to [3] for a review paper published in Nature. Broadly
speaking, quantum machine learning contains two as-
pects: (i) explore how to speed up machine learning
tasks based on quantum computing, and (ii) use machine
learning as a tool to solve problems in quantum informa-
tion and even in quantum mechanics. In a narrow sense,
when referring to ‘quantum machine learning’, it usu-
ally points to the meaning of item (i). We also focus
on the first aspect in this paper. Some interesting results
have been reported in recent years, showing that classical
machine learning models/algortihms could be essentially
(even exponentially) speeded up on quantum computers
[4–13, 18]. For example, there are researches on quan-
tum data fitting [4], quantum principal component anal-
ysis [5], quantum support vector machine [6], quantum
algorithm for linear regression [7], quantum generative
adversarial networks [12, 13], and so on. There are also
some works on experimental realization of quantum ma-
chine learning algorithms, e.g. [19, 20]. As an emerging
field, quantum machine learning is still in the early stage
of development, and it is worthy of further study.
2Support vector machine (SVM) is a machine learning
model widely used for classification. The idea of SVM
is to find a hyperplane so that the interval between the
positive and negative samples is as large as possible [21].
The twin support vector machine (TSVM) is an improved
variant of SVM. Differently, TSVM aims to find two non-
parallel hyperplanes so that each class of samples is close
to one of the hyperplanes and as far away as possible
from the other hyperplane [22]. Compared with the tra-
ditional SVM, TSVM transforms a large quadratic pro-
gramming problem into two small quadratic program-
ming problems, which makes the training process faster.
Meanwhile, TSVM also has a better generalization abil-
ity and more advantages on many problems than SVM,
such as the preferential classification problems and the
problems of automatically discovering two-dimensional
projections of the data. TSVM is very useful for the pat-
tern classification, and has received extensive attention
and wide range of applications, see [23–27]. Furthermore,
TSVM was reformed into least squares twin support vec-
tor machine (LSTSVM) [28]. LSTSVM transforms the
inequality constraints of TSVM into equality constraints,
which ultimately simplifies the problem into two linear
equations problems, and could classify large datasets for
which TSVM requires high training times.
In this paper, we propose a quantum twin support vec-
tor machine which can dramatically speed up both the
learning and classification processes, exponentially faster
than its classical counterparts. The rest of the paper is
organized as follows. Section II briefly introduces the
classical TSVM. Section III proposes the quantum algo-
rithm of TSVM. Section IV analyzes the algorithm in
terms of error rate and computational complexity. Sec-
tion V gives the conclusion and outlook on future re-
searches.
II. TWIN SUPPORT VECTOR MACHINE
TSVM is a model for solving binary classificitaion. It
aims to find two non-parallel hyperplanes in the following
equations:
~w1 · ~x+ b1 = 0, (1)
~w2 · ~x+ b2 = 0, (2)
such that the positive class is as close as possible to the
first hyperplane, and is far away from the second hyper-
plane; the negative class is as close as possible to the
second hyperplane, and is far away from the first hyper-
plane [22].
Suppose there are m training samples, among which
there are m1 positive samples and m2 negative samples,
and each training samples is a vector from the real space
Rn. The matrices A ∈ Rm1∗n and B ∈ Rm2∗n represent
the samples of the positive and negative classes, respec-
tively. Then the constraints of TSVM are as follows:
min
w1,b1
1
2
||A ~w1 + b1 ~e1||2 + c1 ~e2 · ~ξ2, (3)
s.t.− (B ~w1 + b1 ~e2) + ~ξ2 ≥ ~e2, ~ξ2 ≥ 0 (4)
min
w2,b2
1
2
||B ~w2 + b2 ~e2||2 + c2 ~e1 · ~ξ1, (5)
s.t.(A ~w2 + b2 ~e1) + ~ξ1 ≥ ~e1, ~ξ1 ≥ 0. (6)
The least squares twin support vector machine
(LSTSVM) uses equality constraints to replace the above
inequality constraints, and simplifies the problem to solve
two linear equations [28]:
min
w1,b1
1
2
||A ~w1 + b1 ~e1||2 + 1
2
c1||~ξ2||
2
, (7)
s.t.− (B ~w1 + b1 ~e2) + ~ξ2 = ~e2. (8)
min
w2,b2
1
2
||B ~w2 + b2 ~e2||2 + 1
2
c2||~ξ1||
2
, (9)
s.t.(A ~w2 + b2 ~e1) + ~ξ1 = ~e1, (10)
where ~e1, ~e2 are all-one column vectors. Substituting the
equality constraint (8) into the objective function (7), we
have
L = min
w1,b1
1
2
||A ~w1 + b1 ~e1||2 + 1
2
c1||B ~w1 + b1 ~e2 + ~e2||2.
(11)
Set the partial derivatives of the function to be zero, we
get
AT (A ~w1 + b1 ~e1) + c1B
T (B ~w1 + b1 ~e2 + ~e2) = 0, (12)
~e1
T (A ~w1 + b1 ~e1) + c1 ~e1
T (B ~w1 + b1 ~e2 + ~e2) = 0,(13)
which are rewritten as(
~w1
b1
)
= −( 1
c1
ETE + FTF )−1FT ~e2, (14)
where E = [A ~e1], F = [B ~e2], E
T and FT represent the
transpose of E and F , respectively. Similarly, Substitut-
ing (10) into the objective function (9), we have
(
~w2
b2
)
= −(ETE + 1
c2
FTF )−1ET ~e1. (15)
It requires O(m2n
2) time to calculate FTF , O(m1n
2)
time to calculate ETE, O(m2n) time to calculate F
T ~e2,
O(m1n) time to calculate E
T ~e1, and O(n
3) time to find
the inverse of 1
c1
ETE+FTF and ETE+ 1
c2
FTF . So the
total running time for solving the two hyperplanes given
in (7)-(10) is O((m + n)n2). In order to classify a new
sample, we need to calculate the distance from the new
sample ~x to the two hyperplanes | ~w1~x+b1||| ~w1|| and
| ~w2~x+b2|
|| ~w2||
,
and then compare them. This step requires O(n) time.
3III. QUANTUM ALGORITHM OF TSVM
In this paper, the quantum algorithm is proposed to
speed up the learning and classification procedures of the
classical algorithm of TSVM. Our results are described
in the following theorem.
Theorem 1: there exists a quantum algorithm that can
learn two non-parallel hyperplanes as given in equations
(1) and (2) in O(log mn) time from m training samples
in Rn, and then classify a new sample ~x ∈ Rn in O(log n)
time.
The algorithm procedure is depicted in Algorithm 1.
For clarity, the following notations are introduced:∣∣FT ~e2〉 = FT ~e2||FT ~e2|| , (16)∣∣ET ~e1〉 = ET ~e1||ET ~e1|| , (17)
| ~w1, b1〉 =
−−−→
w1, b1
||−−−→w1, b1||
, (18)
| ~w2, b2〉 =
−−−→
w2, b2
||−−−→w2, b2||
. (19)
where
−−−→
wi, bi denotes the column vector
(
~wi
bi
)
for i =
1, 2.
Algorithm 1: QTSVM learning and classification
algorithm.
Input: m1 positive samples and m2 negative
samples represented by matrices A and B, where
A ∈ Rm1∗n and B ∈ Rm2∗n. New sample ~x ∈ Rn.
Procedure:
1. Prepare the input quantum states
∣∣F T ~e2〉
and
∣∣ET ~e1〉, where E = [A ~e1] and
F = [B ~e2].
2. Perform Hamiltonian simulation to
Hˆ1 =
H1
trH1
and Hˆ2 =
H2
trH2
, where
H1 =
1
c1
ETE + F TF and
H2 = E
TE + 1
c2
F TF .
3. Use the HHL algorithm as a subroutine to
solve the linear equations shown in Eq. (12)
and (13), and obtain two hyperplanes in the
form of quantum states | ~w1, b1〉 and | ~w2, b2〉.
4. Prepare the new sample ~x as a quantum
state |~x, 1〉, then use the SWAP test to find
the distances from the new sample to two
hyperplanes respectively and compare them.
If ~x is closer to the first hyperplane, then
assign it a positive label; otherwise, assign it
a negative label.
Output: The label of ~x.
The procedure is explained in detail below.
A. Preparation of input quantum states
In the quantum setting, we assume that we can prapare
quantum states by accessing the corresponding classical
data. The methods to prepare the general state efficiently
were demonstrated in many papers. In 2002, Grover and
Rudolph [14] gave a simple and efficient process for gen-
erating a quantum superposition of states which form a
discrete approximation of any efficiently integrable prob-
ability density functions. It was also shown in [15] that
we can generate any presrcibed quantum state by im-
plementing in sequence n controlled rotations to create
a n-qubit state. Besides, Soklakov and Schack [16] gave
a way to encode a classical probability distribution in a
quantum register in polynomial time in the number of
qubits.
Specifically, in the quantum recommendation systems
[17], Kerenidis and Prakash gave a classical data struc-
ture such that an algorithm that has quantum access to
the data structure can create the quantum state |x〉 corre-
sponding to a vector ~x ∈ Rn and the quantum state |Ai〉
corresponding to each row Ai of the matrix A ∈ Rm∗n.
That is, there exists a quantum algorithm that has quan-
tum access to the data structure can perform the map-
ping U˜x : |0〉 → |x〉 in time O(log n) and the mapping
U˜A : |i〉 |0〉 → |i〉 |Ai〉 for i ∈ [m] in time O(log mn),
where |x〉 = ~x||x|| , |Ai〉 = ( Ai||Ai|| )T .
Since we have the oracle to create quantum states from
classical data structures, if we store the matrix F and
vector ~f in a classical data structure with fi = ||Fi||, then
we have the following algorithm to prepare the quantum
state
∣∣FT ~e2〉:
Algorithm 2: Preparation of input quantum states
of QTSVM.
Input: matrix F ∈ Rm2∗(n+1)
Procedure:
1. Initialize quantum state to |0〉 |0〉.
2. Perform the mapping U˜f to get the state:
|0〉∑m2−1
i=0
||Fi|| |i〉.
3. Perform the mapping U˜F to get the state:
|χ〉 =∑m2−1
i=0
||Fi|| |Fi〉 |i〉.
4. Perform the Walsh-Hadamard transformation
to the second register of |χ〉 and get the state
1√
Nχ
∑m2−1
i=0
||Fi|| |Fi〉
∑m2−1
j=0
(−1)ij |j〉.
5. measure the second register to get
1√
Nχ
∑m2−1
i=0
||Fi|| |Fi〉 |0〉.
Output: The quantum state∣∣F T ~e2〉 = 1√
Nχ
∑m2−1
i=0
||Fi|| |Fi〉.
Similarly, we can prepare
∣∣ET ~e1〉.
4B. Hamiltonian simulation
Denote t0/T as ∆t. We hope to get e
−iHˆ1∆t and
e−iHˆ2∆t by Hamiltonian simulation in this step, where
Hˆ1 and Hˆ2 is the normalization of H1 and H2. Take a
copy of |χ〉 and perform a partial trace operation on the
second register, we get
tr2{|χ〉 〈χ|} = 1
Nχ
m2−1∑
i=0
||Fi||2 |Fi〉 〈Fi|
=
K2
trK2
= Kˆ2,
which needs O(log m2n) time. Similarly, we can prepare
the density operator Kˆ1 in O(log m1n) time. Because of
m > m1 and m > m2, the consumed time is O(log mn).
Then by using the density matrix exponential method
[5], which enables to perform Hamiltonian simulation ef-
fectively even if samples do not satisfy the assumption
of sparsity, we can simulate e−iKˆ1∆t and e−iKˆ2∆t with
O(∆t2). Furthermore, by Trotter’s formula [29], we have
e−iHˆ1∆t = e−
i( 1
c1
K1+K2)
trH1
∆t
= e−
1
c1
iK1∆t
trH1 e−
iK2∆t
trH1 +O(∆t2)
= e−iKˆ1
1
c1
trK1
trH1
∆te−iKˆ2
trK2
trH1
∆t +O(∆t2).
Since trK1
trH1
, 1
c2
trK2
trH1
are constant factors, and trK1, trK2,
trH1 can be efficiently estimated [6], e
−iHˆ1∆t can be sim-
ulated in O(log mn) time with O(∆t2) error. Moreover,
e−iHˆ2∆t can then be simulated in the same way.
C. Solve two hyperplanes
Now according to Eq. (14) and (15), we obtain the two
hyperplanes in the form of quantum states | ~w1, b1〉 and
| ~w2, b2〉 by calling the HHL algorithm [30]. Note that
| ~w1, b1〉 and | ~w2, b2〉 are both (n + 1)-dimensional real
vectors, with ~w1, ~w2 ∈ Rn. We measure copies of | ~w1, b1〉
repeatedly using the measurement operations set {I −
|n〉 〈n| , |n〉 〈n|}, in order to estimate the value of || ~w1||2.
Similarly, we can estimate the value of || ~w2||2. The value
of || ~w1||2 and || ~w2||2 will be used in classification.
D. Classification
Given a new sample ~x = (x0, x1, ..., xn−1) ∈ Rn, we
hope to decide its class by comparing the distances from
it to two hyperplanes. By calling the oracle to the vector
x˜ = (x0, x1, ..., xn−1, 1), we can construct the state
|x˜〉 = 1√
Nx˜
(
n−1∑
i=0
xi |i〉+ 1 |n〉), (20)
where Nx˜ =
∑n−1
i=0 x
2
i + 1. By the SWAP operation [29]
in Figure 1, we can estimate the square of inner product
I by using O( 1
ǫ2
I
) copies of | ~w1, b1〉 and |x˜〉, where ǫI is
the error accuracy and
I = 〈 ~w1, b1|x˜〉2 = | ~w1~x+ b1|
2
Nx˜
. (21)
|0〉 H • H ✌✌
| ~w1, b1〉 ×
|x˜〉 ×
FIG. 1. SWAP operation
Then we obtain the value | ~w1~x+b1|
2
|| ~w1||
2 since the value of
|| ~w1||2 has been estimated. Similarly, we get the value
of | ~w2~x+b2|
2
|| ~w2||
2 . If
| ~w1~x+b1|
2
|| ~w1||
2 <
| ~w2~x+b2|
2
|| ~w2||
2 , then the sample is
closer to the first hyperplane, and it will be labelled as a
positive point; otherwise, it will be labelled as a negative
one.
IV. TIME COMPLEXITY AND ERROR
ANALYSIS
Now we anlaysis the time complexity O(log mn) and
O(log n) shown in Theorem 1.
When solving the first hyperplane, it needs O(log mn)
time to prepare χ, and O(log n) time to perform the
Walsh-Hadamard transformation on the second register.
Thus, we need O(log mn) time to prepare
∣∣FT ~e2〉. In
the HHL algorithm [30], the errors come from Hamito-
nian simulation and phase estimation. We denote the
error in Hamitonian simulation as ǫH and the error in
phase estimation as ǫ. In Hamitonian simulation, we
need to simulate e−iτHˆ1∆t, where τ = 1, 2, ..., T−1. Since
the operator e−iHˆ1∆t can be simulated with O(∆t2) er-
ror and due to the linear accumulation of error, we can
get ǫH = O(τ∆t
2). Since τ = 0, 1, ..., T − 1, we have
τ < T and ǫH = O(T∆t
2). Since ∆t = t0
T
, we can get
ǫH = O(T∆t
2) = O(
t20
T
) and T = O(
t20
ǫH
). Since it needs
O(log mn) time to simulate e−iHˆ1∆t, the total time of
Hamiltonian simulation is O(T · log mn) = O( t20log mn
ǫH
).
In the HHL algorithm [30], we let t0 = O(κ/ǫ) so that
the error of phase estimation is no more than ǫ, then
we have O(
t20log mn
ǫH
) = O(κ
2log mn
ǫHǫ2
). Finally, we need
to repeat the procedure O(κ) time for getting the con-
stant success probability, so the total time is O(κ
3logmn
ǫHǫ2
),
where κ, ǫH , ǫ are constant numbers. It’s similar to solve
the second hyperplane, so the learning time complexity
is O(κ
3log mn
ǫHǫ2
).
5For classification, it needs O(log n) to construct state
|x˜〉, O( log n
ǫ2s
) time to SWAP test, where ǫs is the error
precision in SWAP test. So the total time for classifica-
tion is O(log n).
V. CONCLUSION
In this work, we have proposed a quantum algorithm
of twin support vector machine. For a training set with
m samples chosen from an n-dimensional feature space,
our quantum algorithm can learn two non-parallel hyper-
planes in O(log mn) time, and then classify a new sample
in O(log n) time by comparing the distances from the
sample to the two hyperplanes. The advantage of our
algorithm comes from the procedure of density matrix
exponentiation, the HHL algorithm, and efficient estima-
tion of the inner product. Recently, quantum-inspired
classical algorithms for solving linear systems have been
proposed [31]. However, the algorithms require the low-
rank assumption. Thus, when the matrix representa-
tion of data is high-rank or non-singular, our algorithm
still shows an exponential speedup over the correspond-
ing classical algorithm. We hope to find more problems
in machine learning that show quantum speedups in the
future.
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