This study asks if firms acquire technology through exporting by estimating productivity changes on a panel of Indonesian manufacturing establishments from 1990-1996. We adopt two strategies to control for the endogeneity of a firm's decision to export. First, we exploit the liberalization of Indonesia's trade regime in the early 1990's as an exogenous source of variation in exporting behavior. Second, we remove the effect of unobserved productivity shocks which may simultaneously influence both exporting behavior and performance.
Introduction
The coincidence of rapid export growth and technological development in East Asian economies during recent decades raises a key question: do firms acquire technology through exporting? It is well established that exporting firms are more productive than non-exporting firms Bernard and Jensen (1999) and many analysts have concluded that participation in export markets confers a benefit to firms. The World Bank, for example, writes that, "Improving the policy and business environments to create conditions favorable to trade, especially exports, is one of the most important ways for countries to obtain knowledge from abroad. (emphasis added) (World Bank 1998, p. 18 )"
Despite the encouraging policy prescriptions, empirical evidence carefully documenting technology acquisition through exporting is scarce beyond case studies. Little research extracts causation from the correlation between exporting and firm performance, thus leaving two (not necessarily mutually exclusive) explanations: exporting makes firms better, or good firms choose to export. Two recent studies, Clerides, Lach, and Tybout 1998 and Bernard and Jensen 1999 , find strong evidence of the latter, but little to suggest the former. These findings have renewed interest in the efficacy of policies that promote exporting as a means of technological development.
This study asks whether exporting confers technology, as measured by productivity gains, to firms. Using a rich panel dataset of Indonesian manufacturers from 1990 to 1996, We examine factory productivity and find strong evidence of efficiency gains following the initiation of exports. We control for the the endogeneity of a firm's decision to export in two ways. First, we exploit the liberalization of Indonesia's trade regime in the early 1990's as an exogenous source of variation in exporting behavior. Second, we control for both time-invariant and idiosyncratic productivity effects, which might affect both a firm's export decision and its performance, by admitting only within-factory variation and employing non-parametric estimation techniques suggested by Olley and Pakes (1996) and Levinsohn and Petrin (2000) .
The paper proceeds as follows. The next section discusses the theory and extant literature about learning from exporting. Section 3 describes Indonesia's trade liberalization, which led to a sudden increase in exporting. Section 4 discusses the data sources and measurement issues and Section 5 presents the results, which we summarize in Section 6.
Exports and Firm Productivity
The literature cites two explanations for the performance advantage of exporting firms over non-exporting firms. First, exporting firms may receive technical assistance from overseas buyers. Second, exporting firms must innovate rapidly to remain viable in competitive international markets. We consider each explanation in turn.
Firms may benefit from the technical expertise of foreign buyers. In less developed economies, in particular, overseas buyers may share knowledge of the latest design specifications and production techniques that might otherwise be unobtainable. In the purchase of an input requiring some degree of customization or extended coordination with the seller, as opposed to a commodity purchase on the the spot market, the buyer has strong incentives to transmit this knowledge to the supplier. Pack and Saggi (2001) build a model establishing the incentive of buyers to provide technology to sellers, even if that technology may eventually diffuse to other sellers and thereby benefit other buyers. The key insight of Pack and Saggi is that knowledge diffusion to other sellers benefits the buyer by increasing competition and lowering prices in input markets.
Technology transfer from international buyers is borne out in anecdotal evidence from case studies. For example, Rhee, Pursell, and Ross-Larson (1984) describe the role of foreign buyers in the development of Korean manufacturing.
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The relations between Korean firms and the foreign buyers went far beyond the negotiation and fulfillment of contracts. Almost half of the firms said they had directly benefited from the technical information foreign buyers provided: through visits to their plants by engineers or other technical staff of the foreign buyers, through the provision of blueprints and specifications, through information on production techniques and on the technical specifications of competing products, and through feedback on the design, quality and technical performance of their products (p. 61).
We interviewed several Indonesian exporting factory managers in the summer of 2000 and found similar, albeit anecdotal, evidence. Although the interviews cannot be generalized, they did highlight some mechanisms by which learning from exporting might occur. For example, one Indonesian textile exporter praised its relationship with a large Japanese buyer because the customer sent engineers from Japan annually to review its production methods and suggest improvements for cost reduction. The firm manager added that the Japanese firm's desire for extremely consistent cloth color renditions had prompted him to invest in new machinery imported from Switzerland. Another garment firm reported that it exported 100 percent of its output to Germany. Its main customer, a large German retailer, reportedly sent efficiency experts to advise on how best to expand production capacity. In fact, during the day of the interview, four product designers from the German customer were at the plant advising how to adapt the product appearance to suit new consumer trends.
Exporting firms may also benefit from exposure to the intense competition of export markets. Whereas non-exporting firms may be insulated from such competition by trade policy or geographical barriers, firms producing for world markets likely cannot survive without adopting best-practice technology. The obvious question, of course, is why a profit maximizing firm would not adopt the most efficient means of production available, even in the absence of any competition. Some have reasoned that the returns of participation in large export markets might motivate greater managerial effort otherwise unwarranted in only the local market. Nonetheless, stories of managerial effort aside, it is not obvious that just exposure to competition would led to innovation. Rather, it could be that only inherently more innovative firms would enter competitive world markets in the first place.
Two recent studies have attempted to identify whether firms learn from exporting, or whether only better firms enter export markets. Bernard and Jensen (1999) examine productivity growth before and after entry into export markets using a panel dataset of U.S. manufacturing firms. They find no evidence of technological improvement. This result is not entirely surprising in the context of U.S. firms, for which exposure to overseas buyers is less likely to provide otherwise unavailable technology. Clerides, Lach, and Tybout (1998) study a panel dataset of manufacturers in Columbia and Morocco. They examine the effect of a firm's exporting history on future cost reduction and find little evidence of learning. Both Columbia and Morocco, however, are relatively small economies without large export manufacturing industries. The results from larger, more export oriented countries could vary.
This study adopts a similar approach to that of Clerides, Laul, and Tybout in asking how changes in exporting behavior affect performance, but differs in two substantial ways. First, rather than using average variable cost as the measure of performance, we estimate a translog production function. Second, Clerides, Laul, and Tybout establish causation by estimating a structural model relating a firm's export history to future performance. Instead, we follow Olley and Pakes (1996) and Levinsohn and Petrin (2000) in using proxies for unobserved idiosyncratic shocks to firm performance. The idea is to establish causation by removing the influence shocks, observable to the factory manager but not to us, that might simultaneously influence both a firm's exporting behavior and its productivity.
Indonesian Manufacturing and Export Policy
Indonesia's manufacturing sector is an attractive setting for research on technology transfer from exporting for several reasons. First, with the fourth largest population in the world and thousands of islands stretching over three time zones, the country has abundant labor and natural resources to support a large sample of manufacturing facilities in a wide variety of industries. Second, Indonesian government agencies employ a number of well trained statisticians who have collected exceptionally rich manufacturing data for a developing country. Last, the Indonesian government legislated a major reform of the trade regime in the late 1980's which led to a dramatic surge in exporting activity and the analysis can exploit this exogenous variation.
Indonesia shifted from a policy of import substitution to one of export promotion in the mid-1980's. In 1986, Indonesia substantially reduced import tariffs, reformed customs administration, and introduced a more generous duty drawback scheme. The duty drawback program allowed exporters to reclaim duties paid on inputs used to fabricate exported goods. To reduce complaints of corruption and delays at the customs department in the payment of the duties, the government contracted the program administration to a private Swiss firm, which reportedly reduced the average processing time of import and export procedures by weeks and lowered the cost of shipping overseas.
The impact of this reform was profound, particularly on export-oriented industries such as textiles and garments. Pangestu (1996) , in her review of Indonesian economic liberalization, writes that, "The increase in non-oil exports has been partly attributed to the deregulation drive, and the most oft-cited positive deregulation that is seen to help exporters (based on interviews) was the improvement in the duty drawback facility."
The reform was implemented in practice in the late 1980's and was followed by a dramatic increase in exports beginning in 1989. The dataset used here records export activity from 1990 to 1996, so there is strong anecdotal evidence that much of the increased exporting activity was prompted by the trade regime reforms. Table 1 shows the number of wholly Indonesian-owned factories exporting from 1990 to 1996. The number of exporters more than doubles whereas the number of factories increases by only 18 percent.
4. Data, Sample Selection, and Measurement
Sources
The analysis is based on data from the Republic of Indonesia's Budan Pusat Statistik (BPS), the Central Bureau of Statistics.
2 The primary data are taken from an annual survey of manufacturing establishments with more than 20 employees conducted by Biro Statistik Industri, the Industrial Statistics Division of BPS. Additional data include several input and output price deflators. The remainder of this section describes each dataset and the measurement of firm learning from exports.
The principal dataset is the Survei Tahunan Perusahaan Industri Pengolahan (SI), the Annual Manufacturing Survey conducted by the Industrial Statistics Division of BPS. The SI dataset is designed to be a complete annual enumeration of all manufacturing establishments with 20 or more employees from 1975 onward. Depending on the year, the SI includes up to 160 variables covering industrial classification (5-digit ISIC), ownership (public, private, foreign), exports, status of incorporation, assets, asset changes, electricity, fuels, income, output, expenses, investment, labor (head count, education, wages), raw material use, machinery, and other specialized questions.
BPS submits a questionnaire annually to all registered manufacturing establishments, and field agents attempt to visit each non-respondent to either encourage compliance or confirm that the establishment has ceased operation.
3 Because field office budgets are partly determined by the number of reporting establishments, agents have some incentive to identify and register new plants. In recent years, over 20,000 factories have been surveyed annually. Government laws guarantee that the collected information will only be used for statistical purposes. However, several BPS officials commented that some establishments intentionally misreport financial information out of concern that tax authorities or competitors may gain access to the data. Because the fixed-effect analysis used here admits only within-factory variation on a logarithmic scale, errors of under-or over-reporting will not bias the results provided that each factory consistently misreports over time. Further, even if the degree of misreporting for a factory varies over time, the results are unbiased provided the misreporting is not correlated with other factory attributes in the right-hand-side of the regression.
Not surprisingly, particularly in a developing country environment, there is a high level of non-reporting and obvious erroneous responses to many of the survey questions. Questions that require some accounting expertise, such as the replacement and book value of fixed assets, were especially problematic. We have cleaned key variables to minimize noise due to non-reporting, misreporting, and obvious mistakes in data keypunching as described in Appendix B.
The analysis here starts from 1990, the first year data on exporting activity are available. To avoid measurement error in price and other uncertainties introduced by the 1997-1998 Asian financial crisis, the last year of analysis is 1996.
We deflated output, materials, and capital to express values in real terms. The deflators are based on Indeks Harga Perdangangan Besar (IHPB), wholesale price indexes (WPI), published by BPS. Appendix B describes the deflator calculation in detail. Table 2 shows descriptive statistics for all wholly Indonesian-owned factories in the cleaned dataset. As one would expect, exporting firms tend to produce more output, employ more workers, and have more capital than non-exporting factories.
Measurement
We obtain establishment-level productivity measures by estimating a translog production function.
where Exported it is a dummy indicator of whether establishment i exported in year t, Y it , K it , L it , and M it are the amounts of production output, capital, labor, and raw materials for establishment i at time t, α i is a fixed effect for factory i, γ t is a dummy variable for year t, ν rt is a dummy variable for the interaction of a region, r and year t, ω it is an idiosyncratic productivity shock, and ε it is a true i.i.d. error term. The distinction between ω it and ε it is that factory managers can observe the former and adjust other inputs in response, whereas they cannot respond to the latter. A positive coefficient on Exported it indicates that exporting is associated with higher productivity.
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A primary concern in the estimation is the endogeneity of the factory's decision to export. The factory fixed effect, α i , controls for time-invariant effects influencing the decision. Moreover, year-specific effects, such as fluctuations in exchange rates, and regional effects, such as labor strife or weather problems in a particular area, are captured by year and region-year dummy variables, γ t and ν rt respectively. However, the idiosyncratic productivity term, ω it , remain unidentified. Idiosyncratic shocks, such as the hiring of a better manager, the discovery of a new manufacturing process, etc., that are observable to the factory manager could simultaneously determine both a firm's decision to export and its measured productivity. Without further analysis, it is difficult to say if a productivity gain following entry into export markets was due to learning from exporting, or if some shock both increased performance and prompted the factory to begin exporting.
Two recent papers have proposed corrections for simultaneity bias using proxies for productivity shocks: investment (Olley and Pakes 1996) or intermediate input use, such as electricity (Levinsohn and Petrin 2000) . Both the Olley-Pakes and Levinsohn-Petrin estimators use a two-stage routine to identify the contribution of idiosyncratic shocks and make two key identifying assumptions. First, the shock proxy, investment or intermediate inputs, must be monotonically increasing with respect to the true shock. Second, so-called freely variable inputs, like labor and materials, must respond immediately to a shock while state variables, like capital, must respond only after an adjustment lag. The insight is that because state variables do not respond to contemporaneous noise, the contribution of the idiosyncratic shock can be represented as a function of the proxy variable and state variables. In practice, the interpretation is that an increase in investment or intermediate input use, conditional on a given level of capitalization, indicates a positive idiosyncratic shock.
Appendix C summarizes the Olley-Pakes estimation approach. In short, the first stage determines the contribution of freely variable inputs, conditional on the idiosyncratic shock. The idiosyncratic shock is non-parametrically estimated using the proxy variable, investment or intermediate inputs, and state variables. Because state variables are used to approximate the shock, the return to capital cannot be estimated in the first stage, thus necessitating a second stage. The second stage removes the contribution of the freely variable inputs (estimated in the first stage) and then estimates the return to the state variables conditional on the prior period shock. The intuition here is that firms will adjust state variables in time t−1 and the adjustment will be realized in time t. That is, a firm will invest in time t − 1 so that capital will be optimal in period t. Hence, the return to capital can be estimated without simultaneity by conditioning the contribution on the prior period's realized shock, which is a by-product of the first stage estimation.
The fundamental difference between the Olley-Pakes and Levinsohn-Petrin estimators is the choice of a proxy variable. Olley-Pakes use investment whereas Levinsohn-Petrin uses intermediate inputs. We use electricity as the intermediate input in the Levinsohn-Petrin estimation because it is widely reported in the data and because it cannot be stored from period to period. However, other intermediate inputs could be used.
If one wishes to estimate the contribution of intermediate inputs, then the second stage of the Levinsohn-Petrin estimation increases in complexity. Simply put, unlike investment, which does not directly enter the production function (rather, it enters only when it is realized as capital), intermediate inputs contribute directly to output. Levinsohn-Petrin use maximum likelihood estimation to calculate the return to intermediate inputs. This approach does not have a closed form solution and some kind of grid-search optimization is required. A full discussion is beyond the scope of this article and, further, because the variables of interest are all estimated in the first stage, the second stage is not required here.
We modify the standard Olley-Pakes and Levinsohn-Petrin approaches in three ways.
First, we include factory fixed effects to allow establishment-specific intercepts. The inclusion of fixed effects thus removes time-invariant unobservables, leaving only idiosyncratic shocks to be captured by the shock proxies.
Second, we do not estimate the second stage of either estimation routine. Recall that the first stage of each estimation routine determine the returns to freely variable inputs, materials, labor, and exporting behavior, which may respond contemporaneously to shocks. The second stage estimates the returns to quasi-fixed inputs (state variables), such as capital, which respond to shocks in a lagged fashion. Because the variable of interest here, exporting behavior, is fully estimated in the first stage, the second stage may be eliminated to simplify the analysis.
Third, a limitation of both the Olley-Pakes and Levinsohn-Petrin estimation is that idiosyncratic shocks are only identified when the proxy variables, investment or intermediate inputs, are positive. In practice, less than half of the establishment observations show positive investment and about three fourths report electricity consumption. Rather than removing observations with non-positive investment or electricity, we have added an indicator dummy variable to these observations and interacted the indicator with the state (quasi-fixed) inputs. In the Olley-Pakes estimation, positive investment is likely to occur only in the presence of positive shocks, whereas zero or negative investment (from selling fixed assets), likely indicates a negative shock. Rather than censor negative shocks, the indicator variable captures all shocks below the threshold level needed to induce new investment.
Sample Selection
We used two criteria to select the sample for the estimation of Equation 1. First, because foreign owned firms are more likely to export than wholly Indonesianowned firms, it would be easy to confound changes in exporting behavior with changes in foreign ownership. To avoid any confounding, a particular concern since the liberalization of the Indonesia's trade regime was accompanied by reforms of foreign investment regulations as well, the sample is limited to wholly Indonesianowned firms over the entire panel period. Second, because data on establishment exports are only available beginning in 1990, we cannot determine whether firms that exported in 1990 had any previous exporting experience. Because the fixedeffect estimation is identified by changes in exporting activity, we have removed all establishments that exported in 1990 unless 1990 was the year of the factory's founding.
Results
The results strongly indicate that factory productivity benefits from entry into export markets. We present three sets of results to establish the robustness of this finding. First, we estimate Equation 1 using several estimators. Second, we provide results for several different measures of exporting behavior. Third, to more tightly focus that analysis, we repeat the analysis by industry. Table 3 shows strong evidence using several estimators that exporting improves productivity. The first two columns show the results of pooled OLS and factory fixed-effect estimation. Columns (3)-(6) show Olley-Pakes (OP) estimation and columns (7)- (10) show Levinsohn-Petrin (LP) estimation. For both the OP and LP estimators, four specifications are displayed as described above: with and without observations reporting non-positive proxy variables removed, and with and without fixed-effects.
Robustness to Estimation Methods
The positive and highly significant coefficients on Exporting it in all ten specifications indicate that factory productivity improves with exporting. Consider the results of columns (2), (6), and (10), which report standard fixed-effect estimation, OP with fixed effects and all observations, and LP with fixed effects and all observations. All three specifications indicate approximately a six percent productivity gain from exporting. Recall that the OP and LP estimators condition the contribution of exporting on unobserved productivity shocks. When implemented with the same sample as standard within-factory fixed-effect estimation, the results are nearly identical and suggest one of two possibilities.
First, idiosyncratic shocks may have little effect on a firm's exporting behavior. This conclusion is consistent with the idea that the transaction costs of exporting-finding buyers, negotiating contracts, and building overseas marketing channels-are high and only justified if the return on such investments can be realized over many years of exporting. Indeed, few factories in the dataset export for only one or two years. Given the fixed cost of entering export markets, the factory's exporting decision is more likely driven by long-term time-invariant characteristics, which are effectively captured by the fixed effect, α i . To the extent that time-variant shocks enter the factory's export decision, it may be the result of macroeconomic factors, such as the exchange rate, which are captured by the year and year-region dummy variables, γ t and ν rt . Lastly, recall that, at least anecdotally, much of the exporting during the panel appears to be driven by exogenous policy changes in the trade regime.
Second, the consistency of the within-factory fixed-effect estimation with the OP and LP estimation could be due to a weak proxy variable. Because unobservable productivity shocks are, by definition, unobservable, it is difficult to say how accurately the proxy variables capture the true idiosyncratic shock. Hence, although it seems unlikely, one cannot categorically reject the hypothesis that unobserved shocks alone simultaneously determine both exporting behavior and factory performance.
Lastly, we note that survivor bias in minimal. We estimated hazard models to determine the effect of exporting behavior on firm death. After conditioning on firm size, as measured by labor force or capitalization, exporting firms were no more likely to survive than non-exporting firms. However, because exporting firms are bigger on average and size is correlated with survivorship, exporting firms have a higher non-condition death rate.
Intensity and Timing of Exporting Behavior
Having shown that the results are robust to different estimation approaches, we next explore how the degree and timing of exporting affects performance. To reduce the number of estimations to a manageable number, we select the withinfactory fixed-effect estimator for further analysis. Table 4 display the results of varying definitions of exporting. The first column retains the current-year exporting variable (zero if the factory did not export, one if it did) used above. Column (2) explores the possibility that experience in export markets, whether it be in the past or the present, is beneficial. A dummy variable indicating whether the firm exported during the current year or in past years, yields approximately the same results as the current year indicator. In practice, however, exporting experience is highly collinear with current year exporting. So it is difficult to conclude if exporting experience confers the same benefit as currentyear exporting, or if the the two variables are just equivalent in this sample.
Column (3) asks whether the proportion of factory output exported affects performance by including both a discrete exported (or not) indicator and a continuous exported output share variable. The positive coefficient on the discrete indicator suggests a non-linearity in the contribution of exporting in going from no exports to some exports. However, exporting greater proportions of output has no effect. This result could be due to two reasons. First, any exposure to export markets, largely regardless of the exported share of output, could be sufficient to accrue benefits. Second, the data may have insufficient within-factory variation over time to identify the benefits of exporting intensity. Indeed, among factories that export, the proportion of output exported tends to be stable.
Column (4) explores the benefits of cumulative exporting experience. Both an indicator variable for exporting experience, in the current or past years, along with a variable indicating the cumulative number of exporting years, are estimated. The contribution of cumulative exporting years is zero, suggesting that that benefit of exporting is a one-time performance gain. That is, factories that have exported or are exporting perform better after they begin exporting. But, the growth rate of this increased performance is flat over time.
Lastly, column (5) examines the effect of exporting on the prior year productivity. We added a dummy variable to indicate the year before a factory initiated exporting. The coefficient on this indicator has two possible interpretations. If the realization of a productivity shock leads a firm to export, then we might expect to see the better performance appear a year or two before the initiation of exports. The delay reflects the time required to identify overseas customers, negotiate contracts, obtain any needed permits, etc. Alternatively, it is also possible that the learning from exporting may occur through interaction with buyers before the actual transaction. For example, many multinational buyers subject suppliers to a long qualification process before initiating orders. If learning occurred in the qualification, then me might also see productivity gains before the exporting begins. In fact, the coefficient on the indicator is nearly zero, suggesting that neither of the two possibilities phenomenons are occurring.
Industry Analysis
To more tightly focus the analysis, we next estimate the contribution of exporting by industry. Further, to verify that the analysis is comparing treatment factories (those that begin exporting) with otherwise equivalent control factories (those that do not export), we use an F-test to ask if the treatment and control groups differ prior to the initiation of exporting.
Estimation by industry has two advantages. First, unlike the pooled-industry sample above, by-industry samples do not impose uniform technology across heterogenous production processes. That is, one does not need to make the possibly implausible assumption that, say, the return to capital is the same in electronics as it is in meat packing. Second, with a more targeted sample, one can concentrate on export-intensive sectors in which there is more longitudinal variation and for which treatment and control groups are more closely matched. Table 5 lists all industries, eleven in total, with more than 100 exporting factories by 3-digit ISIC code. Table 6 display the results of estimating the contribution of exporting for each of these industries. The effect of exporting is positive in all eleven industries and significant in eight industries.
We used a F-test to verify that the treatment and control groups in each industry are not statistically different prior to the treatment factories beginning to export. The objective was to confirm that that the treatment and control groups did not significantly differ is some way not captured by the factory fixed effects.
We implemented the F-test with a sample of all observations of never-exporting factories and observations of exporting factories in only years prior the initiation of exporting. Within this sample, we assigned a dummy variable to the factories that would eventually export, e.g., a dummy to indicate the treatment factories. We then estimated a translog production function adding the interaction of the treatment dummy and year dummies. An F-test on the joint significance of the treatment dummy and year interactions could not reject the null hypothesis that they were equal to zero in ten of the eleven industries. In other words, we cannot reject the hypothesis that treatment factories prior to exporting were equal in performance to the control factories. Only in one industry, processed foods (ISIC 311) did the treatment factories have higher productivity growth as group than the control factories. Inspection revealed that the processed foods industry had a large number of small factories with only 20 to 30 employees. When we restricted the industry definition to only factories with more than 100 employees, the treatment and control groups were better matches and passed the F-test. This restriction is included in the sample in Table 5 .
Summary and Implications
A large volume of anecdotal evidence suggests that firms acquire technology and improve efficiency through exposure to international buyers in export markets. However, convincing empirical evidence establishing causality in the correlation between export activity and firm performance is scarce.
This study asks if firms acquire technology through exporting by estimating productivity changes on a panel of Indonesian manufacturing establishments from 1990-1996. We adopt two strategies to control for the endogeneity of a firm's decision to export. First, We exploit the liberalization of Indonesia's trade regime in the early 1990's as an exogenous source of variation in exporting behavior. Second, we employ several estimation approaches to remove the effect of unobserved idiosyncratic productivity shocks which may simultaneously determine both exporting behavior and performance.
We find strong evidence that firms benefit from a one-time jump in productivity upon entering export markets. Further, this result is robust to a number of econometric approaches and estimation with both samples of all industries and with many particular industries.
A. Data Appendix A.0.1. Product Class, Location, and Age
The main product class of each establishment is identified by 5-digit International Standard of Industrial Classification (ISIC) codes published by the United Nations Industrial Development Organization (UNIDO). The ISIC standard divides manufacturing activity into 329 codes at the 5-digit level.
5 The data include plant age and location at the province and kabupaten district level. The province and district codes divide the country into 27 and 304 areas respectively. The analysis in this paper uses province to identify region. 7 Establishments with more than 20 percent foreign equity were defined as foreign. This definition yielded a sample of foreign factories very similar to those operating with PMA licenses. Estimation with foreign plants defined as those with any foreign equity, or those with more than 50 percent foreign equity, yielded nearly identical results.
A.0.3. Capital
The survey asks for the book value and current replacement value of fixed assets. Respondents report assets in five categories: land, buildings, machinery and 5 ISIC codes are revision 1 codes prior to 1990 and revision 2 codes thereafter. The method of concordance between the two revisions is discussed in Appendix B.
6 Following the independence of East Timor, there are now 26 provinces and 291 districts. 7 The source country of foreign capital is reported only in the 1988 survey. Although the survey instruments asked for this information in most years, BPS keypunched the responses in just 1988. Sadly, BPS has destroyed the original paper survey responses, so this information cannot be retrieved. equipment, vehicles, and other assets. The value of investment is also reported yearly.
A.0.4. Labor and Wages
The numbers of production and non-production workers are reported in all years. Workers are categorized as either paid or unpaid (e.g., family members). In many years, the labor force is broken down by gender. In 1995-1997, the highest level of education obtained by all workers is available. In 1996, the highest degree and field of specialization for research and development workers is recorded.
Cash and in-kind wages are available for production and non-production workers in all years. In most years, wage payments are detailed in four categories: normal wages, overtime, gifts and bonuses, and other payments.
A.0.5. Materials
The value of all consumed materials is reported every year. The data also indicate the quantity and price of consumed petroleum products, e.g., gasoline and lubricants, and purchased and self-generated electricity.
A.0.6. Output
The nominal rupiah value of production output is available every year.
B. Data Processing
This section provides more detail on the construction and cleaning of the dataset.
B.1. Construction of Price Deflators
Output, materials, and capital are deflated to express values in real terms. The deflators are based on Indeks Harga Perdangangan Besar (IHPB), wholesale price indexes (WPI), published monthly in BPS's Buletin Statistik Bulanan Indikator Ekonomi, the Monthly Statistical Bulletin of Economic Indicators. To calculate WPI, BPS field officers interview representative firms in all provinces to collect prices for five categories of commodities: agriculture, manufacturing, mining and quarrying, imports, and exports. In total, prices are available for 327 commodities, 192 of which are manufactured commodities.
B.1.1. Output and Materials Deflators
Nominal rupiah output and materials values are deflated using the WPI for the nearest corresponding manufactured commodity. BPS officials provided an unpublished concordance table mapping the 192 WPI commodity codes to the 329 5-digit ISIC product codes.
B.1.2. Capital Deflators
Fixed assets are deflated using the WPI for manufactured construction materials and imported machinery. Specifically, the capital deflator combines the WPI for construction materials, imported electrical and non-electrical machinery, and imported transportation equipment. I weighted these price indexes by the average reported value shares of building and land, machinery, and vehicle fixed assets in the SI survey to obtain an annual capital deflator.
B.2. Correction for Outliers and Missing Values in Industrial Survey
I have cleaned key variables to minimize noise due to non-reporting, misreporting, and obvious mistakes in data keypunching. A three-stage cleaning process was used for capital, labor, materials, and labor. First, the earliest and latest years in which a plant reported were identified and interpolation was used to fill-in up to two subsequent missing years within the reporting window. If more than two subsequent years of data were missing, the factory was dropped from the sample. The first stage of cleaning removed about 15 percent of the total sample. Second, sudden jumps or drops in key data values likely attributed to keypunch error (often due to a spurious or omitted zero) were corrected with interpolation. Third, plants with remaining unreasonably large jumps or drops in key variables that were accompanied by corresponding movement in other inputs (for example, enormous increases in labor not accompanied by any increase in output) were dropped. This third stage removed about 10 percent of the sample.
The replacement value of fixed assets is used as the measure of capital stock for most factories. For the few factories that reported only the book value of fixed assets, those figures were used instead.
The percentage of foreign equity in the establishment was cleaned to remove spurious or omitted zeros from keypunch error. For example, a factory with foreign equity reported over time as 100, 100, 10, and 100 percent was cleaned to show 100 percent in all years.
B.3. Concordance of Rev. 1 and Rev. 2 ISIC Codes
The industrial survey reports revision 1 ISIC codes prior to 1990 and revision 2 codes thereafter. Attempts to create a concordance table at the 5-digit level from rev. 1 to rev. 2 codes yielded disappointing results. Comparing code changes for the same establishment before and after 1990 showed that the concordance table predictions were incorrect as often as half the time. Rather than accept the noise introduced by these mistakes, the analysis attempts to assign each establishment's actual rev. 2 code to its observations in [1988] [1989] . Specifically, for each establishment that appears in either 1988 or 1989, the analysis looks for the earliest appearance of the same establishment in 1990 and later years. In most cases, the rev. 2 code from the 1990 observation could be used. If the establishment did not appear in 1990, the rev. 2 code from 1991 or 1992 was used. If the establishment did not appear between 1990 and 1992, it was dropped. This process greatly improved the precision of ISIC code assignments at the cost of dropping about 5 percent of the 1988-1989 sample. Since the dropped establishments appear in only one or two years anyway, the 5 percent loss has little effect on the results.
B.4. Concordance of Input-Output Table Code and ISIC Codes
The IO table was published in 1990 and 1995 with four variants: domestic transactions at producer prices, domestic transactions at purchaser prices, domestic and export transactions at producer prices, and domestic and export transactions at purchaser prices. The analysis here considers domestic transactions at producer prices.
Both the 1990 and 1995 IO tables classified industrial production into 89 categories. To merge the IO table with the SI, first the 1995 IO table codes were  concorded with the 1990 IO table codes. Next, the 1990 IO table codes were concorded with the 329 5-digit ISIC codes reported in the SI. The 1990 IO codes were used to define industry in the paper analysis.
C. Olley-Pakes Estimation
Although a full description of Olley-Pakes estimation is beyond the scope of this paper (interested readers are referred to Olley and Pakes 1996) , the steps implemented here are briefly outlined below.
Because the variable of interest in this study is the return to exporting, which is estimated in the first of the three estimation stages, we do not implement the second and third stages. However, the latter two stages are briefly described below for reference.
The Levinsohn-Petrin algorithm largely follows the Olley-Pakes approach in the first stage. We implemented the Levinsohn-Petrin estimation by simply substituting electricity use for investment in the first stage.
Although we estimated a translog production function, a Cobb-Douglas function is shown below for ease of presentation.
The Estimation The Olley-Pakes estimation consists of three stages. First, investment is used a proxy for idiosyncratic shocks to determine the contribution of variable inputs (labor and materials) conditional on the shock and state variables (capital and vertical FDI). Second, the effect of state variables on factory exit is estimated with a probit model to control for self-selection bias in plant closings. The concern here is that factories with certain state attributes, such as low levels of capitalization, may be more likely to close if they experience a negative shock. Third, the contribution of state variables is calculated conditional on the prior period's shock and the likelihood of closure. The assumption driving the identification in this stage is that state variables respond to shocks in lagged manner. That is, the unexpected portion of the current period shock is does not immediately affect capital or vertical FDI. Rather, only investment in the current period, which yields capital or vertical FDI in the subsequent period, is affected.
STAGE 1
The estimation starts with a Cobb-Douglas production function
where ω it is the factory's idiosyncratic productivity shock (that could affect the factory's choice of freely variable inputs) and η it is measurement error (or error that does not affect the factory's choice of inputs), and lower case variable names represent logs. Olley and Pakes show that investment is monotonically increasing in ω it and can hence be used a proxy for the shock conditional on state variables. That is, investment, i, can be expressed as function of the state variables and the shock.
Provided that i it > 0, investment can be inverted to reveal ω it .
Conditioning output on ω it and the state variables yields the following semiparametric estimation.
where
Since the error term η it is uncorrelated with the inputs, estimation of Equation 5 provides unbiased estimates of β exp , β l and β m . I use a third-order polynomial expansion in i it and k it to estimate φ it .
D. Tables
All monetary values are displayed in 000's of 1983 Rupiah. Year and region-year dummies are included in all regressions but not reported. (7)- (10) Absolute value of t statistics in parentheses Table 6 : Fixed-effect estimation by 3-digit ISIC code. Industries are ordered from left to right by decreasing numbers of exporting factories.
