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Introduction
We consider the semilinear Sturm-Liouville boundary value problem ?u 00 = u + f(u); in (0; ); u(0) = u( ) = 0;
for a certain class of Lipschitz continuous functions f : 0; 1) ! R. A positive solution of (1) is de ned to be a pair ( ; u) 2 R C 2 0; ] satisfying (1) with u > 0 on (0; ). Let E = fu 2 C 1 0; ] : u(0) = u( ) = 0g, with the usual C 1 0; ] norm j j 1 (for u 2 E, let juj 0 = maxfju(x)j : x 2 0; ]g and juj 1 = juj 0 + ju 0 j 0 ). As usual in bifurcation theory, we will consider the structure of the set of positive solutions of (1) in R E.
Let 0 ; , be the principal eigenvalue and the corresponding positive eigenfunction (with j j 0 = 1) of the linear problem obtained from (1) by putting f 0. (Clearly, 0 = 1 and (x) = sin x here, but for the more general problems mentioned in Section 4, 0 and may not be known explicitly.) We consider the existence of a continuum, (here, a continuum will be a closed, connected set) C R E, of positive solutions ( ; u) of the semilinear problem (1) with near 0 , and discuss whether, when C is`near u = 1', it oscillates' over an interval I of values. To be precise, we will say that a continuum C oscillates over the interval I = ? ; + ] (with ? < + ), if, for each in the set f+; ?g, there exists a sequence of positive numbers f n g, such that n ! 1 as n ! 1, and any solution ( ; u) 2 C with juj 0 = n must have ( ? ) > 0, and such solutions do exist for all su ciently large n; if ? = + = , we will say that C oscillates over the point . Remark. It follows from (1), (4) and the Sobolev embedding theorem that ju n j 0 ! 1 () ju n j 1 ! 1, so we may use either norm in the above de nitions. The j j 0 norm will be more convenient here.
Other de nitions of oscillation would be possible, but this de nition does encapsulate the intuitive idea of oscillation, and is what we are able to prove below. We note also that since C is connected, if C oscillates over I then, for each 2 I, there exists a sequence of solutions f( ; u n )g C with ju n j 0 ! 1 as n ! 1. Heuristically, we are concerned with whether the graph of C in the -juj 0 plane oscillates in nitely often over an interval (or a single point) of values when juj 0 is large. We will relate the oscillatory properties of the continuum C to the oscillatory properties of the function f.
A number of papers have considered such oscillation properties before, see for example 3, 4, 7, 9, 10, 11]. A common approach is to use the global bifurcation results of Rabinowitz, either from 5] or 6], to show the existence of a continuum C of positive solutions of (1), which either bifurcates from u = 0 (and is subsequently shown to extend to u = 1, in the sense that there is a sequence f( n ; u n )g C with ju n j 0 ! 1 and all the n , n = 1; 2; : : : belong to some bounded interval) or bifurcates from u = 1 (in a similar sense). It is then shown that if f satis es certain oscillation conditions then C oscillates, either over some interval I, or over some point , often = 0 .
For instance, in 9] Schaaf and Schmitt consider a problem closely related to (1), with the condition that f(s) = o(s), as s ! 1, i.e., they assume that the problem is asymptotically linear' at u = 1. With this asymptotic linearity condition it follows from the results of 6] that there exists a continuum C of positive solutions of (1) bifurcating from ( 0 ; 1), in the sense that, for any sequence f( n ; u n )g C, with ju n j 0 ! 1, we have n ! 0 . Thus in this case C can oscillate at most over the point 0 (heuristically, the amplitude of the oscillations of C tends to zero as juj 0 ! 1 | this is a direct consequence of the asymptotic linearity condition). Next, by imposing an oscillation type condition on f (for instance, f could be periodic, with zero mean), they show that there are points of the form ( 0 ; u) 2 C, with arbitrarily large juj 0 , and their methods can be used to show that the continuum C does oscillate over the point = 0 (see Theorem 3 below). An elliptic analogue of (1) is considered in 11] and similar results are also obtained. Again C only oscillates over the point 0 , due to the assumed asymptotic linearity. 
is studied, where L is a uniformly elliptic operator de ned on a domain R k , k 1.
Using sub and supersolution techniques, it is shown in 3] that if f is strictly increasing and the function g : R + ! R de ned by g(s) = f(s)=s, s > 0, satis es an oscillation condition, then, for each xed in some open interval, there exists a sequence of positive solutions f( ; u n )g, with ju n j 0 ! 1. This result does not assume that f is asymptotically linear, and does not use global bifurcation to obtain a continuum of solutions. Thus the result does not address the question of whether these solutions lie on a single oscillating continuum. However, it is shown in 2] that if belongs to a class of planar domains with certain symmetries, then these positive solutions do indeed lie on a single continuum C. In 7] , Rynne considers both (2) and an elliptic analogue of (1), on arbitrary smooth domains R k , k 1. It is assumed that the function g is continuous on 0; 1), with g(0) = 0, and hence the results of 5] are available and yield a continuum C of positive solutions bifurcating from ( 0 ; 0). It is then shown that if g, as de ned above, satis es an oscillation condition similar to that used in 3] then C oscillates over an interval. The asymptotic linearity condition is avoided in 7] by using bifurcation from u = 0 to obtain the desired continuum C and showing that it extends to u = 1 (this is the reason for the condition g(0) = 0, i.e., f(s) = o(s), as s ! 0+).
In this paper we will not assume that f( 
Also, since f is continuous on 0; 1), there is a constant K 0 such that jf(s)j K for s 2 0; s 0 ]. These assumptions will hold throughout the paper without further comment. If f(0) 6 = 0 then ( ; 0) is not a solution of (1) for any , so there is no question of using the theory of bifurcation from u = 0 here. Also, under the above assumptions on f, the problem (1) need not be asymptotically linear, so the standard theory of bifurcation from in nity (see 6]) need not apply here. However, we can use the bifurcation result in 8] to obtain the desired continuum C, bifurcating from u = 1. This will be described in Section 2. In Section 3 we consider the relationship between the oscillation properties of the function f and the oscillation properties of C, and we show that certain types of asymptotic oscillations of f(s), as s ! 1, necessarily lead to oscillation of C.
Furthermore, we discuss the relationship between the magnitude of the oscillations of f and the magnitude of the oscillations of C, in the sense of whether C oscillates over a point or over an interval. In particular, within the class of functions considered, we give necessary and su cient conditions for oscillation over at most a point or over an interval. These results also show that the seemingly somewhat arbitrary condition used in 3] and 7] to obtain oscillation over an interval is in fact close to being necessary for this result, at least for the relatively specialised problem considered here. Finally, in Section 4 we consider some generalizations of problem (1), and also the Sturm-Liouville analogue of (2).
Bifurcation from in nity without linearization
To describe the results of 8] on bifurcation from in nity we need some further notation. Let P = fu 2 E : u > 0 in (0; ) and u 0 (0) > 0, u 0 ( ) < 0g; and let S P R P denote the set of positive solutions of (1). A subset A S P is said to meet ( ; 1) if there exists a sequence f( n ; u n )g A such that n ! and ju n j 0 ! 1, as n ! 1. If I R is a bounded interval, then A meets I f1g if A meets ( ; 1) for some 2 I. Now consider an arbitrary positive solution ( ; u) of (1) . By multiplying the rst equation in (1) by and integrating, and using the boundary conditions, it follows that
Since u and are positive it is clear that the sign of ? 0 is determined by the sign of the integral on the right hand side of (5). The following lemma will also enable us to Letting w n = ju n j ?1 0 u n , for each n 1, it follows from (1) and the bounds on f that the sequence fw n g is bounded in C 2 0; ], and hence a subsequence (which we will not relabel) converges, in the space C 0; ], to a function w 1 , which satis es w 1 0 and jw 1 j 0 = 1. Since > 0 on (0; ), the limit
which is a contradiction, and so proves the lemma. It now follows immediately from (4), (5) and (6) u(x) ?u 00 (x) 2 0 u(x) 2 0 juj 0 ; on fx : u(x) s 0 g; (9) ju 00 (x)j ( 0 + maxfj + j; j ? jg + 2 )s 0 + K; on fx : u(x) < s 0 g: (10) From now on we will only consider solutions ( ; u) for which these inequalities hold.
We can now prove the following result concerning positive solutions of (1).
Theorem 1 There exists a non-empty continuum C S P which meets I 0 f1g.
Proof. To apply the results from 8] to (1) we rst extend the domain of f to the whole of R by putting f(s) = f(?s) for s < 0 (this does not a ect the set of positive solutions). Let S R E denote the set of all non-trivial solutions of (1) Unfortunately, it does not follow immediately from these results that there is a single continuum C S P which meets I 0 f1g. Let D P;M 0 = D \ ( fu 2 P : juj 0 M 0 g) S P : It follows from the above results that D P;M 0 \ ( S M 0 ) 6 = ;, and if this set consists of a nite number of points then at least one member of the corresponding set of components of D P;M 0 which contain these points must meet I 0 f1g. However, we must consider the possibility that the above set of intersections is in nite, and D P;M 0 contains a sequence of components C n , n = 1; 2; : : : ; such that: (i) for each n 1 there exists a point ( n ; u n ) 2 C n \ ( S M 0 ); (ii) the union 1 n=1 C n meets I 0 f1g; (iii) none of the individual components C n meets I 0 f1g.
Suppose that this possibility holds. By choosing a subsequence of the sequence fC n g (we will not relabel subsequences) it follows from property (ii) that we may also suppose that for each integer m > M 0 and each integer n m, the set C n intersects S m .
Since bounded subsets of S are relatively compact in R E, a subsequence of f( n ; u n )g converges to a point ( Remark. Theorem 3.1 in 8] shows that the union of all the components of S which meet I 0 f1g has certain global properties. However, we will not require these properties so we only consider a single continuum of S P which meets I 0 f1g. 
It now follows from (9) and (10) has a nite limit as x ! =2 and the integration by parts is valid). We rst show that as juj 0 ! 1 the integral on the right of (14) is o(juj 0 ), uniformly (i.e., the estimate depends only on juj 0 and not on the particular solution). Writing H(u; x) = G(juj 0 ) ? G(u(x)), 
Clearly =2 ? x 1 ! 0, uniformly, as juj 0 ! 1. Hence, by (9), (10), (13), (16) and (17) Now suppose that the theorem is false and there exists a sequence of solutions f( n ; u n )g C, with ju n j 0 ! 1 and j n ? 0 j > , for some > 0. Let w n = ju n j ?1 0 u n , for each n 1. It follows from (5), (14) and the above results that
which, by Lemma 1, implies that n ? 0 ! 0. But this contradicts the above assumption on j n ? 0 j, and so proves the theorem. The above results do not ensure that C does actually oscillate over the point 0 .
However, the following condition does ensure this. Suppose that, for each in the set f+; ?g, there exists a sequence of positive numbers f n g such that n ! 1 and, for each integer n 1,
with strict inequality holding for some values of s 2 (0; n ).
Remark. This condition is similar to that used in 9], but our class of functions f is larger than that in 9]. As discussed in 9], it is easy to see that non-trivial periodic functions with zero mean satisfy this condition. However, many non-periodic functions also satisfy the condition.
Theorem 3 If condition (18) holds then the continuum C oscillates over the point 0 .
Proof. For any integer n 1, let ( ; u) 2 C be a solution with juj 0 = + n , where + n is as in (18) (since C meets I 0 f1g, such solutions certainly exist for su ciently large n).
Then by (18), H(u; x) 0; x 2 (0; =2);
with strict inequality holding for some x (since u is continuous and u(0) = 0, u( =2) = juj 0 = + n ). Also, with juj 0 su ciently large, it follows from (9), (10) and (13) that the fraction in the nal integral in (14) is strictly positive on (0; =2), so combining these inequalities with (5) and (14) yields < 0 . Similarly, if juj 0 = ? n we can show that > 0 . Thus we have constructed the required sequences in the de nition of oscillation over the point 0 . Since C is connected and meets I 0 f1g such solutions do exist for all su ciently large n, so we have completed the proof.
We will now show that when > 0 the continuum C oscillates over an interval. Theorem 4 If > 0 then there exists a closed interval I, containing 0 in its interior, such that C oscillates over I. Proof. It follows immediately from > 0 that, for each 2 f+; ?g, there is a sequence of positive numbers f n g, with n ! 1, such that, for each n = 1; 2; : : : ; Combining (5), (6) and (14) shows that Corollary 1 If Theorem 4 holds then, for each 2 I, there exists an in nite sequence of positive solutions f( ; u n )g of (1), with ju n j 0 ! 1.
Comparing Theorems 2 and 4 we see that, given our assumptions on f, the condition > 0 is necessary and su cient for obtaining oscillation over an interval. The following condition was used in 2], 3] and 7] to obtain oscillation over an interval. Suppose that there is a number 2 (0; 1), and for each 2 f+; ?g there is a positive constant and an increasing sequence of positive numbers f n g such that, for each n, f(s) s; s 2 ( n ; n ):
Suppose also that 2 (0; 1). Theorem 2 in 7] shows that if (20) holds (and f(0) = 0), and is su ciently small (depending on ) then C oscillates over the interval 0 ?
? ; 0 + + ]. Clearly, if is su ciently small then condition (20) implies condition (19). The converse does not hold, but it`nearly' does. Given that f satis es (4), it is clear that for condition (19) to hold it is necessary that the sets ? n = fs 2 (0; n ) : f(s) sg have measure j? n j C 15 n , while (20) is equivalent to ( n ; n ) ? n and hence j? n j (1 ? ) n , i.e., (19) implies that the measure of the sets ? n must grow, as n increases, at a similar rate to that entailed by condition (20), although (19) allows somewhat more exibility in how this growth may be achieved. Thus these results show that, for the problem considered here, the apparently somewhat arbitrary condition (20) used in 2], 3] and 7] to obtain oscillation over an interval is in fact close to being necessary to obtain such a result. We should note also that the results in 2], 3] and 7], using condition (20), give a lower bound on the length of the interval over which C oscillates, although they require the constant to be`su ciently small', whereas Theorem 4 uses the explicit condition (19), but merely shows that there exists a, possibly`small', interval I over which C oscillates.
Generalizations
The above results can be extended to somewhat more general problems. A crucial fact used in the proofs above was that any positive solution ( ; u) is symmetric, i.e., u(x) = u( ? x), for x 2 0; =2] and hence, u( =2) = juj 0 and u 0 ( =2) = 0. The above results can be extended to any equation for which the latter property holds (with, of course, the general assumptions on the size of f in Section 1). In particular, we can consider nonlinearities f = f(x; s) which are symmetric in x, i.e., f(x; s) = f( ?x; s), x 2 0; =2]. (8), we obtain, for juj 0 su ciently large, 4 0 + 5 2 0 + ? 7 2 0 + 2 ; which is a contradiction, and so proves the lemma.
We can obtain another class of problems which are amenable to the above methods by replacing the Dirichlet condition u(0) = 0 with the Neumann condition u 0 (0) = 0.
Assuming the appropriate bounds on f (and hence on ?u 00 ), for any positive solution ( ; u) with juj 0 su ciently large, the function u will have a similar shape, on the interval 0; ] (after a re ection), to that used in Section 3 on the interval 0; =2]. Thus the above results again hold. Such a boundary condition arises when a radially symmetric partial di erential equation on a ball is reduced to an ordinary di erential equation. Thus, with some further e ort, the above results could be extended to certain radially symmetric partial di erential equations. For brevity we will not consider this further.
Finally, we consider a slightly di erent form of equation, namely the following analogue of (2), ?u 00 = (au + f(u)); with a 2 R a constant. Suppose that the numbers and are de ned as above and condition (11) again holds, but in place of (3), we now suppose that a + ? > 2 > 0:
Then equation (5) it can be shown, as before, that Theorems 1{4 also hold in this case.
