We used an Echo State Network (ESN) to investigate cognitive control tasks that involve temporal and policy abstraction, namely an n-back task and a Wisconsin Card Sorting task. In the task conditions where those abstractions were most relevant, separating the abstraction levels increased ESN performance, while the performance was reduced by such a separation in the conditions where the abstractions were less important. This result gives a possible explanation for the topological mapping of abstraction levels over the prefrontal cortex, because of wiring economy in the brain.
Introduction
Over the past years, multiple fMRI and other neuroscience results led to the proposal that the Prefrontal Cortex (PFC) is organized hierarchically, with a topological mapping of abstraction levels over the PFC. [1] [2] [3] [4] [5] Anterior regions of the PFC are thought to facilitate higher abstraction levels, while posterior regions would be responsible for lower abstraction levels. Badre and D'Esposito 6 distinguished four abstraction types in those studies: domain generality, relational integration, temporal abstraction and policy abstraction. We will investigate tasks involving the two most studied abstraction types, policy and temporal abstraction, suggesting a reason why they may be mapped topologically on the PFC.
Temporal abstraction simply means that certain information is relevant for a longer duration than other information. A prime example is the n-back test. Policy abstraction (also known as context abstraction) occurs when a goal or context representation does not deal with physical reality, but instead only concerns other representations. This is for example the case with Wisconsin Card Sorting (WCS). A particular color, shape or number of items determines the motor response (which is not abstract) in the WCS task; however, policy abstraction is introduced because we need the current context to determine which property of the card is currently relevant for the sorting.
We hypothesize that control tasks that involve policy or temporal abstraction share the requirement of information preservation between the abstraction levels and information integration within the abstraction levels. This simple hypothesis can explain the topological mapping of abstraction levels, because it is likely that more neural connections are required for integration of information than for keeping information separated. Therefore, the total axon length that is required in the PFC is smallest when information is integrated within each area, and preservation of information is obtained by processing it over different areas. That total axon length is in fact minimized by evolution is known as the wiring economy principle. [7] [8] [9] Thus, a confirmation of our hypothesis would provide evidence and a possible explanation for the topological mapping of abstractions in the PFC.
So far, the imaging results led to several theories of abstraction levels in the PFC, of which we will discuss the most significant. One very influential theory is presented in the fMRI study by Koechlin et al. 10 Three abstraction levels were investigated by varying the number of possible motor responses, the amount of information given by a context cue and the amount of information given by an instruction cue in the beginning of a block of trials. This resulted in differential activation in dorsal premotor cortex (PMd), caudal lateral PFC (lPFC) and rostral lPFC, respectively. This is evidence for a topological mapping of policy and temporal abstraction. Structural equation modelling was used to support the idea of a "cascade of control", from rostral lPFC that supplies temporal information, via caudal lPFC that supplies context information, to the less abstract representations in PMd.
Several research groups replicated these findings, but all in a slightly different way. 2, 11, 12 For us, one of the studies by Badre and D'Esposito 2 is most important. They varied the amount of competition on three successive policy abstraction levels and additionally one temporal abstraction level. The fMRI result was that PMd, anterior PMd, the inferior frontal sulcus and the frontopolar cortex (FPC) were respectively activated. This led Badre and D'Esposito to propose that each additional level of abstraction might activate an increasingly anterior region in PFC. While both the abstraction levels and the results are similar to those from Koechlin et al., 10 the experimental conditions and the activated regions are not exactly the same.
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The most recent addition to the collection of theories and fMRI results comes from a study by Reynolds et al. 3 The different abstraction levels were compared over five conditions: baseline, low temporal and policy abstraction, high temporal and low policy abstraction, low temporal and high policy abstraction and finally high temporal and high policy abstraction. Because the activation levels in a particular region of interest in dorsolateral PFC (dlPFC) were not completely in line with either Ref. 10 3 suggest there may not be a topological mapping in the PFC at all. Instead, they propose the "adaptive context maintenance" hypothesis, which states that task-relevant information is maintained in the PFC as long as necessary. We will show that while the adaptive context maintenance hypothesis might be correct, we have a reason not to reject the idea of a topological mapping: it can be beneficial for the execution of abstract tasks, assuming wiring economy.
Methods

Model
To test our hypothesis, we will employ an Echo State Network (ESN), somewhat similar to the model by Dominey.
13 ESNs are a relatively new type of recurrent artificial neural network, that addresses problems with training procedures of traditional recurrent neural networks.
14 The reservoir of our ESN is formed by a continuous time recurrent neural network. The activity of node i in the reservoir is updated according to a discrete time approximation of the following equation:
With τ the time constants vector, a the activation vector, f the activation function (which is the tanh function in our case), W the sparse connection weight matrix, b the bias vector, and finally, u the external input vector.
The reservoir is initialized in such a way that two clusters can be discerned: a 'top' cluster and a 'bottom' cluster, representing anterior and posterior PFC, respectively. The top cluster gives output to the bottom cluster, but does not receive input from it. The bottom cluster is in turn used to train the output layer (see Fig. 1 ). Because of this hierarchical structure and the random connectivity in the reservoir, information is better integrated within a cluster and better preserved between the clusters. This makes our model well suited for the investigation of the effect of information separation versus information preservation: either less abstract information is offered to the bottom cluster and more abstract information to the top cluster, or all information is offered to both clusters.
The input to the network is given by setting a pattern of high and low activation values in a number of input nodes. These input nodes are connected to the reservoir through a sparse input connectivity matrix for the duration of the first timestep of each trial. Of course, the input pattern over the input nodes changes from trial to trial. To offer specific information to only part of the network, the input connectivity matrix is initialized to allow connections from this specific input node to one of the two clusters only. This is done without changing the overall connectivity of the input weight matrix, thus without changing the expected total input activity (only the location of this input activity is changed). Apart from enforcing those two clusters in the weight matrices, the connectivity is random.
To obtain output from the network, output nodes are connected to the bottom cluster of the reservoir. Each output node corresponds to one possible response and the output node that shows most activation at the end of the trial defines the response of the model. The fully connected output weight matrix connecting the bottom cluster with the output nodes is trained on the desired response with a simple regression procedure:
This equation gives w i , the weight vector for output node i, from S † , the pseudoinverse of the state collection matrix which contains the activation values of all nodes at the end of each training trial, and d i the vector containing the desired outputs for the node per trial. The desired output is set to an arbitrary positive value if the node should be selected at this trial, and to zero otherwise. The parameter settings for the model are summarized in Table 1 . Further details of the implementation are described in Ref. 15 , which is available at https://github.com/RemcoTukker/PFC-ESN/ together with the Matlab implementation of the model. In dark gray and light gray the two input methods as determined by the connectivity in the input weight matrix, separated and uniform respectively. In the middle the hierarchical topology of the reservoir fashioned after the PFC. Apart from the constraint on the topology, the connectivity is random. At the right the output nodes for which the weights are trained with a simple regression method. Each output node corresponds to a possible response for a trial in the tasks. Note: a Top down weights are scaled and bottom-up connections removed. The range of the distribution is determined by the spectral radius and the random connectivity; no fixed values can therefore be given.
Tasks
The first task was designed to investigate policy abstraction and corresponds to the sorting in a WCS task. At each trial, one input node gives abstract information and is set to either low or high activity. This abstract information corresponds to the context in a simple version of WCS: either the cards have to be sorted according to color or according to shape. Depending on this context (or current policy), either the first half of the rest of the input nodes is relevant to determine the desired output, or the second half. These input nodes thus represent the color and shape in WCS, respectively. The input nodes that are not relevant in the current trial are distractors. The task is illustrated in Fig. 2 . The experimental condition in this task is the number of low-level input nodes. If our hypothesis is correct, preserving the information within the abstraction levels is most important with a large number of low-level input nodes, as the abstraction is most important in this situation. On the other hand, integrating information between the abstraction levels is most important in the conditions with a small number of low-level input Fig. 2 . The version of the policy abstraction task with three input nodes (and thus two low abstraction input nodes). Each column represents one trial. The input pattern at the top is used to set high and low activities in the input nodes at the beginning of each trial. In the lookup table the top row represents the abstract input that is used to determine whether the middle row or bottom row is currently important to find the desired output. The x in the lookup table is a wildcard: the input node can be either 1 or 0, it is irrelevant for the task and thus a distractor. The letters in the output row correspond to the four output nodes in this task, with the highlighted letter corresponding to the output node that should show the highest activation at the end of the current trial.
nodes. Thus, the ESN with topological input should perform better in the conditions with many low-level input nodes, while the ESN with uniform input is expected to perform better in the conditions with a small number of low-level input nodes.
The second task is a generalized version of the n-back test to investigate temporal abstraction. The information presented at one specific, abstract input node has to be retained for n trials, after which it has to be integrated with the current information at the other input nodes to find the desired output. This integration is again dictated by a lookup table, this time with each possible pattern corresponding to one output node. A graphical representation of the task can be found in Fig. 3 . To facilitate the retention of information in the reservoir, some of the time constants in the top cluster are randomly increased for this task.
According to our hypothesis, when n and thus the temporal abstraction is small, the most decisive factor in the performance of the network should be the ability to integrate information. Reversely, when n is large, the preservation of the more abstract information should be most important. Thus, we expect the ESN with segregated, topological input to perform better in n-back test when n is large, while the ESN with uniform input Fig. 3 . The implementation of the temporal abstraction task used in the simulations. The basis is a lookup task with three binary input nodes, with each of the eight possible input patterns corresponding to an output node, which is represented by a letter in the output row. Each column in this figure represents a trial and temporal abstraction is thus introduced in the task by presenting the relevant bit from one of the input nodes n trials earlier than the data at the other input nodes, so that this information has to be retained for n trials to find the desired output.
should perform better when n is small.
Performance Evaluation
To evaluate the performance of the model on the different tasks, each reservoir was trained on 800 trials and directly afterwards tested on 800 trials, without resetting the network activity at any time. The final performance of each reservoir is simply calculated by dividing the number of correct responses to the test trials by the total number of test trials for the reservoir, yielding a number between zero and one. As each reservoir is random, 200 different reservoirs are initialized and evaluated in this way per condition and per input type, to achieve statistical significance.
Results
In Fig. 4 the resulting performance distributions for the temporal abstraction task are shown. In the easiest condition, with memory length n = 0, the task is purely the lookup of the current input pattern and both the ESN with uniform input and the ESN with topological input perform perfectly; hence, there is no difference between the two input patterns. Likewise, in the hardest conditions both networks perform weakly and the difference between the ESNs diminishes. However, between those two extremes, we can see that the performance distributions of topological ESNs and uniform ESNs show differences. The same pattern can be observed in Fig. 6 , which is a plot of the performance distributions for the policy abstraction task. In both tasks, the difference between the uniform and topological input conditions is highly significant in most cases thanks to the large number of evaluated reservoirs, with p < 0.001 in a Mann Whitney U test, as specified in Fig. 4 and Fig. 6 .
To simplify the interpretation of these graphs, we choose the difference between the medians of the ESNs with topological input and the ESN with uniform input as a measure of performance difference. In Fig. 5 we can find the differences for the temporal abstraction task. For short memory lengths, the uniformly processing ESNs have an advantage, while the topologically processing ESNs perform better for long memory lengths. The differences of the medians on the policy abstraction task are shown in Fig. 7 . Over the conditions in which our performance measure gives a useful result, uniformly processing ESNs have an advantage when a small number of low-level features has to be integrated, while topologically processing ESNs have an advantage when a large number of features has to be integrated. 
Discussion
The results are exactly in line with what we would expect from the hypothesis that abstract cognitive control tasks require information to be integrated within an abstraction level and preserved between abstraction levels, as detailed in the methods section. This is in agreement with earlier results: Botvinick has already shown that a topological map of temporal abstraction can be the result of the backpropagation through time learning algorithm in a hierarchical network with an abstract task.
4 Also, such a structure has been shown to partly self-organize using an evolutionary algorithm. 16 The results for the mapping of policy abstraction are for example in line with research by Yamashita and Tani, 17 who found self-organized policy abstraction over motor primitives. However, none of these investigations directly addressed the cause of this structure.
Having found requirements for tasks that can influence the way the PFC processes abstraction levels because of wiring economy, we can use these results for the interpretation of the imaging experiments that we described earlier. The work by Koechlin 10 is in agreement with our results, because his experiments included a large difference in timescales: the context had to be remembered for mere seconds, while the episodic control signal had to be remembered for a much longer time, in the order of minutes. This seems reasonable for tasks in daily life as well. The work by Badre and D'Esposito 2 is partly in agreement: a hierarchical mapping of policy abstraction was shown, but the task that included policy abstraction had only a small number of low-level input nodes; a situation in which the uniform processing ESNs performed better in our research. This indicates that the task requirements are not the only factor of importance.
The most recent addition to the debate was made by Reynolds et al., 3 who argue that they did not find any evidence for topological mapping of abstraction and propose the "adaptive context maintenance" hypothesis. This is in conflict with our results: while Ref. 3 suggests an absence of topological mapping of abstractions, our results give a theoretical reason to expect such a mapping, regardless of how the information in the PFC is exactly maintained. Also note that the task used in Ref. 3 was slightly different from the other mentioned studies and that the analysis of the results was done using a rather restricted region of interest. Therefore, we suggest that while Reynolds et al. make a good point for the "adaptive context maintenance" hypothesis, their claim that abstraction levels are not mapped topologically over the PFC goes too far. Some important limitations of our study have to be discussed as well.
First of all, our results may be dependent on our parameter settings. Thus, under different parameter settings the observed effect may not be present or may be unimportant compared to other mechanisms. To mitigate this problem we attempted to keep the number of critical parameters to a minimum and investigated a range of reasonable parameter settings. Unfortunately, an exhaustive gridsearch was not feasible. While we never observed the opposite effect, we could also not confirm the described relation under all parameter settings: especially changing the top-down connection strength led to results in which either the uniform processing ESN or the topological processing ESN always performed better. Secondly, and arguably more importantly, the structure and organization of the PFC is of course not solely determined by the requirements of exerting control. The two most important factors that have been ignored in this study are the learning of new tasks and the evolutionary history of PFC. Learning new tasks is often considered to be updating or creation of task sets.
18 This is one of the hard tasks the PFC has to solve, making an influence on the structure of the PFC likely. Reynolds and O'Reilly 19 already started exploring this direction and suggested that a hierarchical PFC makes learning easier, by supporting generalization of knowledge or task sets to new domains. Unfortunately, learning is out of the scope of our study because ESNs probably learn very differently from PFC. Regarding the evolutionary history, the model by Hazy, Frank and O'Reilly 20,21 seems to be on the right track already: they explicitly propose the PFC to be an evolutionary extension to the Basal Ganglia.
Finally, it is important to note that we are far from certain how the PFC exactly exerts cognitive control. We assumed that the tasks for the ESNs correspond with the task that the PFC has to solve and concluded that for these tasks, information integration and separation was relevant. However, an important difference is that while we used symbolic input nodes, the PFC might not. This may affect the results, especially because the number of relevant input nodes is one of the identified critical factors. Neural representation remains an active research topic and as yet there are few conclusive answers. Additionally, the natural tasks that have shaped the PFC through evolution are very different from the artificial tasks used in imaging studies and in this modelling work. Thus, we have to be careful when making claims about the causes of structure and organization in the PFC.
Conclusion and Future Research
In this article, we argued that the requirements of information integration and information preservation for cognitive control tasks can explain the topological mapping of policy and temporal abstraction levels over the prefrontal cortex. We supported this hypothesis with results from Echo State Networks: in abstract control tasks that require mainly preservation of information, topological processing was advantageous, while uniform processing benefited less abstract tasks that require mainly integration of information. This leads to a mapping over the PFC because of wiring economy: integration of information requires high connectivity while preservation of information requires less connectivity, leading to clustering at different abstraction levels. This result can help us to interpret neuroimaging studies: based on our results, we can expect a functional gradient over the PFC with temporal and policy abstraction levels taking similar roles. This contradicts the recent proposal in Ref. 3 . However, we also mentioned some important limitations of our study. To address these limitations and to gain a better understanding of the PFC, we would like to suggest a number of avenues for future research.
First of all, it is important that the imaging results that have been obtained so far are replicated and extended. This could resolve much of the ambiguity of the different conclusions drawn in Refs. 2,10 and 3 and the present article. Special attention should be paid to the details of the tasks and paradigm: most imaging studies so far mixed different types of abstraction, making a direct comparison with other studies difficult.
6 Moreover, the way in which participants solve tasks should be controlled, because in some cases it is possible to solve an abstract task without using abstraction or vice versa. Finally, it may be possible to quantify the amount of control that is necessary using the information-theoretic approaches of either Koechlin and Summerfield 22 or Tononi and Sporns.
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A second way forward is to integrate aforementioned imaging studies and our own work in a broader context. For example, recently it was found that healthy people show a hierarchical organization of the multimodal network (which includes DLPFC and other prefrontal regions), while this hierarchy was reduced in people with schizophrenia. 24 Interestingly, schizophrenia also compromises the performance on certain cognitive control tasks. Particularly, the masking paradigm (in which a very short stimulus is preceded or succeeded by a mask) shows that patients have a deficit in top-down control of visual information processing. 25 Other diseases, like Alzheimer's disease, may be investigated in a similar way.
26 Thus, it may be possible to link control deficits with changes in PFC organization by using an ESN-based model. Recent developments in physiological studies and the publication of connectomes may help these efforts.
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Finally, interesting and relevant connections can be made with developmental neuroscience 28 and evolutionary biology. 29 As the infant PFC takes quite some time to develop and achieve adult level of cognitive control, this gives good opportunities to investigate the construction of the hierarchy in the PFC. On a longer timescale, we can study the conditions in which a functional gradient in a hierarchical network will evolve using an evolutionary algorithm. 16, 30 Of particular interest in this line of research is the proposal that different types of abstraction may co-occur in nature. 
