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Abstract: In this paper a number of theorems and lemmas are stated and proved, which can be used as criteria for the 
evaluation of some unknown eigenvalues of the coefficient matrix of a complex linear system in connection with a 
consistent with the linear system stationary iterative scheme. The aforementioned eigenvalues can be used together 
with or without the iterative approximations to improve the convergence rates of the iterative scheme. Numerical 
examples show the validity of the theory developed. 
1. Introduction and preliminary discusion 
Suppose we have to solve the linear system 
Ax=b, 0.1) 
where A is a known complex, in general, s X s matrix with det( A) f 0, and x and b are 
s-dimensional complex vectors (b is known). Also, let A be written in the form 
A=A,-A, - ... -A, (1.4 
where A,, i = O(l)k are known matrices and A, is an easily invertible one. Using the splitting 
(1.2) we can produce the iterative stationary scheme of order k 
X ,,+k = A,‘A x 1 n+k-I + . . . +A,‘A,x, + A,‘b, n = 0, 1, 2,.. ., (1.3) 
with x0, xl,...xk_t arbitrary known vectors. In order to study the asymptotic behavior of (1.3), 
as is known [2], we study the corresponding behavior of the equivalent first order scheme 
Y IIt1 = WY,+c, n=o, 1,2 )...) (1.4) 
where W is a t x t known matrix, with 
t=ks. (1.5) 
Moreover, c and Y,, n = 0, 1, 2,. . . are t-dimensional vectors and are given by the relationships 
Y,’ [x;+&,,...‘X;]T and c = [ [ AilbIT, [o]~,.. ., [o]I]~. 
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Because of the equivalence of schemes (1.3) and (1.4) there is always a law connecting W and A,, 
j = O(l)k expressed by a ‘function’, say f, such that 
W=f(A,, A, ,..., A,). (1.6) 
The asymptotic rate of convergence of (1.4) is given by 
Ry = -log,, max ( w, 1 , 
I 
0 3 
,= I(])[ I 
where w,, i = l( l)t are the eigenvalues of IV. 
Suppose that the splitting (1.2) of A and the function f in (1.6) are such that the existence of a 
new k-valued function g given by 
w~(,_~)+, = s(a,), i = l(l)k, 0.8) 
where u,, j = l(l)s are th e eigenvalues of A, is guaranteed. In such a case we can construct f by 
means of the maximization of Ry in (1.7), provided that the eigenvalues of A are known (see for 
k = 1 or k = 2 [1,3,4,6,8]). It is also possible, for the same cases to obtain a ‘good’ f, if rough 
values, instead of the actual eigenvalues of A, are known. When a relationship, like (1.8), is 
known and g is invertible, we can get eigenvalues of A from known eigenvalues of W by the 
relationship 
a, = gP(%(,-ij+,) 
for any i, with i = l(l)k. 
The problem of finding eingenvalues of W has been coped with a number of arbitrary 
assumptions in [6] and [7]. This has as a result the estimation of nonsatisfactory approximations 
of eigenvalues of A. 
In the sequel we shall describe a method of finding the largest, in modulus, eigenvalues of W 
by using explicit criteria of convergence. Moreover, those criteria will enable us to improve, by a 
dynamic approach, the last approximation in hand, of the solution of (1.1). 
2. The modified power method 
By the definition of (1.4) we can see, that if it converges with lim. +,y,, =y we must have 
(I- w)y=c, (2.1) 
where 
y= [Xr,...,Xr]T (2.2) 
is a t-dimensional vector and I the unit matrix of order t. 
Let e, = y - y,. Then we shall have 
en = We,,, = . . . = WneO, n = 0, 1, 2,. . . . (2.3) 
From (2.1) and (2.3) we can easily get for the residual vector r, = c - (I - W) y, 
rn = wr,_, = . . . = W”r,, n=O,l,2 )... . (2.4) 
Suppose that W has t linearly independent eigenvectors u,, i = l(1) t. Hence 
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and 
r, = W” i X,v, = i X,w,“v;, 
1=l r=l 
where A,, i = l(l)n are complex constants. 
Let 
Iwil > Iw~+II* i= l(l)t- 1 
with strict inequality holding for at least one i. Then for every m -C t we can write 
m 





where we put 
c n+j= i X,W:+‘V,, j=O(l)m. 
i=m+l 
By using the polynomial 
Q(2)-(z-w1).-(z-wm)-z~~+qlZm-‘+ -.. +q, (2.9) 
and the assumption that r,,+, # 0 (otherwise we would obtain the solution of (1.1) directly), we 
study the behavior of the vector E,,, as regards its convergence, where 
En = [rn+,n  41r +m-1 + *. . +w-nl/ll m+m II 
(by (1 a 11 we denote the Euclidean norm of the vector a). 
From (2.8), (2.9) and (2.10) (putting q. = 1 for simplicity), we get 
(2.10) 
II m+, (I E,, = f q;r,,+,,-, = f q, f A,w~‘“-‘v, + en+,,-, 
i=o r=O J=l 
1 
','J + f q,‘,+,,-, 
r=O 
= c ~,~Qb,)$v, + c q,cn+,,-, =c qrcn+nt-r? 
J=l i=o r=O 
since Q( wj) = 0 for every j = l(l)m because of (2.9). 
Lemma 2.1. If I w1 ( > 1 wm+* ( for one m with 1 < m < t - 1 and 
c IhI #O 
i=l 
where I is the largest integer such that 
Iw,[ = )w,I foreuevyj= l(l)l,<m. 
then lim ,-~IIK7Il =o- 
(2.11) 
(2.12) 
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Proof. Since (2.11) is valid and the eigenvectors u,, i = l(l)t of W are linearly independent, then 
from (2.5) we shall have r0 # 0 and r,+, = C:=,X;W,~+~ ui # 0, that is I( Ye+,,, 1) f 0. Therefore, we 
can define En from (2.10) and we shall have 
II E, II = II ? q,E,+,-, II/II rn+m II G 5 ( 14, I . II E,+,-, 1l/ll rn+m II>- (2.13) 
1=0 I=0 
Since ) wn,+, ) < I w, ) then it must be wr # 0. Hence for every i = O(l)m we get 
L, = Il~n+m--r II/II~n+.* II = II i Qf+m-‘~,lI/II i +;+“ujII 
J=,,l+l j=l 
= lw, )--III i x~(w~/Wl)n+m-‘u,~~/I~ i x,(w,/w,)n+muJ~~' 
J=Wl+l /=I 
However, it is easy to see that, when I w1 ) > I w,+ 1 1, 
(2.14) 
and 
Ji% II c ++/wJn+m-‘UJ II = 0 (2.15) 
., = M + 1 
(2.16) 
because of ) wj/wl 1 = 1 for j = l(l)1 from (2.12), X, # 0 for j = l(l)1 from (2.11) and the linear 
independence of uJ, j = l(l)t. Therefore, from (2.13) (2.14), (2.15) and (2.16) we get 
lim II E, (1 = 2 lq, ) lim Li = 0, 
“*CC 1=0 n-w 
which proves Lemma 2.1. III 
The definition (2.9) of the polynomial Q(Z) shows, that if we know all q,, i = l(l)m, then we 
can determine the m eigenvalues w,, i = l(l)m of W. However, the q;‘s are unknown. For this 
reason we examine the vector 
F(u)= bn+m+v,+m-1-t .** +%l;ll/Il~n+mII~ (2.17) 
with uT = [ur, u*, . . . , urn]. As is known [9], minimization of 1) F(U) \I is succeeded by u = ic, with 
ti the only solution of the linear system of equations 




r n+m-2 rn 
’ = II y,+,-l It 1’2 ’ . . II Ynlm-l II 1’2 
: I 
II ~n+~-~ lP2 ’ 
(2.19) 
That is, iff det( P”P) # 0 and II PHr,,+, I\/11 r,+,_, I( ‘I2 does not become infinite, then 
G = -( PHP)-‘PHrn+,/(I r,+,_, (11’2. (2.20) 
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As far as the above mentioned requirements are concerned (assuming for simplicity m = l), we 
have P = r,/llr,, 11 ‘I2 and PHP = 1 for every n. On the other hand 11 PHr,,+, /1/11 r,+,_, (I”2 = 
Ilh7vII’n l11’2k+, lI/lI’nl11’2 = ll~,“G+, II/II r, II = I I;flJJ+n l/II rrt II = e%/ll r, II 6 P(W) < + m, 
since r, # 0. So we can conclude that there exists the limit of ir for n 4 co, at least for m = 1. 
Comparing now the vectors En and F, we can see that E,, = F(q), where qT = I ql, q2,. . . , q,,, 1. 
Therefore we must have I( F( ic) (1 < I( En 11 and from Lemma 2.1 
lim (1 F( 2) (( G lim I( F(q) [I = lim 11 E, I[ = 0, 
rl’cri n-cc n+OO 
which means that 
and 
lim F(h)= lim F(q)=0 
n+cc n+cx 
(2.21) 
q= lim fi= - 
n-M 
lim [( PHP)-‘PHrn+,/ll rnfmpl 1) “‘1. 
n-m 
These, in turn, mean that the roots of the polynomial 
zm + i(izm-i + *. . +ic, 
have as their limits (for n -+ co) the roots of the polynomial Q(z) given in (2.9), that is, the m 
eigenvalues of W largest in modulus. 
3. The distinction of the eigenvalues 
The process of Section 2 is an extension of the power method for the simultaneous evaluation 
of some eigenvalues of matrix W [lo]. We must, however, remark that the ability and the 
accuracy of the evaluation of eigenvalues, by using this method, depend on the distances of every 
two successive (on the basis of (2.7)) of the eigenvalues in question. The meaning of this is that 
the values of n and m depend on the distances mentioned above. The latter can be shown by the 
following concrete example. 
Suppose that all the eigenvalues of W are different and 
(~~I=J~~I=IwjI>(wq(=(wgI>IwgI~(w,I~(w~)>, ... . (3.1) 
In this case it is clear, that if we choose for m one of the values 1, 2 or 4, the evaluation of the 
corresponding number of eigenvalues will fail, since the conditions of Lemma 2.1 are not met. A 
good choice for m is m = 3. Then, as n becomes larger, the coefficients of ui, u2 and u3 in r, will 
dominate all the others. Moreover, the corresponding value of 11 F( 2) II becomes smaller and 
smaller and finally we find eigenvalues with a better accuracy. 
The same example would present more interest, if we took m = 5. Since, then ( ws ( > I w6 (, we 
can say, that after a number of n iterations the coefficients of u,, with i 2 6, in rn will be 
negligible compared with the corresponding ones of u,, i = 1(1)5. Therefore, we say, in this case, 
that we can find the five eigenvalues largest in modulus with a ‘good’ accuracy. However, this is 
not always true. To understand it, assume that for a number n the corresponding value of 
11 F( 2) 1) has become small enough to find good approximations for m = 5 eigenvalues. If, 
however, we go on with the iterations, then the value of (I F( ic) II becomes, of course, smaller. But 
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at the same time, the coefficients of u, and u5 in r, become smaller too and, later on, even 
negligible compared with the corresponding ones of ur, v2 and uj. So this r, can be considered as 
a linear combination of u,, u2 and uj only. Hence, in such a case we could not find other 
eigenvalues except w,, wz and w3. The following lemma is related to the observation just made. 
Lemma 3.1. If F( 2) y 0, but the corresponding r,, has not coefficients (different from zero) for all 
the m eigenvectors (which correspond to the m eigenvalues largest in modulus), then the matrix PHP 
of the linear system (2.18) is singular. 
Proof. At the beginning we remark, that if some coefficients of r, on hand have become equal to 
zero, these coefficients will correspond to the smaller, in modulus, of the m eigenvalues. 
Therefore, the assumption of this lemma could be stated as 
r, = C A,w,%~, for one concrete I< m. w 
i=l 
From (3.2) and with an analysis analogous to (2.8), (2.9) and (2.10) we get 
r “+J = c xiw;+‘u;, j = O(l)l. 
I=1 
By setting, now as 
Q*(z)=(z-wJ*~~(z-w,)=Z’+ql*Z’--l+ ... +q: 
and using the relationships Q*( wI) = 0, j = l(l)l, we can easily find that 
r fl+t = - C q*r,,,-,. (3.3) 
i=l 
From (3.3) then, we can find for all the elements Pk,M_, of the (m - 1)th column of the 
corresponding matrix PHP of (2.18), that 
II rn+m-1 IIPk,m_,= (I;t+m--k, rn+,) = (rntm+ - C 4,Wrn+t-,) 
I=1 
= - i dO-n+m-k~ rn+,-d = - C d%,m-t+, lIrn+m-l IO 
r=l i r=l 1 
which means that det( PHP) = 0 proving the lemma. 
The question that arises is: Is there any n giving good approximations for the five eigenvalues 
w,, i = l(l)5 or it always happens that for every n, large enough, we obtain good approximations 
for the first three eigenvalues wI, i = l(l)3 only? The answer to this question is not given 
generally, but depends on the relation between ) y I - ) w4 ) and ) ws ) - ] w6 I. That is, if ) w, ) = 
1 w, ( = 1 w3 ( = 1 w4 1 = 1 ws ( B ) w6 1 > ’ - ’ , then for some n we can find good approximations for 
w,, i= 1(1)5, but if I w1 I = I w,l = ) w,l B ) w4J = I wsl = I w61 > . . . , then we can find good 
approximations for w,, i = 1, 2, 3, because the coefficients of u4 and ug in r, will be negligible 
together with that of us. 
From the above concrete example, where relationship (3.1) is valid, it is evident that the value 
of m can not be generally defined arbitrarily, but we have to choose it on the basis of the 
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relations between the eigenvalues, in question.. These relations, however, are not known in 
general. Moreover, if we have chosen the value of m, there is the problem of the determination of 
the value of n yet, which does not only influence the accuracy of the eigenvalues found, but also 
the number of them. 
4. Criteria of convergence 
The analysis of the method for the evaluation of some eigenvalues, which was given in Section 
2, and the remarks, which were made in Section 3, show that, when (2.5) is valid and F( fi), 
becomes equal to zero (according to (2.21)) then we have succeeded in an accurate evaluation of 
m eigenvalues. In that case the value of m represents the number of the absolutely largest 
eigenvalues of W for which the corresponding eigenvectors have coefficients different from zero 
in the expression of r,, in (2.6). 
In the sequel we shall assume that (2.5) is valid and study F( ic). Since in any iterative method, 
we cannot achieve F( ic) = 0, we require to have 
II F(fi) II < g: (4.1) 
as a criterion of convergence to some eigenvalues, where g is a predetermined positive real 
number. Moreover, and according to the paragraph above, a relation like (3.3) should not be 
valid, otherwise linear system (2.18) cannot be solved. However, in the applications we must 
avoid solving (2.18), even if the two me.mbers of (3.3) are different but close enough to each 
other, for then (2.18) will be very unstable. Hence, as a criterion of convergence to .m eigenvalues, 
we get (4.1) and a new one like 
l(r,+,+ic,r,+,_,+ ... +ic,r,,)(/IIr,,+,I( >h foreveryf<m, (4.2) 
where h is another predetermined positive real number and ic,, i = l(l)1 are those numbers, 
which minimize the norm of the numerator in (4.2). 
Now we can make some remarks and then give an idea about the choice of the values of g and 
h. When we start the iterations, any (1 F( ir) 11 for some m has a certain value. This value, 
according to Lemma 3.1, becomes smaller when a number of iterations has been made, 
independently of the value of m. When (4.1) has been achieved, we could say that we choose as a 
value for m, the smallest of those for which (4.1) is valid. This should be equivalent, if we should 
say that (4.2) is valid with g = h. 
The choice g = h could seem reasonable, but is not always the best. This is because 
II F(fi) II G lI’;1+/ + 4r,+,-, + . . . +c,r, II/IIr,+, (1 holds for every 1 -C m, which means that we 
must take g G h. Moreover, it is clear that, in order to find the optimum value of g/h, we have to 
know the relative positions between the moduli of the eigenvalues, which is impossible since the 
eigenvalues are unknown. By studying a large number of numerical examples we found out that if 
we take 
h = 2g (4.3) 
or h > 2g, we shall have very good results. Of course, (4.3) is a more or less arbitrary choice. This 
arbitrariness, however, has to be taken in order to avoid the arbitrary choice of m, which may 
make the method fail. On the other hand, if we choose h on an arbitrary basis like (4.3) , we may 
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perform more iterations in order to find some eigenvalues or we may loose some eigenvalues, but 
the method never fails. 
Of course all the discussion above about (4.3) has meaning, if the value of g is known. It is 
clear that the smaller g is, the more accurate approximations of the eigenvalues we obtain. 
However, a small value of g means a large number of iterations to achieve convergence to some 
eigenvalues. If our main problem is the solution of (l.l), we have to think about the size of g. If, 
however, our main problem is to find the best iterative parameters of scheme (1.4) which means 
good approximations of a number of eigenvalues of the matrix A, and after that to solve a 
number of linear systems with the same coefficient matrix A, then we must get a small value for 
g. By studying a large number of examples and when our problem is to solve one linear system, 
like (l.l), we show that if 
0.001 & g -=C 1 (4.4) 
we shall get pretty satisfactory results. 
To be able to work by this method of finding eigenvalues, we have to make some more 
remarks: 
(i) At every step the method requires a number of iterations in order to find some eigenvalues. 
In order to save computer time, we can examine each time whether the criteria for the 
convergence to the eigenvalues are satisfied, not at every iteration but after a number (prede- 
termined) of them. The latter number could be e.g. between 5 and 100. 
(ii) The linear system (2.18) is usually unstable. For this reason we must avoid large values of 
m. 
(iii) In connection with (2.5) we have to say that all those mentioned previously are valid iff all 
the eigenvectors, which correspond to the largest, in modulus, eigenvalues of W, have coefficient 
different from zero in the form (2.5) of rO. If this is not true then one of the following will 
happen : 
(I} After a number of iterations, because of the rounding errors, all the coefficients mentioned 
above will become different from zero. 
(II) Some coefficient still stay equal to zero, while a number of iterations has been made. Then 
the previous analysis, which ignores the corresponding eigenvalues, is still valid. 
5. A dynamic process to achieve the solution 
The criteria mentioned in Section 4 could not only be used for the evaluation of some 
eigenvalues but may be used for other purposes as well. More specifically, we could use some 
information like r, +;, j = O(l)m and Gj, j = l(l)m, to find by a dynamic process a better 
approximation to the solution of (1.1). This is stated by the following theorem. 
Theorem 5.1. If we get convergence to m eigenvalues (using the method mentioned previously), then 
for the solution x of (1.1) we shall have 
x = (Xntm + i&x,+,_, + *. . +&x,)/(1 + fi, + . *. +ti,). (5.1) 
Proof. We have seen that the criterion (4.1) is a basic one to find m eigenvalues. Hence, for g and 
II rntm II small enough (not both with the same meaning) and because of (2.17) we can get 
(I r,+, + fiir,+,_, + . . . +G,r, I( = 0 
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from which we shall have 
r n+m + ic,r,+,_, + . *. +t,r, = 0. (5.2) 
From (2.1) and e, =y-y,, i=n(l)n +m, we easily obtain r, = (I- W)e,, i=n(l)n +m. 
Therefore, (5.2) gives 
(I- W)(en+m + i(len+m_l + . . . +hmen) = 0 
which is always true if en+,,, + i&e,,+,,_, + . . * +ic,e, = 0 
or (~-~~+~+ic~y-ic~y,+~_~+ .*. +G,y-G,y,)=O 
or (1 +ic, + ... +i(,)y= (Yn+m+ fii~~+~_i + ... +C,.v,) 
or y = (v,,, + b,y,+mPl + . . * +b,y,)/(l + ic, + . . . +G,). 
Because of (1.3) and (1.4) the definition of y,,, n = 0, 1, 2,. . . from x,, i = n(l)n + k - 1 and of 
(2.2) we can get 
x = (X,+, + &X,+,-i + . *. +&&J/(1 + fi, + . . . +fi,), 
which proves the theorem. 0 
In order to use (5.1) to get an approximation x* to the solution of (1.1) x* should have to be 
better than x,+,. A criterion to choose x* instead of x~+~ is 
II b - ‘4x* II < II in+, II 3 (5.3) 
where ?,+, = b -Ax,,+,,,. 
In the numerical examples, where (5.1) was tried, the cases for which (5.3) was not valid were 
very rare. This was mainly happening, when either the value of g was large or we had achieved an 
approximation close enough to the solution of (1.1). In almost all the cases, (5.3) was valid and 
usually we had 
11 b -Ax* 11 = (1 Y,,+m 1) x 10-3, 
which means a big saving of iterations for small convergence rates. 
6. Numerical examples 
In order to test the theory developed in this paper we solved a large number of nonsymmetric 
linear systems of the form (1.1) with all the eigenvalues of the corresponding matrix A having 
positive (or negative) real parts. For this we used schemes of type (1.3) with k = 1 and k = 2. For 
k = 1 we used the optimum one proposed in [3] or [4], while for k = 2 that, which was proposed 
in [l] and [6]. Moreover, in order to be able to make a comparison, we distinguished each of the 
above mentioned schemes into three types. In the first one (denoted by Ml) we selected four 
eigenvalue estimates of A (m = 4) for every twenty iterations of (1.3) (n = 20) as it is proposed 
in [6] and [8]. In the second type (denoted by M2) we used criteria (4.1) and (4.2) in order to be 
or not to be able to obtain one up to four new eigenvalues of A. In the third type (denoted by 
M3) we worked as in the case of type M2, but we used the process (5.1) also to approximate the 
solution of (1.1) dynamically, when the criterion (5.3) was satisfied. Here we have to mention that 
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Example c aI a2 b 
1 0.001 10 1 5 
2 1 4 1 1 
3 1 0.5 0.6 0 
4 1 10 0.5 0.4 
in M2 and M3 types we examined whether criteria (4.1) (4.2) and (4.3) were satisfied at every 
five iterations of the corresponding scheme. 
In this paper we shall illustrate the results of four numerical examples, coming from the same 
general form of theoretical problems. The corresponding behavior of all the other examples, 
which we solved using the same methods, were more or less the same. The general theoretical 
problem in question is the following: Suppose we have to solve the equation with real coefficients 




+a,$+a$+bu=+(x; Y), cb > 0 (6.1) 
on the square domain [0, L] x [0, L] with Dirichlet boundary conditions. Its discrete analog 
using central differences on a square mesh of mesh size L/L = 1 yields an (L - 1)2 X (L - 1)2 
real and nonsymmetric matrix A, which has all the eigenvalues with positive real parts (see [5] or 
[7]). The function $(x, y) of (6.1) was taken such that the corresponding vector b in (1.1) had all 
its components equal to one. Then we put h = 2g, that is (4.3). The values of the parameters <, 
a,, a2 and b in equation (6.1) for the four numerical examples were the ones shown in Table 1. 
The results of the solutions of the corresponding linear systems, using each type of methods Ml, 
M2, M3 with k = 1 and k = 2 are illustrated in the following self-explained Table 2. In Table 2, 
n;, i = 1, 2, 3 denotes the number of iterations required to achieve 11 r,, I( < (1 r0 )( X 10P2’ by using 
the methods Ml, M2, M3 respectively, with g being the bound in (4.1). All the results were 
obtained without taking into account any knowledge of eigenvalues of matrix A of (1.1) and with 
x(O) = [10’2, 10’2 , . . . , 10’2]T. Lastly we have to explain that N = (L - 1)2 and - denotes that the 
corresponding method did not work. The results presented here were obtained by using a 
FORTRAN IV program on the CDC CYBER 171 computer of the University of Ioannina. 
Table 2 
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