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CHARACTER SHEAVES ON DISCONNECTED GROUPS, II
G. Lusztig
Introduction
This paper is a part of a series (beginning with [L9]) which attempts to develop
a theory of character sheaves on a not necessarily connected reductive algebraic
group G. The main theme of this paper is establishing the ”generalized Springer
correspondence” in complete generality.
More precisely, we consider the set N consisting of all pairs (c,F) where c is a
unipotent G0-conjugacy class in G and F is an irreducible local system on c, equi-
variant for the conjugation action of G0. We define a finite sequence of finite Cox-
eter groupsW 1,W 2, . . . ,W k and we establish a canonical bijection N ↔ ⊔iIrr W i
where Irr W i is the set of isomorphism classes of irreducible representations ofW i.
(This is done in 11.10 after preliminary work in §7-§11.) This extends a bijection
established in [L2] in which only pairs (c,F) with c ⊂ G0 were considered. (If
the characteristic p of the ground field is 0, the condition c ⊂ G0 is automatically
satisfied, but if p > 1 this is not so.) This also extends the original Springer
correspondence [Spr] in which not only c is assumed to be contained in G0 but
F is subject to certain restrictions. The methods we use are generalizations of
those in [L2], although a number of new technical difficulties must be overcome.
On the other hand, the utilization of Deligne’s theory of weights makes some of
our proofs simpler than the corresponding proofs in [L2]. Now N has a natural
partition into blocks corresponding to the obvious partition of ⊔iIrr W i into pieces
indexed by i. Of particular interest are the pairs (c,F) which form a block by
themselves (the corresponding W i is trivial). Such pairs (which could be called
cuspidal) are classified in §12. In §13 we describe combinatorially the general-
ized Springer correspondence for disconnected classical groups in characteristic 2
in analogy with the method of [LS2] (for some partial results in this direction,
see [MS]). §14 is a complement to the discussion in [LS2, §4] of the generalized
Springer correspondence for Spin groups in characteristic 6= 2; namely it expresses
that correspondence by a closed combinatorial formula instead of the inductive
procedure of [LS2]
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We adhere to the notation of [L9]. In particular, G denotes a fixed, not neces-
sarily connected, reductive algebraic group over an algebraically closed field k.
Here is some additional notation. The cardinal of a finite set F is denoted by
|F |. Let ν or νG be the number of positive roots of G0. The closure of a subset
S of an algebraic variety V is denoted by S¯. The dual of a local system E is
denoted by E∗. We generally ignore Tate twists. For an algebraic variety X , let
D : D(X) −→ D(X) be Verdier duality.
References to [L9] are given without specifying [L9]; for example, we write 1.7(a)
instead on [L9, 1.7(a)].
Contents
7. Sheaves on the variety of quasi-semisimple classes.
8. Study of local systems on unipotent conjugacy classes.
9. A restriction theorem.
10. Preparatory results.
11. The structure of the algebra E.
12. Classification of objects in N 0D.
13. Symbols.
14. Spin groups.
7. Sheaves on the variety of quasi-semisimple classes
7.1. Let D be a connected component of G. Let D//G0 be the set of closed G0-
conjugacy classes in D, that is, the set of quasi-semisimple G0-conjugacy classes
in D, see 1.4(c). By geometric invariant theory, D//G0 has a natural structure of
affine variety and there is a well defined morphism σ : D −→ D//G0 such that, for
g ∈ D, σ(g) is the unique closed G0-conjugacy class in D contained in the closure
of the G0-conjugacy class of g. Let g ∈ D be quasi-semisimple and let T1 be a
maximal torus of ZG(g)
0. Then σ induces a morphism
(a) gT1 −→ D//G0
which is a finite (ramified) covering inducing a bijection between the set of orbits
of the action of the finite group {n ∈ G0;ngT1n−1 = gT1}/T1 on gT1 and D//G0,
see 1.14(a)-(d).
In our case, σ can be described explicitly at follows. Let g ∈ D. By 1.9 (applied
to ZG(gs) instead of G), we can find u ∈ guZG(gs)0 such that u is unipotent,
quasi-semisimple in ZG(gs); then gsu ∈ D is quasi-semisimple in G (see 1.4(c))
and σ(g) is the G0-conjugacy class of gsu (this is independent of the choice of u
since u is unique up to ZG(gs)
0-conjugacy.) To verify that σ(g) is as stated above,
we must show that gsu is in the closure of the G
0-conjugacy class of g = gsgu. It is
enough to show that u is in the closure of the ZG(gs)
0-conjugacy class of gu; this
follows from [Sp, II, 2.21] applied to ZG(gs) instead of G. Clearly σ is constant
on G0-conjugacy classes in D.
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In the case where D contains unipotent elements, there is a unique point ω ∈
D//G0 such that σ−1(ω) = {g ∈ D; g unipotent}.
The following result will be used several times in this paper. Let Z = Z ′ ∪ Z ′′
be a partition of a variety Z with Z ′ open and Z ′′ closed. Let F be a local system
on Z. Assume that dimZ ≤ n. Then
(b) the natural sequence 0 −→ H2nc (Z
′,F) −→ H2nc (Z,F) −→ H
2n
c (Z
′′,F) −→ 0 is
exact.
We can find an open subset U of Z such that dim(Z−U) < n and U ∩Z ′′ is open
in U . Then
H2nc (Z
′,F) = H2nc (Z
′ ∩ U,F), H2nc (Z,F) = H
2n
c (Z ∩ U,F),
H2nc (Z
′′,F) = H2nc (Z
′′ ∩ U,F)
and it is enough to show that the natural sequence
0 −→ H2nc (Z
′ ∩ U,F) −→ H2nc (Z ∩ U,F) −→ H
2n
c (Z
′′ ∩ U,F) −→ 0
is exact. This holds since Z ′ ∩ U, Z ′′ ∩ U form a partition of Z ∩ U into subsets
that are both open and closed.
7.2. Let (L, S) ∈ A with S ⊂ D and let P be a parabolic of G with Levi L such
that S ⊂ NGP . Let Y ′L,S be as in 3.14. Let δ be the connected component of
NGL ∩NGP that contains S. Let δZL, S∗ be as in 3.11. Let AL,S = σ(Y ′L,S). We
show:
(a) if g ∈ S∗, g′ ∈ S¯UP are such that σ(g
′) = σ(g) then there exists u ∈ UP
such that ug′u−1 ∈ S¯, L(ug′u−1) = L.
Since g′s ∈ NGP is semisimple, it normalizes some Levi of P that is, some UP -
conjugate of L. Hence replacing g′, x by u′−1g′u′, xu′ for some u′ ∈ UP we may
assume in addition that g′s ∈ NGL∩NGP . We have g
′ = hv where h ∈ S¯, v ∈ UP .
As in the proof of Lemma 5.5 we see that g′s = hs and T (g
′) = T (h). Hence
L(g′) = L(h). Since h is isolated in NGL ∩NGP (Lemma 2.8) we have L ⊂ L(h)
(see 3.8(b)) and L ⊂ L(g′).
Let v ∈ guZG(gs)0 be such that v is unipotent, quasi-semisimple in ZG(gs); let
v′ ∈ g′uZG(g
′
s)
0 be such that v′ is unipotent, quasi-semisimple in ZG(g
′
s). The as-
sumption σ(g′) = σ(g) implies that there exists x ∈ G0 with xg′sv
′x−1 = gsv,
hence xg′sx
−1 = gs, xv
′x−1 = v. Now xv′x−1 ∈ xg′ux
−1ZG(gs)
0 hence v ∈
xg′ux
−1ZG(gs)
0. It follows that xg′ux
−1ZG(gs)
0 = guZG(gs)
0 that is, xg′ux
−1 = gu
mod ZG(gs)
0. Thus,
T (xg′x−1) = (ZZG(xg′sx−1)0 ∩ ZG(xg
′
ux
−1))0 = (ZZG(gs)0 ∩ ZG(xg
′
ux
−1))0
= (ZZG(gs)0 ∩ ZG(gu))
0 = T (g)
hence L(xg′x−1) = L(g). Since g ∈ S∗, we have L(g) = L hence L(xg′x−1) = L
and L(g′) = x−1Lx, dimL(g′) = dim(x−1Lx) = dimL. This, combined with
L ⊂ L(g′) implies L = L(g′). Since g′ ∈ NG(L(g′)), we have g′ ∈ NGL. We have
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also g′ = hv where h ∈ S ⊂ NGL, v ∈ UP . Since hv ∈ NGL we have v ∈ NGL∩UP
hence v = 1 and g′ = h ∈ S¯. This proves (a).
Exactly the same proof gives the following variant of (a):
(b) Let g ∈ S∗, g′ ∈ SUP be such that σ(g′) = σ(g). Then there exists u ∈ UP
such that ug′u−1 ∈ S, L(ug′u−1) = L, hence ug′u−1 ∈ S∗.
For future reference we note the following result.
(c) Let (L′, S′) ∈ A. The following two conditions are equivalent:
(i) YL′,S′ is contained in the closure of YL,S;
(ii) there exists x ∈ G0 such that xLx−1 ⊂ L′ and S′ is contained in the closed
subset Tx = ∪y∈L′yS¯UQxy
−1 of NGL
′; here Qx = xPx
−1 ∩ L′, a parabolic of L′
with Levi xLx−1.
Proof of (i) =⇒ (ii). Let g ∈ S′∗. We will show that
there exists x ∈ G0 such that xLx−1 ⊂ L′ and g ∈ Tx.
(This would imply that S′ ⊂ Tx since Tx is stable under L
′-conjugacy and under
left translation by Z0L′ .) From (i) we deduce g ∈ Y
′
L,S (see Lemma 3.14). Replacing
(L, S, P ) by a G0-conjugate, we may assume that g = hu with h ∈ S¯, u ∈ UP .
Replacing (L, S) by a UP -conjugate, we may further assume that gs = hs ∈
NGL ∩ NGP , TG(g) ⊂ (ZL ∩ ZG(h))0 (see the proof of Lemma 3.15). It follows
that ZG0((ZL ∩ ZL(h))
0) ⊂ ZG0(T (g)) hence L ⊂ L
′. (We use 1.10, 3.9 and that
g ∈ S′∗.) It is enough to show that g ∈ T1.
Let Q′ = P ∩ L′. This is a parabolic of L′ with Levi L (since L ⊂ L′) and
UQ′ = UP ∩ L′. There is a unique parabolic P ′ of G0 with Levi L′ such that
P ⊂ P ′. Since g normalizes L′ (recall that g ∈ S′∗) and P (since g ∈ S¯UP ) we have
g ∈ NGP ′. Since h ∈ S¯ we have h ∈ NGL ∩NGP . Now huP ′u−1h−1 = P ′ hence
h−1P ′h = uP ′u−1 = P ′ (recall that u ∈ UP ⊂ P ⊂ P ′). Also h ∈ NGP . Hence
h−1P ′h and P ′ both contain P and are G0-conjugate (we have u−1(h−1P ′h)u =
P ′, u ∈ G0) hence h−1P ′h = P ′. Now h ∈ NGP
′ ∩NGL hence h ∈ NGL
′ (since L′
is the unique Levi of P ′ that contains L). We see that h ∈ NGL′ ∩ NGP ′. Since
hu ∈ NGL
′ ∩NGP
′ it follows that u ∈ NGL
′ ∩ P ′ = L′. Thus u ∈ L′ ∩ UP = UQ′ .
We see that g ∈ S¯UQ hence g ∈ T1. Thus (ii) holds.
Proof of (ii) =⇒ (i). We may assume that L ⊂ L′ and S′ ⊂ ∪y∈L′yS¯UQy−1
where Q = P ∩ L′ (a parabolic of L′ with Levi L). Since UQ ⊂ UP , we have
S′ ⊂ Y ′L,S. Since Y
′
L,S is stable under G
0-conjugacy, it follows that YL′,S′ ⊂ Y ′L,S.
Lemma 7.3. (a) AL,S = σ(S).
(b) AL,S is an irreducible, closed subvariety of D//G
0 of dimension dim δZ0L.
(c) Let Y = {g ∈ Y ′L,S; dimL(g) > dimL}. Then Y is closed in Y
′
L,S and
{g ∈ Y ′L,S; dimL(g) = dimL} is open in Y
′
L,S.
(d) {g ∈ Y ′L,S; dimL(g) = dimL} is exactly the inverse image of σ(S
∗) under
σ : Y ′L,S −→ AL,S.
(e) The inverse image of σ(S∗) under σ : Y ′L,S −→ AL,S is open in Y
′
L,S.
(f) σ(S∗) is open in AL,S.
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We prove (a). Let g ∈ Y ′L,S. We must show that σ(g) ∈ σ(S). As in the proof
of 3.15 we may assume that g = hv where h ∈ S¯, v ∈ UP and gs = hs; moreover,
by 1.22 we have hs = h
′
s with h
′ ∈ S, h′−1h ∈ ZG(hs)0 hence h′u
−1hu ∈ ZG(gs)0.
We have gu = huv hence v ∈ UP ∩ ZG(gs) = UP ∩ ZG(gs)0. Thus, h′u
−1gu =
h′u
−1huv ∈ ZG(gs)0. Choose u ∈ guZG(gs)0 = huZG(hs)0 = h′uZG(hs)
0 such that
u is unipotent, quasi-semisimple in ZG(gs). Then σ(g) = σ(h) = σ(h
′) is the
G0-conjugacy class of gsu = hsu = h
′
su and σ(g) ∈ σ(S), as required.
We prove (b). Let h ∈ S. We have S = ∪x∈LxδZ0Lhx
−1 hence σ(S) =
{σ(zh); z ∈ δZ0L}. Let u ∈ huZL(hs)
0 be such that u is unipotent quasi-semisimple
in ZNGL∩NGP (hs). For any z ∈
δZ0L we have ZL(hs) = ZL(zhs) ⊂ ZG(zhs) hence
u ∈ huZG(zhs)0. Moreover, u is unipotent quasi-semisimple in ZNGL∩NGP (zhs)
hence u is unipotent quasi-semisimple in ZG(zhs). It follows that
σ(zh) = σ(zhsu) = σ(zg)
where g = hsu ∈ D is quasi-semisimple in G. We see that
σ(S) = {σ(zg); z ∈ δZ0L}.
Let T1 be a maximal torus of ZG(g)
0. Now δZ0Lg is an irreducible closed subvariety
of gT1 of dimension dim
δZ0L; since σ : gT1 −→ D//G
0 is a finite (ramified) covering
(see 7.1), it follows that AL,S = σ(S) = σ(
δZ0Lg) is an irreducible closed subvariety
of D//G0 of dimension dim δZ0L. This proves (b).
We prove (c). By 3.15 there exist (Li, Si), i ∈ [1, n], such that the closure of
YL,S in G equals ∪ni=1YLi,Si and YLi,Si are disjoint. If g ∈ YLi,Si then dimL(g) =
dimLi. Let J = {i ∈ [1, n]; dimLi > dimL}. Then Y = ∪i∈JYLi,Si . Again by
3.15, the closure of YLi,Si in G is ∪j∈JiYLj,Sj for some subset Ji ⊂ [1, n]. By
7.2(c), for j ∈ Ji we have dimLj ≥ dimLi. Hence if i ∈ J, j ∈ Ji we have
dimLj ≥ dimLi > dimL so that Ji ⊂ J . We see that for i ∈ J , the closure of
YLi,Si in G is contained in Y . Thus Y is closed. This implies the last assertion of
(c) since dimL(g) ≥ dimL for g ∈ Y ′L,S, see 7.2(c). This proves (c).
We prove (d). We must show that, if g ∈ Y ′L,S, then the following two conditions
are equivalent:
(i) dimL(g) = dimL;
(ii) σ(g) = σ(g1) for some g1 ∈ S∗.
Assume that (ii) holds. We may assume that g ∈ S¯UP . By 7.2(a) we have
dimL(g) = dimL. Thus (i) holds. Assume now that (i) holds. As in the proof of
3.15 we may assume that g = hv where h ∈ S¯, v ∈ UP and gs = hs; moreover, by
1.22 we have hs = h
′
s with h
′ ∈ S, h′−1h ∈ ZG(hs)0 hence h′u
−1hu ∈ ZG(gs)0. As in
the proof of (a) we have σ(g) = σ(h′). As in the proof of 3.15 we have T (g) = T (h).
Hence L(h) = L(g). Since hs = h
′
s, h
′−1h ∈ ZG(hs)
0 we have T (h) = T (h′) (see
2.1(e)) hence L(h) = L(h′). Thus L(h′) = L(g) and dimL(h′) = dimL. Since h′
is isolated in NGL ∩NGP we have L ⊂ L(h′) (see 3.8). It follows that L = L(h′).
Since h′ ∈ S we have h′ ∈ S∗. Thus (ii) holds. This proves (d).
(e) follows by combining (c),(d). Now a subset of AL,S is open in AL,S if and
only if its inverse image under σ : Y ′L,S −→ AL,S is open in Y
′
L,S. (We may identify
AL,S with the variety Y
′
L,S//G
0 of closed G0-conjugacy classes in Y ′L,S.) Hence
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(f) follows from (e). The lemma is proved.
7.4. In the remainder of this section we fix parabolics P ′, P ′′ of G0 with Levi
L′, L′′ respectively and an isolated stratum S′ (resp. S′′) of L˜′ = NGL
′ ∩ NGP
′
(resp. L˜′′ = NGL
′′ ∩ NGP ′′) contained in the connected component δ′ (resp, δ′′)
of L˜′ (resp. L˜′′) with δ′ ⊂ D, δ′′ ⊂ D. We also fix E ′ ∈ S(S′), E ′′ ∈ S(S′′) such
that (S′, E ′), (S′′, E ′′) are cuspidal pairs of L˜′, L˜′′. Let
d0 = 2ν − νL′ − νL′′ +
1
2
(dim(δ
′
Z0L′\S
′) + dim(δ
′′
Z0L′′\S
′′)).
Let Y¯ ′ (resp. Y¯ ′′) be the closure of YL′,S′ (resp. YL′′,S′′) in D. As in 3.14, let
X ′ = {(g, x′P ′) ∈ G×G0/P ′; x′−1gx′ ∈ S¯′UP ′},
X ′′ = {(g, x′′P ′′) ∈ G×G0/P ′′; x′′−1gx′′ ∈ S¯′′UP ′′}.
Define φ′ : X ′ −→ Y¯ ′, φ′′ : X ′′ −→ Y¯ ′′ by φ′(g, x′P ′) = g, φ′′(g, x′′P ′′) = g. For any
stratum S′1 of L˜
′ contained in S¯′ let
X ′S′
1
= {(g, x′P ′) ∈ G×G0/P ′; x′−1gx′ ∈ S′1UP ′} ⊂ X
′.
For any stratum S′′1 of L˜
′′ contained in S¯′′ let
X ′′S′′
1
= {(g, x′′P ′′) ∈ G×G0/P ′′; x′′−1gx′′ ∈ S′′1UP ′′} ⊂ X
′′.
Let E¯ ′ (resp. E¯ ′′) be the local system on X ′S′ (resp. X
′′
S′′) defined in terms of E
′
(resp. E ′′) in the same way as E¯ was defined in terms of E in 5.6. Let
K ′ = IC(X ′, E¯ ′) ∈ D(X ′), K ′′ = IC(X ′′, E¯ ′′) ∈ D(X ′′).
Let
Z = {(g, x′P ′, x′′P ′′) ∈ G×G0/P ′ ×G0/P ′′; x′−1gx′ ∈ S¯′UP , x
′′−1gx′′ ∈ S¯′′UP ′′}.
Let A′ = AL′,S′ , A
′′ = AL′′,S′′ , A = A
′ ∩ A′′ ⊂ D//G0. Define σ˜ : Z −→ A by
σ˜(g, x′P ′, x′′P ′′) = σ(g). For a ∈ A let Za = σ˜−1(a) ⊂ Z. For S′1, S
′′
1 as above we
set
ZS′
1
,S′′
1
= {(g, x′P ′, x′′P ′′) ∈ G×G0/P ′ ×G0/P ′′; x′−1gx′ ∈ S′1UP ′ ,
x′′−1gx′′ ∈ S′′1UP ′′},
ZaS′1,S′′1
={(g, x′P ′, x′′P ′′) ∈ G×G0/P ′ ×G0/P ′′;
σ(g) = a, x′−1gx′ ∈ S′1UP ′ , x
′′−1gx′′ ∈ S′′1UP ′′}.
The ZaS′
1
,S′′
1
form a partition of Za into locally closed subvarieties with ZaS′,S′′ open.
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7.5. We show:
dimZaS′1,S′′1 ≤ d0 −
1
2
(dim(δ
′
Z0L′\S
′)− dim(δ
′
Z0L′\S
′
1))
−
1
2
(dim(δ
′′
Z0L′′\S
′′)− dim(δ
′′
Z0L′′\S
′′
1 )).(a)
Define m : ZaS′1,S′′1
−→ σ−1(a) by m(g, x′P ′, x′′P ′′) = g. Now σ−1(a) is a union
of finitely many G0-conjugacy classes (since the semisimple parts of elements
of σ−1(a) lie in a single G0-conjugacy class). Hence it is enough to estimate
dim(m−1(c)) for any G0-conjugacy class c contained in σ−1(a). Any fibre of
m : m−1(c) −→ c is isomorphic to a product of two varieties of the kind appearing
in 4.4(b). Hence by 4.4(b), this fibre has dimension at most
(ν−
1
2
dim c)−(νL′−
1
2
dim(δ
′
Z0L′\S
′
1))+(ν−
1
2
dim c)−(νL′′−
1
2
dim(δ
′′
Z0L′′\S
′′
1 ))
and (a) follows.
From (a) we deduce immediately:
(b) dimZa ≤ d0.
The inverse image ofK ′⊠K ′′ ∈ D(X ′×X ′′) under Z −→ X ′×X ′′, (g, x′P ′, x′′P ′′) 7→
((g, x′P ′), (g, x′′P ′′)) is denoted again byK ′⊠K ′′. Its restrictions to various subva-
rieties of Z are denoted again by K ′⊠K ′′. Similarly, the inverse image of the local
system E¯ ′⊠E¯ ′′ under ZS′,S′′ −→ X ′S′×X
′′
S′′ , (g, x
′P ′, x′′P ′′) 7→ ((g, x′P ′), (g, x′′P ′′))
is denoted again by E¯ ′ ⊠ E¯ ′′. Its restrictions to various subvarieties of ZS′,S′′ are
denoted again by E¯ ′ ⊠ E¯ ′′. Let
T˜ = H2d0 σ˜!(K ′ ⊠K ′′), T = H2d0σ1! (E¯
′
⊠ E¯ ′′)
where σ1 : ZS′,S′′ −→ A is the restriction of σ˜; these are constructible sheaves on
A.
Lemma 7.6. The natural homomorphism T −→ T˜ is an isomorphism.
It is enough to show that, for any a ∈ A, the natural homomorphism
H2d0c (Z
a
S′,S′′ , E¯
′
⊠ E¯ ′′) = H2d0c (Z
a
S′,S′′ , K
′
⊠K ′′) −→ H2d0c (Z
a, K ′ ⊠K ′′)
is an isomorphism. First we show:
(a) if (S′1, S
′′
1 ) 6= (S
′, S′′) and Htc(Z
a
S′1,S
′′
1
, K ′ ⊠K ′′) 6= 0 then t < 2d0.
We may assume that S′1 6= S
′. (The case where S′′1 6= S
′′ is similar.) From the
hypercohomology spectral sequence of K ′ ⊠K ′′ on ZaS′
1
,S′′
1
we see that there exist
i, j′, j′′ such that t = i+ j′ + j′′ and Hic(Z
a
S′
1
,S′′
1
,Hj
′
K ′ ⊠Hj
′′
K ′′) 6= 0. It follows
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that i ≤ 2 dimZaS′
1
,S′′
1
and X ′S′
1
⊂ suppHj
′
K ′, X ′′S′′
1
⊂ suppHj
′′
K ′′. (Note that
Hj
′
K ′ is a local system of constant rank on X ′S′
1
and Hj
′′
K ′′ is a local system of
constant rank on X ′′S′′
1
.) Using 7.5(a) we have
i ≤ 2d0 − dim(
δ′Z0L′\S
′) + dim(δ
′
Z0L′\S
′
1)− dim(
δ′′Z0L′′\S
′′) + dim(δ
′′
Z0L′′\S
′′
1 ).
Moreover, by the definition of K ′, K ′′ we have
j′ < dimX ′ − dimX ′S′
1
= dim(δ
′
Z0L′\S
′)− dim(δ
′
Z0L′\S
′
1),
j′′ ≤ dimX ′′ − dimX ′′S′′
1
= dim(δ
′′
Z0L′′\S
′′)− dim(δ
′′
Z0L′′\S
′′
1 )
(since S′1 6= S
′). It follows that t = i+ j′ + j′′ < 2d0. This proves (a).
From (a) we see that Htc(Z
a
S′
1
,S′′
1
, K ′ ⊠K ′′) = 0 for any (S′1, S
′′
1 ) 6= (S
′, S′′) and
any t ≥ 2d0; hence
(b) Htc(Z
a − ZaS′,S′′ , K
′
⊠K ′′) = 0 for any t ≥ 2d0.
As a part of the long cohomology exact sequence of the partition Za = ZaS′,S′′ ∪
(Za − ZaS′,S′′) we have the exact sequence
H2d0−1c (Z
a−ZaS′,S′′ , K
′
⊠K ′′)
f
−→ H2d0c (Z
a
S′,S′′ , K
′
⊠K ′′) −→ H2d0c (Z
a, K ′⊠K ′′) −→ 0,
where the last 0 comes from (b). It is enough to prove that f = 0. We may assume
that k is an algebraic closure of a finite field Fq, that G has a fixed Fq-structure
with Frobenius map F : G −→ G, that L′, P ′, L′′, P ′′ are F -stable, any S′1 ⊂
S¯′, S′′1 ⊂ S¯
′′ as above is F -stable, that F (a) = a and that we have isomorphisms
F ∗E ′
∼
−→ E ′, F ∗E ′′
∼
−→ E ′′ which make E ′, E ′′ into local systems of pure weight 0.
Then we have natural (Frobenius) endomorphisms ofH2d0−1c (Z
a−ZaS′,S′′ , K
′
⊠K ′′),
H2d0c (Z
a
S′,S′′ , K
′
⊠ K ′′) compatible with f . To show that f = 0, it is enough to
show that
(c) H2d0c (Z
a
S′,S′′ , K
′
⊠K ′′) is pure of weight 2d0;
(d) H2d0−1c (Z
a − ZaS′,S′′ , K
′
⊠K ′′) is mixed of weight ≤ 2d0 − 1.
Now H2d0c (Z
a
S′,S′′ , K
′
⊠ K ′′) = H2d0c (Z
a
S′,S′′ , E¯
′
⊠ E¯ ′′) and dimZaS′,S′′ ≤ d0; (c)
follows. Using the partition Za − ZaS′,S′′ = ∪(S′1,S′′1 )6=(S′,S′′)Z
a
S′1,S
′′
1
, we see that to
prove (d), it is enough to prove:
if (S′1, S
′′
1 ) 6= (S
′, S′′) thenH2d0−1c (Z
a
S′
1
,S′′
1
, K ′⊠K ′′) is mixed of weight ≤ 2d0−1.
Using again the hypercohomology spectral sequence of K ′ ⊠K ′′ on ZaS′
1
,S′′
1
we see
that it is enough to prove:
(e) if i, j′, j′′ are such that 2d0−1 = i+j′+j′′ then Hic(Z
a
S′1,S
′′
1
,Hj
′
K ′⊠Hj
′′
K ′′)
is mixed of weight ≤ 2d0 − 1.
By Gabber’s theorem [BBD, 5.3.2], the local system Hj
′
K ′ on X ′S′
1
is mixed of
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weight ≤ j′ and the local system Hj
′′
K ′′ on X ′′S′′
1
is mixed of weight ≤ j′′. Hence
the local system Hj
′
K ′ ⊠Hj
′′
K ′′ on ZaS′
1
,S′′
1
is mixed of weight ≤ j′ + j′′. Using
Deligne’s theorem [BBD, 5.1.14(i)], we deduce that
Hic(Z
a
S′
1
,S′′
1
,Hj
′
K ′ ⊠Hj
′′
K ′′) 6= 0
is mixed of weight ≤ i+ j′ + j′′. This proves (e). The lemma is proved.
7.7. Let E be a locally closed subset of G0/P ′ × G0/P ′′ which is a union of
G0-orbits (for the diagonal G0-action). We set
EZS′,S′′ = {(g, x
′P ′, x′′P ′′) ∈ G×G0/P ′ ×G0/P ′′; x′−1gx′ ∈ S′UP ′ ,
x′′−1gx′′ ∈ S′′UP ′′ , (x
′P ′, x′′P ′′) ∈ E}.
Let ET = H2d0σ1! (E¯
′
⊠ E¯ ′′) (a constructible sheaf on A) where σ1 : EZS′,S′′ −→ A
is (g, x′P ′, x′′P ′′) 7→ σ(g).
If E is a G0-orbit, we say that E is good if for some/any (x′P ′, x′′P ′′) ∈ E,
x′P ′x′−1, x′′P ′′x′′−1 have a common Levi; we say that E is bad if it is not good.
Lemma 7.8. (a) If E is a bad orbit then ET = 0;
(b) if E is a good orbit and there is no n ∈ G0 such that (P ′, nP ′′) ∈ E and
n−1L′n = L′′, n−1S′n = S′′ then ET = 0;
(c) if E is a good orbit and there exists n ∈ G0 such that (P ′, nP ′′) ∈ E and
n−1L′n = L′′, n−1S′n = S′′ (so that A′ = A′′ = A) then D(ET )[−2 dimA] is a
constructible sheaf on A.
The fibre of the fibration pr23 :
EZS′,S′′ −→ E at (x′P ′, x′′P ′′) ∈ E where
x′, x′′ ∈ G0 may be identified with
V = {g ∈ G; x′−1gx′ ∈ S′UP ′ , x′′−1gx′′ ∈ S′′UP ′′}.
Define j : V −→ S′ × S′′ by
j(g) = (S′-component of x′−1gx′, S′′-component of x′′−1gx′′).
Let ET ′ = H2d0−2 dimEσ′!(j
∗(E ′ ⊠ E ′′)) where σ′ : V −→ A is g 7→ σ(g). Let
ET ′′ = H2d0+2 dimHσ′′! (Q¯l ⊠ j
∗(E ′ ⊠ E ′′)) where H = x′P ′x′−1 ∩ x′′P ′′x′′−1 and
σ′′ : G0 × V −→ A is (x, g) 7→ σ(g). Using the spectral sequence attached to
the composition G0 × V
pr2−−→ V
σ′
−→ A (equal to σ′′) and that attached to the
composition G0 × V −→ H\(G0 × V ) = EZS′,S′′
σ1
−→ A (equal to σ) we obtain
ET ′′ = ET , ET ′′ = ET ′. (We use that Hiσ1! (E¯
′
⊠ E¯ ′′) = 0 for i > 2d0 and
Hiσ′!(j
∗(E ′ ⊠ E ′′)) = 0 for i > 2d0 − 2 dimE.) It follows that ET = ET ′.
Let Q′ = x′P ′x′−1, Q′′ = x′′P ′′x′′−1. Choose Levi subgroups M ′ of Q′ and M ′′
of Q′′ such that M ′,M ′′ contain a common maximal torus. Let M˜ ′ = NGM
′ ∩
NGQ
′, M˜ ′′ = NGM
′′ ∩ NGQ′′. Let Σ′ (resp. Σ′′) be the unique stratum of M˜ ′
(resp. M˜ ′′) such that Σ′UQ′ = x
′S′UP ′x
′−1 (resp. Σ′′UQ′′ = x
′′S′′UP ′′x
′′−1).
Now Ad(x′) (resp. Ad(x′′)) carries the inverse image of E ′ (resp. E ′′) under pr1 :
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S′UP ′ −→ S′ (resp. pr1 : S′′UP ′′ −→ S′′) to a local system on Σ′UQ′ (resp. Σ′′UQ′′)
which is the inverse image under pr1 : Σ
′UQ′ −→ Σ′ (resp. pr1 : Σ′′UQ′ −→ Σ′′) of
a local system F ′ (resp. F ′′) on Σ′ (resp. Σ′′). If g ∈ V then g ∈ NGQ′ ∩NGQ′′.
By 1.25(a),(b) we can write uniquely g = zu′′u = zu′v where
z ∈ M˜ ′ ∩ M˜ ′′, u′′ ∈M ′ ∩ UQ′′ , u ∈ UQ′ ∩Q
′′, u′ ∈M ′′ ∩ UQ′ , v ∈ UQ′′ ∩Q
′.
Thus V can be identified with
{(u, v, u′′, u′, z)
∈ (UQ′ ∩Q
′′)× (UQ′′ ∩Q
′)× (M ′ ∩ UQ′′)× (M
′′ ∩ UQ′)× (M˜
′ ∩ M˜ ′′);
u′′u = u′v, zu′′ ∈ Σ′, zu′ ∈ Σ′′}.
The map σ′ : V −→ A becomes (u, v, u′′, u′, z) 7→ σ(z). (We use that h ∈ M˜ ′, v ∈
UQ′ =⇒ σ(hv) = σ(v) and the analogous fact for M˜ ′′, UQ′′ instead of M˜ ′, UQ′ ;
see the argument in the proof of 7.3(a).) In this description, V is fibred over
V1 = {(u
′′, u′, z) ∈ (M ′ ∩ UQ′′)× (M
′′ ∩ UQ′)× (M˜
′ ∩ M˜ ′′); zu′′ ∈ Σ′, zu′ ∈ Σ′′}
with all fibres isomorphic to UQ′ ∩ UQ′′ (see the argument in 4.2). The map σ′ :
V −→ A factors through a map σ¯ : V1 −→ A, (u′′, u′, z) 7→ σ(z). Since UQ′ ∩ UQ′′ is
an affine space of dimension 2ν−νL′−νL′′−dimE, we see that T ′E = Hrσ¯!(j¯∗(F ′⊠
F ′′)) where r = dim(δ
′
Z0L′\S
′) + dim(δ
′′
Z0L′′\S
′′) and j¯ : V1 −→ Σ′ × Σ′′ is defined
by (u′′, u′, z) 7→ (zu′′, zu′). For any a ∈ A let V a1 = σ¯
−1(a) ⊂ V1.
Assume that we are in the setup of (a). It is enough to show that for any a ∈ A,
Hrc (V
a
1 , j¯
∗(F ′⊠F ′′)) = 0. Let p˜3 : V a1 −→ M˜
′∩ M˜ ′′ be the third projection. By an
argument in the proof of Lemma 4.2, the image of p˜3 is a union of finitely many
(M ′ ∩M ′′)-conjugacy classes ǫ1, ǫ2, . . . , ǫt in M˜ ′ ∩ M˜ ′′. Since dimV1 ≤
1
2r, it is
enough to show that for any z ∈ ǫi we have
Hr−2 dim ǫic (p˜
−1
3 (z), j¯
∗(F ′ ⊠ F ′′)) = 0.
Now p˜−13 (z) is a product R
′×R′′ where R′ is the set of all elements in (M˜ ′∩NGQ′′)∩
Σ′ whose image under M˜ ′ ∩NGQ′′ −→ M˜ ′ ∩ M˜ ′′ is equal to z and R′′ is the set of
all elements in (M˜ ′′ ∩NGQ′)∩Σ′′ whose image under M˜ ′′ ∩NGQ′ −→ M˜ ′ ∩ M˜ ′′ is
equal to z. Since
2 dim(R′) ≤ d′ = dim(δ
′
Z0L′\S
′)− dim ǫi,
2 dim(R′′) ≤ d′′ = dim(δ
′′
Z0L′′\S
′′)− dim ǫi
(see 4.2(a)) and d′ + d′′ = r − 2 dim ǫi, we are reduced to showing that
Hd
′
c (R
′,F ′)⊗Hd
′′
c (R
′′,F ′′) = 0.
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Since Q′, Q′′ have no common Levi, we see that either M ′ ∩ Q′′ is a proper par-
abolic of M ′ or M ′′ ∩ Q′ is a proper parabolic of M ′′. In the first case we have
Hd
′
c (R
′,F ′) = 0 since (Σ′,F ′) is a cuspidal pair for M˜ ′. In the second case we have
Hd
′′
c (R
′′,F ′′) = 0 since (Σ′′,F ′′) is a cuspidal pair for M˜ ′′. Thus (a) is proved.
Assume that we are in the setup of (b). It is enough to show that for any a ∈ A,
Hrc (V
a
1 , j¯
∗(F ′ ⊠ F ′′)) = 0. If this is not so, we can find a ∈ A such that V a1 6= ∅.
NowQ′, Q′′ have a common Levi henceM ′ =M ′′,M ′∩UQ′′ = {1},M ′′∩UQ′ = {1}
and we may identify V a1 with {z ∈ Σ
′ ∩ Σ′′; σ(z) = a}. Thus, Σ′ ∩ Σ′′ 6= ∅. Since
Σ′,Σ′′ are strata of NGM
′ = NGM
′′ with non-empty intersection, we must have
Σ′ = Σ′′.
Since Q′ = x′P ′x′−1, we see that x′−1M ′x′ is a Levi of P ′. We can find
v′ ∈ UP ′ such that L′ = v′−1x′−1M ′x′v′. We have S′UP ′ = x′−1Σ′x′UP ′ =
v′−1x′−1Σ′x′v′UP ′ . Since S
′ ⊂ L′, v′−1x′−1Σ′x′v′ ⊂ L′ it follows that S′ =
v′−1x′−1Σ′x′v′.
Similarly we can find v′′ ∈ UP ′′ such that
L′′ = v′′−1x′′−1M ′′x′′v′′, S′′ = v′′−1x′′−1Σ′′x′′v′′.
Since M ′ =M ′′,Σ′ = Σ′′, we have
x′v′L′v′−1x′−1 = x′′v′′L′′v′′−1x′′−1, x′v′S′v′−1x′−1 = x′′v′′S′′v′′−1x′′−1.
Thus n−1L′n = L′′, n−1S′n = S′′, where n = v′−1x′−1x′′v′′ ∈ G0, (P ′, nP ′′) ∈ E.
This contradicts the assumption of (b). Thus, (b) is proved.
Assume that we are in the setup of (c). Let n ∈ G0 be such that (P ′, nP ′′) ∈ E,
n−1L′n = L′′, n−1S′n = S′′. Taking x′ = 1, x′′ = n in the arguments above, we
have Q′ = P ′, Q′′ = nP ′′n−1 and we can take M ′ = M ′′ = L′,Σ′ = Σ′′ = S′;
we have ET = Hrσ¯!(F) where σ¯ : S′ −→ A is the restriction of σ, F = E ′ ⊗
Ad(n−1)∗E ′′, r = 2dim(δ
′
Z0L′\S
′).
Let L˜′ = NGL
′ ∩ NGP ′. Replacing G,D in the definition of D//G0, σ in 7.1
by L˜′, δ′ we obtain an affine variety δ′//L′ whose points are the quasi-semisimple
L-conjugacy classes in δ′ and a morphism σ0 : δ
′ −→ δ′//L′. Now any quasi-
semisimple L-conjugacy class in δ′ is contained in a unique quasi-semisimple G0-
conjugacy class in D. Thus we obtain a map π : δ′//L′ −→ D//G0 which is in fact
a morphism of affine varieties.
We show that π is a finite (ramified) covering. Let g ∈ δ′ be quasi-semisimple
in L˜′ and let T1 be a maximal torus of ZL′(g)
0. By an argument similar to that
in the proof of 1.12(b) we see that T1 is also a maximal torus of ZG(g)
0. By 7.1,
σ defines a finite (ramified) covering gT1 −→ D//G0; similarly, σ0 defines a finite
(ramified) covering gT1 −→ δ′//L′. Clearly, gT1
σ
−→ D//G0 is the composition
gT1
σ0−→ δ′//L′
π
−→ D//G0 and our assertion follows.
Let S′ = σ0(S
′). Now δ
′
Z0L′ acts on δ
′//L′ by left multiplication (with finite
isotropy groups) and this action is compatible under σ0 with the action of
δ′Z0L′
on δ′ by left multiplication. Since the δ
′
Z0L′ action permutes transitively the L
′-
conjugacy classes in S′, we see that S′ is a single δ
′
Z0L′ -orbit in δ
′//L′; in particular,
it is a smooth, locally closed subvariety of δ′//L′. Now σ¯ : S′ −→ A is a composition
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S′
σ¯0−→ S′
π¯
−→ A where σ¯0, π¯ are the restrictions of σ0, π.
We can find t ≥ 1 such that F is equivariant for the action z : h 7→ zth of δ
′
Z0L′
on S′ and this action induces an action of δ
′
Z0L′ on S
′ such that σ¯0 : S
′ −→ S′ is
δ′Z0L′-equivariant. Hence the constructible sheaf F = H
r(σ¯0)!(F) on S
′ is δ
′
Z0L′ -
equivariant. Since this action (which depends on t) is transitive on S′, we see that
F is a local system on S′. Since S′ is smooth, we haveD(F) = F∗[2 dimS′]. Now π¯
is a finite (ramified) covering (since π is). Hence π¯! commutes with Verdier duality
and we have Hrσ¯!(F) = π¯!F . Hence D(π¯!F) = π¯!F
∗[2 dimS′] = π¯!F
∗[2 dimA].
Here π¯!F
∗ is a constructible sheaf on A since π¯ is finite. This proves (c).
Lemma 7.9. (a) D(T )[−2 dimA] is a constructible sheaf on A.
(b) If (L′, S′), (L′′, S′′) are not conjugate under some element of G0 then T = 0.
More generally, let E be a locally closed subset of G0/P ′ × G0/P ′′ which is a
union of G0-orbits (for the diagonal G0-action). We show that D(ET )[−2 dimA]
is a constructible sheaf on A and that, in the setup of (b), ET = 0. We argue by
induction on the number N of G0-orbits contained in E. If N = 0 the result is
trivial. If N = 1 the result follows from Lemma 7.8. Assume now that N ≥ 2.
We can find a partition E = E′ ∪E′′ so that E′, E′′ are G0-invariant subsets of E
with E′ closed in E, E′′ open in E and E′′ is a single G0-orbit. By the induction
hypothesis the result holds for E′ and E′′. We have a natural exact sequence of
constructible sheaves
(c) 0 −→ ǫ′′ −→ ǫ −→ ǫ′ −→ 0
where ǫ′′ = E
′′
T , ǫ = ET , ǫ′ = E
′
T . (To prove exactness it is enough to show that
for any a ∈ A, the natural sequence
0 −→ H2d0c (
E′′ZS′,S′′ ∩ Z
a
S′,S′′ , E¯
′
⊠ E¯ ′′) −→
H2d0c (
EZS′,S′′ ∩ Z
a
S′,S′′ , E¯
′
⊠ E¯ ′′) −→ H2d0c (
E′ZS′,S′′ ∩ Z
a
S′,S′′ , E¯
′
⊠ E¯ ′′) −→ 0
is exact. This follows from 7.1(b).)
Now (c) can be regarded as a distinguished triangle (ǫ′′, ǫ, ǫ′) in D(A). Hence
the Verdier duals (Dǫ′,Dǫ,Dǫ′′) form a distinguished triangle in D(A) and we have
a long cohomology exact sequence of constructible sheaves
. . . −→ Hi(Dǫ′) −→ Hi(Dǫ) −→ Hi(Dǫ′′) −→ . . .
on A. Hence for each i we have an exact sequence
Hi(Dǫ′[−2 dimA]) −→ Hi(Dǫ[−2 dimA]) −→ Hi(Dǫ′′[−2 dimA]).
By the induction hypothesis, Hi(Dǫ′[−2 dimA]) = 0,Hi(Dǫ′′[−2 dimA]) = 0 for
i 6= 0. Hence Hi(Dǫ[−2 dimA]) = 0 for i 6= 0. This shows that Dǫ[−2 dimA]
is a constructible sheaf. In the setup of (b), we see from (c) and the induction
hypothesis that ET = 0. The lemma is proved.
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7.10. In the remainder of this section we assume that L′ = L′′ = L, S′ = S′′ =
S, P ′ = P ′′ = P and that E ′ = E ′′∗ = E is irreducible. Let π : Y˜L,S −→ YL,S be as
in 3.13. Recall that π is a principalWS -bundle whereWS = {n ∈ NG0L;nSn
−1 =
S}/S. (The WS-action on Y˜L,S is w 7→ fw, (g, xL) 7→ (g, xn−1w L).) For w ∈ WS
let nw ∈ NG0L be a representative of w and let Ew = Hom(Ad(nw)
∗E , E). (This
vector space is canonically defined, independent of the choice of nw, by the L-
equivariance of E .) Let WE = {w ∈ WS ; Ad(nw)∗E ∼= E} (a subgroup of WS). We
have
dimEw = 1 if w ∈ WE ; dimEw = 0 if w ∈ WS −WE .
Let E˜ be the local system on Y˜L,S defined in 5.6. Recall that a∗E˜ = b∗E where
a(g, x) = (g, xL), b(g, x) = x−1gx in the diagram Y˜L,S
a
←− Yˆ
b
−→ S with Yˆ =
{(g, x) ∈ G × G0; x−1gx ∈ S∗}. Define fˆw : Yˆ −→ Yˆ by (g, xL) 7→ (g, xn−1w L).
Then afˆnw = fwa, bfˆw = Ad(nw)b.
Let E be the (semisimple) algebra of all endomorphisms of the local system π!E˜
on YL,S. We have canonically
(a) E = ⊕w∈WEEw.
Indeed, since a, b are fibrations with smooth connected fibres, we have
E = Hom(π!E˜ , π!E˜) = Hom(π
∗π!E˜ , E˜) = ⊕w∈WSHom(f
∗
wE˜ , E˜)
= ⊕w∈WSHom(a
∗f∗wE˜ , a
∗E˜) = ⊕w∈WSHom(fˆ
∗
wa
∗E˜ , a∗E˜)
= ⊕w∈WSHom(fˆ
∗
wb
∗E , b∗E) = ⊕w∈WSHom(b
∗Ad(nw)
∗E , b∗E)
= ⊕w∈WSHom(Ad(nw)
∗E , E) = ⊕w∈WSEw = ⊕w∈WEEw.
In particular, Ew may be identified with a subspace of E. We see that dimE =
|WE |.
Proposition 7.11. For w ∈ WS let Ew be the G0-orbit on G0/P × G0/P which
contains (P, nwPn
−1
w ). There is a canonical isomorphism T ∼= ⊕w∈WS
EwT of
sheaves over A = AL,S.
Recall that σ1 : ZS,S −→ A is given by (g, x′P, x′′P ) 7→ σ(g). Let Z′S,S be the
inverse image under σ1 of the open subset σ(S∗) of A (see Lemma 7.3(f)). We
have
Z′S,S ={(g, x
′P, x′′P ) ∈ G×G0/P ×G0/P ;
x′−1gx′ ∈ SUP , x
′′−1gx′′ ∈ SUP , σ(g) ∈ σ(S
∗)}.
Using 7.2(b) we see that the condition σ(g) ∈ σ(S∗) is equivalent to the condition
g ∈ YL,S, so that
Z′S,S ={(g, x
′P, x′′P ) ∈ G×G0/P ×G0/P ;
g ∈ YL,S, x
′−1gx′ ∈ SUP , x
′′−1gx′′ ∈ SUP }.
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Using Lemma 5.5 we see that Z′S,S may be identified with
Y = Y˜L,S ×YL,S Y˜L,S
= {(g, x′L, x′′L) ∈ G×G0/L×G0/L; x′−1gx′ ∈ S∗, x′′−1gx′′ ∈ S∗}.
Hence we have T |σ(S∗) = H
2d0σ2! (E˜⊠ E˜
∗) where σ2 : Y −→ σ(S∗) is (g, x′L, x′′L) 7→
σ(g) and E˜ is the local systems on Y˜L,S defined in 5.6. Similarly, for any G
0-orbit
E on G0/P ×G0/P , we have ET |σ(S∗) = H
2d0σ2,E! (E˜ ⊠ E˜
∗) where
EY ={(g, x′L, x′′L) ∈ G×G0/L×G0/L;
x′−1gx′ ∈ S∗, x′′−1gx′′ ∈ S∗, (x′P, x′′P ) ∈ E}
and σ2,E : EY −→ σ(S∗) is (g, x′L, x′′L) 7→ σ(g).
Since Y˜L,S −→ YL,S is a principal bundle with group WS , we have a finite par-
tition Y = ⊔w∈WS
wY into open and closed subsets, where wY = {(g, x′L, x′′L) ∈
Y ; x′′L = x′nwL}.
It is clear that wY = EwY . It follows that EY = ∅ for any G0-orbit E on
G0/P × G0/P not of the form Ew. We see that H2d0σ2! (E˜ ⊠ E˜
∗) is canonically
isomorphic to ⊕w∈WSH
2d0σ2,E! (E˜ ⊠ E˜
∗). Thus we obtain a canonical isomorphism
(c) T |σ(S∗)
∼
−→ ⊕w∈WS
EwT |σ(S∗).
By Lemma 7.9 and its proof, T and ⊕w∈WS
EwT are intersection cohomology
complexes on the irreducible variety A. Since σ(S∗) is open dense in A, the
isomorphism (c) extends uniquely to an isomorphism T
∼
−→ ⊕w∈WS
EwT . The
proposition is proved.
7.12. We set X = X ′ = X ′′, Y¯ = Y¯ ′ = Y¯ ′′, φ = φ′ = φ′′. We set K = K ′, K∗ =
K ′′. Since φ!K = IC(Y¯ , π!E˜) (see 5.7) we have E = End(π!E˜) = End(φ!K).
In particular φ!K is naturally an E-module and φ!K ⊗ φ!K∗ is naturally an E-
module (with E acting on the first factor). This induces an E-module structure on
H2d0σ!(φ!K ⊗ φ!K
∗) = T˜ (here σ : Y¯ −→ A is the restriction of σ : D −→ D//G0).
Hence for any a ∈ A we obtain an E-module structure on the stalk T˜a.
Lemma 7.13. Let w ∈ WE and let bw be a basis element of Ew. Multiplica-
tion by bw in the E-module structure of T˜ = T = ⊕w′∈WS
EwT (see Lemma 7.6,
Proposition 7.11) defines for any w′ ∈ WS an isomorphism Ew′T
∼
−→ Eww′T .
Since Ew′T ,Eww′T are intersection cohomology complexes on A (see Lemma
7.9 and its proof) and σ(S∗) is open dense in A (see Lemma 7.3), it is enough
to prove that, for any a ∈ σ(S∗), multiplication by bw defines an isomorphism
of stalks E
′
wTa
∼
−→ Eww′Ta. Let Y be as in 7.11 and let Ya = {(g, x′L, x′′L) ∈
Y ; σ(g) = a}. As in 7.11 we have a partition Y = ⊔w′∈WS
w′Y hence a partition
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Ya = ⊔w′∈WS
w′Ya where w
′
Ya = w
′
Y ∩ Ya are both open and closed in Ya.
For any w′ ∈ WS we have E
′
wTa = H2d0c (
w′Ya, E˜ ⊠ E˜∗) and we must prove that
multiplication by bw in the E-module structure of
H2d0c (Y
a, E˜ ⊠ E˜∗) = ⊕w′∈WSH
2d0
c (
w′Ya, E˜ ⊠ E˜∗)
defines for any w′ ∈ WS an isomorphism
(a) H2d0c (
w′Ya, E˜ ⊠ E˜∗)
∼
−→ H2d0c (
ww′Ya, E˜ ⊠ E˜∗).
(The E-module structure on
H2d0c (Y
a, E˜ ⊠ E˜∗) = H2d0c (YL,S ∩ σ
−1(a), π!E˜ ⊗ π!E˜
∗)
is induced by the E-module structure on π!E˜ ; recall that E = End(p!E˜).) We have
an isomorphism
f : w
′
Ya
∼
−→ ww
′
Ya, (g, x′L, x′′L) 7→ (g, x′n−1w L, x
′′L).
Since w ∈ WE , bw defines an isomorphism f∗(E˜ ⊗ E˜∗) ∼= E˜ ⊗ E˜∗ and this induces
an isomorphism (a) which is just multiplication by bw. The lemma is proved.
7.14. We preserve the setup of 7.12. Let Irr E be a set of representatives for the
isomorphism classes of simple E-modules. Given a semisimple object M of some
abelian category such that M is an E-module we shall write Mρ = HomE(ρ,M)
for ρ ∈ Irr E and we have M = ⊕ρ∈Irr E(ρ ⊗ Mρ) with E acting only on the
ρ-factor and where Mρ is in our abelian category. In particular we have π!E˜ =
⊕ρ∈Irr Eρ ⊗ (π!E˜)ρ where (π!E˜)ρ is an irreducible local system on YL,S. We have
φ!K = ⊕ρ∈Irr Eρ⊗ (φ!K)ρ where (φ!K)ρ = IC(Y¯ , (π!E˜)ρ); moreover, for a ∈ A we
have T˜a = ⊕ρ∈Irr Eρ⊗ (T˜a)ρ.
7.15. Let a ∈ A. We set Y¯ a = {g ∈ Y¯ ; σ(g) = a}, Xa = φ−1(Y¯ a) ⊂ X . Let
φa : Xa −→ Y¯ a be the restriction of φ : X −→ Y¯ . Let Sa = S ∩ σ−1(a), S¯a =
S¯ ∩σ−1(a). For a stratum S1 of NGL∩NGP contained in S¯ let Sa1 = S1 ∩σ
−1(a).
Let Ea = E|Sa . Let E¯a be the restriction of E¯ to XaS = X
a ∩XS .
Lemma 7.16. (a) Sa is an open dense smooth (non-empty) subset of S¯a of pure
dimension dimS − dimA and IC(S¯a, Ea) is the restriction of IC(S¯, E) to S¯a.
(b) Both Xa, Y¯ a have pure dimension d0 = 2ν − 2νL + dimS − dimA.
(c) XaS is an open dense smooth subset of X
a hence Ka := IC(Xa, E¯a) is well
defined. We have Ka = K|Xa .
(d) We have (φ!K)|Y¯ a = φ
a
! K
a. Moreover, φa! K
a[d0] is a semisimple perverse
sheaf on Y¯ a.
(e) We have (φ!K)ρ|Y¯ a 6= 0 for any ρ ∈ Irr E.
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We prove (a). Sa is non-empty by Lemma 7.3(a). As in the proof of Lemma
7.8(c), the (surjective) map σ : S −→ A is a composition S
σ¯0−→ S
π¯
−→ A. Moreover,
by Lemma 7.3(a) (for NGL ∩ NGP instead of G), the morphism σ¯0 : S −→ S
extends uniquely to a morphism σ¯1 : S¯ −→ S. Since π¯ is finite, the set F := π¯−1(a)
is finite. We have S¯a = σ¯−11 (F ), S
a = σ¯−11 (F ) ∩ S. Since σ¯1 is equivariant for an
action of a torus which acts transitively on S (see the proof of Lemma 7.8(c)) we
see that (a) holds.
We prove (b). We have Xa = {(g, xP ) ∈ G × G0/P ; x−1gx ∈ S¯aUP }. The
second projection makes Xa into a fibration over G0/P with all fibres isomorphic
to S¯aUP hence X
a has pure dimension as indicated. (We use (a).) From φ(X) = Y¯
we deduce φ(Xa) = Y¯ a hence dim Y¯ a ≤ dimXa. Assume that Y¯ a has some
irreducible component of dimension e < dimXa. Then that component contains
an open dense subset U such that dimφ−1(g) = dimXa − e for all g ∈ U . The
fibre product Xa ×Y¯ a X
a contains the fibre product φ−1(U) ×U φ−1(U) hence
it has dimension ≥ dimU + 2(dimXa − e) = 2 dimXa − e. By 7.5(b) we have
dim(Xa×Y¯ aX
a) ≤ 2ν−2νL+dimS−dimA = dimXa. It follows that 2 dimXa−
e ≤ dimXa so that e ≥ dimXa contradicting e < dimXa. This proves (b).
To prove the first assertion of (c) it is enough to show that {(g, x) ∈ G ×
G0; x−1gx ∈ SaUP } is an open dense smooth subset of X
′ = {(g, x) ∈ G ×
G0; x−1gx ∈ S¯aUP }. This follows from (a). Consider the diagram Xa
a′′0←− X ′
b′′0−→
S¯a where a′′0 , b
′′
0 are restrictions of a
′′, b′′ in 5.6(a). We have
a′′0
∗IC(Xa, E¯a) = b′′0
∗IC(S¯a, Ea) = (b′′∗IC(S¯, E))|X′
= (a′′∗IC(X, E¯))|X′ = a
′′
0
∗(IC(X, E¯)|Xa .
(The second equality follows from (b); the third equality follows from 5.6(b).)
Since a′′ is a principal P -bundle it follows that IC(Xa, E¯a) = IC(X, E¯)|Xa and
(c) is proved.
The first assertion of (d) follows immediately from (c). Since φa is proper, to
show that (φ!K)|Y¯ a [d0] is a perverse sheaf, it suffices to prove that:
(f) for any i ≥ 0 we have dim suppHi(φa! K
a) ≤ dim Y¯ a − i
and also the analogous assertion in which Ka is replaced by IC(Xa, (E¯a)∗), which
is entirely similar to (f). As in the proof of Proposition 5.7 it is enough to prove
that for any stratum S1 of NGL ∩NGP contained in S¯ we have
dim{g ∈ Y¯ a; dim(φ−1(g) ∩XS1) ≥
i
2
−
1
2
(dimS − dimS1)} ≤ dim Y¯
a − i.
If this is violated for some i ≥ 0, it would follow that the space of triples
{(g, xP, x′P ) ∈ Y¯ a ×G0/P ×G0/P ; x−1gx ∈ S1UP , x
′−1gx′ ∈ S1UP }
has dimension > dim Y¯ a−(dimS−dimS1). Using 7.5(a) we see that this space of
triples has dimension≤ 2ν−2νL+dimS1−dimA. It follows that 2ν−2νL+dimS′−
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dimA > dim Y¯ a − (dimS − dimS′) hence dim Y¯ a < 2ν − 2νL + dimS − dimA
contradicting (a). This proves that φa! K
a[d0] is a perverse sheaf. It is semisimple
by the decomposition theorem [BBD]. This proves (d).
We prove (e). We first show that E1Ta 6= 0. By the argument in the proof
of Lemma 7.8(c) we see that it is enough to show that H2 dimS−2 dimAc (S
a, E ⊗
E∗) 6= 0. Since Q¯l is a direct summand of E ⊗ E∗ it is enough to show that
H2 dimS−2 dimAc (S
a, Q¯l) 6= 0. This follows from (a).
From Lemma 7.13 we see that the E-module structure defines an injective map
E⊗E1Ta −→ T˜a. Since E1Ta 6= 0, we have (E⊗E1Ta)ρ 6= 0 for any ρ ∈ Irr E, hence
(T˜a)ρ 6= 0. We have T˜a = H2d0c (Y¯
a, φ!K ⊗ φ!K∗) hence
⊕ρ∈Irr Eρ⊗ (T˜a)ρ = ⊕ρ∈Irr Eρ⊗H
2d0
c (Y¯
a, (φ!K)ρ ⊗ φ!K
∗).
Hence for any ρ ∈ Irr E we have (T˜a)ρ = H2d0c (Y¯
a, (φ!K)ρ⊗φ!K∗). Since (T˜a)ρ 6=
0, it follows that (φ!K)ρ|Y¯ a 6= 0. The lemma is proved.
8. Study of local systems on unipotent conjugacy classes
8.1. In this section we fix a connected component D of G such that D contains
some unipotent elements. Let P be a parabolic of G0 with Levi L and let S be an
isolated stratum of L˜ = NGL∩NGP contained in the connected component δ of L˜
with δ ⊂ D. Assume that S contains a unipotent L-conjugacy class c1 (necessarily
unique); then S = δZ0Lc1 and multiplication gives an isomorphism
δZ0L×c1
∼
−→ S.
Let Y¯ be the closure of YL,S in D. Let φ : X −→ Y¯ be as in 3.14. Let A = AL,S.
Then ω ∈ A (see 7.1). We have Y¯ ω = {g ∈ Y¯ ; g unipotent}, Xω = φ−1(Y¯ ω) ⊂ X .
Let φω : Xω −→ Y¯ ω be the restriction of φ : X −→ Y¯ . Let d0 = 2ν − 2νL + dim c1.
We show:
(a) Xω and Y¯ ω are irreducible varieties of dimension d0.
The second projection makes Xω into a fibration over G0/P with all fibres iso-
morphic to c¯1UP . To show that X
ω is irreducible it is enough to notice that c¯1
is irreducible. Since Y¯ ω = φω(Xω), we see that Y¯ ω is irreducible. The statement
about dimension is a special case of Lemma 7.16(b). This proves (a).
Let F1 be an irreducible L-equivariant local system on c1 and let E be the
inverse image of F1 under S −→ c1, g 7→ gu. Then E ∈ S(S). We assume that
(S, E) is a cuspidal pair of L˜.
Let XS, E¯ be as in 5.6. Let K = IC(X, E¯) ∈ D(X), K
∗ = IC(X, E¯∗) ∈ D(X).
Let Kω = K|Xω , K∗ω = K∗|Xω . Define E in terms of L, S, E as in 7.10.
Let ND be the set of all pairs (c,F) where c is a unipotent G0-conjugacy class
inD and F is an irreducible G0-equivariant local system on c (up to isomorphism).
Proposition 8.2. (a) The restriction map EndD(Y¯ )(φ!K) −→ EndD(Y¯ ω)(φ
ω
! K
ω)
is an isomorphism.
(b) For any ρ ∈ Irr E, there is a unique (c,F) ∈ ND such that (φ!K)ρ|Y¯ ω [d0]
is IC(c¯,F)[dimc] regarded as a simple perverse sheaf on Y¯ ω (zero outside c¯).
Moreover, ρ 7→ (c,F) is an injective map γ : Irr E −→ ND.
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(c) The map γ : Irr E −→ ND in (b) depends only on (L, S, E) and not on P .
We prove (a). As in 7.14 we have a decomposition φ!K = ⊕ρ∈Irr Eρ ⊗ (φ!K)ρ
where (φ!K)ρ[dim Y¯ ] are simple perverse sheaves on Y¯ . Restricting to Y¯
ω and
using Lemma 7.16(c) we obtain a decomposition φω! K
ω = ⊕ρ∈Irr Eρ⊗ (φ!K)ρ|Y¯ ω .
Hence the map in (a) factorizes as
EndD(Y¯ )(φ!K) = ⊕ρ∈Irr EEndD(Y¯ )(ρ⊗ (φ!K)ρ)
b
−→ ⊕ρ∈Irr EEndD(Y¯ ω)(ρ⊗ (φ!K)ρ|Y¯ ω)
c
−→ EndD(Y¯ ω)(φ
ω
! K
ω)
where c is injective. We have b = ⊕ρbρ where
bρ : End(ρ)⊗ EndD(Y¯ )((φ!K)ρ) −→ End(ρ)⊗ EndD(Y¯ ω)((φ!K)ρ|Y¯ ω )
is injective. (We use that EndD(Y¯ )((φ!K)ρ) = Q¯l ⊂ EndD(Y¯ ω)((φ!K)ρ|Y¯ ω ), since
(φ!K)ρ|Y¯ ω 6= 0 by Lemma 7.16(e)). Hence b is injective, so that the map in (a) is
injective. It remains to show that
dimEndD(Y¯ ω)(φ
ω
! K
ω) = dimEndD(Y¯ )(φ!K).
We have
dimEndD(Y¯ ω)(φ
ω
! K
ω) = dimH0c (Y¯
ω, φω! K
ω[d0]⊗D(φ
ω
! K
ω[d0]))
= dimH0c (Y¯
ω, φω! K
ω[d0]⊗ φ
ω
! K
∗ω[d0])) = dimH
2d0
c (Y¯
ω, φω! K
ω ⊗ φω! K
∗ω)
= dimH2d0c (Y¯
ω, φ!K ⊗ φ!K
∗) = dim T˜ω =
∑
w∈WS
dimEwTω.
(The first equality follows by the argument in [L8, 7.4] applied to the semisimple
perverse sheaf φω! K
ω[d0] on Y¯
ω, see Lemma 7.16(d). The second equality holds
since φω is proper. The third equality is obvious. The fourth equality follows from
Lemma 7.16(c). The fifth equality holds by definition. The sixth equality follows
from Lemma 7.6 and Lemma 7.11.)
Let w ∈ WS . As in the proof of Lemma 7.8 we have
EwTω = H
2 dimS−2 dimA
c (c1,F1⊗Ad(n
−1
w )
∗F∗1 ) = H
2 dim c1
c (c1,F1⊗Ad(n
−1
w )
∗F∗1 ).
Since c1 is irreducible and F1 is an irreducible local system, this is 1 dimensional
if Ad(n−1w )
∗F1 ∼= F1 (or equivalently, if Ad(n
−1
w )
∗E ∼= E) and is 0, otherwise. We
see that ∑
w∈WS
dimEwTω = |WE | = dimE
(see 7.10). It is then enough to show that dimEndD(Y¯ )(φ!K) = dimE. This follows
from the fact that φ!K = IC(Y¯ , π!E˜) (see Proposition 5.7) and End(IC(Y¯ , π!E˜)) =
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End(π!E˜), by the definition of an intersection cohomology complex. This proves
(a).
From the proof of (a) we see that both b and c are isomorphism. It follows that
the perverse sheaf (φ!K)ρ|Y¯ ω [d0] on Y¯
ω (see Lemma 7.16(d)) is simple and that,
for ρ, ρ′ ∈ Irr E, we have (φ!K)ρ|Y¯ ω [d0] ∼= (φ!K)ρ′ |Y¯ ω [d0] if and only if ρ = ρ
′.
Since the simple perverse sheaf (φ!K)ρ|Y¯ ω [d0] is G
0-equivariant and Y¯ ω is a union
of finitely many unipotent G0-conjugacy classes, we see that (φ!K)ρ|Y¯ ω [d0] must
be as in (b).
In the definition of γ in (b), P enters through the use of φ!K. However φ!K
may be replaced by IC(Y¯ , π!E˜) which does not depend on P . This proves (c). The
proposition is proved.
Lemma 8.3. Let φS : XS −→ Y¯ be the restriction of φ : X −→ Y¯ . Let (c,F) ∈ ND,
2d = d0 − dim c. The following four conditions are equivalent:
(i) (c,F) = γ(ρ) for some ρ ∈ Irr E (notation of Proposition 8.2);
(ii) c ⊂ Y¯ and F is a constituent of the local system (H2dφS! E¯)|c;
(iii) c ⊂ Y¯ and F is a constituent of the local system (H2dφ!K)|c;
(iv) F1 is a constituent of the local system Hdim c−dim c1f!F on c1 where f :
c ∩ c1UP −→ c1 is the restriction of pr1 : L˜UP −→ L˜.
We first show:
(a) the homomorphism (H2dφS! E¯)|c −→ (H
2dφ!K)|c induced by the imbedding
XS ⊂ X is an isomorphism.
It is enough to show that for any g ∈ c, in the natural exact sequence
H2d−1c (φ
−1(g) ∩ (X −XS), K)
f
−→ H2dc (φ
−1(g) ∩XS, E¯) −→ H
2d
c (φ
−1(g), K)
−→ H2dc (φ
−1(g) ∩ (X −XS), K),
(b) f : H2d−1c (φ
−1(g) ∩ (X −XS), K) −→ H
2d
c (φ
−1(g) ∩XS, E¯) is zero, and
(c) H2dc (φ
−1(g) ∩ (X −XS), K) = 0.
The argument is similar to one in Lemma 7.6. For any stratum S′ of L˜ contained
in S¯ let XS′ be as in 5.6. We prove (c). Using the partition
(d) φ−1(g) ∩ (X −XS) = ∪S′ 6=S(φ
−1(g) ∩XS′)
we see that it is enough to show that H2dc (φ
−1(g) ∩XS′ , K) = 0 for any S
′ 6= S.
Using the hypercohomology spectral sequence we see that it is enough to show
that
Hic(φ
−1(g) ∩XS′ ,HjK) 6= 0 =⇒ i+ j < 2d for S′ 6= S.
If this last group is non-zero we would have
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i ≤ 2 dim(φ−1(g) ∩XS′) ≤ 2d− (dimS − dimS′)
(see 4.2(b)) and j < dimX − dimXS′ = dimS − dimS′ (by the definition of K,
since S′ 6= S) hence i+ j < 2d, as desired. This proves (c).
To prove (b) we may assume that k is an algebraic closure of a finite field Fq,
that G has a fixed Fq-structure with Frobenius map F : G −→ G, that P, L, S
(hence X) are defined over Fq , that any stratum S
′ as above is defined over Fq,
that F (g) = g and that we have an isomorphism F ∗E
∼
−→ E which makes E into a
local system of pure weight 0. Then we have natural (Frobenius) endomorphisms
of H2d−1c (φ
−1(g)∩(X−XS), K), H2dc (φ
−1(g)∩XS, E¯) compatible with f . To show
that f = 0, it is enough to show that
(e) H2dc (φ
−1(g) ∩XS, E¯) is pure of weight 2d;
(f) H2d−1c (φ
−1(g) ∩ (X −XS), K) is mixed of weight ≤ 2d− 1.
Now (e) is clear since dim(φ−1(g)∩XS) ≤ d (see 4.2(b)). We prove (f). Using the
partition (d) we see that it is enough to prove:
H2d−1c (φ
−1(g) ∩ (XS′), K) is mixed of weight ≤ 2d− 1 for any S′ 6= S.
Using the hypercohomology spectral sequence we see that it is enough to prove:
if i, j are such that 2d − 1 = i + j then Hic(φ
−1(g) ∩ XS′ ,HjK) is mixed of
weight ≤ 2d− 1 for any S′.
By Gabber’s theorem [BBD, 5.3.2], the local system HjK on XS′ is mixed of
weight ≤ j. Using Deligne’s theorem [BBD, 5.1.14(i)], we deduce that
Hic(φ
−1(g) ∩XS′ ,HjK)
is mixed of weight ≤ i + j = 2d − 1. This proves (a). In particular, conditions
(ii),(iii) are equivalent.
Now (H2dφ!K)|c = (H−dim cφ!K[d0])|c is isomorphic to
⊕ρ′∈Irr Eρ′ ⊗H− dim c(IC(c¯′,F ′)[dim c′])|c
where (c′,F ′) = γ(ρ′). The sum may be restricted to those ρ′ such that c ⊂ c¯′.
If c 6= c′ then H− dim cIC(c¯′,F ′)[dim c′]|c = 0, by the definition of an intersection
cohomology complex, while if c = c′, we have H− dim cIC(c¯′,F ′)[dim c′]|c = F ′.
We see that
(g) (H2dφ!K)|c ∼= ⊕ρ′∈Irr E;γ(ρ′)=(c,F ′)ρ
′ ⊗ F ′.
Hence conditions (i) and (iii) are equivalent.
If (iv) holds then we have automatically c ∩ SUP 6= ∅ hence c ⊂ Y¯ . The
equivalence of (ii),(iv) is a special case of the equality (a) in 8.4 applied to the
diagram V
f2←− V ′
f1−→ c where
V ′ = {(g, xP ) ∈ c×G0/P ; x−1gx ∈ c1UP }, V = P\(c1 ×G
0)
with P acting by p : (y, x) 7→ (π(p)yπ(p)−1, xp−1) where π is pr1 : NGP = L˜UP −→
L˜ and
f2(g, xP ) = P -orbit of (π(x
−1gx), x), f1(g, xP ) = g.
TheG0-actions on V by g′ : (y, x) 7→ (y, g′x), on V ′ by g′ : (g, xP ) 7→ (g′gg′−1, g′xP )
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and on c by g′ : g 7→ g′gg′−1, are compatible with f1, f2 and are transitive on V
and c. We take
d1 = (ν −
1
2 dim c)− (νL −
1
2 dim c1), d2 =
1
2(dim c− dim c1).
Then all fibres of f1 have dimension ≤ d1 and all fibres of f2 have dimension ≤ d2,
see 4.2(a),(b). We set N = d1 + dim c = d2 + dimV . Let E1 = F . Let E2 be the
local system on V whose inverse image under c1 ×G
0 −→ V is F1 ⊗ Q¯l.
8.4. Let H be a connected algebraic group and let H1, H2 be two closed subgroups
of H. Let V ′ be an algebraic variety with action of H. Let f1 : V
′ −→ H/H1,
f2 : V
′ −→ H/H2 be twoH-equivariant maps. Let e1 = dimH/H1, e2 = dimH/H2.
Let N be an integer such that all fibres of f1 have dimension ≤ N − e1 and all
fibres of f2 have dimension ≤ N − e2.
Let E1 be an H-equivariant irreducible local system on H/H1. Let E2 be an
H-equivariant irreducible local system on H/H2. Then A1 = H
2N−2e1f1!(f
∗
2 E2)
is an H-equivariant local system on H/H1 and A2 = H2N−2e2f2!(f∗1 E1) is an
H-equivariant local system on H/H2. We have the following result.
(a) The multiplicity of E1 in A1 is equal to the multiplicity of E2 in A2.
These multiplicities are equal to
dimH2e1c (H/H1,A1 ⊗ E
∗
1 ), dimH
2e2
c (H/H2,A2 ⊗ E
∗
2 )
respectively. It is enough to show
(b) H2e1c (H/H1,A1 ⊗ E
∗
1 )
∼= H2Nc (V
′, f∗1E
∗
1 ⊗ f
∗
2 E2),
(c) H2e2c (H/H2,A2 ⊗ E
∗
2 )
∼= H2Nc (V
′, f∗1E1 ⊗ f
∗
2 E
∗
2 ).
(Indeed, dimH2Nc (V
′, f∗1 E
∗
1 ⊗ f
∗
2 E2) = dimH
2N
c (V
′, f∗1E1 ⊗ f
∗
2 E
∗
2 ) since dimV
′ ≤
N .) We have
H2Nc (V
′, f∗1 E
∗
1 ⊗ f
∗
2 E2) = H
2N
c (H/H1, f1!(f
∗
1 E
∗
1 ⊗ f
∗
2 E2))
= H2Nc (H/H1, E
∗
1 ⊗ f1!f
∗
2 E2) = H
2e1
c (H/H1, E
∗
1 ⊗H
2N−2e1f1!f
∗
2 E2)
where the last equality comes from a spectral sequence argument. This proves (b).
The proof of (c) is entirely similar. This proves (a).
8.5. In this subsection we preserve the setup of 7.4. Let φ′S
′
: X ′S′ −→ Y¯
′ be
the restriction of φ′ : X ′ −→ Y¯ ′. Let φ′′S
′′
: X ′′S′′ −→ Y¯
′′ be the restriction of
φ′′ : X ′′ −→ Y¯ ′′. Assume that S′ = δ
′
Z0L′c
′
1, S
′′ = δ
′′
Z0L′′c
′′
1 where c
′
1 is a unipotent
L′-conjugacy class and c′′1 is a unipotent L
′′-conjugacy class. Assume that E ′ (resp.
E ′′) is the inverse image under S′ −→ c′1 (resp. S
′′ −→ c′′1), g 7→ gu, of an irreducible
L′-equivariant (resp. L′′-equivariant) local system on c′1 (resp. c
′′
1). Assume that
(c,F) ∈ ND satisfies
F is a constituent of the local system (H2d
′
φ′S
′
! E¯
′∗)|c,
F is a constituent of the local system (H2d
′′
φ′′S
′′
! E¯
′′)|c,
where d′ = ν − νL′ −
1
2
dim c+ 1
2
dim c′1, d
′′ = ν − νL′′ −
1
2
dim c+ 1
2
dim c′′1 .
Lemma 8.6. In the setup of 8.5, the triples (L′, S′, E ′∗), (L′′, S′′, E ′′) are conju-
gate under an element of G0.
22 G. LUSZTIG
We have (H2d
′
φ′S
′
! E¯
′∗)|c = ((H2d
′
φ′S
′
! E¯
′)|c)∗ as local systems on c. (Indeed, for
any x ∈ c we have H2d
′
c ((φ
′S′)−1(x), E¯ ′∗) = H2d
′
c ((φ
′S′)−1(x), E¯ ′)∗ since
dim(φ′S
′
)−1(x) ≤ d′.) Hence F ′∗ is a direct summand of (H2d
′
φ′S
′
! E¯
′)|c and Q¯l is
a direct summand of (H2d
′
φ′S
′
! E¯
′ ⊗H2d
′′
φ′′S
′′
! E¯
′′)|c. It follows that
(a) H2 dim cc (c, (H
2d′φ′S
′
! E¯
′ ⊗H2d
′′
φ′′S
′′
! E¯
′′)|c) 6= 0.
Let
ZωS′,S′′ ={(g, x
′P ′, x′′P ′′) ∈ G×G0/P ′ ×G0/P ′′;
g unipotent , x′−1gx′ ∈ S′UP ′ , x
′′−1gx′′ ∈ S′′UP ′′},
a special case of ZaS′,S′′ in 7.4. We have a partition
(b) ZωS′,S′′ = ∪c′Z
c
′
S′,S′′
where c′ runs through the unipotent G0-conjugacy classes in D and
Zc
′
S′,S′′ = {(g, x
′P ′, x′′P ′′) ∈ ZωS′,S′′ ; g ∈ c
′}.
From (a) and the Leray spectral sequence of pr1 : Z
c
S′,S′′ −→ c all of whose fibres
have dimension ≤ d′ + d′′, we deduce
H2d˜0c (Z
c
S′,S′′ , E¯
′
⊠ E¯ ′′) 6= 0
where d˜0 = d
′+ d′′+dim c = 2ν − νL′ − νL′′ +
1
2
(dim c′1+dim c
′′
1). Using this and
the partition (b) where dimZωS′,S′′ ≤ d0 (see 7.5(a)) we deduce
H2d˜0c (Z
ω
S′,S′′ , E¯
′
⊠ E¯ ′′) 6= 0,
see 7.1(b). In other words, Tω (see 7.5) is 6= 0. By the argument in the proof of
Lemma 7.9 we see that there exists a G0-orbit E on G0/P ′ × G0/P ′′ such that
ETω 6= 0. Using Lemma 7.8 and its proof we see that there exists n ∈ G0 such
that (P ′, nP ′′) ∈ E, n−1L′n = L′′, n−1S′n = S′′ hence n−1c′1n = c
′′
1 and
ETω =
H
2 dim c′1
c (c′1, E
′⊗Ad(n−1)∗E ′′). Since this is 6= 0, the restriction of E ′⊗Ad(n−1)∗E ′′
to c′1 contains Q¯l as direct summand. Hence E
′∗|c′
1
∼= Ad(n−1)∗E ′′|c′
1
. Using our
assumptions on E ′, E ′′ we deduce that E ′∗ ∼= Ad(n−1)∗E ′′. The lemma is proved.
8.7. Let N 0D be the set of all pairs (c,F) in ND such that (
DZ0G0c, Q¯l ⊠ F)
is a cuspidal pair for G (see 6.3); here we identify DZ0G0 × c =
DZ0G0c using
multiplication in G.
The following three conditions for (c,F) ∈ ND are equivalent:
(i) (c,F) ∈ N 0D;
(ii) for any proper parabolic P of G0 and any g ∈ c ∩NGP we have
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Hdim c−dimdc (c ∩ gUP ,F) = 0
where d is the P/UP -conjugacy class of the image of g in NGP/UP .
(iii) for any proper parabolic P of G0 and any unipotent P/UP -conjugacy class
d in NGP/UP we have H
dim c−dimdh!F = 0 where h : c ∩ π
−1(d) −→ d is the
restriction of the obvious map π : NGP −→ NGP/UP .
Clearly, if (i) holds then (ii) holds. Assume now that (ii) holds. We show
that (i) holds. Let g ∈ c ∩ NGP, z ∈ DZ0G0 . Let c1 be as in (ii). We must
show that Hdim c−dim c1c (
DZ0G0c ∩ zgUP , Q¯l ⊠ F) = 0. This follows from (ii) since
DZ0G0c∩zgUP = z(c∩gUP ). (We use the fact that gu is unipotent for any u ∈ UP .)
The equivalence of (ii),(iii) is clear.
Lemma 8.8. Let (c,F) ∈ ND. There exists a quadruple (P, L, c1,F1) such that
(i)-(iii) below hold:
(i) P is a parabolic of G0 with Levi L, c1 is a unipotent L-conjugacy class in
L˜ = NGL∩NGP with c1 ⊂ D and F1 is an irreducible L-equivariant local system
on F1;
(ii) (c1,F1) ∈ N 0δ where δ is the connected component of L˜ that contains c1;
(iii) F1 is a constituent of the local system H
dim c−dim c1f!F on c1 where f :
c ∩ c1UP −→ c1 is the restriction of the projection L˜UP −→ L˜.
We can clearly find a quadruple (P, L, c1,F1) so that (i) and (iii) hold. For
example, we can take (P, L, c1,F1) = (G0, G0, c,F). We can further assume
that dimP is minimum possible. We show that in this case, (ii) is automati-
cally satisfied. Assume that (c1,F1) /∈ N
0
δ . Then there exists a parabolic P
′
of G0 strictly contained in P and a unipotent element y ∈ NGP ′/UP ′ such that
Hdim c1−dimdc (c1 ∩ π
′−1(y),F1) 6= 0 where d is the P ′/UP ′-conjugacy class of y in
NGP
′/UP ′ and π
′ : NGP
′ −→ NGP ′/UP ′ is the obvious map. It follows that
Hdim c1−dimdc (c1 ∩ π
′−1(y),Hdimc−dim c1f!F) 6= 0,
(f as in (iii).) Using the Leray spectral sequence for the map f−1(c1 ∩π′−1(y)) =
c ∩ c1UP ∩ π′−1(y) −→ c1 ∩ π′−1(y) (restriction of f) all of whose fibres have
dimension ≤ 1
2
(dim c− dim c1) (see 4.2(a)) we deduce
Hdim c−dimdc (c ∩ c1UP ∩ π
′−1(y),F) 6= 0.
We have a partition c∩π′−1(y) = ∪c2(c∩ c2UP ∩ π
′−1(y)) where c2 runs over the
unipotent L-conjugacy class in δ. Since dim(c∩c2UP ∩π
′−1(y)) ≤ 12 (dim c−dimd)
(see 4.2(a)) we deduce
Hdim c−dimdc (c ∩ π
′−1(y)),F) 6= 0.
(We use repeatedly 7.1(b).) Hence there exists an irreducible constituent F ′1 of the
local system Hdim c−dimdf ′!F on d where f
′ : c∩π′−1(d) −→ d is the restriction of
π′. Using the minimality of dimP we see that dimP ≤ dimP ′. Since P ′ ⊂ P , we
have P ′ = P . This contradiction proves that (ii) holds. The lemma is proved.
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8.9. Let M˜D be the set of all quadruples (P, L, c1,F1) that satisfy conditions
(i),(ii) in 8.8. Let MD be the set of all triples (L, c1,F1) such that (P, L, c1,F1)
for some P .
Now G0 acts by conjugation onMD; let G
0\MD be the set of orbits. By asso-
ciating to (c,F) ∈ ND the triple (L, c1,F1) (part of the quadruple (P, L, c1,F1)
described in Lemma 8.8) we obtain a map
ΦD : ND −→ G
0\MD;
the fact that ΦD is well defined follows from the equivalence of (ii),(iv) in Lemma
8.3 and from Lemma 8.6. For any (L, c1,F1) ∈MD, we have a natural bijection
Irr E↔ Φ−1D (L, c1,F1)
(the restriction of γ in Proposition 8.2(b), where S, E is related to c1,F1 as in 8.1).
9. A restriction theorem
9.1. In this section we extend the results in [L2, §8] to the disconnected case.
Let D be a connected component of G. Let (P, L, c1,F1) ∈ M˜D. Let P ′ be a
parabolic of G0 such that P ⊂ P ′ and P ′ is normalized by some element of D.
Let L′ be the unique Levi of P ′ such that L ⊂ L′. If g ∈ c1 then g normalizes
P and gP ′g−1 is in the G0-orbit of P ′; also both gP ′g−1 and P ′ contain P hence
gP ′g−1 = P ′. By the uniqueness of L′ we have also gL′g−1 = L′. Thus, c1 ⊂ L˜′
where L˜′ = NGL
′∩NGP ′. Let δ be the unique connected component ofNGL∩NGP
that is contained in D. Then c1 ⊂ δ. Let S = δZ0Lc1. Define E ∈ S(S) by
E = Q¯l ⊠ F1. Let D′ be the unique connected component of L˜′ that is contained
in D. Define E in terms of L, S, E , G as in 7.10. Define E′ just like E, but in terms
of L, S, E , L˜′.
Let Y = YL,S ⊂ D (relative to G). Let π : Y˜ = Y˜L,S −→ Y (a principal WS-
bundle) be as in 3.13. Let W ′S = {n ∈ NL′L;nSn
−1 = S}/L (a subgroup of WS)
and let Y˜1 = W ′S\Y˜ . Then π is a composition Y˜
π′
−→ Y˜1
π′′
−→ Y where π′ is the
obvious map and π′′ is induced by π. Let S∗ be as in 3.11 and let ′S∗ be the
analogous set when G is replaced by L˜′. Note that ′S∗ is an open subset of S
containing S∗. We have a commutative diagram with cartesian squares
Y˜
f
←−−−− G0 × Y˜ ′ −−−−→ Y˜ ′ −−−−→ ′Y˜
π′
y (1,q′)
y q′
y ′q
y
Y˜1
f ′
←−−−− G0 × Y ′ −−−−→ Y ′ −−−−→ ′Y
where
′Y˜ = {(h, xL) ∈ L˜′ × L′/L; x−1hx ∈ ′S∗},
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′Y = ∪x∈L′x′S∗x−1,
′q is (h, xL) 7→ h, the analogue of π : Y˜ −→ Y when G is replaced by L˜′, (a
principal W ′S -bundle),
Y˜ ′ = {(h, xL) ∈ L˜′ × L′/L; x−1hx ∈ S∗} (an open dense W ′S-stable subset of
′Y˜ ),
Y ′ =W ′S\Y˜
′ (an open subset of ′Y ),
q′ is the restriction of ′q,
f(g, (h, xL)) = (ghg−1, gxL) (a principal L′-bundle),
f ′ is defined by the commutativity of the left square (a principal L′-bundle),
and the unnamed maps are the obvious ones.
Let E˜ be the local system on Y˜ defined in 5.6; let E˜ ′ be the analogous local
system on ′Y˜ (with G replaced by L˜′). The inverse image of E˜ ′ under G0 × Y˜ ′ −→
Y˜ ′ −→ ′Y˜ equals f∗E˜ hence the inverse image of ′q!E˜ ′ under G0 × Y ′ −→ Y ′ −→ ′Y
equals f ′∗(π′! E˜). Since f
′ is a principal L-bundle, G0×Y ′ −→ Y ′ is a principal G0-
bundle and Y ′ −→ ′Y is an imbedding of an open dense subset, we have canonically
End(′q!E˜
′) = End(f ′∗(π′! E˜)) = End(π
′
! E˜).
Since E′ = End(′q!E˜ ′), we see that
(a) E′ = End(π′! E˜).
It follows that
π′! E˜ = ⊕ρ′∈Irr E′ρ
′ ⊗ (π′! E˜)ρ′
where (π′! E˜)ρ′ are irreducible local systems on Y˜1. (See 7.14.) The obvious algebra
homomorphism End(π′! E˜) −→ End(π
′′
! (π!E)) = End(π!E), that is, E
′ −→ E, maps
the summand E′w (w ∈ W
′
S) of E
′ isomorphically onto the summand Ew (w ∈
W ′S ⊂ WS) of E; hence it is injective. We use this to identify E
′ with a subalgebra
of E.
Recall from 7.14 that π!E˜ = ⊕ρ∈Irr Eρ ⊗ (π!E˜)ρ where (π!E˜)ρ is a local system
on Y . We have
π!E˜ = π
′′
! π
′
! E˜ = ⊕ρ′∈Irr E′ρ
′ ⊗ π′′! (π
′
! E˜)ρ′
hence
π′′! (π
′
! E˜)ρ′) = HomE′(ρ
′, π!E˜) = HomE′(ρ
′,⊕ρ∈Irr Eρ⊗ (π!E˜)ρ).
We see that
(b) π′′! (π
′
! E˜)ρ′) = ⊕ρ∈Irr EHomE′(ρ
′, ρ)⊗ (π!E˜)ρ.
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9.2. Let Y¯ be the closure of Y in D. Let ′Y¯ be the closure of ′Y in D′. Let
φ : X −→ Y¯ be as in 3.14. Let X1 = {(g, xP ′) ∈ G × G0/P ′; x−1gx ∈ ′Y¯ UP ′}.
Then φ factors as X
φ′
−→ X1
φ′′
−→ Y¯ where φ′(g, xP ) = (g, xP ′), φ′′(g, xP ′) = g.
Clearly, φ′, φ′′ are proper, surjective. We have a commutative diagram
Y˜
π′
−−−−→ Y˜1
π′′
−−−−→ Y
j0
y j1
y j2
y
X
φ′
−−−−→ X1
φ′′
−−−−→ Y¯
where j2 is the obvious imbedding (as an open set), j0(g, xL) = (g, xP ) (an isomor-
phism of Y˜ with the open subset φ−1(Y ) of X , see Lemma 5.5) and j1π
′(g, xP ) =
(g, xP ′). Now j1 is an isomorphism onto the open subset φ
′′−1(Y ) of X1. (We
show only that j1 is a bijection Y˜1
∼
−→ φ′′−1(Y ). Since φ′ is surjective and
Y = φ(Y˜ ), Y˜ = φ−1(Y ), we have j1(Y˜1) = φ
′(Y˜ ) = φ′′−1(Y ). To show that
j1 is injective, it is enough to show that, if two points (g, xL), (g
′, x′L) of Y˜
have the same image under φ′ then they are in the same W ′S-orbit. We have
g = g′, x′ = xp′ where p′ ∈ P ′. From Lemma 3.13 we see that x′ = xn−1 for some
n ∈ NG0L, nSn
−1 = S. We have n−1 = p′. Since n normalizes L and P ′, it also
normalizes L′ (by the uniqueness of L′). Since NG0L
′ ∩ P ′ = L′, we have n ∈ L′.
Thus (g, xL), (g′, x′L) are in the sameW ′S-orbit, as required.) Note also that Y˜1 is
smooth (since Y˜ is smooth). We identify Y˜ , Y˜1, Y with open subsets of X,X1, Y¯
via j0, j1, j2. We have a commutative diagram with cartesian squares
X
p1←−−−− X ′′
p2−−−−→ X ′
φ′
y ψ
y ′φ
y
X1
p3←−−−− G0 × UP ′ × ′Y¯
p4−−−−→ ′Y¯
where
X ′ = {(h, x(P ∩ L′)) ∈ L˜′ × L′/(P ∩ L′); x−1hx ∈ S¯(UP ∩ L′)},
X ′′ = {(g1, q, xP ) ∈ G0 ×NGP ′ × P ′/P ; x−1qx ∈ S¯UP },
p1 is (g1, q, xP ) 7→ (g1qg
−1
1 , g1xP ), a principal P
′-bundle,
p2 is (g1, l
′u′, l′1P ) 7→ (l
′, l′1(P ∩ L
′)) with l′ ∈ L˜′, l′1 ∈ L
′, u′ ∈ UP ′ , a principal
G0 × UP ′-bundle,
p3 is (g1, u, h) 7→ (g1hug
−1
1 , g1P
′), a principal P ′-bundle,
p4 is (g1, u, h) 7→ h, a principal G0 × UP ′-bundle,
′φ is (h, x(P ∩ L′)) 7→ h,
ψ is (g1, l
′u′, l′1P ) −→ (g1, u
′, l′), with l′ ∈ L˜′, l′1 ∈ L
′, u′ ∈ UP ′ .
Since p3, p4 are principal bundles with connected group we have p
∗
3IC(X1, p
′
!E˜) =
p∗4IC(
′Y¯ , ′q!E˜ ′). (Both can be identified with IC(G0×UP ′ × ′bY, Q¯l⊠ Q¯l⊠ ′q!E˜ ′).)
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Let K,K∗ ∈ D(X) be as in 5.7. Let K ′ ∈ D(X ′) be the analogous object (with
G replaced by L˜′). From the definitions we have p∗1K = p
∗
2K
′. From the com-
mutative diagram above it then follows that p∗3φ
′
!K = p
∗
4(
′φ!K
′) = p∗4IC(
′Y¯ , ′q!E˜ ′)
(the last equality comes from Proposition 5.7 for L˜′ instead of G) hence p∗3φ
′
!K =
p∗3IC(X1, p
′
!E˜). Since p3 is a principal P
′-bundle we see that
φ′!K = IC(X1, π
′
! E˜).
From this and 9.1(a) we see that End(φ′!K) = E
′ and φ′!K = ⊕ρ′∈Irr E′ρ
′⊗(φ′!K)ρ′
where
(a) (φ′!K)ρ′ = IC(X1, (π
′
! E˜)ρ′).
We now show
(b) φ′′! (φ
′
!K)ρ′ = IC(Y¯ , π
′′
! (π
′
! E˜)ρ′)
for any ρ′ ∈ Irr E′. From (a) we see that φ′′! (φ
′
!K)ρ′ |Y is the local system π
′′
! (π
′
! E˜)ρ′ .
Since φ′′ is proper, (b) is a consequence of (a), of the assertion (c) below and the
analogous assertion with K replaced by K∗:
(c) For any i > 0 we have dim suppHi(φ′′! (φ
′
!K)ρ′) < dim Y¯ − i.
This is checked as follows. We have
suppHi(φ′′! (φ
′
!K)ρ′) ⊂ suppH
i(φ′′! (φ
′
!K)) = suppH
i(φ!K)
hence (c) is a consequence of a statement in the proof of Proposition 5.7. Thus,
(b) is verified. Combining (b) with 9.1(b), we see that for any ρ′ ∈ Irr E′ we have
(d) φ′′! (φ
′
!K)ρ′ = ⊕ρ∈Irr EHomE′(ρ
′, ρ)⊗ (φ!K)ρ.
(Recall from 7.14 that φ!K = ⊕ρ∈Irr Eρ⊗ (φ!K)ρ where (φ!K)ρ = IC(Y¯ , (π!E˜)ρ).)
9.3. Let (c,F) ∈ ND, (c
′,F ′) ∈ ND′ . (In particular, c is a unipotent G
0-
conjugacy class in D and c′ is a unipotent L′-conjugacy class in D′.) Let
d′0 = 2νL′ − 2νL + dim c1, d = ν − νL −
1
2
(dim c− dim c1).
Let ΦD : ND −→ G0\MD be as in 8.9. Let ΦD′ : ND′ −→ L′\MD′ be the
analogous map (with G replaced by L˜′). We assume that ΦD(c,F) is the G0-orbit
of (L, c1,F1) and that (c,F) corresponds to ρ ∈ Irr E (see 8.9). We assume that
ΦD′(c
′,F ′) is the L′-orbit of (L, c1,F1) and that (c′,F ′) corresponds to ρ′ ∈ Irr E′
(see 8.9). Let Xω1 = {(g, xP
′) ∈ X1; g unipotent}. Let
R = {(g, xP ′) ∈ G×G0/P ′; x−1gx ∈ c¯′UP ′} ⊂ X
ω
1 .
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We show:
(a) supp(φ′!K)ρ′ ∩X
ω
1 ⊂ R.
Let (g, xP ′) ∈ supp(φ′!K)ρ′ ∩X
ω
1 . The isomorphism p
∗
3φ
′
!K = p
∗
4(
′φ!K
′) in 9.2 is
compatible with the action of E′. Hence p∗3(φ
′
!K)ρ′ = p
∗
4(
′φ!K
′)ρ′ and
p−13 (supp(φ
′
!K)ρ′) = p
−1
4 (supp(
′φ!K
′)ρ′).
Hence there exists (g1, u, h) ∈ X ′′ such that (g, xP ′) = (g1hug
−1
1 , g1P
′) and h ∈
supp(′φ!K
′)ρ′). Since g is unipotent, hu is unipotent hence h is unipotent. Now
a unipotent element in supp(′φ!K
′)ρ′) must be in c¯
′ since, by Proposition 8.2 (for
L˜′ instead of G),
(b) (′φ!K
′)ρ′ restricted to the unipotent set in D
′ is IC(c¯′,F ′)[dim c′ − d′0]
(extended by zero outside c¯′).
Thus, h ∈ c¯′. We have x = g1p′ for some p′ ∈ P ′ and g = g1hug
−1
1 . Hence
x−1gx = p′hup′−1 ∈ c¯′UP ′ and (g, xP ′) ∈ R. This proves (a).
We have a partition R = ∪c′′Rc′′ where c
′′ runs over the unipotent L′-conjugacy
classes in c¯′ and Rc′′ = {(g, xP ′) ∈ G×G0/P ′; x−1gx ∈ c′′UP ′}. Then R′ := Rc′ is
open in R. Clearly, p−11 (R) = p
−1
2 (c¯
′) = G0×UP ′ × c¯
′ and p−11 (Rc′′) = p
−1
2 (c
′′) =
G0 × UP ′ × c′′.
Let F˜ ′ be the local system on R′ whose inverse image under p1 : G0×UP ′×c′ −→
R′ equals the inverse image of F ′ under p2 : G0 × UP ′ × c′ −→ c′.
Since p1, p2 are principal bundles with connected group it follows that the in-
verse image of IC(R, F˜ ′) under p1 : G0 × UP ′ × c¯′ −→ R equals the inverse image
of IC(c¯′,F ′) under p2 : G
0 × UP ′ × c¯
′ −→ c¯′. It follows that
(c) (φ′!K)ρ′ |Xω1 = IC(R, F˜
′)[dim c′ − d′0] (extended by zero outside R).
(Using p∗1 this is reduced to (b).)
For any subvariety T of X1 we denote by Tφ
′′ : T −→ Y¯ the restriction of
φ′′ : X1 −→ Y¯ to T .
Proposition 9.4. In the setup of 9.3, let d′ = 1
2
(dim c−dim c′), n = ν−νL′ −d′.
The following five numbers coincide:
(i) dimHomE′(ρ
′, ρ);
(ii) the multiplicity of F in the local system L1 = H2d(φ′′! (φ
′
!K)ρ′)|c;
(iii) the multiplicity of F in the local system L2 = H2n(Rφ′′! IC(R, F˜
′))|c;
(iv) the multiplicity of F in the local system
L3 = H2n(R′φ′′! IC(R, F˜
′))|c = H2n(R′φ′′! F˜
′)|c;
(v) the multiplicity of F ′ in the local system H2d
′
(f!F) where f : c′UP ′ ∩c −→ c′
is the restriction of pr1 : L˜
′UP ′ −→ L˜′.
The proof will be given in 9.5-9.7.
9.5. From 8.3(g) we see that, for ρ˜ ∈ Irr E, the multiplicity of F in the local
system (H2d(φ!K)ρ˜)|c is 1 if ρ˜ = ρ and is 0 otherwise. Hence from 9.2(d) it follows
that the numbers (i),(ii) in 9.4 are equal.
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We show that L1 = L2. By 9.3(c) we may replace IC(R, F˜ ′) in L2 by
(φ′!K)ρ′ |Xω1 [− dim c
′ + d′0]
so that L2 = H2d(Rφ′′! ((φ
′
!K)ρ′ |R)|c. (We have 2n = 2d+dim c
′−d′0.) It is enough
to show that (X1−R)φ
′′
! ((φ
′
!K)ρ′ |X1−R)|c = 0. Assume this is not true. Then there
exist (g, xP ′) ∈ X1 − R such that g ∈ c and (g, xP ′) ∈ supp(φ′!K)ρ′ . Since g is
unipotent, this contradicts 9.3(a). We see that the numbers (ii),(iii) in 9.4 are
equal.
9.6. We show that L2 = L3. For any g ∈ c we consider the natural exact sequence
H2d−1c (φ
′′−1(g) ∩ (R −R′), (φ′!K)ρ′)
ξ
−→ H2dc (φ
′′−1(g) ∩R′, (φ′!K)ρ′) −→
H2dc (φ
′′−1(g) ∩R, (φ′!K)ρ′) −→ H
2d
c (φ
′′−1(g) ∩ (R−R′), (φ′!K)ρ′).
It is enough to show that the the middle map is an isomorphism. It is enough to
show that H2dc (φ
′′−1(g)∩ (R−R′), (φ′!K)ρ′) = 0 and that ξ = 0. By 9.3(c) we may
replace (φ′!K)ρ′ |Xω1 by IC(R, F˜
′)[dim c′ − d′0]. We see that it is enough to show
that
(a) H2nc (φ
′′−1(g) ∩ (R−R′), IC(R, F˜ ′)) = 0 and that
(b) H2n−1c (φ
′′−1(g) ∩ (R−R′), IC(R, F˜ ′))
ξ
−→ H2nc (φ
′′−1(g) ∩R′, IC(R, F˜ ′)) is
zero.
From Proposition 4.2(b) we have
(c) dim(φ′′−1(g) ∩Rc′′) ≤ ν − νL′ −
1
2 (dim c− dim c
′′)
for any L′-conjugacy class c′′ in c¯′.
If the cohomology group in (a) is non-zero, then, using the partition
(d) φ′′−1(g) ∩ (R−R′) = ∪c′′ 6=c′(φ′′−1(g) ∩Rc′′)
we see that H2nc (φ
′′−1(g) ∩ Rc′′ , IC(R, F˜ ′)) 6= 0 for some c′′ 6= c′. Hence there
exist i, j such that 2n = i + j and Hic(φ
′′−1(g) ∩ Rc′′ ,H
j(IC(R, F˜ ′))) 6= 0. It
follows that i ≤ 2 dimRc′′ . The local system Hj(IC(R, F˜ ′))|R
c′′
is 6= 0 so that
Rc′′ ⊂ suppHj(IC(R, F˜ ′)) and dimRc′′ ≤ dimR − j. It follows that i + j ≤
2 dimRc′′+dimR−dimRc′′ = dimR+dimRc′′ < 2n (we use (c)) in contradiction
with i+ j = 2n. This proves (a).
To prove (b) we may assume that k is an algebraic closure of a finite field Fq,
thatG has a fixed Fq-structure with Frobenius map F : G −→ G, that P, P ′, L, L′, S
(hence X1, φ
′′) are defined over Fq, that any c
′′ as above is defined over Fq, that
F (g) = g and that we have an isomorphism F ∗F ′
∼
−→ F ′ which makes F ′ into a
local system of pure weight 0. Then we have natural (Frobenius) endomorphisms
of
H2n−1c (φ
′′−1(g) ∩ (R −R′), IC(R, F˜ ′)),
H2nc (φ
′′−1(g) ∩R′, IC(R, F˜ ′)) = H2nc (φ
′′−1(g) ∩R′, F˜ ′)
compatible with ξ. To show that ξ = 0, it is enough to show that
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(e) H2nc (φ
′′−1(g) ∩R′, F˜ ′) is pure of weight 2n;
(f) H2n−1c (φ
′′−1(g) ∩ (R−R′), IC(R, F˜ ′)) is mixed of weight ≤ 2n− 1.
Now (e) is clear since dim(φ′′−1(g) ∩ R′) ≤ n (see (c)). We prove (f). Using the
partition (d) we see that it is enough to prove:
H2n−1c (φ
′′−1(g) ∩Rc′′ , IC(R, F˜
′)) is mixed of weight ≤ 2n− 1 for any c′′ 6= c′.
Using the hypercohomology spectral sequence we see that it is enough to prove:
if i, j are such that 2n − 1 = i + j then Hic(φ
′′−1(g) ∩ Rc′′ ,Hj(IC(R, F˜ ′))) is
mixed of weight ≤ 2n− 1 for any c′′.
By Gabber’s theorem [BBD, 5.3.2], the local system Hj(IC(R, F˜ ′)) is mixed of
weight ≤ j. Using Deligne’s theorem [BBD, 5.1.14(i)], we deduce that
Hic(φ
′′−1(g) ∩Rc′′ ,Hj(IC(R, F˜ ′)))
is mixed of weight ≤ i+j = 2n−1. This proves (b). We have shown that L2 = L3.
It follows that the numbers (iii),(iv) in 9.4 are equal.
9.7. Consider the diagram V
f2←− V ′
f1−→ c where
V ′ = {(g, xP ′) ∈ c×G0/P ′; x−1gx ∈ c′UP ′} = φ′′−1(c) ∩R′,
V = P ′\(c′ ×G0)
with P ′ acting by p′ : (y, x) 7→ (π(p′)yπ(p′)−1, xp′−1), π is pr1 : L˜′UP ′ −→ L˜′,
f2(g, xP
′) = P ′-orbit of (π(x−1gx), x), f1(g, xP
′) = g.
The G0-actions on V by g′ : (y, x) 7→ (y, g′x), on V ′ by g′ : (g, xP ′) 7→
(g′gg′−1, g′xP ′) and on c by g′ : g 7→ g′gg′−1, are compatible with f1, f2 and
are transitive on V and c.
Then all fibres of f1 have dimension ≤ n and all fibres of f2 have dimension
≤ d′, see 4.2(a),(b). We set N = n + dim c = d′ + dimV . We apply 8.4(a) with
E1 = F and with E2 the local system on V whose inverse image under c′×G0 −→ V
is F ′ ⊗ Q¯l. We see that the numbers (iv),(v) in 9.4 are equal. This completes the
proof of Proposition 9.4.
9.8. In the setup of 9.3, we now drop the assumption that
(a) ΦD(c,F) is the G0-orbit of (L, c1,F1)
and replace it by the assumption that the multiplicity in 9.4(v) is non-zero. We
show that in this case (a) automatically holds.
Our assumption implies that f!F in 9.4(v) is non-zero. In particular, c
′UP ′∩c 6=
∅ hence ′Y¯ UP ′ ∩ c 6= ∅. We have ′Y¯ UP ′ ⊂ Y¯ hence Y¯ ∩ c 6= ∅ and c ⊂ Y¯ . Then
the arguments in 9.5-9.7 still show that the multiplicities in 9.4(ii),(iii),(iv),(v) are
equal and in particular, they are all non-zero. It follows that the multiplicity of
F in the local system H2d(φ′′! (φ
′
!K))|c = H
2d(φ!K)|c is non-zero. We now use the
equivalence of (i) and (iii) in Lemma 8.3; our assertion follows.
10. Preparatory results
The following result is a generalization of known results from the connected
case to the disconnected case. Thus, (a)-(c) generalizes [L2, 2.9], (d) generalizes
[HS, Prop.3] and (e) generalizes [L2, 9.3].
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Lemma 10.1. Let P be a parabolic of G0 with Levi L. Let g ∈ L˜ = NGL∩NGP .
Let 〈g〉 be the G0-conjugacy class of g. Let 〈g〉L be the L-conjugacy class of g. Let
F = {vgv−1; v ∈ UP }. Let V = ZG(g)0/(ZG(g)0 ∩ P ). Then:
(a) F is an irreducible component of 〈g〉∩gUP of dimension
1
2 (dim〈g〉−dim〈g〉L);
(b) dimV = (ν − 12 dim〈g〉)− (νL −
1
2 dim〈g〉L);
(c) ZG(g)
0 ∩ P = ZP (g)0;
(d) ZUP (g) is connected;
(e) if P 6= G0 and g is unipotent then (ν − 12 dim〈g〉) − (νL −
1
2 dim〈g〉L) =
dimZUP (g) > 0.
We prove (a). From the semidirect product decomposition P = LUP we obtain
a semidirect product decomposition ZP (g) = ZL(g)ZUP (g). Hence
dimZP (g) = dimZL(g) + dimZUP (g).
Exactly the same argument shows that, if P ′ is the unique parabolic of G0 with
Levi L such that P ∩ P ′ = L, then dimZP ′(g) = dimZL(g) + dimZUP ′ (g). (By
the uniqueness of P ′ we have g ∈ NGP ′.) Consider the map
ZP (g)
0 × ZP ′(g)
0 −→ ZG(g)
0, (g1, g2) 7→ g1g2.
The pairs (g1, g2), (g
′
1, g
′
2) are mapped to the same element in ZG(g)
0 if and only
if g′1 = g1g0, g
′
2 = g
−1
0 g
′
1 where g0 ∈ ZP (g)
0 ∩ ZP ′(g)0. Note also that
ZL(g)
0 ⊂ ZP (g)
0 ∩ ZP ′(g)
0 ⊂ ZL(g).
It follows that
dimZG(g)
0 = dimZP (g)
0 + dimZP ′(g)
0 − dim(ZP (g)
0 ∩ ZP ′(g)
0) + δ, (δ ≥ 0)
hence
dimZ0G(g) = dimZP (g)
0 + dimZP ′(g)
0 − dimZL(g)
0 + δ
= dimZUP (g) + dimZUP ′ (g) + dimZL(g)
0 + δ.(f)
Introducing here dimZUP (g) = dimUP − dimF and the analogous equality
dimZUP ′ (g) = dimUP ′ − dimF
′ where F ′ = {v′gv′−1; v′ ∈ UP ′}, we obtain
dimZ0G(g) = dimUP + dimUP ′ + dimZL(g)
0 − dimF − dimF ′ + δ
hence
(g) dimF + dimF ′ = dim〈g〉 − dim〈g〉L + δ.
Now F is contained in 〈g〉∩gUP and is closed in gUP (it is an orbit of a unipotent
group action on an affine variety). By 4.2(a), any irreducible component of 〈g〉 ∩
gUP has dimension ≤
1
2 (dim〈g〉 − dim〈g〉L). Hence dimF ≤
1
2 (dim〈g〉 − dim〈g〉L)
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and similarly dimF ′ ≤ 12 (dim〈g〉 − dim〈g〉L). Comparing with (g) we see that
δ = 0 and that F (resp. F ′) is an irreducible component of 〈g〉 ∩ gUP (resp. of
〈g〉 ∩ gUP ′) of dimension
1
2 (dim〈g〉 − dim〈g〉L).
We prove (b). From the proof of (a) we see that dimZG(g) = dimZP (g) +
dimZUP ′ (g) hence dimV = dimZUP ′ (g). On the other hand we have
(ν −
1
2
dim〈g〉)− (νL −
1
2
dim〈g〉L)
=
1
2
(dimZG(g)− dimZL(g)) =
1
2
(dimZUP (g) + dimZUP ′ (g)).(g)
(We have used (f) and the equality δ = 0.) Hence to prove (b) it is enough to
prove the equality
(h) dimZUP (g) = dimZUP ′ (g).
This follows from the equality dimF = dimF ′ in the proof of (a) and from the
equality dimUP = dimUP ′ .
We prove (c). Let H = ZG(g) and let T = (ZL ∩ H)0. Then T is a torus
contained in H0 hence ZH0(T ) is connected. By 1.10(a) we have L = ZG0(T ).
It follows that L ∩ H0 = ZH0(T ) is connected hence L ∩ H
0 ⊂ ZL(g)0. The
group ZG(g)
0 ∩P contains ZP (g)
0 as a subgroup of finite index. Let g0 be a fixed
element of ZG(g)
0 ∩ P . From the proof of (a) we have δ = 0 hence the set A of
all products g1g2 with g1 ∈ ZP (g)0, g2 ∈ ZP ′(g)0 is constructible dense in ZG(g)0.
Hence g0A is again constructible dense in ZG(g)
0 so that it must meet A. Thus
g0g1g2 = g
′
1g
′
2 for some g1, g
′
1 ∈ ZP (g)
0, g2, g
′
2 ∈ ZP ′(g)
0. Set g˜0 = g
′
1
−1g0g1. Then
g˜0 ∈ ZP (g)∩ZP ′(g)∩H0 hence g˜0 ∈ L∩H0 ⊂ ZL(g)0 ⊂ ZP (g)0. Thus, g′1
−1g0g1 ⊂
ZP (g)
0. Since g1, g
′
1 ∈ ZP (g)
0 it follows that g0 ∈ ZP (g)0. Since g0 ∈ ZG(g)0 ∩ P
was arbitrary we see that ZG(g)
0∩P ⊂ ZP (g)0 hence ZG(g)0∩P = ZP (g)0. This
proves (c).
We prove (d). Let T be a maximal torus of ZL(g)
0. By the first line in 1.4,
the (projective) variety of Borel subgroups of G0 that are normalized by g is non-
empty. Now T acts by conjugation on this variety. Since T is a torus this action
must have a fixed point. Thus there exists a Borel B of G0 such that g ∈ NGB, T ⊂
B. Since (ZL∩ZG(g))0 ⊂ T , we have ZG0(T ) ⊂ ZG0((ZL∩ZG(g))
0) = L (the last
equality follows from 1.10). From ZG0(T ) ⊂ L we see that T is also a maximal
torus of ZG(g)
0. Hence T is a maximal torus of ZB(g)
0. Let R be a connected
component of ZB(g). If x ∈ R then x normalizes ZB(g)0 hence xTx−1 is a maximal
torus of ZB(g)
0 hence xTx−1 = x0Tx
−1
0 for some x0 ∈ ZB(g)
0. Then x−10 x ∈ R
and x−10 x normalizes T . Since T is a torus in the connected solvable group B, any
element of B that normalizes T must centralize T . Thus x−10 x ∈ ZG0(T ) ⊂ L. We
see that any connected component of ZB(g) meets L. From the semidirect product
decomposition B = (B ∩ L)UP we obtain a semidirect product decomposition
ZB(g) = ZB∩L(g)ZUP (g). It follows that ZB(g)
0 = ZB∩L(g)
0ZUP (g)
0.
Let y ∈ ZUP (g). Since the connected component of ZB(g) containing y meets
L we have y′y = y′′ for some y′ ∈ ZB(g)0 and y′′ ∈ L hence y′′ ∈ ZB∩L(g). We
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can write y′ = y′1y
′
2 where y
′
1 ∈ ZB∩L(g)
0, y′2 ∈ ZUP (g)
0. Hence y′1y
′
2y = y
′′
and y′2y = y
′
1
−1y′′ ∈ UP ∩ L = {1}. Thus y = y′2
−1 ∈ ZUP (g)
0. We see that
ZUP (g) ⊂ ZUP (g)
0 hence ZUP (g) = ZUP (g)
0. This proves (d).
We prove (e). By assumption we have dimUP > 0. If k has characteristic p > 1
then Ad(g) : UP −→ UP has order a power of p. We can find a finite subgroup U ′
of UP of order p
n where n > 0 such that Ad(g)(U ′) = U ′ (for example we can
take U ′ to be the group of rational points of UP over a suitable finite field). Since
the cardinal of any orbit of Ad(g) : U ′ −→ U ′ is 1 or a multiple of p it follows that
the number of fixed points of Ad(g) : U ′ −→ U ′ is divisible by p. Being 6= 0, it is
> 1. Thus ZUP (g) has at least 2 elements. Being connected (see (d)) it must have
dimension > 0. Assume now that k has characteristic 0. Let U ′ be the centre
of UP . Then dimU
′ > 0 and under an isomorphism U ′ ∼= kn, Ad(g) : U ′ −→ U ′
becomes a unipotent automorphism of kn, n > 0 hence it has a fixed point set of
dimension > 0. Thus the inequality in (e) holds. The equality in (e) follows from
(g) and (h).
The following result is a generalization of [L2, 2.8] to the disconnected case.
Proposition 10.2. Let (C, E) be a cuspidal pair for G with E 6= 0. Let g ∈ C.
Then ZG(g)
0/(ZG0 ∩ ZG(g))
0 is a unipotent group.
Let T be a maximal torus of ZG(g)
0. Let L = ZG0(T ). We can find χ ∈
Hom(k∗, G0) such that χ(k∗) ⊂ T and ZG0(χ(k)
∗) = L. Let P = Pχ (a parabolic
of G0 with Levi L, see 1.16). Now g normalizes P since it centralizes χ(k∗).
Similarly, g normalizes L. We shall use notation in Lemma 10.1. In particular, F
is defined. Clearly, F ⊂ C and E|F is a non-zero, UP -equivariant local system (for
the conjugation action of UP ). Since this action is transitive and the isotropy group
of g is ZUP (g) which is connected by Lemma 10.1(d), we see that E|F
∼= Q¯ml for
some m > 0. Hence H2ec (F, E) 6= 0 where e = dimF =
1
2
(dim〈g〉 − dim〈g〉L). (See
Lemma 10.1(a).) Now there are only finitely many G0-conjugacy classes c1, . . . , ct
that meet gUP and are contained in C (the semisimple part of an element in ci
must be in the G0-conjugacy class of gs). These conjugacy classes have the same
dimension, and one of them is 〈g〉. Hence, by Lemma 4.2(a), we have
dim(ci ∩ gUP ) ≤
1
2
(dim〈g〉 − dim〈g〉L) = e.
Hence dim(C ∩ gUP ) ≤ e. Since F is a closed irreducible subvariety of C ∩ gUP
of dimension e it follows that H2ec (C ∩ gUP ) contains a subspace isomorphic to
H2ec (F, E) 6= 0 hence H
2e
c (C ∩ gUP ) 6= 0. Since (C, E) is a cuspidal pair, it follows
that P = G0 hence L = G0. Since L = ZG0(T ), it follows that T ⊂ ZG0 hence
T ⊂ (ZG0 ∩ZG(g))
0. It follows that ZG(g)
0/(ZG0 ∩ZG(g))
0 is a unipotent group.
The following result extends to the disconnected case results in [LS1], [L2, §7].
Lemma 10.3. Let P be a parabolic of G0 with Levi L and let c1 be a unipotent
L-conjugacy class in NGL ∩NGP . Let φ : Xω −→ Y¯ ω be as in 8.1.
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(a) Let c be the unique unipotent G0-conjugacy class in G such that c1UP ∩ c
is dense in c1UP . Then c is the unique unipotent G
0-conjugacy class in G which
is open dense in Y¯ ω.
(b) G0 acts transitively on φ−1(c).
(c) P acts transitively on c¯1UP ∩ c.
(d) We have c¯1UP ∩ c = c1UP ∩ c.
(e) Let g ∈ c1UP ∩ c. Define g¯ ∈ NGL ∩ NGP by g¯UP = gUP . The natural
map γ : ZP (g)/Z
0
P (g) −→ ZG0(g)/ZG(g)
0 is injective and the natural map γ′ :
ZP (g)/Z
0
P (g) −→ ZL(g¯)/ZL(g¯)
0 is surjective.
We prove (a). As Y¯ ω is the union of the G0-conjugates of c¯1UP which is
contained in the closure of c, we see that Y¯ ω is contained in the closure of c. Since
c1UP ⊂ Y¯ ω and c1UP ∩ c 6= ∅ we see that Y¯ ω contains some point of c hence it
contains c. Thus the closure of c is equal to Y¯ ω. Hence c is open dense in Y¯ ω.
The uniqueness of such c follows from the irreducibility of Y¯ ω (see 8.1(a)).
We prove (b). Clearly, φ : Xω −→ Y¯ ω is surjective and by 8.1(a), Xω, Y¯ ω are
irreducible of the same dimension. Hence all fibres of φ : φ−1(c) −→ c are finite.
Now φ maps any G0-orbit in φ−1(c) onto c since G0 is transitive on c; hence
any G0-orbit on φ−1(c) must have dimension equal to dim c = dim Y¯ ω = dimXω
hence it is dense in Xω. It follows that any two G0-orbits on φ−1(c) must have
non-empty intersection, so that there is only one orbit on φ−1(c) and (b) is proved.
We prove (c). Let g, g′ be two elements of c¯1UP ∩ c. Then g′ = x−1gx for some
x ∈ G0. Since g′ ∈ c¯1UP it follows that (g, xP ) ∈ φ−1(c). By (b), (g, xP ) must
be in the same G0-orbit as (g, P ) ∈ φ−1(c). Hence there exists y ∈ G0 such that
y−1gy = g, yP = xP . Then y = xz, z ∈ P and g = z−1x−1gxz = z−1g′z. Thus
g, g′ are conjugate under z ∈ P and (c) is proved.
We prove (d). Let g ∈ c¯1UP ∩ c, g′ ∈ c1UP ∩ c. By (c), g is P -conjugate to g′.
Since c1UP ∩ c is stable under P -conjugacy, it follows that g ∈ c1UP ∩ c. Thus,
c¯1UP ∩ c ⊂ c1UP ∩ c. The reverse inclusion is obvious and (d) is proved.
We prove (e). Since dimφ−1(c) = dim c, the isotropy group of g in G0 has the
same dimension as the isotropy group of (g, P ) in G0. Thus ZG0(g) has the same
dimension as its subgroup ZP (g). It follows that ZG(g)
0 = ZP (g)
0. Hence γ is
injective. We show that γ′ is surjective. By (a), gUP ∩ c is open in gUP . Being
non-empty, it is dense in gUP . Hence gUP ∩ c is irreducible. From (c) we see that
ZL(g¯)UP acts transitively by conjugation on gUP ∩ c. Since gUP ∩ c is irreducible
it follows that ZL(g¯)
0UP must also act transitively on gUP ∩ c. Hence for any
element z ∈ ZL(g¯) there exist z1 ∈ ZL(g¯), v ∈ UP such that zgz−1 = z1vgv−1z
−1
1
so that v−1z−11 z ∈ ZP (g). Under γ
′, the coset of v−1z−11 z is mapped to the coset
of z−1z which is the same as the coset of z. Thus, γ′ is surjective. The lemma is
proved.
11. The structure of the algebra E
11.1. In this section we generalize results in [L2, §9] to the disconnected case.
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Let D be a connected component of G. Let (P, L, c1,F1) ∈ M˜D. Let δ be the
unique connected component of L˜ = NGL ∩ NGP that is contained in D. Then
c1 ⊂ δ. Let S = δZ0Lc1. Define E ∈ S(S) by E = Q¯l ⊠ F1. Let WS be as in 3.13.
Define E in terms of L, S, E , G as in 7.10. Let Y¯ be the closure of YL,S in D. Let
φ : X −→ Y¯ be as in 3.14. Let XS, E¯ be as in 5.6. Let K ∈ D(X) be as in 5.7. Let
c be the unipotent G0-conjugacy class in D such that c ∩ c1UP is open dense in
c1UP (see Lemma 10.3). Let cˆ be the (unipotent) G
0-conjugacy class in D such
that c1 ⊂ cˆ.
Lemma 11.2. (a) We have H2d(φ!K)|cˆ 6= 0 where d = ν−νL−
1
2
(dim cˆ−dim c1).
(b) We have H0(φ!K)|c 6= 0 and 0 = ν − νL −
1
2(dim c− dim c1).
(c) If P 6= G0 then c 6= cˆ.
(d) If P 6= G0 then dimE ≥ 2.
We prove (a). Let e > 0 be the rank of E . Using the equivalence of (ii),(iii)
in Lemma 8.3 we see that it is enough to show that H2dc (φ
−1(g) ∩ XS, E¯) 6= 0
where g ∈ c1. Note that dim(φ−1(g)∩XS) ≤ d by 4.2(b). The irreducible variety
V = Z0G(g)/(ZG(g)
0 ∩ P ) is contained in φ−1(g) ∩XS by i : x 7→ (g, xP ) and has
dimension d (see Lemma 10.1(b)). Hence it is enough to show that E¯ |V ∼= Q¯el .
Consider the commutative diagram
Z0G(g)
iˆ
−−−−→ XˆS
f
−−−−→ c1
j
y a′
y
V
i
−−−−→ XS
where XˆS = {(g
′, x) ∈ G×G0; x−1gx ∈ SUP }, iˆ(x) = (g, x), j(x) = x(Z
0
G(g)∩P ),
a′(g′, x) = (g′, xP ), f(g′, x) = c1-component of x
−1gx ∈ δZ0Lc1UP . By definition
we have a′∗E¯ = f∗F1. Since f iˆ maps Z0G(g) to a point, the local system iˆ
∗f∗E =
j∗i∗E¯ on Z0G(g) is isomorphic to Q¯
e
l . Since j is a principal bundle with connected
group Z0G(g) ∩ P (see Lemma 10.1(c)) it follows that i
∗E¯ ∼= Q¯el . This proves (a).
We prove (b). Let g ∈ c ∩ c1UP . To prove the first assertion of (b) it is
enough to show that H0c (φ
−1(g) ∩ XS, E¯) 6= 0. We have (g, P ) ∈ φ−1(c). Since
g ∈ c1UP , we have (g, P ) ∈ XS . Since G0 acts transitively on φ−1(c) (see Lemma
10.3(b)) we see that the G0-orbit of (g, P ), that is φ−1(c), is contained in XS. In
particular, φ−1(g) ⊂ XS. To show that H0c (φ
−1(g) ∩ XS, E¯) 6= 0 it is enough to
show that φ−1(g) is a finite set. Since G0 acts transitively on φ−1(c), we have
a bijection φ−1(g) ∼= ZG0(g)/ZP (g). By the proof of Lemma 10.3(e), the groups
ZG0(g), ZP (g) have the same identity component. Hence ZG0(g)/ZP (g) is finite.
This proves the first assertion of (b).
From Lemma 10.3(a) we see that dim c = dim Y¯ ω. By 8.1(a) we have dim Y¯ ω =
2ν − 2νL + dim c1. Hence the equality in (b) holds.
We prove (c). By Lemma 10.1(e) we have ν − νL −
1
2
(dim cˆ − dim c1) > 0.
Combining this with the equality in (b) we see that dim cˆ < dim c. Hence c 6= cˆ.
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We prove (d). Using (a),(b) and Lemma 8.3 we see that there exist irreducible
G0-equivariant local systems F1 on cˆ and F2 on c and ρ1, ρ2 ∈ Irr E such that
(cˆ,F1) = γ(ρ1), (c,F2) = γ(ρ2) (where γ as in Lemma 8.2). Since cˆ 6= c (see (c))
we have γ(ρ1) 6= γ(ρ2). Since γ is injective, we have ρ1 6= ρ2. Thus Irr E has at
least two elements. Hence dimE ≥ 2.
Lemma 11.3. The conjugation action of WS on δZ0L/
DZ0G is faithful.
Let n ∈ G0 be such that nLn−1 = L, nSn−1 = S and nxn−1 ∈ DZ0Gx for any
x ∈ δZ0L. We must show that n ∈ L. Let L = Hom(k
∗, δZ0L), a free abelian
group of finite rank and let n¯ : L −→ L be the endomorphism induced by Ad(n) :
δZ0L −→
δZ0L. This endomorphism has finite order since WS is a finite group.
By our assumption, the endomorphism τ : δZ0L −→
δZ0L, x 7→ nxn
−1x−1 satisfies
τ2(x) = 1 for all x. Hence (n¯ − 1)2 = 0. Since n¯ has finite order it follows
that n¯ = 1 hence τ(x) = x that is, nxn−1 = x for all x ∈ δZ0L. We see that
n ∈ ZG0(
δZ0L) = L (see 1.10(a)). The lemma is proved.
11.4. We can find a unipotent element u ∈ δ such that u is quasi-semisimple
in L˜. Then we can find a Borel B1 of L and a maximal torus T of B1 such
that uB1u
−1 = B1, uTu
−1 = T . Let B = B1UP , a Borel of G
0 contained in P .
According to 1.8, Ad(u) preserves some e´pinglage of G0 attached to (B, T ). Using
1.7(b), we see that Z0ZL(u)0 =
δZ0L,Z
0
ZG(u)0
= DZ0G hence
(a) Z0ZL(u)0/Z
0
ZG(u)0
= δZ0L/
DZ0G.
We will use the terminology ”D-parabolic” instead of ”parabolic normalized by
some element of D”.
Lemma 11.5. Assume that P 6= G0 and that there is no D-parabolic P ′ of G0
such that P ⊂ P ′, P ′ 6= G0, P ′ 6= P .
(a) We have WS =WE and |WS | = dimE = 2.
(b) Let Q be a parabolic of G0 with Levi L such that Q is normalized by some
(or equivalently, any) element g ∈ δ. Then either Q = P or Q = Q˜, the unique
parabolic of G0 with Levi L, opposed to P .
(c) Let Q′ = nPn−1 where n ∈ NG0L represents the non-trivial element of WS.
Then Q′ = Q˜.
We prove (a). Using 7.10 and Lemma 11.2(d) we have 2 ≤ dimE = |WE | ≤
|WS |. It is enough to show that |WS | ≤ 2. Let u be as in 11.4. Then ZP (u)0
is a maximal parabolic of ZG(g)
0. (From 1.7(c) we see that ZP (u)
0 is a proper
parabolic of ZG(u)
0 with Levi ZL(u)
0. If it is not maximal then from 1.7(c) we
see that there exists a parabolic P ′ of G0 such that P ′ 6= G0, P ⊂ P ′, P ′ 6= P and
uP ′u−1 = P ′, contradicting our assumption.) It follows that Z0ZL(u)0/Z
0
ZG(u)0
is
1-dimensional. Using this and 11.4(a) we obtain
(d) dim(δZ0L/
DZ0G) = 1.
Since the automorphism group of a 1-dimensional torus has order 2 and WS acts
faithfully on the torus in (c), by Lemma 11.3, it follows that |WS| ≤ 2. This proves
(a).
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We prove (b). We have g = ⊕µ∈X gµ where X := Hom(δZ0L/
DZ0G,k
∗) and
gµ denotes a weight space of the adjoint action of
δZ0L/
DZ0G. If µ is the trivial
character, we have gµ = Lie L (see 1.10(a)). We show:
(e) there exists χ ∈ Hom(k∗, G0) such that χ(k∗) ⊂ δZ0L and Pχ = Q (see 1.16).
(A variant of 1.17(a).) First we can find χ′ ∈ Hom(k∗, G0) such that χ′(k∗) ⊂ Z0L
and Pχ′ = Q. We can find n ≥ 1 such that g
n is in the identity component of
NGQ ∩ NGL, that is gn ∈ L. Define f : Z0L −→ Z
0
L by f(z) = gzg
−1. We have
fn = 1. Define χj : k
∗ −→ G0 by χj(a) = f j(χ(a)) for j ∈ [0, n − 1]. Define
χ ∈ Hom(k∗, G0) by χ(a) = χ0(a)c1(a) . . . cn−1(a). Then f(χ(a)) = χ(a) hence
χ(a) ∈ ZG(g) for all a ∈ k∗. We see that χ(k∗) ⊂ δZ0L. Since χj(a) = g
jχ′(a)g−j,
we have Pχj = g
jPχ′g
−j = gjQg−j = Q. Hence the k∗-action a 7→ Ad(χj(a))
has ≥ 0 weights on Lie Q and < 0 weights on g/Lie Q. Since these actions (for
j = 0, 1, . . . , n − 1) commute with each other, it follows that the k∗-action a 7→
Ad(χ(a)) = Ad(χ0(a))Ad(c1(a)) . . .Ad(cn−1(a)) has ≥ 0 weights on Lie Q and
< 0 weights on g/Lie Q. Hence Pχ = Q and (e) is proved.
Let χ be as in (e). Then χ induces a homomorphism of 1-dimensional tori
k∗ −→ δZ0L/
DZ0G which must be either constant or surjective; it is not constant
since χ(k∗) acts non-trivially on g, hence it is surjective. It follows that any weight
space of Ad(χ(k∗)) on g coincides with one of the weight spaces gµ. In particular,
Lie Q = ⊕µ∈X ′gµ where X
′ is the subset of X which under an isomorphism Z
∼
−→
X ′ corresponds to {0, 1, 2, . . .} or to {0,−1,−2, . . .}. We see that there are only
two possibilities for Q. This proves (b).
Applying (b) to Q = Q′, we see that Q′ must be either P or Q˜. Since Q′ 6= P
we must have Q′ = Q˜. The lemma is proved.
11.6. The D-parabolics of G0 that contain strictly P and are minimal with this
property, form a finite set {Pr; r ∈ I}. For each r ∈ I let Lr be the unique
Levi of Pr such that L ⊂ Lr; let cr be the unipotent Lr-conjugacy class in L˜r =
NGLr∩NGPr such that cr∩c1UP∩Lr is open dense in c1UP∩Lr (see Lemma 10.3);
let cˆr be the (unipotent) Lr-conjugacy class in L˜r such that c1 ⊂ cˆr. By Lemma
11.5(a) applied to L˜r instead of G, we see that {n ∈ NLrL;nSn
−1 = S}/L has
order 2; let sr be the unique non-trivial element of this group.
Proposition 11.7. Let NG0δ = {x ∈ G
0; xδx−1 = δ}, a subgroup of NG0L.
(a) The inclusions WE ⊂ WS ⊂ NG0δ/L are equalities.
(b) NG0δ/L is a Coxeter group with simple reflections {sr; r ∈ I}.
Since sr ∈ WE (by Lemma 11.5 for L˜r instead of G), the subgroup of NG0δ/L
generated by {sr; r ∈ I} is contained in WE . Thus, (a) is a consequence of (b). It
remains to prove (b).
Let u,B1, B, T be as in 11.4. Let {P i; i ∈ I} be the parabolic subgroups
of G0 that contain B and are minimal with this property. Let W = NG0T/T .
For i ∈ I let si be the unique non-trivial element in the image of the inclusion
NP iT/T −→ W . Then W is a Coxeter group with simple reflections {s
i; i ∈ I}.
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Let F :W −→ W be the automorphism induced by Ad(u) : NG0T −→ NG0T . There
is a unique bijection F : I −→ I such that F (si) = sF (i) for i ∈ I or equivalently,
uP iu−1 = PF (i). For any subset J of I let P J be the subgroup of G0 generated
by {P i; i ∈ J} and let WJ be the subgroup of W generated by {si; i ∈ J}. The
condition that P J is a D-parabolic is equivalent to the condition that F (J) = J .
Hence the parabolics {Pr; r ∈ I} are precisely the parabolics P J where J is an
F -orbit on I −K where K ⊂ I is defined by P = PK (we have F (K) = K). Thus
we may identify I with the set of F -orbits on I−K so that Pr = P r for any r ∈ I.
We may identify canonically NG0L/L with NW (WK)/WK and NG0δ/L with the
fixed point set (NW (WK)/WK)
F of F : NW (WK)/WK −→ NW (WK)/WK . Now sr
is a non-trivial element in the fixed point set of F on NWK∪r(WK)/WK . Applying
Lemma 11.5(b) to L˜r instead of G we see that sr is the WK -coset of the longest
element of WK∩r (which must in our case normalize WK). We can now apply [L6,
5.9(i)]; we see that (b) holds. (Note that [L6, 5.9] has an additional assumption,
namely that for any F -stable subset J of I that contains K, the longest element of
WJ normalizes WK . However in the proof of [L6, 5.9(i)] that assumption is only
used for J = K ∪ r, r as above.) The proposition is proved.
Lemma 11.8. (a) The local system H0(φ!K)|c is irreducible. Hence there is a
unique ρ ∈ Irr E such that H0(φ!K)|c = H0(φ!K)ρ|c.
(b) We have dim ρ = 1.
For r ∈ I let Er be the algebra defined like E (for L˜r instead of G). We have
naturally Er ⊂ E and dimEr = 2 (see Lemma 11.5(a)). We have Er = E1 ⊕ Esr
(notation of 7.10). Let Dr be the unique connected component of L˜r that is
contained in D. Using Lemma 11.2 for L˜r instead of G we see that Φ
−1
Dr
(L, c1,F1)
consists of two elements; one is of the form (cr, ?), the other of the form (cˆr, ?).
They correspond (as in 8.9 for L˜r instead of G) to ρr, ρˆr (respectively) in Irr E
r.
We have Irr Er = {ρr, ρˆr}.
By Lemma 11.2(b), we have H0(φ!K)c 6= 0. Hence we can find ρ ∈ Irr E such
that H0(φ!K)ρ|c 6= 0.
If HomEr(ρˆr, ρ) 6= 0, then from the equivalence of (i),(iv) in Proposition 9.4 we
see that H2n(R′φ′′! F˜
′) 6= 0 hence n ≥ 0 where 2n = 2ν − 2νLr − dim c + dim cˆr.
However, from
0 = ν − νL −
1
2
(dim c− dim c1), 0 = νLr − νL −
1
2
(dim cr − dim c1)
(see Lemma 11.2(b) for G and L˜r) and dim cˆ
r < dim cr (as in the proof of Lemma
11.2(c)) we see that n < 0. This contradiction shows that HomEr(ρˆr, ρ) = 0. It
follows that ρ|Er is a direct sum of copies of ρr. Hence if br is a basis element
of Esr then br acts on ρ as a scalar times the identity. Since EwEw′ = Eww′ for
w,w′ ∈ WE = WS and {sr, r ∈ I} generates WS we see that any element of E
acts on ρ as a scalar times the identity. Since ρ is irreducible, it must be one
dimensional and ρ|Er = ρr for any r. This last property determines uniquely ρ.
The lemma is proved.
CHARACTER SHEAVES ON DISCONNECTED GROUPS, II 39
Proposition 11.9. There is a unique isomorphism of algebras E
∼
−→ Q¯l[WE ]
which maps Ew onto Q¯lw for any w ∈ WE and makes ρ in Lemma 11.8 correspond
to the unit representation of WE .
In each Ew we choose as basis element bw the unique element which acts as the
identity on the E-module ρ. It is clear that bwbw′ = bww′ and (bw) provides the
required isomorphism.
11.10. Using Proposition 11.9 we can reformulate the results in 8.9 as a bijection
(a) ND
∼
−→ ⊔(L,c1,F1)Irr NG0δ/L
where (L, c1,F1) runs over a set of representatives for the G0-orbits on MD and
Irr NG0δ/L is the set of (isomorphism classes of) irreducible representations of the
Coxeter group NG0δ/L. This is called the generalized Springer correspondence.
12. Classification of objects in N 0D
12.1. Let D be a connected component of G that contains some unipotent ele-
ments. We would like to classify the objects in N 0D. We will make a number of
reductions.
Replacing G by the subgroup generated by D (with the same identity compo-
nent as G) we see that N 0D does not change; hence we may assume that
(a) G/G0 is cyclic with generator defined by D.
Then G/G0 is a unipotent group.
12.2. In the remainder of this section we assume that 12.1(a) holds. Let π : G −→
Gss = G/Z
0
G0 be the obvious map. Let D
′ = π(D) (a connected component of
Gss). We have D = π
−1(D′). Let c′ be a unipotent G0ss-conjugacy class in D
′.
Let c = {g ∈ π−1(c′), g unipotent}. We show:
(a) c is a single unipotent G0-conjugacy class in D;
(b) for g ∈ c, the homomorphism ZG0(g) −→ ZG0ss(π(g)) induced by π is surjec-
tive and its kernel is connected; hence the resulting homomorphism
ZG0(g)/ZG0(g)
0 −→ ZG0ss(π(g))/ZG0ss(π(g))
0
is an isomorphism.
If g ∈ π−1(c′) then gu ∈ c. Thus c is non-empty. Let g, g′ ∈ c. Since π(g), π(g′) are
G0ss-conjugate, we see that there exists z ∈ Z
0
G0 such that g
′, zg are G0-conjugate.
Using 1.3(a) we can write z = xtgx−1g−1 with t, x ∈ Z0G0 , tg = gt. Then zg =
xtgx−1 is G0-conjugate to tg hence g′, tg are G0-conjugate. In particular, tg is
unipotent. Since tg = gt with t semisimple, g unipotent, we see that t = 1 hence
g, g′ are G0-conjugate. This proves (a).
We prove (b). Let y ∈ G0 be such that yg = zgy for some z ∈ Z0G0 . Using again
1.3(a) we can write z = xtgx−1g−1 with t, x ∈ Z0G0 , tg = gt. Then ygy
−1 = zg =
xtgx−1 is unipotent hence tg is unipotent. As in the proof of (a) we deduce that
t = 1. Hence ygy−1 = xgx−1. Setting y′ = x−1y we have y′ ∈ ZG0(g) and y =
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xy′ ∈ Z0G0ZG0(g). This shows surjectivity. The kernel of ZG0(g) −→ ZG0ss(π(g))
is Z0G0 ∩ ZG(g). This group is connected by [B, 9.6] applied to the unipotent
automorphism Ad(g) of the torus Z0G0 . This proves (b).
From (a),(b), we see that we have a bijection ND′
∼
−→ ND given by (c′,F ′) 7→
(c,F) where c is as above and F is the inverse image of F ′ under c −→ c′ (restriction
of π).
A standard argument (similar to one in the proof of Lemma 6.4) shows that
this bijection restricts to a bijection N 0D′
∼
−→ N 0D.
12.3. Assume that G is such that G0 is semisimple. We can find a reductive
group G˜ with G˜0 semisimple, simply connected, and a surjective homomorphism
of algebraic groups π : G˜ −→ G such that Kerπ ⊂ ZG˜0 . Then G˜
0 = π−1(G0) and
D˜ = π−1(D) is a connected component of G˜. Let (c,F) ∈ ND. Let c˜ = {g ∈
π−1(c); g unipotent}. We show:
(a) c˜ is a single unipotent G˜0-conjugacy class in D˜.
(b) if g ∈ c˜, then the obvious homomorphism ZG˜0(g) −→ ZG0(π(g)) is surjective.
If g ∈ π−1(c) then gu ∈ π−1(c). Thus, c˜ 6= ∅. Let g, g′ ∈ c˜. We can find
x ∈ G˜0 such that g′ = xgx−1z for some z ∈ Kerπ. Since Ad(g−1) is an automor-
phism of Kerπ of order relatively prime to |Kerπ|, any element of Kerπ is of the
form Ad(g−1)(z1)z
−1
1 z2 where z1, z2 ∈ Kerπ and Ad(g
−1)z2 = z2. In particular,
z = g−1z1gz
−1
1 z2 with z1, z2 as above. Then gz = z1gz
−1
1 z2. Since gz = x
−1g′x is
unipotent, we see that z1gz
−1
1 z2 is unipotent. Now z2 is semisimple and it com-
mutes with z1gz
−1
1 which is unipotent. By the uniqueness of Jordan decomposition
we have z2 = 1 and gz = z1gz
−1
1 = x
−1g′x. Since xz1 ∈ G˜0 we see that g, g′ are
G˜0-conjugate. This proves (a).
We prove (b). Let x ∈ G˜0 be such that xg = gxz for some z ∈ ker π. It is enough
to show that xz1 commutes with g for some z1 ∈ ker π. We write z = g−1z1gz
−1
1 z2
as above. As in the proof of (a) (with g′ = g) we see that gz = z1gz
−1
1 = x
−1gx.
Hence xz1 commutes with g, as required.
From (a),(b) it follows that any object (c,F) ∈ ND gives rise to an object
(c˜, F˜) ∈ ND˜ where c˜ is as above and F˜ is the inverse image of F under the map
c˜ −→ c induced by π. (The local system F˜ is irreducible by (b).) From (b) we see
also that the resulting map ND −→ ND˜ is injective.
We show:
(c) for (c,F) ∈ ND we have (c,F) ∈ N 0D if and only if (c˜, F˜) ∈ N
0
D˜
.
Assume first that (c,F) ∈ N 0D. Let P
′ be a proper parabolic of G˜0 and let
g ∈ c˜∩NG˜P
′. Let d′ be the P ′/UP ′-conjugacy class of the image of g inNG˜P
′/UP ′ .
Then P := π(P ′) is a proper parabolic of G0 and π(g) ∈ c ∩NGP . Let d be the
P/UP -conjugacy class of the image of π(g) in NGP/UP . By assumption we have
Hdim c−dimdc (c ∩ π(g)UP ,F) = 0. Now the morphism π0 : c˜ ∩ gUP ′ −→ c ∩ π(g)UP
induced by π is an isomorphism. (We show only that it is a bijection. Let u ∈ UP
be such that π(g)u ∈ c. We can find a unique u′ ∈ UP ′ such that π(u′) = u. Then
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gu′ ∈ π−1(c) and gu′ is unipotent, since g normalizes P ′, hence gu′ ∈ c˜. Since
π(gu′) = π(g)u we see that π0 is surjective. The injectivity follows from the fact
that gUP ′ −→ π(g)UP is an isomorphism.) Also, dim c = dim c˜ and dimd′ = dimd.
It follows that Hdim c˜−dimd
′
c (c˜ ∩ gUP ′, F˜) = 0 so that (c˜, F˜) ∈ N
0
D˜
. The proof of
the reverse implication follows essentially the same argument, in the reverse.
It is easy to see that the kernel of the obvious homomorphism
ZG˜0(g)/ZG˜0(g)
0 −→ ZG0(π(g))/ZG0(π(g))
0
is a homomorphic image of kerπ. It follows that the image of ND −→ ND˜ consists
of all pairs (c′,F ′) ∈ ND˜ such that the natural action of ker π on each fibre of F
′
is trivial.
Thus the objects in N 0D are in natural bijection with the objects in N
0
D˜
with
trivial action of kerπ.
12.4. Next we assume that G is such that G0 is semisimple, simply connected.
We can write uniquely G0 as a product G0 = G1 × G2 × . . .× Gk where each Gi
is a closed connected normal subgroup of G different from {1} and minimal with
these properties. For i ∈ [1, k], let G′i = G/(G1 × . . .× Gi−1 × Gi+1 × . . .× Gk).
Then G′i is a reductive group with G
′
i
0 = Gi and the image of D in G
′
i is a
connected component Di of G
′
i. Also we have an obvious homomorphism G −→
G′1×G
′
2× . . .×G
′
k which is an imbedding of algebraic groups by which we identify
G with a closed subgroup of G′1×G
′
2× . . .×G
′
k with the same identity component;
then D becomes D1 ×D2 × . . .×Dk. From the definitions it is clear that we have
a natural bijection ND1 ×ND2 × . . .×NDk
∼
−→ ND :
((c1,F1), (c2,F2), . . . , (ck,Fk)) 7→ (c1 × c2 × . . .× ck,F1 ⊠ F2 ⊠ . . .⊠ Fk)
and this restricts to a bijection
N 0D1 ×N
0
D2 × . . .×N
0
Dk
∼
−→ N 0D.
12.5. Next we assume that G is such that G0 is semisimple, simply connected,
6= {1} and that G has no closed connected normal subgroups other than G0 and
{1}. (If G0 = {1} then ND = N 0D consists of a single object (D, Q¯l).) We
have G0 = H0 × H1 × . . . × Hm−1 where Hi are connected, simply connected,
almost simple, closed subgroups of G0. Let γ ∈ D be a unipotent quasi-semisimple
element. We can assume thatHi = γ
iH0γ
−i for i ∈ [1, m−1] and γmH0γ−m = H0.
Let G′ be the subgroup of G generated by H0 and γ
m. Since γ has finite order,
G′ is closed, G′0 = H0 and D
′ = γmH0 is a connected component of G
′. Consider
the diagram
D′
a
←− G0 ×D′
b
−→ D
where a(g, γmh) = γmh, b(g, γmh) = gγhg−1 (with h ∈ H0). Now G0 × H0 acts
on G0 ×D′ by
(y, u0) : (h0h1 . . . hm−1, γ
mh) 7→
(yh0u
−1
0 h1γ
−m+1u−10 γ
m−1h2γ
−m+2u−10 γ
m−2 . . . hm−1γ
−1u−10 γ, u0γ
mhu−10 ),
(hi ∈ Hi),
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on D′ by (y, u0) : γ
mh 7→ u0γmhu
−1
0 and on D by (y, u0) : d 7→ ydy
−1; moreover,
a and b are G0 ×H0 equivariant. Note also that a is a principal G0-bundle and b
is a principal H0-bundle. Hence a, b induce bijections
set of H0-conjugacy classes in D
′ a
−1
−−→ set of G0 ×H0-orbits in G0 ×D′,
set of G0-conjugacy classes in D
b−1
−−→ set of G0 ×H0-orbits in G0 ×D′.
(a)
Moreover, if h ∈ H0 then a, b induce isomorphisms
(b) ZH0(γ
mh)
∼
←− (stabilizer of (1, γh) in G0 ×H0)
∼
−→ ZG0(γh).
We show:
(c) an H0-conjugacy class in D
′ is unipotent if and only if the G0-conjugacy
class in D corresponding to it by (a) is unipotent.
It is enough to show that for h ∈ H0 we have γh unipotent if and only if γmh
is unipotent. This is trivial if m = 1. Assume now that m ≥ 2. Then the
characteristic exponent of k is > 1 and m is a power of it. It is enough to show
that the conditions (γh)m
k
= 1 for some k > 0 and (γmh)m
k
= 1 for some k > 0
are equivalent. For k > 0 we have
(γh)m
k
= (γhγ−1)(γ2hγ−2) . . . (γm
k
hγ−m
k
)
= xk(γxkγ
−1)(γ2xkγ
−2) . . . (γm−1xkγ
−m+1)
where xk = (γhγ
−1)(γm+1hγ−m−1) . . . (γm
k−m+1hγ−m
k+m−1). Since
xk ∈ H1, γxkγ−1 ∈ H2, γ2xkγ−2 ∈ H2, . . . , γm−1xkγ−m+1 ∈ H0,
the condition that (γh)m
k
= 1 is equivalent to the condition that
xk = 1, γxkγ
−1 = 1, . . . , γm−1xkγ
−m+1 = 1,
that is to the condition that xk = 1. On the other hand we have (γ
mh)m
k
=
γm−1xk+1γ
−m+1 and this is 1 if and only if xk+1 = 1. This proves (c).
From (a),(b),(c) we see that there is a natural bijection ND ↔ ND′ in which
(c,F) ∈ ND corresponds to (c′,F ′) ∈ ND′ when b−1(c) = a−1(c′) and the inverse
image of F under b : b−1(c) −→ c coincides with the inverse image of F ′ under
a : a−1(c′) −→ c′.
(d) If c, c′ are as above, then the principal H0-bundle b : G
0 × c′ −→ c restricts
to an isomorphism b′ : H1H2 . . .Hm−1 × c
′ ∼−→ c.
We show only that b′ is bijective. This follows from the fact that H1H2 . . .Hm−1×
D′ meets each H0-orbit on G
0 ×D′ in exactly one point.
We show:
(e) for (c,F), (c′,F ′) related as above, we have (c,F) ∈ N 0D if and only if
(c′,F ′) ∈ N 0D′ .
Assume first that (c′,F ′) ∈ N 0D′ . Let P be a proper parabolic of G
0 and let
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g ∈ c∩NGP . We must show that (c,F) satisfies the criterion 8.7(ii) with respect
to P, g. Replacing P, g by a G0-conjugate we may assume that g = γh where
h ∈ H0, γmh ∈ c′. We have P = P0P1 . . . Pm−1 where Pi is a parabolic of Hi for
each i. Since P is normalized by g we see that
γhP0h
−1γ−1 = P1, γP1γ
−1 = P2, . . . , γPm−2γ
−1 = Pm−1, γPm−1γ
−1 = P0.
Thus,
P = P0(γ
−m+1P0γ
m−1) . . . (γ−1P0γ) and γ
mh ∈ NG′P0.
In particular, since P 6= G0, we must have P0 6= H0. Using (d) we can identify
c ∩ γhUP with
{(x, γmh′) ∈ H1H2 . . .Hm−1 × c′; xγh′x−1 ∈ γhUP }
hence with
{(x1, x2, . . . xm−1,γ
mh′) ∈ H1 ×H2 × . . .×Hm−1 × c
′;
x1x2 . . . xm−1γh
′x−11 x
−1
2 . . . x
−1
m−1 ∈ γhUP }
and also with
{(x1, x2, . . . xm−1, γ
mh′, u1, u2, . . . , um−1)
∈ H1 ×H2 × . . .×Hm−1 × c
′ × UP1 × UP2 × . . .× UPm−1 ;
x1x2 . . . xm−1γh
′x−11 x
−1
2 . . . x
−1
m−1 ∈ γhUP0u1u2 . . . um−1}.
The last condition can be rewritten as
γ−1x1γh
′ ∈ hUP0 , γ
−1x2γx
−1
1 = u1, γ
−1x3γx
−1
2 = u2, . . . ,
γ−1xm−1γx
−1
m−2 = um−2, x
−1
m−1 = um−1
or as
xm−1 = u
−1
m−1, xm−2 = u
−1
m−2γ
−1u−1m−1γ, . . . ,
x1 = u
−1
1 γ
−1u−12 γ . . . γ
−m+2u−1m−1γ
m−2,
γ−1u−11 γγ
−2u−12 γ
2 . . . γ−m+1u−1m−1γ
m−1h′ ∈ hUP0 .(f)
We have
γ−1u−11 γ ∈ γ
−mUP0γ
m, γ−2u2γ
2 ∈ γ−mUP0γ
m, . . . ,
γ−m+1u−1m−1γ
m−1 ∈ γ−mUP0γ
m
and γ−mUP0γ
mh = hUP0 hence the last condition in (f) is equivalent to h
′ ∈ hUP0 .
Hence in our variety we can drop the variables x1, x2, . . . , xm and we obtain
{(γmh′, u1, u2, . . . , um−1) ∈ c
′ × UP1 × UP2 × . . .× UPm−1 ; h
′ ∈ hUP0}.
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Clearly the first projection makes this last variety an affine space bundle over
c′ ∩ γmh′UP0 . We see that c ∩ γh
′UP is an affine space bundle over c
′ ∩ γmh′UP0
with fibres of dimension (m− 1) dimUP0 .
Let d be the P/UP -conjugacy class of the image of γh in NGP/UP . Let d
′ be
the P0/UP0 -conjugacy class of the image of γ
mh in NG′P0/UP0 .
From (d) we see that dim c = dim c′ + (m − 1) dimH0. Similarly, dimd =
dimd′ + (m− 1) dim(P0/UP0). Hence
dim c− dimd = dim c′ − dimd′ + 2(m− 1) dimUP0 .
We now see that
Hdim c−dimdc (c ∩ γhUP ,F) = H
dim c′−dimd′+2(m−1) dimUP0
c (c ∩ γhUP ,F)
= Hdim c
′−dimd′
c (c
′ ∩ γmhUP0 ,F
′).
But the last cohomology space is 0 since (c′,F ′) ∈ N 0D′ . Hence the first cohomology
group is 0. Thus, (c,F) ∈ N 0D.
Conversely, assume that (c,F) ∈ N 0D. Let P0 be a proper parabolic of H0
and let h ∈ H0 be such that γmh ∈ c′ ∩ NG′P0. We have γh ∈ c. Now P =
P0(γ
−m+1P0γ
m−1) . . . (γ−1P0γ) is a proper parabolic of G
0 such that γh ∈ NGP ;
the earlier argument can be applied in the reverse and gives
Hdim c
′−dimd′
c (c
′ ∩ γmhUP0 ,F
′) = 0 (d′ as above.) Thus, (c′,F ′) ∈ N 0D′ .
12.6. Next we assume that G is such that G0 is semisimple, simply connected,
almost simple. Let ∆ be the set of unipotent elements in ZG. Let G′ = G/∆ and
let π : G −→ G′ be the obvious homomorphism. Since ∆∩G0 = {1}, the restriction
of π to G0 is injective; it is in fact an isomorphism G0
∼
−→ G′0. We show that
(a) ZG′ ⊂ G′0.
Assume that a ∈ G is such that aba−1b−1 ∈ ∆ for all b ∈ G. It is enough to show
that the image a′ of a in G′ is in G′0. For b ∈ G0 we have aba−1b−1 ∈ ∆∩G0 = {1}
hence a ∈ ZG(G0). Let γ be a unipotent quasi-semisimple element in D. Then
a = γka0 where a0 ∈ G0, k ∈ N. It follows that Ad(γk) : G0 −→ G0 is an inner
automorphism. Since Ad(γk) : G0 −→ G0 preserves an e´pinglage of G0 it follows
that γk ∈ ZG(G
0). Hence a0 ∈ ZG(G
0) and a0 ∈ ZG0 . Since γ
k commutes with
all elements in G0 and with γ, we have γk ∈ ZG. Since γk is unipotent, we see
that γk ∈ ∆. Thus, a ∈ ∆G0. Hence a′ ∈ G′0. This proves (a).
Let D′ = π(D), a connected component of G′. Then π restricts to an iso-
morphism D
∼
−→ D′. Let c′ be a unipotent G′0-conjugacy class in D′. Let
c = D ∩ π−1(c′). Then c is a single unipotent G0-conjugacy class in D. For
g ∈ c, the obvious homomorphism ZG0(g) −→ ZG′0(π(g)) is an isomorphism.
Hence there is a natural bijection ND′ ↔ ND in which (c′,F ′) ∈ ND′ corre-
sponds to (c,F) ∈ ND when c = D ∩ π−1(c′) and F is the inverse image of F ′
under π : c −→ c′. It is clear that this bijection restricts to a bijection N 0D′ ↔ N
0
D.
12.7. The results in 12.1-12.6 reduce the problem of classifying the objects in N 0D
to the special case where G is such that G0 is semisimple, almost simple, that
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ZG ⊂ G0 and that D is a generator of G/G0. In the remainder of this section
we assume that we are in this special case. We shall also assume that G 6= G0.
(If G = G0, the classification of objects in N 0D is known from [L2].) Hence k
has characteristic p > 1. (We could also assume that G0 is simply connected but
we will not do so. In fact we show below that in this case the classification of
N 0D is independent of isogeny.) By an argument in the proof of 12.6 we see that
any unipotent quasi-semisimple element u ∈ G such that Ad(u) : G0 −→ G0 is an
inner automorphism must be in ZG hence is 1. Hence the cyclic group G/G0 is
isomorphic to a subgroup of the group of automorphisms of the Dynkin graph of
G0. Hence it has order p. There are four possibilities:
(i) G0 is of type Am−1, m ≥ 3, p = 2;
(ii) G0 is of type Dm, m ≥ 4, p = 2;
(iii) G0 is of type D4, p = 3;
(iv) G0 of type E6, p = 2.
In each case we have
(a) DZG0 = {1}.
Let G′ = G/ZG0 and let π : G −→ G
′ be the obvious map. Let D′ = π(D), a
connected component of G′. We show:
(b) if c is a unipotent G′0-conjugacy class in D′ then π−1(c) is a unipotent
G0-conjugacy class in D;
(c) if x ∈ π−1(c) then the obvious map ZG0(x) −→ ZG′0(π(x) is an isomorphism.
Let x, y ∈ π−1(c). There exists g ∈ G0 such that gxg−1 = yz where z ∈ ZG0 . To
prove (b), it is enough to show that yz is G0-conjugate to y. Now z′ 7→ y−1z′yz′−1
is an endomorphism of the finite abelian group ZG0 with kernel
DZG0 which is
{1}. Hence
(d) this endomorphism is an isomorphism
and we can write z = y−1z′yz′−1 for some z′ ∈ ZG0 . Then yz = z
′yz′−1 and (b)
is proved.
The surjectivity (resp. injectivity) of the map in (c) follows from (d) (resp.
(a)).
From (b),(c) we see that (c,F) 7→ (π−1(c), π∗F) is a bijection between ND′
(defined in terms of G′) and ND (defined in terms of G). It is clear that this
bijection restricts to a bijection between N 0D′ and N
0
D.
12.8. In this subsection we assume that k is an algebraic closure of a finite field Fq
of characteristic p, that G has a fixed Fq-structure with Frobenius map F : G −→ G
and that FD = D. Let N ′ be the number of unipotent GF -conjugacy classes in
DF . In case 12.7(i) and (ii), the author has shown, see [Sp, I, 4.5, 4.6], that N ′
can be explicitly computed. More precisely, in case 12.7(i) we have
N ′ = p(m), the number of partitions of m.
Using the classification of unipotent representations of a unitary group over a finite
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field in terms of cuspidal ones (as in the proof of [L7, 9.2]) we deduce
(a) N ′ =
∑
k≥0,s≥0; 1
2
(s2+s)+2k=m
p2(k)
where p2(k) is the number of irreducible representations of a Weyl group of type
Bk (we set p0 = 1).
In case 12.7(ii), taking G = O2m(k), we see that
(b) the number of unipotent GF -conjugacy classes in GF is equal to the num-
ber of irreducible representations of GF whose restriction to (G0)F is a sum of
unipotent representations,
(c) the number of unipotent (G0)F -conjugacy classes in (G0)F is equal to the
number of unipotent representations of (G0)F .
Using (b) for an F such that G0 is split over Fq we obtain
N ′ +M1/2 +M2 = R1/2 + 2R2.
where
N ′ is the number of unipotent O2m(Fq)-conjugacy classes inO2m(Fq)−SO2m(Fq)
(with O2m(Fq) is split),
M1 (resp. M2) is the number of unipotent SO2m(Fq)-conjugacy classes in
the split group SO2m(Fq) which are not fixed (resp. fixed) by conjugation with
some/any g ∈ O2m(Fq)− SO2m(Fq),
R1 (resp. R2 is the number of unipotent representations of the split group
SO2m(Fq) which do not extend (resp. do extend) to O2m(Fq).
Using (c) for an F such that G0 is split over Fq we obtain
M1 +M2 = R1 +R2.
Using (b) for an F such that G0 is non-split over Fq we obtain
M = R
where
M is the number of unipotent SO2m(Fq)-conjugacy classes in the non-split
group SO2m(Fq),
R is the number of unipotent representations of the non-split group SO2m(Fq).
Using M1 = R1,M2 = M we see that N
′ = R. Now R can be computed from
the classification of unipotent representations of the non-split SO2m(Fq) in terms
of cuspidal ones, we deduce (as in (a)); this gives the following formula for N ′:
(d) N ′ = R =
∑
k≥0,s≥0,s odd ;s2+k=m
p2(k).
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A similar method can be used to compute N ′ in the cases 12.7(iii),(iv) with F
such that G0 is split over Fq. Alternatively, these numbers can be obtained from
[M1],[M2]; they are
(e) N ′ = 7 if G is as in 12.7(iii) (with G0 adjoint, split),
(f) N ′ = 28 if G is as in 12.7(iv) (with G0 adjoint, split).
Next we note that N ′ is equal to the number of unipotent (G0)F -conjugacy classes
in DF , since any element g ∈ DF is centralized by some element in DF (for
example by g itself). It follows that |ND| = N ′. Thus, the method above yields
|ND| (recall from 12.7 that |ND| is the same for G as for G/ZG0).
Theorem 12.9. (a) In case 12.7(i), |N 0D| is 1 if m ∈ {3, 6, 10, . . .} and is 0
otherwise.
(b) In case 12.7(ii), |N 0D| is 1 if m ∈ {3
2, 52, 72, . . .} and is 0 otherwise.
(c) In cases 12.7(iii) and 12.7(iv), |N 0D| is 1.
Assume that we have a (possibly incomplete) list of triples (Li, ci1,F
i
1)i∈X in
G0\MD with Li 6= L. For each i ∈ X , the fibre of the map ΦD : ND −→
G0\MD (see 8.9) at (L
i, ci1,F
i
1) is indexed by the irreducible representations of
an explicit Coxeter group (see Proposition 11.9) hence its cardinal fi is known.
Then |N 0D| ≤ |ND| −
∑
i∈X fi. Here the right hand side is explicitly known since
|ND| is known from 12.8. If |ND| −
∑
i∈X fi = 0, then it follows that |N
0
D| = 0.
If |ND| −
∑
i∈X fi = 1, then it follows that our list is complete (any additional
member of that list would contribute at least 2 to |ND| since the corresponding
Coxeter group (see 11.9) is non-trivial); it follows that in this case |ND| = 1. This
method works in each case. We give in each case the list (Li, ci1,F
i
1).
In case 12.7(i) with G0 = PGLm(k), we take L
i to be the image of (k∗)2k ×
GL(s2+s)/2 under GLm(k) −→ PGLm(k) (here m =
1
2
(s2 + s) + 2k, k > 0) and
(ci1,F
i
1) is uniquely determined by L
i (we use an inductive hypothesis for Li/Z0Li).
The required formula for |N 0D| is equivalent to
(d) |ND| =
∑
k≥0,s≥0; 1
2
(s2+s)+2k=m
p2(k)
which is known from 12.8.
In case 12.7(ii) with G0 = SO2m, we take L
i to be (k∗)2k × SO2s2 (here m =
s2+k, s odd, k > 0) and (ci1,F
i
1) is uniquely determined by L
i (we use an inductive
hypothesis for Li/Z0Li). The required formula for |N
0
D| is equivalent to
(e) |ND| =
∑
k≥0,s≥0,s odd ;s2+k=m
p2(k)
which is known from 12.8.
In case 12.7(iii), we take Li to be a maximal torus of G0 and (ci1,F
i
1) is uniquely
determined by Li. The required formula for |N 0D| is equivalent to |ND| = 1 + 6
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which is known from 12.8. Here 6 is the number of irreducible representations of
a Weyl group of type G2.
In case 12.7(iv), we take Li to be such that Li/Z0Li has type A5 or L
i is a
maximal torus of G0; (ci1,F
i
1) is uniquely determined by L
i (we use (a) which
is already proved). The required formula for |cn0D| is equivalent to |ND| = 1 +
2 + 25 which is known from 12.8. Here 2 (resp. 25) is the number of irreducible
representations of a Weyl group of type A1 (resp. F4). The theorem is proved.
13. Symbols
13.1. Symbols are combinatorial objects used in [L7] to parametrize unipotent
representations of classical groups over a finite field and in [L2] to describe the
generalized Springer correspondence for classical groups in characteristic 6= 2. In
[LS2] it has been observed that symbols can also be used to describe the gener-
alized Springer correspondence for (connected) classical groups in characteristic
2. Since the combinatorics of unipotent classes in disconnected classical groups in
characteristic 2 is very similar to that in the connected case, it can be expected
that in this case, again the generalized Springer correspondence can be described
in terms of symbols.
13.2. Let ρ, s ∈ N, n ∈ Z. For any d ∈ Z let ρX˜sn,d be the set of all ordered
pairs (A;B) of finite sequences of natural numbers A : a1, a2, . . . , am and B :
b1, b2, . . . , bm′ (for some m,m
′) that are subject to the following conditions:
ai − ai−1 ≥ ρ for 1 < i ≤ m;
bi − bi−1 ≥ ρ for 1 < i ≤ m
′;
bi ≥ s for all 1 ≤ i ≤ m′;
m−m′ = d;∑
ai +
∑
bi = n+ ρ(m+m
′)(m+m′ − 2)/4 + s(m+m′)/2 if d is even;∑
ai +
∑
bi = n+ ρ(m+m
′ − 1)2/4 + s(m+m′ − 1)/2 if d is odd.
(In [LS2,§1] the notation X˜r,sn,d is used for the present
ρX˜sn,d where ρ = r + s.)
Let ρXsn,d be the set of equivalence classes on
ρX˜sn,d for the equivalence relation
generated by
(a1, a2, . . . , am; b1, b2, . . . , bm′) ∼
(0, a1 + ρ, a2 + ρ, . . . , am + ρ; s, b1 + ρ, b2 + ρ, . . . , bm′ + ρ).
For example, 0X0n,d is in obvious bijection with the set of pairs of partitions α, β
with
∑
αi +
∑
βi = n; hence we have a bijection
(a) 0X0n,d ↔ Irr Wn
whereWn is a Coxeter group of type Bn. (By convention, W0 = {1} and Irr Wn =
∅ for n < 0.) Let
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nρ,s,d = ρd
2/4− sd/2 for d even, nρ,s,d = ρ(d− 1)(d+ 1)/4− s(d− 1)/2 for d
odd.
We have a bijection 0X0n−nρ,s,d,d −→
ρXsn,d given by
(c1, c2, . . . , cm; c
′
1, c
′
2, . . . , c
′
m′) 7→
(c1, c2 + ρ, . . . , cm + (m− 1)ρ; c
′
1 + s, c
′
2 + s+ ρ, . . . , c
′
m′ + s+ (m
′ − 1)ρ).
Combined with the bijection (a) we obtain a bijection
(b) ρXsn,d ↔ Irr Wn−nρ,s,d .
Now let E be 2Z or 2Z + 1 (if s > 0) and let E = 2N + 1 (if s = 0). Let
ρXsn,E = ⊔d∈E
ρXsn,d. From (b) we obtain a bijection
(c) ρXsn,E ↔ ⊔d∈EIrr Wn−nρ,s,d .
Assume that ρ ≥ 1. If (A;B) ∈ ρX˜sn,E then A,B may be considered as sub-
sets of N. Consider two elements of ρXsn,E; we can represent them in the form
(A;B), (A′;B′) where |A| + |B| = |A′| + |B′| (by our assumption on E). We say
that these two elements are similar if A ∪ B = A′ ∪ B′, A ∩ B = A′ ∩ B′. This
defines an equivalence relation (similarity) on ρXsn,E.
Assume that ρ > s. Let (A;B) ∈ ρX˜sn,d. Let S = (A ∪ B) − (A ∩ B). A
non-empty subset I of S is said to be an interval if I = {c1 < c2 < · · · < ck} with
c2 − c1 < ρ, c3 − c2 < ρ, . . . , ck − ck−1 < ρ and I is maximal with this property.
Clearly, the intervals form a partition of S. An interval is said to be proper if it
does not contain any number in [0, s− 1].
Let C be a similarity class in ρXsn,E where ρ > s. Let V
′
C be the F2-vector space
with basis indexed by the proper intervals in S = (A∪B)− (A∩B) where (A;B)
represents an element in C. If s > 0 let VC = V
′
C ; if s = 0 let VC be the quotient
of V ′C by the subspace spanned by the sum of all basis elements of V
′
C. Note that
VC is independent of the choice of (A;B). As in [L2, 11.5], [LS2, 1.4] we see that
there is a canonical bijection C ↔ VC . (In particular, C has a natural structure of
F2-vector space.) Putting together the bijections above we obtain a bijection
(d) ρXsn,E ↔ ⊔CVC
where C runs over the set of similarity classes in ρXsn,E .
Note that the canonical basis of V ′C is totally ordered by the requirement that
the basis element corresponding to a proper interval I is < than the basis element
corresponding to a proper interval I ′ if any number in I is < than any number in
I ′.
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We describe the partition of ρXsn,E in similarity classes in a number of cases.
(In each case, each horizontal line contains the elements in a similarity class.)
4X11,2Z+1:
(1; ∅), (∅; 1)
(0, 4; 2)
4X12,2Z:
(0; 3)
(1; 2), (2; 1)
(0, 4; 2, 6)
(1, 5; 1, 5).
4X12,2Z+1:
(2; ∅), (∅, 2),
(0, 5; 2)
(1, 5; 1), (1; 1, 5)
(0, 4; 3)
(0, 4, 8; 2, 6)
4X03,2N+1:
(3, ∅)
(0, 6; 1), (1, 6; 0)
(0, 5; 2)
(1, 5; 1)
(0, 4; 3)
(0, 4, 9; 1, 5), (1, 5, 9; 0, 4)
(0, 4, 8; 1, 6)
(0, 4, 8, 12; 1, 5, 9).
13.3. Let V2n be the set of all pairs (λ, †) where λ is a sequence λ1 ≤ λ2 ≤ · · · ≤
λ2k+1 in N with
∑
i λi = 2n and † is a partition of [1, 2k + 1] into one and two
element subsets called blocks (where each two element block consists of consecutive
integers) such that
if {i} is a block then λi is even;
if {i, i+ 1} is a block then λi = λi+1;
if {i} and {j, j + 1} are blocks then λi 6= λj ;
also, at most one of the λi is 0. (This last condition determines uniquely k.)
Given (λ, †) ∈ V2n as above we define a sequence c1 ≤ c2 ≤ · · · ≤ c2k+1 by
ci = λi/2 + 2(i− 1) if {i} is a block;
ci = (λi + 1)/2 + 2(i − 1), ci+1 = (λi+1 − 1)/2 + 2i = ci + 1 if {i, i + 1} is a
block with λi = λi+1 = odd;
ci = (λi + 2)/2 + 2(i− 1), ci+1 = (λi+1 − 2)/2 + 2i = ci if {i, i+ 1} is a block
with λi = λi+1 = even.
Let Aλ,† be the F2-vector space generated by the set {si} where i ∈ [1, 2k + 1]
is such that either {i} is a block or λi is odd; the relations are:
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si = sj if λi = λj ;
si = sj if λj = λi + 1;
si = sj if λi, λj are even and λj = λi + 2;
si = 0 if λi ≤ 2.
13.4. Let V ′2n be the subset of V2n defined by the condition that λi > 0 for all i.
Given (λ, †) ∈ V ′2n as above we define a sequence c
′
1 ≤ c
′
2 ≤ · · · ≤ c
′
2k+1 by
c′i = ci − 1 (where ci is as in 13.3.)
Let A˜′λ,† be the F2-vector space generated by the set {si} where i ∈ [1, 2k + 1]
is such that either {i} is a block or λi is odd; the relations are:
si = sj if λi = λj ;
si = sj if λj = λi + 1;
si = sj if λi, λj are even and λj = λi + 2.
Let A′λ,† be the subspace of A˜
′
λ,∗ generated by the sums si+sj where i 6= j and
both si, sj are defined.
13.5. Consider the set V ′′N of all pairs (λ, †) where λ is a sequence λ1 ≤ λ2 ≤
· · · ≤ λk in N + 1 with
∑
i λi = N and † is a partition of [1, k] into one and two
element subsets called blocks (where each two element block consists of consecutive
integers) such that
if {i} is a block then λi is odd;
if {i, i+ 1} is a block then λi = λi+1;
if {i} and {j, j + 1} are blocks then λi 6= λj .
Given (λ, †) ∈ V ′′N as above we define a sequence c
′′
1 ≤ c
′′
2 ≤ · · · ≤ c
′′
k by
c′′i = (λi − 1)/2 + 2(i− 1) if {i} is a block;
c′′i = λi/2 + 2(i − 1), c
′′
i+1 = (λi+1 − 2)/2 + 2i = ci + 1 if {i, i + 1} is a block
with λi = λi+1 = even;
c′′i = (λi + 1)/2 + 2(i− 1), ci+1 = (λi+1 − 3)/2 + 2i = ci if {i, i+ 1} is a block
with λi = λi+1 = odd.
In other words, c′′i are defined by the same formulas as the ci in 13.3 but with λi
replaced by (λi − 1).
Let A′′λ,† be the F2-vector space generated by the set {si} where i ∈ [1, k] is
such that either {i} is a block or λi is even; the relations are:
si = sj if λi = λj ;
si = sj if λj = λi + 1;
si = sj if λi, λj are odd and λj = λi + 2;
si = 0 if λi = 1.
13.6. Note that Aλ,†, A˜
′
λ,†, A
′′
λ,† have canonical bases consisting of the images of
those si that are non-zero. These bases are totally ordered by the requirement that
the basis element represented by some si is ≤ than the basis element represented
by some sj if i < j. We define maps
(a) ⊔(λ,†)∈V2nA
∗
λ,† −→ ⊔C⊂4X2n,2Z+1VC
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(b) ⊔(λ,†)∈V′
2n
A′λ,†
∗ −→ ⊔C⊂4X0
n−1,2N+1
VC
(c) ⊔(λ,†)∈V′′
2n+1
A′′λ,†
∗ −→ ⊔C⊂4X1
n,2Z+1
VC
(d) ⊔(λ,†)∈V′′
2n
A′′λ,†
∗ −→ ⊔C⊂4X1
n,2Z
VC
where C runs over the set of similarity classes in the appropriate 4XsN,E and
∗
denotes the dual F2-vector space, as follows.
In (a) any (λ, †) determines as in 13.3 a sequence c1 ≤ c2 ≤ · · · ≤ c2k+1. Then C
is the similarity class of (c1, c3, c5, . . . , c2k+1; c2, c4, . . . , c2k) in
4X2n,2Z+1. There is
a unique F2-vector space isomorphism A
∗
λ,†
∼
−→ VC which preserves the canonical
bases and their natural total order; this defines the map (a).
In (b) any (λ, †) determines as in 13.4 a sequence c′1 ≤ c
′
2 ≤ · · · ≤ c
′
2k+1. Then C
is the similarity class of (c′1, c
′
3, c
′
5, . . . , c
′
2k+1; c
′
2, c
′
4, . . . , c
′
2k) in
4X0n,2N+1. There is
a unique F2-vector space isomorphism A˜
′
λ,†
∗ ∼−→ V ′C which preserves the canonical
bases and their natural total order; by passage to a quotient, this induces an
isomorphism A′λ,†
∗ ∼−→ VC and defines the map (b).
In (c) and (d) any (λ, †) determines as in 13.5 a sequence c′′1 ≤ c
′′
2 ≤ · · · ≤
c′′k where k is odd in (c) and is even in (d). Then C is the similarity class of
(c′1, c
′
3, . . . ; c
′
2, c
′
4, . . . ) in
4X1n,E where E is 2Z+1 in (c) and is 2Z in (d). There is
a unique F2-vector space isomorphism A
′′
λ,†
∗ ∼−→ VC which preserves the canonical
bases and their natural total order; this defines the maps (c),(d).
The maps (a),(b),(c),(d) are well defined bijections. For (a) this is shown in
[LS2, 2.2]; exactly the same proof applies for (b),(c),(d). (A partial result in this
direction can be found in [MS].)
13.7. Combining the bijection 13.2(d) with the bijection (a),(b),(c) or (d) in 13.6,
we obtain bijections
⊔(λ,†)∈V2nA
∗
λ,†
∼
−→ 4X2n,2Z+1
⊔(λ,†)∈V′
2n
A′λ,†
∗ ∼−→ 4X0n−1,2N+1
⊔(λ,†)∈V′′
2n+1
A′′λ,†
∗ ∼−→ 4X1n,2Z+1
⊔(λ,†)∈V′′
2n
A′′λ,†
∗ ∼−→ 4X1n,2Z.
13.8. Assume now that k has characteristic 2. Let G = Gm be as in 12.7(i). If
G,D is one of
(Sp2n(k), Sp2n(k)), (O2n(k), O2n(k)− SO2n(k)),
(G2n+1, G2n+1 −G
0
2n+1), (G2n, G2n −G
0
2n),(a)
the generalized Springer correspondence can be viewed as a bijection
ND ↔ ⊔d∈2Z+1Irr Wn−d(d−1)
ND ↔ ⊔d∈2N+1Irr Wn−d2
ND ↔ ⊔s∈N;s(s+1)/2 oddIrr W((2n+1)−s(s+1)/2)/2 = ⊔d∈2Z+1Irr Wn−(d2−1− 1
2
(d−1))
ND ↔ ⊔s∈N;s(s+1)/2 evenIrr W(2n−s(s+1)/2)/2 = ⊔d∈2ZIrr Wn−(d2− 1
2
d)
respectively.
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13.9. According to [Sp, I, 2.6, 2.9], for (G,D) as in 13.8(a), the setND is naturally
in bijection with
⊔(λ,†)∈V2nA
∗
λ,†, ⊔(λ,†)∈V′2nA
′
λ,†
∗, ⊔(λ,†)∈V′′
2n+1
A′′λ,†
∗, ⊔(λ,†)∈V′′2nA
′′
λ,†
∗,
respectively. (In [Sp, I, 2.11] the notation for unipotent classes is in terms of a
partition in which to certain parts of a fixed size one attaches an index 0. The
partition is the first coordinate in our (λ, †); when the index 0 is attached to the
parts of size a, then the parts of size a form blocks of size 2 according to †. For
example 12 ⊕ 2 ⊕ 420 (resp. 1
2 ⊕ 2 ⊕ 42) in [Sp] becomes our (11)(2)(44) (resp.
(11)(2)(4)(4)) where the brackets represent the partition †.)
Composing the bijections above with the bijection in 13.7 we see that ND is
naturally in bijection with
4X2n,2Z+1,
4X0n−1,2N+1,
4X1n,2Z+1,
4X1n,2Z
respectively. Combining this with the bijections 13.2(c) we obtain bijections
ND ↔ ⊔d∈2Z+1Irr Wn−(d2−d),
ND ↔ ⊔d∈2N+1Irr Wn−1−(d2−1),
ND ↔ ⊔d∈2Z+1Irr Wn−(d2−1− 1
2
(d−1)),
ND ↔ ⊔d∈2ZIrr Wn−(d2− 1
2
d),
respectively.
Proposition 13.10. The previous four bijections coincide with the respective bi-
jections given by the generalized Springer correspondence (see 13.8).
(This shows that the generalized Springer correspondence is explicitly com-
putable.) When (G,D) = (Sp2n(k), Sp2n(k)), this is shown in [LS2, 2.4] using the
restriction formula [L2, 8.3]. The proof in the other three cases is entirely similar,
once one has the analogue of the restriction formula for disconnected groups. That
analogue is given by Proposition 9.4. (In these last three cases, a special case of
the proposition, namely the part pertaining to pairs (c,F) ∈ ND with F = Q¯l, is
proved in [MS].)
Corollary 13.11. (a) If G,D are as in 12.7 with G0 of type Am−1 and (c,F) ∈
N 0D then the partition corresponding to c ism = 3+7+11+. . . orm = 1+5+9+. . . .
(b) If G,D are as in 12.7 with G = O2n(k) and (c,F) ∈ N 0D then the partition
corresponding to c is 2n = 2 + 6 + 10 + . . . (an odd number of parts).
14. Spin groups
14.1. In this section we assume that k has characteristic 6= 2 and that G = G0
is Spinn(k), n ≥ 3. We have a partition NG = ⊔χN
χ
G where χ runs over the
characters ZG −→ k∗ and N
χ
G consists of all (c,F) ∈ NG such that the ZG-
action on F (coming from the G-equivariance of F) is via χ on each fibre of
F . Assume now that χ is such that its restriction to the kernel of the obvious
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isogeny Spinn(k) −→ SOn(k) is non-trivial. According to [L2, §14], the generalized
Springer correspondence for G restricts to a bijection
N χG ↔ ⊔t∈4Z+nIrr W 14 (n−(2t2−t)).
Moreover, the map which to each (c,F) ∈ N χG associates the partition of n whose
parts are the sizes of the Jordan blocks of the image in SOn(k) of an element in
c is a bijection
N χG ↔ Xn
where Xn is the set of all partitions λ = (λ1 ≤ λ2 ≤ · · · ≤ λm) of n (with
λi ∈ N+ 1) such that
(a) for any even p, |{i|λi = p}| is even;
(b) for any odd p we have |{i|λi = p}| ≤ 1.
Thus the generalized Springer correspondence restricted to N χG may be regarded
as a bijection
(c) Xn ↔ ⊔t∈4Z+nIrr W 1
4
(n−(2t2−t)).
We would like to describe this bijection in a combinatorial way. In principle,
the results in [LS2, §4] provide such a description, which involves an inductive
procedure instead of a closed formula. In this section we provide a closed formula
for (c).
14.2. Let λ = (λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤ λm) ∈ Xn. For i ∈ [1, m] we set
ti =
i−1∑
j=1
d(λj)
where for any integer s we set
d(s) = 0 if s is even, d(s) = (−1)(s−1)/2 if s is odd.
We modify the entries of λ as follows and we mark the modified entries by an
indeterminate a or b as follows:
(1) if an entry e = λi satisfies e ∈ 4Z + 1 then e is replaced by
1
4
(e − 1) − ti
with mark a;
(2) if an entry e = λi satisfies e ∈ 4Z + 3, then e is replaced by
1
4
(e − 3) + ti
with mark b;
(3) if an entry e ∈ 4Z appears exactly 2p > 0 times with λi = λi+1 = · · · =
λi+2p−1 = e, we replace e, e, . . . , e (2p terms) by
1
4
e− ti,
1
4
e+ ti,
1
4
e− ti,
1
4
e+ ti, . . . ,
1
4
e− ti,
1
4
e+ ti
(2p terms, marked by a, b, a, b, . . . , a, b);
(4) if an entry e ∈ 4Z+ 2 appears exactly 2p > 0 times with λi = λi+1 = · · · =
λi+2p−1 = e, we replace e, e, . . . , e (2p terms) by
1
4
(e+2)− ti,
1
4
(e−2)+ ti,
1
4
(e+2)− ti,
1
4
(e−2)+ ti, . . . ,
1
4
(e+2)− ti,
1
4
(e−2)+ ti
(2p terms, marked by a, b, a, b, . . . , a, b).
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Lemma 14.3. (a) The modified entries (marked with a) form an increasing se-
quence α in N.
(b) The modified entries (marked with b) form an increasing sequence β in N.
We prove (a). Consider two consecutive (modified) entries λ′i, λ
′
j marked with
a, coming from λi, λj . We show that λ
′
i ≤ λ
′
j .
If they both come from a group as in (3) or (4), then there is nothing to prove.
If λ′i comes from a group as in (3) (resp. (4)) and λ
′
j comes from another group
as in (3) (resp. (4)), the result is clear.
If λ′i comes from a group as in (3) and λ
′
j comes from a group as in (4), we have
λi/4 < (λj + 2)/4 since λi < λj .
If λ′i comes from a group as in (4) and λ
′
j comes from a group as in (3), we have
(λi + 2)/4 ≤ λj/4 since λi ≤ λj − 2.
If λ′i comes from an entry as in (1) and λ
′
j comes from a group as in (3), we
have (λi − 1)/4 ≤ λj/4− 1 since λi ≤ λj − 3.
If λ′i comes from an entry as in (1) and λ
′
j comes from a group as in (4), we
have (λi − 1)/4 ≤ (λj + 2)/4− 1 since λi ≤ λj − 1.
If λ′i comes from a group as in (3) and λ
′
j comes from an entry as in (1), we
have λi/4 ≤ (λj − 1)/4 since λi ≤ λj − 1.
If λ′i comes from a group as in (4) and λ
′
j comes from an entry as in (1), we
have (λi + 2)/4 ≤ (λj − 1)/4 since λi ≤ λj − 3.
If λ′i, λ
′
j come from entries as in (1) we have (λi − 1)/4 ≤ (λj − 1)/4− 1 since
λi ≤ λj − 4.
We now consider the first (modified) entry λ′i of type a, coming from λi. We
show that λ′i ≥ 0.
If it is of type (1), it is (λi − 1)/4− (−1− 1− · · · − 1) ≥ (λi − 1)/4 ≥ 0.
If it is of type (3), it is λi/4− (−1− 1− · · · − 1) ≥ λi/4 ≥ 0.
If it is of type (4), it is (λi + 2)/4− (−1− 1− · · · − 1) ≥ λi/4 ≥ 0.
We prove (b). Consider two consecutive (modified) entries λ′i, λ
′
j marked with
b, coming from λi, λj. We show that λ
′
i ≤ λ
′
j .
If they both come from a group as in (3) or (4), then there is nothing to prove.
If λ′i comes from a group as in (3) (resp. (4)) and λ
′
j comes from another group
as in (3) (resp. (4)), the result is clear.
If λ′i comes from a group as in (3) and λ
′
j comes from a group as in (4), we have
λi/4 ≤ (λj − 2)/4 since λi ≤ λj − 2.
If λ′i comes from a group as in (4) and λ
′
j comes from a group as in (3), we have
(λi − 2)/4 ≤ λj/4 since λi < λj .
If λ′i comes from an entry as in (2) and λ
′
j comes from a group as in (3), we
have (λi − 3)/4 ≤ λj/4− 1 since λi ≤ λj − 1.
If λ′i comes from an entry as in (2) and λ
′
j comes from a group as in (4), we
have (λi − 3)/4 ≤ (λj − 2)/4− 1 since λi ≤ λj − 3.
If λ′i comes from a group as in (3) and λ
′
j comes from an entry as in (2), we
have λi/4 ≤ (λj − 3)/4 since λi ≤ λj − 3.
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If λ′i comes from a group as in (4) and λ
′
j comes from an entry as in (2), we
have (λi − 2)/4 ≤ (λj − 3)/4 since λi ≤ λj − 1.
If λ′i, λ
′
j come from entries as in (2) we have (λi − 3)/4 ≤ (λj − 3)/4− 1 since
λi ≤ λj − 4.
We now consider the first (modified) entry λ′i of type b, coming from λi. We
show that λ′i ≥ 0.
If it is of type (2), it is (λi − 3)/4 + (1 + 1 + · · ·+ 1) ≥ (λi − 3)/4 ≥ 0.
If it is of type (3), it is λi/4 + (1 + 1 + · · ·+ 1) ≥ λi/4 ≥ 0.
If it is of type (4), it is (λi − 2)/4 + (1 + 1 + · · ·+ 1) ≥ (λi − 2)/4 ≥ 0.
The lemma is proved.
Lemma 14.4. The sum S of the modified entries is (n − 2t2 + t)/4 where t =∑
i d(λi).
We have
S =
1
4
∑
i;λi∈2Z
λi +
1
4
∑
i;λi∈2Z+1
λi −
1
4
|{i;λi ∈ 4Z+ 1}|
−
3
4
|{i;λi ∈ 4Z+ 3}|+
∑
i;λi∈4Z+3
ti −
∑
i;λi∈4Z+1
ti
hence S = n/4 + k where
k = −
∑
i
tid(λi) +
∑
i
(d(λi)− 2d(λi)
2)/4
= −
∑
j<i
d(λi)d(λj)−
∑
i
d(λi)
2/2 +
∑
i
d(λi)/4
= −(
∑
i
d(λi))
2/2 +
∑
i
d(λi)/4 = −t
2/2 + t/4 = (−2t2 + t)/4.
The lemma is proved.
14.5. To λ we associate the ordered pair of partitions (α, β) (if t ≥ 1) or (β, α) (if
t ≥ 0). This pair of partition may be regarded as an element of Irr W(n−2t2+t)/4.
Since (n − 2t2 + t)/4 ∈ Z we have t ∈ 4Z + n. We have thus defined in a
combinatorial way a map
Xn −→ ⊔t∈4Z+nIrr W 1
4
(n−(2t2−t)).
From the definitions one can check that this coincides with the map defined in
[LS2,§4] by an inductive procedure. It therefore coincides with the generalized
Springer correspondence 14.1(c).
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