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Abstract
Graph neural networks are powerful models for many graph-structured tasks. In this
paper, we aim to solve the problem of lifelong learning for graph neural networks.
One of the main challenges is the effect of "catastrophic forgetting" for continuously
learning a sequence of tasks, as the nodes can only be present to the model once.
Moreover, the number of nodes changes dynamically in lifelong learning and this
makes many graph models and sampling strategies inapplicable. To solve these
problems, we construct a new graph topology, called the feature graph. It takes
features as new nodes and turns nodes into independent graphs. This successfully
converts the original problem of node classification to graph classification. In this
way, the increasing nodes in lifelong learning can be regarded as increasing training
samples, which makes lifelong learning easier. We demonstrate that the feature
graph achieves much higher accuracy than the state-of-the-art methods in both
data-incremental and class-incremental tasks. We expect that the feature graph will
have broad potential applications for graph-structured tasks in lifelong learning.
1 Introduction
Graph neural networks have received increasing attention and proved extremely useful for many tasks
with graph-structured data, such as citation, social, and protein networks [1]. In this paper, we aim to
extend graph neural networks to lifelong learning, which is also referred to as continual learning or
incremental learning [2]. Concretely, lifelong learning aims at breaking the barrier between training
and testing, and the goal is to develop algorithms that are able to keep updating the model parameters
over time [3]. In other words, we expect the model to gradually accumulate knowledge based on a
data (task) stream, where each sample can only be present to the model once. Intuitively, it is easy to
suffer from the problem of "catastrophic forgetting" if the model is simply updated for new tasks by
the back-propagation algorithm [4].
Although some strategies have been proposed to alleviate the forgetting problem, lifelong learning is
still very difficult for graph networks. This is because most of existing graph models such as graph
convolutional networks (GCN) [5] require the presence of the entire graph for training. However,
this is infeasible for lifelong learning, as the graph size can increase over time without bounds and
we have to drop old data to learn new knowledge. To reduce the memory consumption of large
graphs, some sampling strategies were proposed, but they are still difficult to directly apply to lifelong
learning [6–8]. Moreover, since data is not identically and independently distributed (iid) and only
available in a continuum [9], the sampling strategies that require pre-processing of the entire graph
become infeasible [8]. As far as we know, lifelong learning for graph neural networks is still an
underexplored topic but has broad potential applications [10].
Recall that regular convolutional neural networks (CNN) are trained in a mini-batch manner where
the model can take samples as independent inputs [11]. Our question is if we can convert graph
neural networks into a traditional classification problem, so that nodes can be predicted independently
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Figure 1: The regular graph neural network learns a predictor for node classification, while the feature
graph network takes the features as nodes and turns nodes into feature graphs, resulting in a graph
predictor. Each node in graph G has an associated feature graph. Take the node a for example, its
features xa = [1, 0, 0, 1] are nodes {a1, a2, a3, a4} in the feature graph. Its feature adjacency matrix
is established via feature interaction between a and its neighbors N (a) = {a, b, c, d, e}. This makes
lifelong graph learning easier, as the nodes simply become training samples (feature graphs).
and the limited memory will be able to fit the gradually increasing graph size? However, this is not
straightforward as the information of node connections cannot be considered in a regular classification
model. Therefore, we propose to construct a different graph topology, called the feature graph in
Figure 1. It takes the features as nodes and turns the nodes into graphs. This converts the problem of
node classification to graph classification. Importantly, increasing nodes become increasing training
samples, thus the feature graphs can be trained in a mini-batch manner. In this way, any improvements
to lifelong learning for CNNs can be easily adopted for feature graph networks.
A feature graph does not maintain the intuitive meaning of a regular graph structure anymore. Take
a citation network for example, in a regular graph, each article is a node and the references among
articles are edges. However, in the feature graph, each article is a graph, while the article features are
nodes. In this sense, the problem of article classification becomes graph classification. Their detailed
relationship is presented in Table 1 and will be further explained in Section 4.
Table 1: The relationship between a regular graph and its feature graph.
Graph Feature Graph Relationship
Node 7→ Graph Node classification 7→ Graph classification
Feature 7→ Node Fixed feature dimension 7→ Fixed number of nodes
Edge 7→ Edges Adjacency matrix 7→ Dynamic adjacency
Graph 7→ Samples One dynamic graph 7→ Multiple graphs/samples
One of the most important reasons that we construct the feature graph is that the existing methods
cannot model feature interactions efficiently. Even though the node features are transformed to short
ones in hidden layers, they are still element-wise propagated in the graph [1, 5, 8, 12]. To solve
this problem, we model the feature interaction by the cross-correlation matrix of connected feature
vectors. This also makes lifelong learning easier, as the feature adjacency matrices can be calculated
by simply accumulating the cross-correlation matrices using newly available nodes.
Another reason that we prefer a feature graph is that the dimension of node features is normally more
stable than the number of nodes. For example, in a social network such as Facebook, the number
of users changes more often than user attributes, including age, gender, stature, duration of use, etc.
Therefore, lifelong learning for user prediction in a social network would be easier for feature graphs,
as the new users are simply new training samples (graphs). In summary, our contributions are
• To achieve lifelong learning for consecutive tasks, we construct the feature graph, which
takes features as nodes. This converts the problem of node classification to graph classifica-
tion and turns increasing nodes into training samples.
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• We propose to construct a simple yet effective feature adjacency matrix by accumulating
cross-correlation matrices to model feature interaction.
• We perform comprehensive experiments and show that the proposed feature graphs achieve
much higher accuracy in both data-incremental and class-incremental tasks.
2 Related Work
The existing methods for lifelong graph learning are very limited, thus we will present the related
work on lifelong learning and graph neural networks, respectively.
2.1 Lifelong Learning
Lifelong learning has been developed for many algorithms such as support vector machines, while in
this paper, we restrict our focus to deep learning-based methods. One of the main challenges faced by
lifelong learning is the effect of "catastrophic forgetting."
Non-rehearsal methods Methods in the first category do not preserve any old data. To alleviate
the forgetting problem, progressive neural networks [13] leveraged prior knowledge via lateral
connections to previously learned features. Learning with forgetting (LwF) [14] introduced a
knowledge distillation loss [15] to neural networks, which encouraged the network output for new
classes to be close to the original outputs. Distillation loss was also applied to learning object detectors
incrementally [16]. Learning without memorizing (LwM) [17] extended LwF by adding an attention
distillation term based on attention maps and demonstrated that it is helpful for retaining information
of the old classes. EWC [18] remembered old tasks by slowing down learning on important weights.
RWalk [19] generalized EWC and improved weight consolidation by adding a KL-divergence-based
regularization. Memory aware synapses (MAS) [20] computed an importance for each parameter
in an unsupervised manner based on the sensitivity of output function to parameter changes. A
sparse writing protocol is introduced to a memory module during short-term and online learning [21],
ensuring that only a few memory spaces can be affected during incremental learning.
Rehearsal methods Rehearsal methods can be roughly divided into rehearsal with synthetic data
or exemplars from old data [22]. For example, to ensure that the loss of exemplars does not increase,
gradient episodic memory (GEM) [2] introduced orientation constraints during gradient updates.
Inspired by GEM, Aljundi et al. [23] selected exemplars with a maximal cosine similarity of the
gradient orientation. iCaRL [24] preserved a subset of images with a herding algorithm [25] and
included the subset when updating the network for new classes. EEIL [26] extended iCaRL by
learning the classifier in an end-to-end manner. Wu et al. [27] further extended iCaRL and discovered
that updating the model with class-balanced exemplars further improved the performance. Similarly,
Hou et al. [28], Belouadah and Popescu [29] further added constraints to the loss function to mitigate
the effect of imbalance. To reduce the memory consumption of exemplars, Iscen et al. [30] applied
the distillation loss to feature space without having to access to the corresponding images. Several
exemplar selection methods are tested in [31] for graph networks, while it has a different problem
formulation with this paper. Rehearsal approaches with synthetic data based on generative adversary
networks (GAN) were used to reduce the dependence of the exemplars on old data [32–35].
2.2 Graph Neural Networks
Graph neural networks have been widely used to solve problems about graph-structured data [36].
The spectral network was the first to extend convolution to the graph domain [37]. Furthermore, the
graph convolutional network (GCN) [5] followed this idea and alleviated the problem of overfitting
on local neighborhoods via first order Chebyshev expansion. This obtained a good generalization
ability and inspired recent work. For example, to identify the importance of neighborhood features,
graph attention network (GAT) [1] added an attention mechanism into GCN, which further improved
the performance on citation networks and the protein-protein interaction dataset.
However, GCN and its variants require the presence of the entire graph during training, thus they
cannot scale to large graphs. To solve this problem and train GNN with mini-batches, many layer
sampling techniques have been introduced. For example, GraphSAGE [6] learned a function to
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generate node embedding by sampling and aggregating neighborhood features. JK-Net [38] followed
the same sampling strategy and demonstrated a significant accuracy improvement on GCN with more
than two layers. DiffPool [39] learned a differentiable soft cluster assignment to map nodes to a
set of clusters, which then formed a coarsened input for the next layer. Ying et al. [40] designed a
training strategy that relied on harder-and-harder training examples to improve the robustness and
convergence speed of the model. S-GCN [41] developed control variate-based algorithms to sample
small neighborhood sizes and used historical activation in the previous layer to avoid redundant
re-evaluation. FastGCN [7] applied importance sampling to reduce variance and performed node
sampling for each layer independently, which resulted in a constant sample size in all layers. Huang
et al. [42] sampled the lower layer conditioned on the top one ensuring higher accuracy and fixed-size
sampling. Subgraph sampling techniques were also developed to reduce memory consumption.
ClusterGCN [43] sampled a block of nodes in a dense subgraph identified by a clustering algorithm
and restricted the neighborhood search within the subgraph. GraphSiant [8] constructed mini-batches
by sampling the training graph. A complete GCN with a fixed number of well-connected nodes is
built from the properly sampled subgraph during each iteration.
Nevertheless, most of the sampling techniques still require a pre-processing of the entire graph to
determine the graph sampling process or require the presence of the entire graph to the model, which
makes those algorithms not directly applicable to lifelong learning. In this paper, we hypothesize that
a different graph structure is required for lifelong learning, and the new structure is not necessary to
maintain the original/intuitive meaning of the nodes and edges.
3 Problem Formulation
Before defining the semi-supervised node classification for lifelong graph learning, we will start from
the regular graph learning to facilitate the understanding.
An attribute graph is defined as G = (V, E), where V is a set of nodes (vertex) and E ⊆{{va, vb} |(va, vb) ∈ V2} is a set of edges. Each node v is associated with a target vector zv ∈ Z
and a multiple channel feature vector xv, i.e., ∀v ∈ V , xv ∈ X ⊂ RF×C . Each edge e is associated
with a weight vector we, i.e., ∀e ∈ E , we ∈ W ⊂ RW . In semi-supervised graph learning [5], we
aim to learn a predictor f to predict the target vector zv associated with a node xv, v ∈ V ′, given the
graph G, nodes features X , weights vectorsW , and part of the targets zv, v ∈ V \ V ′.
In lifelong graph learning, we are only able to obtain the graph-structured data as a contin-
uum, which is denoted as GL = {(xi, ti, zi,Nk=1:K(xi),Wk=1:K(xi))}i=1:N , where each item
(xi, ti, zi,Nk=1:K(xi),Wk=1:K(xi)) is formed by a node feature xi ∈ X ⊂ RF×C , a task descriptor
ti ∈ T , a target vector zi ∈ Zti , a k-hop neighbor set Nk=1:K(xi), and weight vectorsWk=1:K(xi)
associated with the k-hop neighbors. For simplicity, we will use the symbol N (xi) to indicate the
available neighbors and their associated weights, i.e., N (xi) = {Nk=1:K(xi),Wk=1:K(xi)}. We
assume that every quartet (xi,N (xi), ti, zi) satisfies (xi,N (xi), zi) ∼ Pti(X ,N (X ),Z), where
Pti is a probability distribution and describes a single learning task. In semi-supervised lifelong
graph learning, we will observe, example by example, the continuum of the graph-structured data
(x1,N (x1), t1, z1), . . . , (xi,N (xi), ti, zi), . . . , (xN ,N (xN ), tN , zN ). (1)
While observing the continuum (1), our goal is to learn a predictor fL, which can be queried
at any time to predict the target vector z associated with a test sample (x,N (x), t) such that
(x,N (x), z) ∼ Pt. Such test sample can belong to a task that we have observed in the past, the
current task, or a task that we will observe (or not) in the future.
Information Note that examples are not drawn locally identically and independently distributed
(iid) from a fixed probability distribution over quartet (xi,N (xi), ti, zi), since we don’t know the
task boundary and a long sequence from the current task may be observed before switching to the next
task. In (1), we only know the label of xi, but have no information about the labels of its neighbors
N (xi) and a maximum k = 1 is required in the experiments. In the simplest case, the task descriptors
are integers ti = i ∈ Z enumerating different tasks.
4 Definition
To better show the relationship with a regular graph, we first review the graph convolutional network.
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4.1 Graph Convolutional Network
Given an attribute graph G = (V, E) described in Section 3, the stacked node features can be written
as X = [x1,x2, · · · ,xN ]T ∈ RN×FC , where xi ∈ RFC is a vectorized node feature. The graph
convolution network (GCN) [5] takes feature channel as C = 1, so that xi ∈ RF ,X ∈ RN×F . In
this sense, the l-th graph convolutional layer in GCN can be defined as
X(l+1) = σ
(
Aˆ ·X(l) ·W
)
, (2)
where σ(·) is a non-linear activation function, W ∈ RF(l)×F(l+1) is a learnable parameter and
Aˆ ∈ RN×N is the symmetrically normalized adjacency matrix A with self-loops.
Aˆ = D−1/2A˜D−1/2, D[i,i] =
∑
k
A˜[i,k], A˜ = A+ IN . (3)
For unweighted graph, A[i,j] = 1 for (i, j) ∈ E and A[i,j] = 0 otherwise.
In this sense the graph can also be written as G = (V,A). The feature dimension in the next layer
becomes F(l+1) where F(1) = F , while the number of nodes N will not change. Intuitively, all the
node features xi=1:N share the same learnable weight matrix W, which can be regarded as a specific
convolution. Therefore, the graph convolutional layer can be seen as that each graph propagated node
(rows in AˆX) is fully connected to the associated node in the next layer, respectively.
Due to its simplicity and good generalization ability, GCN has been applied to many graph-structured
tasks. However, the problems of GCN are also obvious. To propagate node features across layers, a
full adjacency matrix A is required, which means that the entire graph topology has to present to
the model. This limits its usage to large graphs and makes it inapplicable to lifelong learning either.
It becomes more severe when the neighbor features are concatenated and propagated to the next
layer iteratively [44], resulting in the effect of "neighbor explosion." As mentioned in Section 2, to
scale GCN to large graphs, many sampling techniques are proposed, however, most of them are still
difficult to directly apply to lifelong learning. Therefore, we argue that such difficulty is caused by
the inappropriate graph topology and propose to establish the feature graphs.
4.2 Feature Graph Network
Recall that each node v in a regular graph G = (V, E) is associated with a multi-channel feature vector
x =
[
xT[1,:], · · · ,xT[F,:]
]
∈ RF×C , where x[i,:] is the i-th feature (row) of x. An attribute feature
graph takes the features of a regular graph as nodes. It can be defined as GF = (VF , EF ), where
each node vF ∈ VF is associated with a feature xT[i,:] and will be denoted as xFi . Intuitively, the
number of nodes in the feature graph is the feature dimension in the regular graph, i.e., ‖VF‖ = F ,
and the feature dimension in feature graph is the feature channel in a regular graph, i.e., xFi ∈ RC .
Therefore, we have the nodes (4) in the feature graph,
VF = {xF1 ,xF2 , · · · ,xFi , · · · ,xFF } . (4)
In this way, for each node v ∈ V , we can construct an associated feature graph GF . We next establish
their associated feature adjacency matrices via feature interaction.
4.2.1 Feature Adjacency Matrix
For each quartet in continuum (1), the edges between x and its neighbors N (x) models the relation-
ship of their features. Therefore, feature interaction can be modeled as the cross-correlation matrix of
the feature vectors, so that the k-hop c-th channel feature adjacency matrix is defined as:
AFk,c(x) , sgnroot
(
E
[
wx,yx[:,c]y
T
[:,c]
])
, ∀y ∈ Nk(x), c = 1, 2, · · · , C, (5)
where sgnroot(x) = sign(x)
√
( |x|) and wx,y is the associated edge weight. Note that x[:,c] in (5)
is the c-th column (channel) of x, while the feature node x[i,:] is the i-th row of x. Intuitively, we
have AFk,c(x) ∈ RF×F , where F  N due to the settings of lifelong learning. We can calculate
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multiple feature adjacency matrices if the edge weight is a high dimensional vector. In practice, the
expectation in (5) is approximated by averaging over the observed neighbors.
E
[
wx,yx[:,c]y
T
[:,c]
]
≈ 1|Nk(x)|
∑
y∈Nk(x)
wx,yx[:,c]y
T
[:,c], (6)
where we we need to change x[:,c]yT[:,c] to
(
x[:,c]y
T
[:,c] + y[:,c]x
T
[:,c]
)
for undirected graphs. The
feature adjacency matrix (5) can be constructed online via (6), together with the availability of new
quartet in continuum (1). In this way, the continuum is converted to
(GF1 , t1, z1), . . . , (GFi , ti, zi), . . . , (GFN , tN , zN ), (7)
where GFi =
(VF ,AF). This means that our objective becomes learning a graph predictor,
fF : GF × T 7→ Z, (8)
to predict the target vector z associated with a test sample (GF , t) such that (GF , z) ∼ PFt . Note
that the samples are still non-iid and it becomes a regular lifelong learning problem similar to [2].
4.2.2 Feature Broadcast Layer
Given the feature graph GF , the l-th feature broadcast layer via convolution can be simply defined as
xF(l+1) = σ
(
AˆFk · xF(l) ·WF
)
, (9)
where σ(·) is a non-linear activation function, AˆFk is the associated normalized feature adjacency
matrix, and W ∈ RC(l)×C(l+1) is a learnable parameter. We can construct other types of layers
based on the topology GF , e.g., a graph attention layer [1], or extend convolution to kervolution
[45]. However, they are out of the scope of this paper, we will demonstrate the effectiveness of the
proposed feature graph in the experiments using the simple feature broadcast layer (9). It is worth
noting that, although the definition in (9) appears similar to (2), they have different meanings. The
node feature xF in (9) can be a row of X in (2) if C = 1, and feature graph converts the dynamic
nodes to dynamic adjacency matrices. We list more differences in Table 1 and Figure 1.
4.2.3 Lifelong Learning
As the original problem is converted to graph classification, we can construct a regular classification
model following the popular architectures of CNN and train the model using similar training tech-
niques, which takes the items in (7) as independent training samples. In the experiments, we find that
a simple model consisting of two feature broadcast layers and one fully connected layer achieves
very good performance.
Due to this simplicity, the feature graph model can inherit many achievements of CNN in lifelong
learning, such as the weight consolidation [18] or knowledge distillation [24]. As we only aim to
demonstrate the effectiveness of feature graphs, we will adapt a simple yet effective rehearsal method
with random sample selection described in [46]. As reported in [46], uniform sampling produced
lower selection probability for earlier items in the continuum. To compensate for such effect, we set
the probability that the n-th observed item is selected at time t as
Pn(t) =
{
1 t 6M
M/n t > M, t = n
(n−1)/n t > M, t > n
, (10)
where M denotes the memory size. The derivation for (10) is presented in the Appendix A.
4.2.4 Analysis
The feature graph is expected to be useful for cases that a graph changes dynamically over time. It is
nonequivalent to the original graph from the view of feature interaction. Node propagation in the
original graph is calculated by AˆX = Aˆ [x1,x2, · · · ,xN ]T, which means that the nodes in the next
layer are element-wise weighted average of the neighbor nodes. As a comparison, in the feature
graph, one feature is able to interact with another by calculating AˆFxF . In this way, the feature graph
is able to capture the relationship of different features. This can be crucial for tasks that features or
part of the features have a strong relationship with each other and the feature graph assumes that such
relationship is encoded in the node features and their neighbors’ features.
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5 Experiments
Dataset We will perform comprehensive experiments on popular citation graph datasets including
Cora, Citeseer, and Pubmed [47], where nodes are articles and edges are references among the
articles. To meet the lifelong learning settings, we randomly divide the datasets into training and
testing sets and list their statistics in Table 2. For all datasets, we construct two different continuum,
i.e., data-incremental and class-incremental. For data-incremental tasks, all samples are randomly
observed, while in class-incremental tasks, i.e., each task contains one class and all samples from one
task are observed before switching to the next task. During training, each node and its label can only
be present to the model once, i.e., a sample cannot update model parameters again once it is dropped.
Table 2: The statistics of the datasets used for lifelong learning.
Dataset Nodes Edges Classes Features Label Rate
Cora 2,708 5,429 7 1,433 0.421
Citeseer 3,327 4,732 6 3,703 0.337
Pubmed 19,717 44,338 3 500 0.054
Setup In all tasks, we adopt a simple feature graph network consisting of two feature broadcast
layers and one fully connected layer. For hidden layers, we adopt the feature channel C(1) = 1
and C(2) = 2. We adopt the cross-entropy loss and use the softsign function σ(x) = x/(1+|x|) as
the non-linear activation [48]. During training, we update the model parameters for 5 times using
each newly observed samples and apply the stochastic gradient descent (SGD) method [49], where a
mini-batch size of 10 and a learning rate of 0.01 are adopted. Our algorithm is implemented based on
the PyTorch library [50] and conducted on a single Nvidia GPU of GeForce GTX 1080Ti.
Baseline As the existing methods are difficult to directly apply to lifelong learning, we lack off-
the-shelf methods to compare. Therefore, we slightly modify one of the state-of-the-art methods,
GraphSAGE [6] to meet the lifelong learning settings. We set the neighbor sampling of GraphSAGE
to the available neighbors in the continuum and conduct a grid search for best hyper-parameters.
We also adopt the same sample selection method described in Section 4 to alleviate the forgetting
problem in lifelong learning. Other state-of-the-art graph models reported in [51], such as GCN [5],
GAT [1], and PPNP [12] require a full adjacency matrix, GraphSiant [8] requires a pre-processing of
the entire dataset, which cannot satisfy the requirements of lifelong learning. Intuitively, the lifelong
learning has a performance upper bound which is given by traditional non-lifelong learning settings.
GraphSAGE [6] achieves an accuracy of 0.850, 0.768, and 0.858 on the three datasets, respectively,
while feature graph achieves a comparable accuracy of 0.857, 0.788, and 0.872, respectively. We
next show that feature graph has a much better performance in lifelong learning settings.
5.1 Data-Incremental Tasks
The overall performance on data-incremental tasks is reported in Table 3, where all performance is an
average of ten runs. For a fair comparison, we use a memory size of 100 for both methods. It can be
seen that the proposed feature graph achieves an average of 5.5%, 1.9%, and 5.6% higher accuracy
than GraphSAGE, respectively. It is also worth noting that both methods have a very low standard
deviation, which means that their performance is stable and not sensitive to the data sequence.
Table 3: Overall performance of data-incremental tasks on all datasets.
Method Cora Citeseer Pubmed
GraphSAGE [6] 0.778 ± 0.016 0.712 ± 0.015 0.816 ± 0.015
Feature Graph (ours) 0.833 ± 0.020 0.731 ± 0.018 0.872 ± 0.008
5.2 Class-Incremental Tasks
Samples in the class-incremental tasks are non-iid and we have no prior knowledge on the task
boundary, thus it is more difficult than data-incremental tasks. We list their overall test accuracy in
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Table 4, where the numbers are the average of ten runs. We use a memory size of 200 for both methods
and more settings are presented in the Appendix. It can be seen in Table 4 that the proposed feature
graph achieves an average of 5.8% higher accuracy on the three datasets. This is a large margin
and we expect that customized layer architectures such as an attention layer as well as extensive
hyper-parameter searches can further improve the performance.
Table 4: Overall performance of class-incremental tasks on all datasets.
Method Cora Citeseer Pubmed
GraphSAGE [6] 0.686 ± 0.044 0.640 ± 0.038 0.816 ± 0.007
Feature Graph (ours) 0.800 ± 0.033 0.696 ± 0.023 0.820 ± 0.018
5.3 Ablation Study
As reported in [46], the number of exemplars from old data, which is also referred to as memory size
M , may have a significant impact on the performance of lifelong learning. This section explores
its influence on the feature graphs. We present the performance of both data-incremental and class-
incremental tasks for the Cora dataset in Figure 2, which shows the averaged performance over ten
runs. It can be seen in Figure 2a that even without any exemplars, the feature graph achieves nearly
the same average precision compared to a setup with a larger memory size. This means that the
feature graph can keep most of the knowledge for iid samples. Since the samples are non-iid in
class-incremental learning, larger memory size will produce a better accuracy as in Figure 2b.
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(a) Data-incremental learning.
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(b) Class-incremental learning.
Figure 2: Model precision. (a) The feature graph is not sensitive to the memory size for data-
incremental tasks. (b) Larger memory size produces higher performance on class-incremental tasks.
5.4 Efficiency
As shown in Table 5, our feature graph requires only 1/10 parameters compared with GraphSAGE on
the Cora dataset, which demonstrates the efficiency of our method. As a comparison, we also list the
number of parameters of GCN [5], which is the fastest method as reported in [51].
Table 5: The number of model parameters.
Method GraphSAGE [6] GCN [5] Feature Graph (ours)
# Parameters 200,704 23,063 20,087
6 Conclusion
To solve the problem of lifelong graph learning, this paper introduces the feature graph as a new
graph topology, which can be trained via mini-batches naturally. It takes features of a regular
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graph as nodes and takes the original nodes as independent graphs. This successfully converts
the original node classification to graph classification and turns the problem from lifelong graph
learning into regular lifelong learning. To construct the feature adjacency matrices, we accumulate
the cross-correlation matrices of the connected feature vectors to model feature interactions. The
comprehensive experiments show that the feature graph achieves much higher accuracy than the
state-of-the-art methods in both data-incremental and class-incremental tasks.
Broader Impact
This work has the potential positive impact in the society as it is helpful for discovering the underlying
relationship in the graph-structured data, such as a social network. At the same time, this work may
have some negative consequences because any predictive application that learns from data runs the
risk of producing biased reflective of the training data. Our work, which learns a graph model from
graph-structured data, is no exception. One of the reasons that we apply the averaged cross-correlation
matrices to model the feature interaction is to alleviate potential bias. We should be cautious of the
result of failure of the system which could cause inappropriate explanation of any data.
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A Sample Selection in Lifelong Learning
In the experiments, we adopt the simple rehearsal method with random sampling described in [46].
Let P be the probability that the observed items are selected at time t, thus the probability that one
item is still kept in the memory after k selection is P k. This means that earlier items have lower
probability to be kept in the memory and this phenomenon was observed in [46] (Sec. 4.2). To
compensate for such effect and
Proposition A.1. To ensure that all items in the continuum have the same probability to be kept in
the memory at any time t, we can set the probability that the n-th item is selected at time t as
Pn(t) =
{
1 t 6M
M/n t > M, t = n
(n−1)/n t > M, t > n
, (11)
whereM denotes the memory size.
Proof. The proof is obvious for t 6 M as we only need to keep all items in the continuum. For
t > M , the probability that the n-th item is still kept in the memory at time t is
Pn,t = Pn(n) · Pn(n+ 1) · · ·Pn(t− 1) · Pn(t)
=
M
n
· n
n+ 1
· · · · t− 2
t− 1 ·
t− 1
t
=
M
t
. (12)
This means the probability Pn,t is irrelevant to n and all items in the continuum share the same
probability. In practice, we keep M items and sample balanced items across different classes.
B Data-Incremental and Class-Incremental Tasks with Larger Memory
Due to space limitation, we only show the performance using a memory size of 100 and 200 in
Section 5, respectively. In this section, we further show that with a larger memory, feature networks
are also able to achieve much higher performance than GraphSAGE. Table 6 and Table 7 present
the average performance with 10 runs on the three citation datasets with a memory size of 500 for
data-incremental and class-incremental tasks, respectively. It can be seen that the feature graph
achieves an average of 3.1% and 4.8% improvements on the two tasks, respectively. This further
demonstrates the effectiveness of the proposed feature network.
Table 6: Overall performance of data-incremental tasks with memory size 500.
Method Cora Citeseer Pubmed
GraphSAGE [6] 0.854 ± 0.007 0.725 ± 0.009 0.805 ± 0.010
Feature Graph (ours) 0.878 ± 0.010 0.727 ± 0.007 0.872 ± 0.007
Table 7: Overall performance of class-incremental tasks with memory size 500.
Method Cora Citeseer Pubmed
GraphSAGE [6] 0.802 ± 0.002 0.689 ± 0.0001 0.817 ± 0.001
Feature Graph (ours) 0.862 ± 0.013 0.732 ± 0.0140 0.858 ± 0.007
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