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The electrical properties of granular 
semiconductors are modelled. The 
developed models allow predicting DC, AC 
and transient characteristics of these 
granular materials. They give as accurate 
results as commercial software, but several 
orders of magnitude faster. Granular 
semiconductors are widely used in, e.g., 
microelectronic circuits and solar cells. 
Electric current in them depends strongly 
on the potential barriers at grain boundaries. 
This results in extraordinary electrical 
properties, which are utilized in, e.g., 
varistors and gas sensors. Gas-sensor 
applications range from toxic-gas detection 
to electronic noses used for, e.g., diagnosing 
diseases and assessing wine quality. Gas-
sensing granular semiconductors are metal 
oxides such as tin dioxide, which is used in 
the presented micro-gas sensor. Two new 
phenomena in gas sensors, the bias-voltage 
dependent sensitivity and the negative 
admittance, were discovered and modelled 
in the present thesis. 
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Abstract 
DC, AC, and the transient characteristics of granular    -type semiconductors are modelled 
using the drift-diffusion theory. The transient model describes the electrical large-signal 
response to both voltage and temperature changes. The analysis is based on the dynamic 
electrical model of the grain-boundary region and electronic trapping in the acceptor-type 
electronic interface states at the grain boundaries. 
 
The use of different approximations in the model derivation results in a simple fully 
analytical model and a semianalytical model, which requires numerical methods in the 
solution. The models are veriﬁed by performing numerical device simulations with SILVACO 
ATLAS. The models are also ﬁtted to experimental data. They are in excellent agreement with 
ATLAS and the experimental data. Compared to ATLAS the transient calculations employing 
the semianalytical model are four orders of magnitude faster on a standard PC computer, yet 
having the same accuracy. 
 
The existence of electronic traps at grain boundaries results in nonlinear DC, extraordinary 
AC, and highly complex and nonlinear transient electrical characteristics. The 
current–voltage curves can be divided into four characteristic regions: linear, sublinear, 
superlinear, and series resistance limited regions. The electrical-equivalent-circuit 
presentations of the AC characteristics have, in addition to the common resistors and 
capacitors, special RL and RC circuit branches associated with the electronic trapping. These 
circuit branches have negative admittance. 
 
In the experimental part an atomic-layer-deposited SnO2 microhotplate gas sensor was 
designed and fabricated for the ﬁrst time. The sensors exhibit good response and recovery to 
ethanol, acetone, and acrylonitrile vapours, and good stability. In addition, the developed 
model is extended to the case of    -type gas-sensitive surface-type metal oxides. The 
adsorption of gases is described by a surface-state model. The model is employed in the 
quantitative explanation of the new effects in metal-oxide gas sensors: the bias-dependent 
sensitivity and negative admittance effects, which were observed experimentally in 
commercial WO3 gas sensors. These effects can be used for increasing the selectivity of the 
gas sensors. 
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Tiivistelmä 
Rakeisten    -tyypin puolijohteiden DC-, AC- ja transienttiominaisuudet mallinnetaan 
käyttäen drift–diffuusio-teoriaa. Transienttimalli kuvaa sekä jännite- että 
lämpötilavaihteluista johtuvia sähköisiä suursignaalivasteita. Analyysi perustuu 
dynaamiseen sähköiseen malliin ja elektroniseen loukkuuntumiseen raerajoilla oleviin 
akseptori-tyyppisiin elektronisiin rajapintatiloihin. 
 
Käyttämällä eri approksimaatioita mallin johtamisessa päädytään yksinkertaiseen, täysin 
analyyttiseen malliin sekä puolianalyyttiseen malliin, joka vaatii numeeristen menetelmien 
käyttöä. Nämä mallit osoitetaan oikeaksi vertaamalla niitä SILVACO ATLAS -ohjelmistolla 
tehtyihin numeerisiin simulaatioihin. Lisäksi mallit sovitetaan kokeellisiin tuloksiin. Mallien 
tulokset vastaavat erinomaisesti ATLAS-simulaatiota ja sopivat erinomaisesti kokeellisiin 
tuloksiin. Puolianalyyttista mallia käyttävä laskenta tavallisella PC-tietokoneella neljä 
kertaluokkaa vastaavaa ATLAS-simulaatiota nopeampi, vaikka ne ovat yhtä tarkkoja. 
 
Elektronisten loukkujen olemassaolo raerajoilla johtaa epälineaarisiin DC-, 
poikkeuksellisiin AC-, ja hyvin monimutkaisiin ja epälineaarisiin transienttiominaisuuksiin. 
Virta–jännite-käyrät voidaan jakaa neljään alueeseen: lineaariseen, alilineaariseen, 
ylilineaariseen ja sarjavastusrajoitteeseen alueeseen. AC-ominaisuuksien 
vastinpiiriesityksissä on tavallisten vastusten ja kondensaattoreiden lisäksi elektronien 
loukkuuntumiseen liittyvät poikkeukselliset RL- ja RC-piirit, joilla on negatiivinen 
admittanssi. 
 
Kokeellisessa osassa ALD-atomikerroskasvatettua tinadioksidikalvoa käyttävä 
mikrolämpölevykaasuanturi suunniteltiin ja valmistettiin. Antureilla ovat hyvät vasteet ja 
palautumiset etanoli-, asetoni- ja akrylonitriilihöyryille sekä hyvä stabiilius. Lisäksi kehitetty 
malli laajennetaan    -tyyppisten kaasuherkkien pintatyypin metallioksidien tapaukseen. 
Kaasujen adsorptio mallinnetaan pintatilamallilla. Tätä mallia käytetään 
metallioksidikaasuantureissa ilmenevien uusien bias-jännitteestä riippuvan herkkyys- ja 
negatiivinen admittanssi-ilmiöiden selittämiseen. Ilmiöt havaittiin kokeellisesti kaupallisissa 
WO3-kaasuantureissa. Näitä ilmiöitä voidaan käyttää kaasuantureiden selektiivisyyden 
parantamiseen. 
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τ The time constant
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a+ The coefficient in the electric current density formula (Eq. 19)
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Cb The capacitor of the converted electrical equivalent circuit (see Fig. 8b)
Cs The series capacitance
Cchar The capacitor of the circuit branch corresponding to the charging and discharging the
grain-boundary traps (see Fig. 7)
Cdep The capacitance of the depletion regions of the grain-boundary region
D The diffusion constant of electrons
E The electric field
e′ The coefficient in the normalized rate equation (Eq. 30)
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Emax0 The maximum electric field in the grain-boundary region in the thermodynamical equi-
librium
EmaxI The maximum electric field in region I
EmaxII The maximum electric field in region II
Ec The bottom of the conduction band
EF The Fermi level
Eg The band gap
EI The electric field in region I
xiv
ET The energy level of the electronic interface state (i.e. trap state) at the grain boundary
Ev The top of the valence band
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n The density of electrons
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Introduction
Granular materials consist of grains which have various sizes, shapes, and crystal
orientation. The grains are also called crystallites, and the granular materials poly-
crystalline. Granular semiconductors often have unusual electrical properties, which
originate from electronic interface states at grain boundaries (GBs) within the ma-
terial [1, 2]. The presence of either impurity atoms, defects, or adsorbed gases at
grain boundaries gives rise to these electronic states [1–5].
Typically granular materials are wide-band gap semiconductors such as metal ox-
ides (e.g. ZnO, TiO2, SnO2, BaTiO3, and SrTiO3) and compound semiconductors
(e.g. SiC, CdS, CdSe, and PbS) [1, 2, 6–8]. Grain boundaries are also present in
other common semiconducting materials such as Si, Ge, GaAs, and ternary com-
pound semiconductors [1, 2, 6]. The electrically active GBs may either benefit or
harm the operation of devices in which granular materials are utilized. Granular
semiconductors, such as polycrystalline silicon (i.e. polysilicon), are widely used as
a low-cost and versatile material in the microfabrication of devices and integrated
circuits [1, 2]. In this kind of application the presence of the electrically active grain
boundaries in the material is often deleterious. For example, in solar cells fabricated
from polycrystalline materials the grain boundaries reduce the efficiency of the solar
cells considerably [1]. Therefore, much effort is put in the passivation of the grain
boundaries [1].
In granular semiconductors the transport of charge carriers across the grain bound-
aries depend exponentially on the height of the GB potential barrier at the grain
boundary [1]. This results in nonlinear electric current–voltage (I–V ) character-
istics [1]. The height of the grain-boundary potential barrier, in turn, depends
quadratically on the electric charge at the grain boundary, which originates from
the electronic interface states at the grain boundary [1]. Very small changes in the
grain-boundary charge result in large changes in the electric resistance due to its
exponential dependence on the height of the GB potential barrier. This exponential
amplification effect is exploited, e.g., in very sensitive sensor devices. The dynamics
of the electrical effects in the granular materials cover a broad frequency range [1,
Publications II, III, and VI]: the fastest effects are related to the bulk regions of the
material, the slower effects to the ordinary GB conductance and capacitance, and
the slowest ones to the electronic trapping at grain boundaries. These electronic
trapping effects cause extraordinary features such as negative admittance and ca-
pacitance [1, Publications II and VI].
Several devices are directly based on the special electrical properties of GBs: Varis-
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tors (i.e. variable resistors or voltage-dependent resistors (VDR)), positive temper-
ature coefficient (PTC) resistors, grain-boundary capacitors, pressure gauges, light
detectors, and gas sensors [1, 9].
The use of polycrystalline semiconductors in the varistor application is based on
their nonlinear I–V characteristics [1, 9]. Metal oxides, for example ZnO, are usually
employed because of their large-energy-handling capabilities [1, 9]. Applications of
varistors range from power switching in electrical transmission systems to voltage
surge protection in automotive and semiconductor electronics [9]. The operation
principle of a varistor as a solid-state switch is simple: In the off-state the varistor is
operated in the Ohmic (i.e. linear) part of the I–V curve, and only leakage current
flows through the device. In the on-state the nonlinear part of the I–V curve, where
the current is high, is employed.
Metal-oxide semiconductors are frequently used as gas sensors [7, 8, 10, 11]. A
common gas sensor is a resistive sensor where the electrical resistance of the gas-
sensitive material changes in the presence of target gas molecules. Usually the change
in the electrical resistance is caused by a change in the density of ions adsorbed on
the surfaces of the grains of the gas-sensing film. This is a very sensitive gas-sensing
mechanism, since the electrical resistance depends exponentially on the GB potential
barriers created by the adsorbed ions.
In the first half of the present thesis the electrical properties of granular n-type semi-
conductors having acceptor-type electronic interface states at the GBs are modelled.
Over the past decades the electrical properties of granular semiconductors have been
modelled extensively [1, 2, 6, 12]. The aim of the present thesis is to derive general
and accurate analytical and numerical models, which are not too complicated and
which allow rapid calculations. These kinds of models are needed in the electrical
modelling of devices made of granular semiconductors. Of course, the models should
also be able to predict correctly the behaviour of these devices. Fitting these models
to experimental data is much simpler and faster than fitting a finite-element-method
(FEM) model created using a numerical device simulator. In addition, analytical
models give a far better insight into the underlying physical phenomena than all-
numerical approaches. Numerical models often have no convergent solution either.
In the present thesis the DC, AC, and transient characteristics of granular semi-
conductors are modelled. The electrical transients induced by both voltage and
temperature changes are calculated. The modelling is carried out at three different
levels: (i) a simple fully analytical model, (ii) a semianalytical model, and (iii)
numerical device simulation. The semianalytical model here refers to a more ap-
proximative model than those typically used in the numerical device simulations,
2
but which still requires numerical methods when solving the equations of the model.
The fully analytical model is obtained by approximating further the semianalytical
model. The results of the present models are compared with the results obtained
using SILVACO R© ATLAS
TM
device simulation software [13]. The advantage of this
approach is that we can compare real intrinsic properties that are not affected by
external parasitic effects as may be the case with experimental results. The semi-
analytical model is also fitted to the experimental data obtained from the DC and
transient measurements of ZnO powder samples [14].
In the present thesis the granular material is modelled with a geometrical model
[2], where the material is represented by a number of identical grain boundaries
separated by bulk regions. Numerous studies (see, for instance, Refs. [1, 2, 12] and
references therein) have shown that this approach is general enough to explain most
experimental results. The modelling is based on the drift-diffusion theory, which has
not previously been employed in the modelling of granular semiconductors in such
a broad scale as in the present thesis, even though the drift-diffusion theory is more
appropriate in granular semiconductors utilized, e.g., in gas sensors [12].
The latter half of the present thesis discusses resistive metal-oxide based gas sensors.
In a modern resistive gas sensor a metal-oxide gas-sensing film is deposited on a
micromachined microhotplate structure [11, 15]. The microhotplate is needed for
keeping the gas-sensing film at an elevated temperature (typically 200–400oC), which
is necessary for sensor operation [11, 15]. In the present thesis tin dioxide (SnO2)
gas-sensing film deposited by atomic layer deposition (ALD) has been integrated for
the first time on a microhotplate gas sensor. Due to the special demands of the ALD
process, the fabrication process differs from the standard microhotplate process. The
novel sensor is characterized and tested on chemical vapours representing common
flammable and toxic materials: ethanol, acetone, and acrylonitrile.
In addition, in the present thesis the general model of granular semiconductor is
extended to resistive metal-oxide gas sensors by describing the gas adsorption by the
so-called surface state model. This model is employed in a quantitative explanation
of the bias-voltage dependent sensitivity and negative-admittance effects, which were
also observed experimentally in commercial gas sensors. As it will be shown, these
effects originate from the intrinsic electrical properties of granular semiconductors.
The first half of the present thesis discusses the general modelling of granular semi-
conductors: the background of the modelling is presented in Section 1, the model
employed in Section 2, and the modelling results in Section 3. The latter half of the
present thesis, Section 4, discusses the resistive metal-oxide based gas sensors: the
fabrication and characterization of the novel sensor is presented in Section 4.1, the
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modelling of these kinds of sensors in Section 4.2, and the bias voltage dependent
sensitivity and negative admittance effects in Sections 4.3 and 4.4, respectively. The
notation differs slightly from publication to publication. In this thesis the notation
has been unified. Thus, the formulas and parameter values may differ slightly from
the individual publications.
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Figure 1: (a) Schematic picture of a real granular film. (b) Two-dimensional box model
of a granular film. (c) Two-dimensional percolation model of a granular film
at the percolation threshold. The percolation path is shown.
1 Introduction to modelling
1.1 Modelling granular material
Granular materials are usually very complex and their structures are far from ideal.
An example of a real granular film is sketched in Fig. 1a. The grains consisting of
conductive material are surrounded by material which is poorly or non-conductive,
such as air or segregated atoms. The shape, and orientation of the grains may vary.
In addition, the adjacent grains may be connected to each other with a small or
large contact area [12], or they may not be connected at all.
Generally, a film consisting of grains can be modelled with an electric circuit con-
sisting of electrical equivalent circuit (EEC) presentations of the grains and grain
boundaries. Mathematically this approach is challenging. In order to calculate the
electric current passing through the granular film the electric properties of each grain
and grain-boundary must be known. In practice experimental determination of the
each part of the film is, of course, impossible. Several approximative models exist for
the calculation of the electric current passing through an inhomogeneous material:
Geometrical models, and percolation and effective medium theories [2]. The largest
difference between the models is that in the geometrical models the material is as-
sumed to be highly ordered, and in the percolation and effective medium theories
completely random [2]. In other words, they apply to fundamentally different prob-
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lems. A large number of publications are available, where the percolation theory
(see e.g. Refs. [2, 16–19]) and the effective medium theory (see e.g. Refs. [2, 17–22])
are presented.
In the geometrical models the material is represented by highly idealised structures.
One of the simplests model is the cubic or box model, where the grains are presented
by cubes in three dimensions (3D) or squares in two dimensions (2D) arranged in
a square lattice (see Fig. 1b). The cubic model is sometimes called the brick layer
model (BLM). The advantage of the geometrical models is that although the calcu-
lation of the electrical properties is fairly simple, they can yield reasonably realistic
results. In addition, a number of electric properties of the geometrical models are in-
sensitive to the precise geometry considered [2]: For example, if the layer separating
the grains (i.e. the poorly conductive region in Fig. 1b) is thin, then the cubic model
has exactly the same overall resistance as the corresponding geometrical model con-
sisting of spheres [2]. The cubic model has been compared with a realistic model of
polycrystals: When the grain-boundary resistance dominates, the overall resistance
of the realistic 3D polycrystal is, according to numerical simulations, roughly 17 %
lower than the overall resistance of the corresponding cubic model [23]. A simi-
lar small difference has also been observed in 2D [24]. As a summary, although it
could seem unlikely, the cubic model is a fair approximation of a real polycrystalline
material.
In the percolation and effective medium theories the volume fraction of the con-
ductive and poorly or non-conductive phases in the material is considered. Mixing
ratio is the ratio of the volume of one phase and the total volume. In the 2D case
the area fraction is considered instead, and the mixing ratio is defined by the ratio
of areas. Usually the percolation theories apply in the case of low mixing-ratio of
the conductive phase. The effective medium theory, in turn, applies usually in the
case of high mixing-ratio of the conductive phase. However, similar results can be
obtained with both theories in the same mixing ratio range.
In the percolation theory the material is divided into regions. Each region belongs
either to the conductive or to the non-conductive phase (see Fig. 1c). The percolation
theory has two general approaches: the site and the bond model. The sites are points
in space. Each site corresponds to a region in the material. These sites are connected
to the neighbouring sites by bonds. In the site model the sites are either conductive
or non-conductive in random, whereas in the bond model the bonds are random.
An important property of material exhibiting percolation-type electrical conduction
is the percolation threshold. The percolation threshold is the minimum volume or
area fraction of the conductive phase, at which the electric current is able to flow
through the material. The material at the percolation threshold and the percolation
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path are illustrated in Fig. 1c. The percolation threshold of a bond-model of cubic
lattice is 0.5 in 2D and 0.25 in 3D [17], respectively.
In the effective medium theory each grain of the material is treated as if it were
surrounded by a homogeneous medium. The effective physical quantity of the whole
material is determined self-consistently. Several approaches and effective medium
approximations exist. In addition, many nonlinear models have been proposed (see,
for instance, Refs. [25–28]).
In the present thesis mostly the properties of single grain-boundaries are studied.
The whole granular material is modelled by a one-dimensional (1D) geometrical
model structure, where identical grain-boundary regions are connected in series (see
Section 2). This allows the total current flow through the whole material to be
calculated in a simple manner. One might think that this assumption of the structure
of the whole material is quite far from reality. However, the assumption made is that
all the relevant grain boundaries in the material can be presented by a set of identical
grain boundaries. In other words, the properties of the identical grain boundaries of
the model project the properties of all grain-boundaries in the path of the current.
Numerous studies (see, for example, Refs. [1, 2, 12] and references therein) have
shown that this approach is sound and can explain most of the experimental results
in common granular semiconductors.
1.2 Modelling granular semiconductors
Since the surface-to-volume ratio is high in granular semiconductors, the properties
of the surfaces of the grains and interfaces between the grains of the material become
highly important. In semiconductors, surfaces and interfaces often have a large effect
on the electrical properties of the materials. Surfaces and interfaces by themselves
perturb the periodicity of the semiconductor crystal. The perturbation can create
local electronic states inside the energy band gap of the semiconductor [3, 4]. Real
surfaces and interfaces often have surface impurities and defects [2–4]. The surface
and interface states related to the material itself are called intrinsic states [2, 29]. In
addition to intrinsic states, extrinsic states can be generated by adsorption of gases
[2, 5, 29, 30]. (In contrast, Lu¨th [4] defines only the surface states related to ideal
surfaces as intrinsic and the others as extrinsic surface states.)
The existence of the local electronic states gives rise to electronic trapping processes,
which can be modelled in the similar way as the bulk trap states, which are discussed,
for example, in Ref. [31]. In the case of trapping in an adsorbed atom or molecule
(i.e. extrinsic state) the process is also known as ionization. In general, the type of
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Table 1: Charging characters of electronic trap states [4].
Type of state Occupied by electron Empty of electrons
(i.e. empty of holes) (i.e. occupied by hole)
Donor Neutral (0) Positive (+)
Acceptor Negative (−) Neutral (0)
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Figure 2: Schematic picture of two connected grains of an n-type semiconductor material.
The electronic energy bands along the x-axis in the grain-boundary region are
plotted, and trapping of a conduction electron in an acceptor-type electronic
interface state is illustrated. NB is the density of the occupied interface states,
Ec the bottom of the conduction band, Ev the top of the valence band, EF the
Fermi level, q the unit charge, and VB the grain-boundary potential barrier.
the electronic traps states is either donor or acceptor. Depending on the occupancy
and type of the trap state the electric charge of the trap state is either positive (+),
neutral (0), or negative (−). The possible combinations are listed in Table 1.
Two connected semiconductor grains and the electronic energy bands in the grain-
boundary region are illustrated in Fig. 2, where the semiconductor is n-type and the
electronic interface states at the grain boundary are acceptor-type. The trapping
of an electron in the interface state shown in Fig. 2 gives rise to a local charge at
the grain boundary (density NB per area). This local charge, in turn, causes the
bending of electronic energy bands, which is discussed below. The band bending
is characterized by a grain-boundary potential barrier VB, which determines the
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transport of electrons across the grain boundary.
The thickness of the grain-boundary interface itself (i.e. the intergranular phase) in
materials, where the electrical activity of grain boundaries is high, varies from less
than a monolayer up to several monolayers [1, 6]. The typical thickness is 2–10 nm
[1], but the diffusion of atoms can result in thicknesses of 100 nm or higher [1].
However, in typical cases the thickness of the grain-boundary interface is so small
that it can be considered infinitely thin [1]. This approach is adopted in the present
thesis. In some cases the size of the grains has much larger effect on the electronic
properties of the granular semiconductor. If the depletion regions shown in Fig. 2
extend across the whole grains, the electronic properties change considerably [2].
This effect is discussed in more detail below.
There are also additional effects observed at grain boundaries: GB scattering of
charge carriers [2, 32], tunnelling effects [1], minority charge carrier effects [1, 2], hot
electron phenomena [1], and ion and atom movement and segregation [1, 2, 6, 33].
These effects are not considered further in the present thesis. However, the effects
listed should be taken into account when the models presented in the present thesis
are developed further.
1.2.1 Depletion, inversion, and accumulation regions
The depletion, inversion, and accumulation regions [3, 4] around a grain boundary
are sketched in Fig. 3. Acceptor interface states in an n-type semiconductor give rise
to depletion regions, where the density of charge carriers is very low, or even inversion
regions, where minority charge carriers (i.e. holes in this case) are accumulated.
Donor interface states result in an accumulation region, where major charge carriers
(i.e. electrons in this case) are accumulated. In a p-type semiconductor the cases
are the opposite: donor states result in depletion or inversion, and acceptor states
in accumulation, respectively. Fig. 3 shows that in the inversion case the width
of the region, where the density of minority charge carriers exceeds the density of
majority charge carriers, is so small that, in fact, quantum effects [4] must be taken
into account in inversion regions.
The total electric charge corresponding to the interface states is Qi. This charge is
screened (i.e. compensated) by the total net charge in the semiconductor, which is
often called the total space charge Qsc. The overall charge neutrality requires that
Qi = −Qsc. (1)
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Figure 3: Illustration of energy bands around grain boundaries with depletion (left), in-
version (middle), and accumulation (right) regions in n-type (top) and p-type
semiconductors (bottom), respectively. The cases of flat-band and thermody-
namical equilibrium are shown. Ec is the bottom of the conduction band, Ev
the top of the valence band, EF the Fermi level, and ET the energy level of
the electronic interface state (i.e. trap state) at the grain boundary. The type
of the interface state (donor or acceptor) is indicated in each case. In the
flat-band case the electronic interface states are neutral.
The grain size has a large effect on the electrical properties of a granular semicon-
ductor. If the depletion regions (see Fig. 2) extend across the whole grains and no
bulk regions lie in-between the two grain boundaries, then the charge neutrality con-
dition (Eq. 1) must be applied in the whole material. This results in a very different
kind of material, where the interface and surface states are acting as effective bulk
donors and acceptors [2, 34, 35]. Decreasing the grain size below 10 nm gives rise
to quantum effects as well [36].
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In general, the electric potential φ in a semiconductor can be solved from Eq. 1 and
Poisson’s equation [4, 37]
∇2φ = −ρ
ε
, (2)
where ε is the permittivity of the material and ρ the density of total electric charge,
which is given by
ρ = q (p−Na − n+Nd) , (3)
where q is the unit charge, p the density of holes, Na the density of ionized acceptors,
n the density of electrons, and Nd the density of ionized donors, which are all
spatially dependent.
1.2.2 Theories for calculating charge transport
The two most common theories for calculating charge transport in semiconductors
are the thermionic-emission and the drift-diffusion theories. The former theory ap-
plies usually to high-mobility and the latter to low-mobility semiconductors, respec-
tively [38]. In addition, a third theory, the so-called thermionic-emission – diffusion
theory, which is a mixture of the first two theories, has been synthesised [38]. In
all of the theories it is assumed that the height of the GB potential barrier is much
larger than kBT , where kB is Boltzmann’s constant and T the absolute temperature,
and the charge carriers on both sides of the grain boundary can be described by their
thermal equilibrium distributions in spite of the current flow [38].
In all these theories the mean free path (MFP) of charge carriers must be less
than the diameter of grains. Otherwise grain-boundary scattering of charge-carriers
dominates [2, 12, 32, 39]. The applicability of the theory is evaluated by the MFP
of the charge carriers: If the width of the GB region is equal to or less than the
MFP of the charge carriers [12], then the thermionic-emission theory applies. In
this case the charge carriers do not scatter in the GB region, hence for calculation
of the current flow, it is enough to count only the charge carriers which have enough
energy to surmount the GB potential barrier [38]. The drift-diffusion theory applies
when the width of the GB region is much larger than the MFP of the charge carriers
[12]. In this case the charge carriers experience many scattering events in the GB
region, i.e. their motion is characterized by a diffusion process.
Regardless of these differences the two theories give similar results for granular
semiconductors [12]. This kind of similarity is also present, e.g., in Schottky diodes
[38]. In the present thesis the drift-diffusion theory is utilized.
11
2 Model of a granular n-type semiconductor
In this section the model of a granular n-type semiconductor employed in the present
thesis is presented. Depending on the approximation used in the derivation, the
model is either fully analytical or semianalytical. The use of numerical device sim-
ulation software in the modelling of a granular semiconductor is described in Sec-
tion 2.5.
In the model, the effect of holes in the material is neglected. However, with minor
modifications, the model presented in the present thesis can also be applied to a
p-type semiconductor. The model can be employed as long as the hot-electron
phenomena and minority carrier effects [1, 14] are low. These effects can arise if the
electric field in the GB region is very high [1, 14]. In addition, minority carriers can
be generated under illumination, if the energy of the photons is larger that the band
gap of the semiconductor [31, 38].
The model is based on the drift-diffusion theory, which has the benefit that since
the electron density at the GB can be determined, the electron trapping at the
GBs can be described by a rate equation. For the modelling of varistors and gas
sensors different rate equations must be used. In varistors the electronic interface
states are intrinsic, whereas in gas sensors they are extrinsic (see Section 1.2). In
the present thesis the modelling is performed in such a way that the rate equation
is treated separately from the rest of the dynamic electrical model. This allows the
rate equation to be replaced by an appropriate one without the need of revision of
the rest of the model.
In the model, a granular semiconductor is described using a one-dimensional geomet-
rical structure shown in Fig. 4. The sample with a length L has NGB identical GBs
connected in series. The GB regions have a length of LGB and they are separated
by bulk regions.
Whereas each GB region has the length LGB, each GB itself (i.e. the interface) is
infinitely thin and has acceptor-type electronic interface states with a single discrete
energy level at ET . The electronic bands in the GB region are shown in Fig. 5. The
densities of the total and the occupied GB states are N totB and NB, respectively. The
existence of the interface states gives rise to a band bending and the GB potential
barrier [1, 2, 12] (see Fig. 5). In the thermodynamical equilibrium the height of the
GB potential barrier is given by [25]
VB0 =
qN2B
8εNd
+
kBT
q
. (4)
12
LGBLGB
B ulk 
reg ion
G ra in -
boundary 
reg ion
LGB LGB
G ra in
boundary
NGB
L
LGB LGB
x
Figure 4: One-dimensional geometrical model structure of a granular semiconductor with
NGB identical grain boundaries. Electric current flows in the direction of the
x axis.
The GB potential is discussed in more detail in Section 2.1.1.
The length of the GB region LGB, which also is the total length of the depletion
regions, can be calculated using the depletion region approximation (i.e. in Eq. 2
ρ ≈ qNd in the depletion region). In contrast to this approximation, the edges of the
depletion regions are not abrupt: the distribution tails of the majority charge carriers
extend into the depletion region thereby reducing their length [38]. Therefore, LGB
is calculated with the formula [Publication I]
LGB =
√
8ε
qNd
(
VB0 −
2kBT
q
)
. (5)
When voltage U is applied across the sample shown in Fig. 4, the electric current
I flow through the sample and the voltage UGB across a single GB region are given
by [Publication I]
I =
U
NGBRGB +Rs
(6)
UGB =
U −RsI
NGB
, (7)
where RGB = UGB/IGB is the resistance of the GB region, IGB is the electric current
in the GB region, Rs = (1 − NGBLGB/L)Rbulk is the series resistance due to the
bulk regions, Rbulk = L/(qµNdA) is the bulk resistance, which is the resistance of a
sample without any GBs (i.e. a sample consisting of bulk only), µ is the mobility of
electrons, which is assumed to be constant, and A is the cross-sectional area of the
sample. Often, A is defined as the effective cross-sectional area instead, since the
geometrical shape of the granular material may differ from the ideal case [12].
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Figure 5: Electronic energy bands in the grain-boundary (GB) region of a n-type semi-
conductor (a) in the thermodynamical equilibrium and (b) when a voltage UGB
is applied across the GB region [Publication III]. Trapping of a conduction elec-
tron in acceptor-type interface states (energy level ET ) at the GB (x = 0) is
illustrated in (a). Ec is the bottom of the conduction band, Ev the top of the
valence band, and EF the Fermi level. xd1 and xd2 are lengths of the depletion
regions in the GB region. Regions I (−xd1 ≤ x < 0) and II (0 < x ≤ xd2) are
indicated.
2.1 Electric model of grain boundary
2.1.1 Potential in grain-boundary region
Instead of the electric potential φ, the potential for electrons V = −φ is utilized
here. When the voltage UGB is applied across the GB, the analytical solution of
Poisson’s equation obtained with the depletion region approximation [1, 12] can be
written as [Publications I and V]
V (x) =


VBI
(
x
xd1
+ 1
)2
for −xd1 < x ≤ 0 (region I)
VBII
(
x
xd2
− 1
)2
+ UGB for 0 ≤ x < xd2 (region II),
(8)
where VBI = VB0
(
1 + UGB
4VB0
)2
is the effective GB potential barrier in region I, VBII =
VB0
(
1− UGB
4VB0
)2
the effective GB potential barrier in region II, xd1 =
1
2
(
1 + UGB
4VB0
)
·
NB
Nd
the depletion width in region I, and xd2 =
1
2
(
1− UGB
4VB0
)
NB
Nd
the depletion width
in region II. Because the depletion widths xd1 and xd2 must be positive, the voltage
UGB applied across the GB region must fulfill the condition [Publication V]
|UGB| < 4VB0 . (9)
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Figure 6: Electron potential V approximated by the quadratic and linear profiles in the
grain-boundary region when voltage UGB is applied across the GB [Publica-
tion I].
At high voltages (UGB & 4VB0) the depletion region approximation fails and the GB
potential barrier vanishes. The quadratic potential profile is illustrated in Fig. 6.
The quadratic potential profile (Eq. 8) can be approximated by a linear profile (see
Fig. 6) [Publications I and V]
V (x) =
{
VBI + E
max
I x for −xL1 < x < 0 (region I)
VBI − EmaxII x for 0 < x < xL2 (region II),
(10)
where EmaxI = E
max
0
(
1 + UGB
4VB0
)
is the maximum electric field in region I, EmaxII =
Emax0
(
1− UGB
4VB0
)
the maximum electric field in region II, Emax0 =
qNB
2ε
, xL1 =
VBI/E
max
I , and xL2 = VBII/E
max
II .
The shape of the potential in the GB region is discussed in more detail in Ref. [40],
where numerical simulation results and a slightly more accurate quadratic potential
profile with the bulk electric field taken into account in the solution of Poisson’s
equation are also presented.
2.1.2 Electric current and density of electrons at grain boundary
In the drift-diffusion theory, the electric current density of electrons in one dimension
is given by
J = qD
dn(x)
dx
+ qµn(x)E(x), (11)
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where D is the diffusion constant of electrons and E the electric field. In the present
thesis it is assumed that there is no generation or recombination of charge carriers
in the GB region. This simplifies the calculations considerably, because in this case
the electron currents in regions I and II (see Fig. 5) are spatially independent.
The electric current densities JI and JII in regions I and II, respectively, are related
by the continuity equation at the GB, which is given by
JII − JI = qdNB
dt
. (12)
The electron density outside the depletion regions is equal to Nd and the potential
difference across the GB region is UGB. With these boundary conditions and Eq. 12,
Eq. 11 can be solved in the GB region. The total current density in the GB region
is given by [Publications II and III]
J totGB = J
DC
GB −
III
Itot q
dNB
dt
+ ε
dEI
dt
, (13)
where the last term is the displacement current density, EI is the electric field in
region I, II =
0∫
−xd1
exp [qV (x)/(kBT )] dx, III =
xd2∫
0
exp [qV (x)/(kBT )] dx, Itot = II+
III , and the DC electric current density in the GB region is given by [Publication V]
JDCGB =
kBTµNd
Itot
[
exp
(
qUGB
kBT
)
− 1
]
. (14)
The density of electrons at the GB is given by [Publications II and III]
nB = n
DC
B −
q
kBTµ
IIIII
Itot exp
(
− qVB
kBT
)
dNB
dt
, (15)
where the density of electrons at the GB in the steady state is given by [Publica-
tion V]
nDCB = exp
(
− qVB
kBT
)[
Nd +
JDCGB II
µkBT
]
. (16)
Further analytical calculation requires use of approximations. The use of the linear
potential profile (Eq. 10) yields [Publications II, III, and VI]
J totGB = J
DC
GB −
UGB
4VB0
q
dNB
dt
+
ε
LGB
dUGB
dt
(17)
nB = n
DC
B −
ε
qµNB
dNB
dt
. (18)
16
The total current (Eq. 17) consists of three terms: the GB potential-barrier limited
current (JDCGB ), the charging and discharging current, and the current related to
the depletion region capacitance. The last term in Eq. 18 represents a delay effect
which is caused by the fact that the electrons can enter and exit the GB only via
the depletion regions, where they have a finite drift velocity.
The DC electric current density in the GB region and the density of electrons at
the GB in the steady state can be calculated analytically using the approximative
potential profiles. The quadratic potential profile (Eq. 8) and Eqs. 14 and 16 give
[Publication I]
JDCGB =
J0
√
8kBT
piq
sinh qUGB
2kBT√
1− kBT
qVB0
[
exp
(
− qUGB
2kBT
)
erfi(a+) + exp
(
qUGB
2kBT
)
erfi(a−)
] (19)
nDCB = Nd exp
(
−qVBI
kBT
)
1 + erfi(a−)
erfi(a+)
exp
(
− qUGB
kBT
)
+ erfi(a−)
erfi(a+)
, (20)
where the imaginary error function is defined by erfi(x) ≡ erf(ix)/i [41], i = √−1,
J0 = µ
√
q3N3d/ε, a+ =
√
qVB0
kBT
(
1 + UGB
4VB0
)
, and a− =
√
qVB0
kBT
(
1− UGB
4VB0
)
. Analyti-
cal formulas for JDCGB and n
DC
B in the slightly more accurate case of the quadratic
potential profile with bulk electric field taken into account are given in Ref. [40].
The linear potential profile (Eq. 10) and Eqs. 14 and 16 give [Publication I]
JDCGB =
√
2J0
√
VB0 − kBTq
[
1−
(
UGB
4VB0
)2]
exp
(
− qV ′B
kBT
)
sinh qUGB
2kBT
1− exp
(
− qV ′B
kBT
)(
cosh qUGB
2kBT
+ UGB
4VB0
sinh qUGB
2kBT
) (21)
nDCB ≈
Nd exp
(
− qV ′B
kBT
)(
cosh qUGB
2kBT
− UGB
4VB0
sinh qUGB
2kBT
)
1− exp
(
− qV ′B
kBT
)(
cosh qUGB
2kBT
+ UGB
4VB0
sinh qUGB
2kBT
) , (22)
where V ′B = VB0
[
1 +
(
UGB
4VB0
)2]
. At low voltages Eqs. 21 and 22 reduce to [25,
Publications I and V]
JDCGB ≈
√
2J0
√
VB0 −
kBT
q
exp
(
−qVB0
kBT
)
sinh
qUGB
2kBT
(23)
nDCB ≈ Nd exp
(
−qVB0
kBT
)
cosh
qUGB
2kBT
. (24)
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2.2 Electronic trapping at grain boundary
If the holes are neglected, the rate equation for the electronic trapping can be written
as [31, 42]
dNB
dt
= knnB
(
N totB −NB
)− k−nNcNB, (25)
where kn = σnvTn and k−n = kn exp [−(Ec − ET )/(kBT )] are the capture and emis-
sion coefficients of electrons, respectively, σn the capture cross-section of electrons,
vTn the thermal velocity of electrons, Ec the bottom of the conduction band, and
Nc the effective density of states in the conduction band. Eq. 25 is the standard
trapping equation. In the case of metal-oxide gas sensors a modified rate equation
must be used (see Section 4.2.1).
Substituting Eq. 18 in Eq. 25 gives the rate equation with the delay-correction
[Publications II and III]:
dNB
dt
=
knn
DC
B (N
tot
B −NB)− k−nNcNB
1 + ξ
Ntot
B
−NB
NB
, (26)
where ξ = knε/(qµ) is the delay coefficient, which does not affect the trapping in
the steady state. Often, the delay coefficient has such a small value (ξ ≪ 1) that its
effect on the rate equation can be neglected.
In the thermodynamical equilibrium at the absolute temperature Teq the occupation
probability of the trap states is given by the Fermi–Dirac distribution function [43]
f eqn =
N eqB
N totB
=
1
1 + exp
[
(ET−EF )VB=0
+qV eq
B0
kBTeq
] , (27)
where (ET − EF )VB=0 is the difference between the trap state energy level ET and
the Fermi level EF in the flat-band case (i.e. without the GB potential barrier VB)
and N eqB is the density of the occupied electronic GB states and V
eq
B0
the height of the
GB potential barrier in the thermodynamical equilibrium at Teq, respectively. Here
the degeneracy of the trap states [3, 5] is neglected. Eq. 27 is solved numerically for
N eqB because it depends on V
eq
B0
by Eq. 4.
2.2.1 Normalization of the rate equation
Assuming that ε and Nd are constant, Eq. 4 allows us to relate V
eq
B0
and VB0 as
[Publication III]
VB0 = ν
2
(
V eqB0 −
kBTeq
q
)
+
kBT
q
, (28)
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where ν = NB/N
eq
B is the normalized density of the occupied electronic GB states.
The normalized variable ν also allows us to express the rate equation in a form
which shows the dependence of the rate equation on externally controlled parameters
T and UGB explicitly. In addition, the normalization reduces the number of the
parameter values needed in the calculations. Similarly, Eq. 5 can be normalized as
[Publication III]
LGB = L
eq
GB
√√√√ VB0 − 2kBTq
V eqB0 − 2kBTeqq
, (29)
where LeqGB is the length of the GB region in the thermodynamical equilibrium at
Teq.
Using the relations Nc/N
eq
c = (T/Teq)
3/2 (the standard temperature dependence for
a non-degenerate semiconductor [38]) and kn/k
eq
n = (T/Teq)
1/2 (the standard tem-
perature dependence of vTn [31] and a temperature-independent σn), the normalized
rate equation with with the delay-correction can be written as [Publication III]
dν
dt
=
k0
√
T
Teq
[
nDC
B
neq
B
(
1−feqn ν
1−feqn
)
− νe′
(
T
Teq
)3/2]
1 + ξeq
√
T
Teq
(
1−feqn ν
feqn ν
) , (30)
where
k0 = k
eq
n N
eq
c exp
(
−Ec − ET
kBTeq
)
, (31)
e′ = exp [(Ec − ET )(1/Teq − 1/T )/kB], and ξeq = keqn ε/(qµ) is the delay coefficient
at Teq.
2.2.2 Solution of the rate equation
In the steady state the solution of Eq. 30 is given by [Publication I]
νDC =
NDCB
N eqB
=
nDC
B
neq
B
f eqn
nDC
B
neq
B
+ e′ (1− f eqn )
(
T
Teq
)3/2 , (32)
where NDCB is the density of the occupied electronic GB states in the steady state. A
simple approximative analytical solution of Eq. 32 can be obtained by using Eq. 24
in Eq. 32 and linearizing the equation. This results in
νDC ≈
1 + 2e′′ Teq
T
(
qV eq
B0
kBTeq
− 1
)
f eqn + e′′
[
1 + 2 Teq
T
(
qV eq
B0
kBTeq
− 1
)] , (33)
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where e′′ = e′ (1− f eqn )
(
T
Teq
)3/2
/ cosh qUGB
2kBT
.
In the dynamical case the above equations can be solved only by using numerical
techniques. However, using proper approximations the electrical response to a step
change of temperature or voltage can be calculated analytically [Publication III].
After the step change in temperature (∆T ), voltage (∆UGB), or both occurring at
t = 0, they are given by T1 = T0 +∆T and UGB1 = UGB0 +∆UGB, respectively. If
the step changes are small, then the solution of Eq. 30 is given by [Publication III]
ν(t) = ν0 +∆ν
[
1− exp
(
− t
τ
)]
, (34)
where ν0 is the normalized density of the occupied GB states before the step change,
∆ν the magnitude of change of ν, and τ the time constant. The formulas ∆ν and τ
are given in Publication III [Eqs. (38) and (39)].
The time constant τ describes the trap occupancy transient (Eq. 34). If ∆ν is small,
then the time constant of the total current (excluding the capacitive current) is also
the same. Obviously, for very small transients the time constant τ is exactly the
same as in the small-signal case (see Section 2.3 and Publication II [Eq. (20)]).
2.2.3 Additional fixed interface states at grain boundary
GBs often have additional electronic interface states which do not participate in the
electronic trapping process due to their lower energy levels [1]. The filled electronic
interface states below the Fermi level can be represented by fixed acceptor-type elec-
tronic interface states that are all occupied and have density NBF [14]. In this case
the GB potential barrier in the thermodynamical equilibrium is given by [Publica-
tion III]
VB0 =
q
8εNd
(NB +NBF )
2 +
kBT
q
. (35)
Because of Eq. 35, a change must be made in the normalization presented above:
Eq. 28 must be rewritten as [Publication III]
VB0 =
(
ν + rBF/f
eq
n
1 + rBF/f
eq
n
)2(
V eqB0 −
kBTeq
q
)
+
kBT
q
, (36)
where the ratio of the density of the fixed and the total density of the non-fixed GB
states is given by rBF = NBF/N
tot
B .
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Figure 7: Small-signal electrical equivalent circuit (EEC) model of a granular n-type
semiconductor with a single GB [Publication II]. Rs and Cs are the series
resistance and capacitance, respectively, representing the bulk regions of the
sample. Cdep is the capacitor corresponding to the depletion regions of the GB
region and Rdiff the resistor corresponding to the GB-potential-barrier-limited
differential conductance. Rchar and Cchar are the resistor and the capacitor
of the circuit branch corresponding to the charging and discharging the GB
traps, respectively. Rmod and Lmod are the resistor and the inductor of the
circuit branch corresponding to the modulation of the GB potential barrier,
respectively.
2.3 Small-signal model of granular n-type semiconductor
A small-signal electrical equivalent circuit (EEC) model describes fully the electri-
cal response of the modelled device to a small-signal AC. Usually, small-signal EEC
models consist of linear and frequency-independent circuit elements. EEC models
are especially useful in understanding the electrical properties of devices and rep-
resenting experimental data. Fitting an EEC model to experimental data allows
extraction of the values of the circuit elements of the EEC model. These values can
be used for further study of the underlying physical phenomena.
A small-signal EEC model of the GB region can be derived by linearizing Eqs. 17
and 30 and writing the total current in the frequency space [Publications II and VI].
Because the electronic trapping at GBs changes the GB potential barrier, the term
JDCGB in Eq. 17 is split into the ordinary GB potential-barrier-limited and barrier-
modulation currents. The EEC model of a granular n-type semiconductor consisting
of a single GB is shown in Fig. 7. The EEC consists of passive, linear, and frequency-
independent circuit elements only. The values of the circuit elements depend on the
DC bias voltage applied across the GB region. Analytical formulas for the values of
the circuit elements of the EEC model are given in Publication II [Eqs. (14)–(19)
and (21)].
In Fig. 7 Cdep = εA/LGB is the capacitance of the depletion regions of the GB region
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and 1/Rdiff the GB-potential-barrier-limited differential conductance. The circuit
branchRmod–Lmod corresponds to the modulation of the GB potential barrier and the
circuit branch Rchar–Cchar to the charging and discharging the GB traps. Although
these circuit branches describe fully the electrical behaviour of the modulation and
charging effects, the resistor Rmod, the inductor Lmod, the resistor Rchar, and the
capacitor Cchar do not have a clear physical or electrical meaning as such. However,
the time constant τ of these circuit branches corresponds to the time constant of
the electronic trapping at the grain boundary. It is the same for both of the circuit
branches: τ = Lmod/Rmod = RcharCchar.
The circuit branch Rmod–Lmod originates from the modulation of the occupancy of
the GB states and thereby the GB potential barrier. It is caused by the fact that the
applied voltage signal modulates the electron density at the GB, which controls the
electron trapping process: The increase of the voltage rises the GB electron density,
which causes the increase of the GB trap occupancy and the GB potential barrier,
which, in turn, decreases the electric current flow through the GB. This effect is
explained in more detail in Section 3.3.2.
The circuit branch Rchar–Cchar represents the electric current corresponding to the
charging and discharging of the electronic GB traps. It has exactly the same RC
form as the EEC representations of electronic trapping [1, 9, 38]. However, unlike
in the usual cases the values of the circuit elements Rchar and Cchar are negative
(see Section 3.2). The values of the circuit elements in the GB potential barrier
modulation circuit branch Rmod–Lmod are also negative. These negative values can
be explained as follows: Both the modulation of the GB potential barrier and the
charging effects reduce the current flow through the GB region when the voltage is
increased. The charging current reduces the overall current because the electrons
trapped in the GB states are not able to contribute to the overall current passing
through the GB region. When the voltage is decreased, the GB-potential-barrier
modulation and discharging effects increase the current. Therefore, the overall effect
is that the direction of the current flow in the circuit branches Rchar–Cchar and
Rmod–Lmod is opposite to that in the resistor Rdiff . Thus, the circuit elements in
these circuit branches must have negative values. Negative admittance and negative
capacitance effects are further discussed in Section 4.4.
The low-frequency circuit elements (i.e. without the depletion capacitance Cdep) of
the EEC model of the GB region (see Figs. 7 and 8a) can be converted into a circuit
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Figure 8: (a) The small-signal EEC model of the low-frequency circuit elements (i.e.
without Cdep) in the grain-boundary region and (b) the converted circuit [Pub-
lication VI].
shown in 8b. The values of the circuit elements are given by [Publication VI]
Rpar =
RdiffRmod
Rdiff +Rmod
Rb =
RmodRchar
Rmod −Rchar
Cb = Cchar
(
1− Rchar
Rmod
)
.
(37)
The time constant of the Rb–Cb circuit branch is the same as in the modulation and
charging circuit branches: τ = RbCb = Lmod/Rmod = RcharCchar.
The impedance of a granular semiconductor represented by the EEC shown in Fig. 7
is given by [Publication II]
Z =
NGB
YGB
+
1
1
Rs
+ iωCs
, (38)
where ω is the angular frequency and Cs = εA/(L−NGBLGB) is the series capaci-
tance, and the admittance of the GB region is given by
YGB =
1
Rdiff
+ iωCdep +
1
Rchar +
1
iωCchar
+
1
Rmod + iωLmod
. (39)
2.4 Summary of the model formulas
Here the key formulas of the models are summarized. These formulas are used in
the calculations, which are discussed in Section 3.
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• Analytical and semianalytical models
– The length of the GB region
LGB = L
eq
GB
√√√√ VB0 − 2kBTq
V eqB0 −
2kBTeq
q
(29)
– GB traps with a single energy level
VB0 = ν
2
(
V eqB0 −
kBTeq
q
)
+
kBT
q
(28)
– GB traps with a single energy level and additional fixed GB states
VB0 =
(
ν + rBF /f
eq
n
1 + rBF /f
eq
n
)2(
V eqB0 −
kBTeq
q
)
+
kBT
q
(36)
– The total current density
J totGB = J
DC
GB −
UGB
4VB0
q
dNB
dt
+
ε
LGB
dUGB
dt
(17)
• The analytical model
– DC (requires the solution in the thermodynamical equilibrium, which in the
present thesis is obtained using the semianalytical model)
νDC ≈
1 + 2e′′
Teq
T
(
qV eq
B0
kBTeq
− 1
)
feqn + e′′
[
1 + 2
Teq
T
(
qV eq
B0
kBTeq
− 1
)] , (33)
∗ The simple approximative formulas
JDCGB ≈
√
2J0
√
VB0 −
kBT
q
exp
(
−qVB0
kBT
)
sinh
qUGB
2kBT
(23)
nDCB ≈ Nd exp
(
−qVB0
kBT
)
cosh
qUGB
2kBT
(24)
– AC (requires the DC solution, which in the present thesis is obtained using the
semianalytical model with the simple approximative formulas)
Z =
NGB
YGB
+
1
1
Rs
+ iωCs
(38)
YGB =
1
Rdiff
+ iωCdep +
1
Rchar +
1
iωCchar
+
1
Rmod + iωLmod
(39)
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– Transient (requires the DC solution, which in the present thesis is obtained
using the semianalytical model with the linear potential profile formulas)
ν(t) = ν0 +∆ν
[
1− exp
(
− t
τ
)]
(34)
• The semianalytical model
– Thermodynamical equilibrium at Teq
feqn =
1
1 + exp
[
(ET−EF )VB=0
+qV eq
B0
kBTeq
] (27)
LeqGB =
√
8ε
qNd
(
V eqB0 −
2kBTeq
q
)
(5)
∗ GB traps with a single energy level
V eqB0 =
q
(
N eqB
)2
8εNd
+
kBTeq
q
(4)
∗ GB traps with a single energy level and additional fixed GB states
V eqB0 =
q
8εNd
(
N eqB +NBF
)2
+
kBTeq
q
(35)
– DC (requires the solution in the thermodynamical equilibrium)
νDC =
nDC
B
neq
B
feqn
nDC
B
neq
B
+ e′ (1− feqn )
(
T
Teq
)3/2 (32)
I =
U
NGBRGB +Rs
(6)
UGB =
U −RsI
NGB
(7)
∗ The quadratic potential profile formulas
JDCGB =
J0
√
8kBT
piq sinh
qUGB
2kBT√
1− kBTqVB0
[
exp
(
− qUGB2kBT
)
erfi(a+) + exp
(
qUGB
2kBT
)
erfi(a−)
] (19)
nDCB = Nd exp
(
−qVBI
kBT
) 1 + erfi(a−)erfi(a+)
exp
(
− qUGBkBT
)
+ erfi(a−)erfi(a+)
(20)
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∗ The linear potential profile formulas
JDCGB =
√
2J0
√
VB0 − kBTq
[
1−
(
UGB
4VB0
)2]
exp
(
− qV ′BkBT
)
sinh qUGB2kBT
1− exp
(
− qV ′BkBT
)(
cosh qUGB2kBT +
UGB
4VB0
sinh qUGB2kBT
) (21)
nDCB ≈
Nd exp
(
− qV ′BkBT
)(
cosh qUGB2kBT −
UGB
4VB0
sinh qUGB2kBT
)
1− exp
(
− qV ′BkBT
)(
cosh qUGB2kBT +
UGB
4VB0
sinh qUGB2kBT
) (22)
∗ The simple approximative formulas
JDCGB ≈
√
2J0
√
VB0 −
kBT
q
exp
(
−qVB0
kBT
)
sinh
qUGB
2kBT
(23)
nDCB ≈ Nd exp
(
−qVB0
kBT
)
cosh
qUGB
2kBT
(24)
– Transient (requires the DC solution)
dν
dt
=
k0
√
T
Teq
[
nDC
B
neq
B
(
1−feqn ν
1−feqn
)
− νe′
(
T
Teq
)3/2]
1 + ξeq
√
T
Teq
(
1−feqn ν
feqn ν
) (30)
∗ The linear potential profile formulas
JDCGB =
√
2J0
√
VB0 − kBTq
[
1−
(
UGB
4VB0
)2]
exp
(
− qV ′BkBT
)
sinh qUGB2kBT
1− exp
(
− qV ′BkBT
)(
cosh qUGB2kBT +
UGB
4VB0
sinh qUGB2kBT
) (21)
nDCB ≈
Nd exp
(
− qV ′BkBT
)(
cosh qUGB2kBT −
UGB
4VB0
sinh qUGB2kBT
)
1− exp
(
− qV ′BkBT
)(
cosh qUGB2kBT +
UGB
4VB0
sinh qUGB2kBT
) (22)
2.5 Modelling using numerical device simulation software
In addition to the semianalytical and analytical models presented above the
SILVACO R© ATLAS
TM
device simulation software [13] is used for calculating the
electric properties of granular semiconductors. ATLAS is a FEM-based numerical
device simulator, which can be used for calculating the electrical, optical, and ther-
mal behaviour of semiconductor structures and devices in two and three dimensions.
It is widely used in semiconductor research. In ATLAS the structure to be modelled
is presented by a grid, where each node represents a point in the structure. Due
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to the fact that the number of nodes is finite the grid is always an approximation
of the structure. After the grid is formed the electric behaviour is calculated using
discretized differential equations. The FEM-based modelling demands more central-
processing-unit (CPU) time and memory than, for example, the numerical solution
of a set of analytical formulas.
In ATLAS the 1D model structure shown in Fig. 4 is represented by a 2D structure,
which is only two nodes wide. The electronic interface states are created at the grain
boundary with the INTRAP statement, and the Blaze
TM
module [13] of ATLAS is
used in the calculation.
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3 Modelling results
In this section the results obtained using the semianalytical and analytical models
presented in Section 2 are compared with the results obtained with the SILVACO
ATLAS device simulation software. In addition, the semianalytical model is fitted
to experimental DC and transient data reported in Ref. [14].
In order to decrease the calculation time and make a good use of the limited number
of nodes, the numerical device simulations with ATLAS, the 1D structure shown in
Fig. 4, which consists only of a single GB (NGB = 1), was chosen for the calculations.
In ATLAS the spacing between the nodes in the x direction varies gradually from
1–5 · 10−3 nm at the GB to 10 nm on the edges of the structure [Publications I–III].
In the calculations [Publications I–III] the typical parameters of wide band-gap semi-
conductors were used [44]. The values of the parameters used in the calculations
are listed in Table 2. These values are similar to those typically observed in gran-
ular wide band-gap semiconductors [1, 7, 12, 45, 46]. The values of the additional
parameters needed in the ATLAS simulations are reported in Ref. [40].
The set of the formulas (see Section 2.4) of the semianalytical model was solved
numerically with MATLAB R© [47] using the MATLAB functions erfz [48], fsolve,
and ode45 [Publications I–III]. In the thermodynamical equilibrium the solution
was obtained using Eqs. 4, 5, and 27. A flowchart describing the solution of the
thermodynamical equilibrium case is shown in Fig. 9. The DC case was solved using
the thermodynamical equilibrium solution and Eqs. 6, 7, 28, 29, 32, and either the
formulas of the quadratic (Eqs. 19 and 20) or the linear potential profiles (Eqs. 21 and
Table 2: The values of the parameters used in the DC, AC, and transient calculations
[Publications I–III].
Parameter DC AC Transient
Band gap† Eg (eV) 3.0 3.0 3.0
The relative permittivity εr 9 9 9
Effective mass of electrons m∗n 0.3m0
‡ 0.3m0
‡ 0.3m0
‡
Length of sample L (µm) 10 10 1.8
Bulk donor density Nd (cm
−3) 1015 1015 1017
Electron mobility µ (cm2/(Vs)) 1000 1000 1000
Acceptor-type interface states (electron traps)
Total density N totB (cm
−2) 1.4 · 1011 1.4 · 1011 2.2 · 1012
Energy level Ec − ET (eV) 0.60 and 2.00 0.60 0.80
†Temperature independent.
‡m0 is the mass of a free electron.
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Figure 9: Flowchart describing the numerical solution of the thermodynamical equilib-
rium case. The steps where the MATLAB function fsolve is utilized are indi-
cated.
22), or the simple approximative formulas (Eqs. 23 and 24). A flowchart describing
the solution of the DC case is shown in Fig. 10. In addition to the numerical DC
solution, an analytical solution was calculated using the thermodynamical solution
and Eqs. 23, 24, and 33. The small-signal (i.e. AC) case was calculated using the
DC solution obtained using Eqs. 23 and 24, Eqs. 38 and 39, and the formulas in
Publication II [Eqs. (14)–(19)]. The transient case was calculated by solving Eq. 30
numerically with the initial condition from the DC case. Because the DC results
(see Section 3.1 below) showed that the formula of the linear potential profile for
JDCGB (Eq. 21) is accurate, it was used in the transient calculations together with
Eq. 17. The number of parameters needed in the calculations can be reduced using
the normalized formula given in Ref. [40] [Eq. (3.114)].
3.1 DC characteristics of granular semiconductors
The electric DC current density JDC and the normalized electron density at the
GB nDCB /Nd as functions of DC voltage UDC applied across the sample with two
different values of the trap energy level ET are plotted in Fig. 11. In the case
Ec − ET = 0.6 eV the electronic trapping at GBs is present and, when the voltage
UDC is increased, the GB potential barrier increases from its thermodynamical-
equilibrium value V eqB0 = 0.348 V to the maximum value of V
max
B0
= 0.52 V, which
corresponds to the filled GB states. In the case Ec − ET = 2 eV all the traps are
filled and the height of the GB potential barrier is constant, VB0 = 0.52 V.
Fig. 11 shows that the electronic trapping at the GBs changes remarkably the DC
characteristics of the sample. Based on the shapes of the I–V curves, the I–V curves
can be divided into four characteristic regions: linear, sublinear (only with trapping),
superlinear, and series resistance limited (linear). In the literature the characteristic
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Figure 10: Flowchart describing the numerical solution of the DC case. The steps where
the MATLAB function fsolve is utilized are indicated.
regions of the I–V curves are referred to differently than in Publications I, III and
V: The linear region is called the Ohmic region [1, 6, 9, 49], the sublinear the sub-
Ohmic [1, 49] or resistive [6], the superlinear the breakdown [1, 6, 49], and the series
resistance limited the second Ohmic region [1, 49], respectively. On the contrary, in
Ref. [9] the sublinear region is named as the breakdown and the superlinear region
as the post-breakdown region, respectively.
The electric current density in each region of the I–V curve can be described by
JDC ∝ UαJDC , where αJ is the exponent of the I–V curve. At low voltages current
is limited by the GB potential barrier and increases linearly (αJ = 1). In the
trapping case (Ec − ET = 0.6 eV) a sublinear region follows: The current increases
with voltage slower than in the linear region (αJ < 1), meaning that the resistance
(UDC/JDC) increases with voltage. This is caused by filling of the traps at the GB
(see inset in Fig. 11), which in turn increases the GB potential barrier (see Eq. 4)
thereby limiting the flow of current. The enhanced electron trapping is caused by
the increase in the electron density at the GB nDCB with the increasing voltage (see
Eqs. 19, 22, 24, and 32). However, as the trapping proceeds, the growth of the GB
potential barrier hinders the trapping process by decreasing nDCB .
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Figure 11: Electric DC current density JDC (left) and normalized DC electron density at
the GB nDCB /Nd (right) plotted against the DC voltage UDC applied across
the sample with different values of the trap energy level ET [Publication I].
The steady-state trap occupancy NDCB /N
tot
B (inset) is shown in the case Ec−
ET = 0.6 eV. Calculated using ATLAS, the semianalytical model employing
different formulas for JDCGB and n
DC
B (see text), and the analytical model
(Eqs. 23, 24, and 33) with the parameter values listed in Table 2 at 300 K.
The Ec − ET = 0.6 eV and Ec − ET = 2 eV curves unite at high voltages
(UDC > 1 V).
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At higher voltages (UDC ≈ 0.15 V) the sublinear region (αJ < 1) changes into a
superlinear region, where the effective GB potential barrier decreases with increasing
voltage (see Eq. 8) and the current increases steeply with voltage (αJ > 1). In the
series-resistance limited region, which lies at the high voltages (UDC > 1 V), the
resistance of the bulk regions limits the flow of current and the I–V curves return
to linear (αJ = 1).
The agreement between the semianalytical and ATLAS results is excellent in Fig. 11.
A comparison of different formulas for JDCGB and n
DC
B used in the calculation is also
shown in Fig. 11. The quadratic (Eqs. 19 and 20) and the linear potential profiles
(Eqs. 21 and 22) give almost identical results. This is due to the fact that the
most contribution in the integral in Eq. 14 comes from the top of the GB potential
barrier, which is the same in both profiles. At high voltages (UDC & 1.5 V) the
semianalytical models overestimate JDC and n
DC
B . This is caused by the failure of the
depletion region approximation, which was also observed in the ATLAS simulations.
By taking the electric field in the bulk regions of the material into account when
deriving formulas for JDC and n
DC
B (see Sections 2.1.1 and 2.1.2 and Ref. [40]), the
overestimation can be reduced. At low voltages (UDC . 0.3 V, i.e. less than 60% of
V maxB0 ) the simple formulas (Eqs. 23 and 24) are accurate enough to be used in the
calculations.
The DC characteristics in the case Ec − ET = 0.6 eV calculated by using the an-
alytical model (Eqs. 23, 24, and 33) is plotted between 10−2 and 0.8 V in Fig. 11.
The analytical model does not take the series resistance of the bulk regions into
account. It works only at very low voltages up to the beginning of the sublinear
region (UDC . 0.08 V, i.e. less than 20% of V
max
B0
). Although the analytical model
exaggerates the trapping in the sublinear region (see Fig. 11) due to the linearization
approximation made in the derivation, it still describes correctly the overall shape
of the I–V curve up to the superlinear region.
3.2 Small-signal characteristics of granular semiconductors
Since the values of the circuit elements of the small-signal EEC model (see Fig. 7)
depend on the DC bias voltage UDCGB applied across the single GB region, the DC
case was solved first. The density of the occupied GB states NB as a function of
UDCGB is plotted in Fig. 12a. As before, NB increases with U
DC
GB due to the filling of
the traps. This has an effect on the values of the circuit elements, since they depend
on NB.
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Figure 12: Density of the occupied GB states NB (left), values of resistors of GB EEC
(middle), and time constant of GB circuit branches τ (right) plotted against
DC bias voltage UDCGB applied across a single GB [Publication II]. Calculated
using the semianalytical model using Eqs. 23 and 24 (the DC solution) and
the analytical formulas with the parameter values listed in Table 2 and σn =
10−14 cm2 at 300 K.
The values of the resistors of the EEC and the time constant of circuit branches
τ as functions of UDCGB are shown in Fig. 12. The values of the circuit elements in
the circuit branches Rchar–Cchar and Rmod–Lmod are negative. The circuit branches
disappear at UDCGB = 0, because Rchar and Rmod approach −∞. The time constant
τ decreases with UDCGB due to the increase of n
DC
B .
The effective parallel conductance and capacitance of the sample (i.e. the real and
the normalized imaginary parts of the admittance, ℜ{Y } and ℑ{Y }/ω, respectively)
are plotted against frequency with various values of the DC bias voltage UDC applied
across the sample in Fig. 13. The comparison between the analytical and the ATLAS
numerical simulation data is shown. The agreement between the analytical and
the ATLAS results is very good in the whole frequency range for low DC bias
voltages (UDC . 0.1 V, i.e. less than 20% of V
max
B0
), whereas for high UDC there is
a larger discrepancy, because the simplified formulas, Eqs. 23 and 24, were used in
the derivation of the model.
The different regions and electrical phenomena in the material determine the electri-
cal behaviour of the granular semiconductor in different frequency ranges: At very
high frequencies (> 1011 Hz in Fig. 13) the bulk regions (i.e. Rs and Cs) define the
electrical response of the material (see Figs. 7 and 13). At intermediate frequencies
(104–108 Hz) the ordinary GB conductance and capacitance (i.e. Rdiff and Cdep)
determine the admittance. The electronic trapping at GBs represented by the cir-
cuit branches Rchar–Cchar and Rmod–Lmod gives a strong response at low frequencies
(< 102 Hz), mostly due to the modulation of the GB potential barrier (i.e. the
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Figure 13: Effective parallel conductance (left) and capacitance (right) plotted against
frequency with various values of the DC bias voltage UDC applied across the
sample [Publication II]. Calculated using ATLAS and the analytical model
with the parameter values listed in Table 2 and Fig. 12 and the DC solution
of NB shown in Fig. 12 at 300 K.
circuit branch Rmod–Lmod). Fig. 13 also shows that the trapping effects disappear
at UDC = 0 V and the GB trapping effects shift to higher frequencies with increas-
ing UDC . In addition to these effects, the electrical properties of each grain vary
statistically in real granular materials. This gives rise to further dispersion in the
admittance spectrum of the material [1].
3.3 Transient electrical characteristics of granular semicon-
ductors
In Publication III the electrical transients induced by both voltage and temperature
changes were calculated for the low voltages, where the effect of the bulk resistance
disappears and Eqs. 6 and 7 reduce to I = IGB and UGB = U/NGB. The DC
results calculated with the same parameter values as the transient case are given in
Publication III.
The densities of the charging and discharging currents (see Eq. 17) were negligible in
all the calculated transients. However, if trapping takes place in a much larger area
than the path of the current (which is possible, for example, in the case of mobile
ions or traps), then the magnitudes of the charging and discharging currents would
be greatly amplified [40, Publication VI].
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Figure 14: Evolution of (a) the total electric current density in the GB region and (b) the
trap occupancy after ramping linearly up temperature between 0–0.1 ms from
300 K to various values (350–500 K) [Publication III]. The data was calculated
using the semianalytical model and ATLAS with the applied voltage UGB =
10 mV and the parameter values listed in Table 2 and σn = 10
−14 cm2.
3.3.1 Temperature change
The transients induced by temperature changes were calculated using the semian-
alytical model. The calculation of these kinds of transients is not supported by
ATLAS. However, the steady-state results of ATLAS are shown here for compar-
ison. Transients caused by ramping up (i.e. linearly increasing) temperature are
shown in Fig. 14. Fast temperature ramping is possible, for example, by using mi-
crohotplate devices (see Section 4). ATLAS and the semianalytical model are in
excellent agreement in the steady states.
When the temperature is linearly increased from the initial value of 300 K, the
total current density in the GB region J totGB, which consists almost entirely of the DC
component JDCGB (see Eq. 17), increases exponentially with temperature (see 0–10
−4 s
in Fig. 14). The increase is caused by the explicit temperature dependence of the DC
current component JDCGB (see Eq. 19, 21, or 23). At 10
−4 s the temperature ramping
phase of the transients of Fig. 14 change into an intermediate phase where the trap
occupancy and the total current density are constant. In the 350 K transient of
Fig. 14 this phase lies between 1 · 10−4 s and 2 · 10−4 s. In the transients with higher
temperature, the intermediate phases are much shorter.
The intermediate phase is followed by the releasing phase, where the GB traps are
emptied causing the decrease of the height of the GB potential barrier, thereby
increasing the flow of current. In the 350 K transient of Fig. 14 the releasing phase
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Figure 15: Evolution of (a) the total electric current density in the GB region and (b)
the trap occupancy after ramping linearly down temperature from various
values (350–500 K) to 300 K between 0–0.1 ms [Publication III]. The data
was calculated using the semianalytical model and ATLAS with the applied
voltage UGB = 10 mV and the parameter values listed in Table 2 and σn =
10−14 cm2.
lies between 2 · 10−4 s and 4 · 10−2 s. The releasing phase begins earlier and the
transient has higher magnitude when the final temperature is higher. In fact, in the
450 K and 500 K up-ramps the intermediate phase disappears and the release of
electrons begins already in the temperature ramping phase.
The release of electrons from the GB traps is caused by the enhancement of the
electron emission process (see Eqs. 26 and 30) due to the increased thermal energy
of the electrons. The exponential increase in the electron density nB at the GB
with temperature (see Eq. 20, 22, or 24) retards the overall trap releasing process,
because the increased nB enhances the trapping of electrons.
Transients caused by ramping down (i.e. linearly decreasing) temperature are shown
in Fig. 15. Again, ATLAS and the semianalytical model are in excellent agreement
in the steady states. Similarly as in the temperature up-ramps transients of Fig. 14,
the total current density J totGB in the GB region in the down-ramps of Fig. 15 consists
mostly of the DC component and decreases exponentially with decreasing tempera-
ture.
As for the temperature up-ramp transients, the temperature down-ramp transients
consist of three phases: the temperature ramping phase (10−7–10−4 s in Fig. 15),
the intermediate phase (where J totGB and the trap occupancy are constant), and the
trapping phase. In the 350 K transient of Fig. 15 the intermediate phase is between
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10−4 s and 10−2 s, and the trapping phase between 10−2 s and 101 s. The decrease
of temperature causes filling of the GB traps due to the reduced trap emission rate,
which is caused by the decrease of the thermal energy of the electrons. At higher
initial temperatures (450 K and 500 K) the electrons are trapped in the GB interface
states already in the temperature ramping phase. Again, this enhancement in the
electron trapping is caused by the fact that the electron density nB at the GB is
exponentially larger at higher temperatures.
3.3.2 Voltage change
In Publication III two different cases were considered: the on and off-transients
induced by voltage changes. In the on-transient the voltage UGB across the GB
region is first zero, and then it is ramped up to a desired value. In the off-transient
UGB has first an initial (non-zero) value, and then it is ramped down to a certain
value. Compared to ATLAS, the MATLAB calculations employing the semianalyti-
cal model were 4 orders of magnitude faster on a standard PC computer, yet having
the same accuracy (see below and Publication III). In addition, in Publication III
it is argued that ATLAS miscalculates slightly the time-dependencies of the tran-
sients. Due to this small difference, slightly different values for the electron capture
cross-section σn had to be used in ATLAS.
The on-transients calculated with various values of the applied voltage UGB are
shown in Fig. 16. The results of ATLAS and the semianalytical model are in a good
agreement. At higher voltages (1.0 V and 1.6 V) in the first half of the transients
the semianalytical model predicts slightly higher trap occupancy and lower current
than ATLAS. This is due to the fact that the depletion region approximation and the
assumption of low UGB were utilized in the derivation of the semianalytical model.
The 1.0 V and 1.6 V applied voltage steps correspond to 80% and 130% of the
maximum of the GB potential barrier height V maxB0 , respectively. As the transient
proceeds the difference between the results decreases. ATLAS and the semianalytical
model are in excellent agreement in the last half of the transient.
The on-transient has three distinct phases: The ramping phase in the beginning, the
trapping phase at the end, and the intermediate phase between the two phases. The
off-transient also consists of these phases. However, the final phase is the releasing
phase instead of the trapping phase. In the ramping phase (0–1 ns in Fig. 16a) the
total current is high and it consists almost entirely of the capacitive current (see
Eq. 17). Obviously, the capacitive current disappears after the ramping phase when
UGB remains constant. In the intermediate phase, between 10
−9 and 10−2 s in the
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Figure 16: Dynamic behaviour of (a) total electric current density in the GB region and
(b) trap occupancy after applying various voltage UGB up-ramps between
0–1 ns (on-transient) calculated at 300 K using ATLAS and the semianalyt-
ical model with the parameter values listed in Table 2 [Publication III]. For
the capture cross-sections the following values were used: σn = 10
−14 cm2
(ATLAS), and σn = 0.292 · 10−14 cm2 (model).
0.2 V on-transient in Fig. 16, the current and the trap occupancy are constant. In
this phase the total current consists mostly of the DC component JDCGB (see Eq. 17).
However, the conduction current JDCGB is higher than in the steady state, because
the occupancy of the GB traps has not yet been adjusted to the increased electron
density nB at the GB (see Eq. 20, 22, or 24). In the trapping phase (beginning at
10−2 s in the 0.2 V on-transient in Fig. 16) the electrons are trapped in the GB
interface states, which decreases the current flow exponentially. The time at which
the trapping phase begins depends on the time constant τ of the electron trapping
process (see Publication III and Section 3.3.3 below). As the GB potential barrier
increases, the concentration nB decreases and the electron trapping process finally
reaches the steady state.
The effect of the increase in the applied voltage is shown in Fig. 16. In addition to
the increased capacitive current in the ramping phase, the rate and the magnitude
of the transient increase with voltage. This is due to the exponential increase of the
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Figure 17: Dynamic behaviour of total electric current density in the GB region after
ramping down the voltage UGB from various initial values to 0.1 V in 50 µs
(off-transient) calculated (a) in the ramping phase (logarithmic time scale)
and (b) in the rest of the transient (linear time scale) at 300 K using ATLAS
and the semianalytical model with the parameter values listed in Table 2
[Publication III]. For the capture cross-sections the following values were used:
σn = 10
−14 cm2 (ATLAS), and σn = 0.292 · 10−14 cm2 (model).
electron density at the GB with the voltage. The increased rate of the transient with
the voltage can be seen as the shortening of the intermediate phase in Fig. 16. In
fact, at 1.6 V there is no intermediate phase. Additionally, at 1.6 V in the beginning
of the trapping phase (10−9–10−7 s in Fig. 16a) the effective GB potential is so low
that the total current density, mostly determined by the DC current component,
exceeds the total current in the ramping phase by two orders of magnitude.
The off-transients calculated with various values of the initial applied voltage UGB
are shown in Figs. 17 and 18. Again, the semianalytical model agrees very well with
ATLAS over the whole duration of the transient for all the values of the initial volt-
age. The off-transients were calculated with longer ramping times (50 µs) than the
on-transients (1 ns) because of converging problems with ATLAS [Publication III].
This affects only the ramping phase, because electrons are not yet released from the
traps between 0–10 ms.
Because the voltage is lowered, the total currents, which consist mostly of the capac-
itive currents, are negative in the ramping phase (0–50 µs in Fig. 17a). In Fig. 17a
the increase in the magnitude of the total currents in the ramping phase at 1–10 µs
is caused by the decrease of the DC component JDCGB which flows in the opposite
direction to the capacitive current.
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Figure 18: Trap occupancy during the off-transients of Fig. 17 [Publication III].
The releasing phases of the off-transients differ markedly from the trapping phases of
the on-transients. Whereas the trap occupancy in the on-transients change logarith-
mically as a function of time (see Fig. 16b), the off-transients are nearly linear (see
Fig. 18). In addition, the off-transients are slower than the on-transients, and the
beginning of the trap releasing phase of the off-transients (at around 0 s in Figs. 17b
and 18) does not depend on the initial voltage. These differences are caused by
the fact that when the trap occupancy decreases in the off-transient, the electron
density at the GB increases exponentially due to the decrease of the GB potential.
This, in turn, increases the trapping of electrons, which hinders the overall release
of electrons from the GB interface states.
3.3.3 Temperature and voltage dependence of the time constant
In Publication III it was shown that if the voltage step is small (e.g. the GB
trap occupancy NB/N
tot
B changes by less than 0.005 during the transient), then the
analytical formula of the response (Eq. 34) is accurate. The inaccuracy increases with
the magnitude of the voltage change: In the case of the on-transient the analytical
response is faster and smaller than the response given by the semianalytical model.
In the case of the off-transient the behaviour of the analytical response is the opposite
to the on-transient case: the analytical response is slower and larger than the one
predicted by the semianalytical model.
The analytical formula for the time constant τ [Publication III (Eq. (39))] allows
the study of its dependencies on various parameters. The time constant τ describes
the speed of the electronic GB trapping process, which determines the electrical
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Figure 19: Time constant τ of the trap-occupancy transient plotted as a function of
temperature T1 with various values of the trap occupancy NB/N
tot
B . The
temperature step is from T0 to T1 = T0 + ∆T . Calculated for UGB = 0 V
using the analytical formula given by Eq. (39) of Publication III with the
parameter values listed in Table 2 and σn = 10
−14 cm2 [Publication III].
The squares indicate the temperature which corresponds to the steady-state
value of NB/N
tot
B . The arrows describe the evolution of τ during transients
with increasing (T0 = 300 K, T1 = 600 K) and decreasing temperature (T0 =
600 K, T1 = 400 K), respectively. The phases of the transients (I–IV) are
indicated.
response of the granular semiconductor. The evolution of the grain-boundary trap
occupancy can be qualitatively described by a first order response, where the time
constant τ is changing during the transient [Publication III].
The dependence of τ on temperature with the values of the trap occupancy NB/N
tot
B
in the range 0.625–0.732 is shown in Fig. 19. Fig. 19 shows that τ decreases nearly
exponentially with temperature for all the values of the trap occupancy.
The curves of Fig. 19 show the evolution of τ during the transients. The squares indi-
cate at which temperature the given trap occupancyNB/N
tot
B is reached in the steady
state. In Fig. 19, the part of the curve with higher T1 than in the steady-state case
(i.e. the right-hand side of the curve) corresponds to a temperature ramp-up tran-
sient and the part of the curve with lower T1 than in the steady-state case (i.e. the
left-hand side of the curve) to a temperature ramp-down transient, respectively. The
time constant τ changes during the transients because the trap occupancy NB/N
tot
B
changes. In the temperature ramp-up transients τ always decreases, whereas in the
temperature ramp-down transients it always increases.
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Figure 20: Time constant τ of the trap-occupancy transient plotted as a function of the
voltage UGB1 applied across the GB region with various values of the trap
occupancy NB/N
tot
B . The voltage step is from UGB0 to UGB1 = UGB0 +
∆UGB. Calculated at 300 K using the analytical formula given by Eq. (39)
of Publication III with the parameter values listed in Table 2 and σn =
10−14 cm2 [Publication III]. The squares indicate the value of UGB which
corresponds to the steady-state value of NB/N
tot
B . The arrows describe the
evolution of τ during an on-transients (UGB0 = 0 V, UGB1 = 1.6 V) and an
off-transients (UGB0 = 1.6 V, UGB1 = 1 mV).
The evolution of τ is illustrated in Fig. 19 for two cases: a temperature ramp-up
from 300 K to 600 K and a ramp-down from 600 K to 400 K. Arrows I and II
indicate the temperature ramp-up transient. In the steady state at 300 K the trap
occupancy NB/N
tot
B is 0.732 and the time constant τ is 0.6 s (see the black square
in Fig. 19). When the temperature is rapidly ramped to 600 K, τ drops to 1 µs
(arrow I). As the transient proceeds, the trap occupancy NB/N
tot
B decreases causing
τ to decrease (arrow II). The lowest value τ reaches, is its new steady-state value:
70 ns (see the red square in Fig. 19). Similarly, in the temperature ramp-down
transient from 600 K to 400 K τ jumps from the steady-state value of 70 ns to 6 µs,
when the temperature is rapidly decreased (arrow III). Then τ increases with the
trap occupancy to the new steady-state value of 0.2 ms (arrow IV).
The dependence of τ on the applied voltage UGB with the trap occupancy values of
0.732–0.991 is shown in Fig. 20. The curves show that at high voltages τ decreases
exponentially with UGB. At low voltages there is a flat region. The width of the flat
region increases with the trap occupancy.
Similarly as in Fig. 19, the squares in Fig. 20 indicate the voltages UGB corresponding
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Figure 21: (a) Steady-state trap occupancy and (b) the time constant τ of the infinites-
imally small trap-occupancy transient plotted as functions of the DC voltage
UDCGB applied across the GB region at various temperatures calculated us-
ing (a) the semianalytical model and (b) the analytical formula for τ given
by Eq. (39) in Publication III with the parameter values listed in Table 2
and σn = 10
−14 cm2 [Publication III]. Additionally, the τ curves (b) were
calculated using the values of NDCB /N
tot
B in (a).
to the steady-state trap occupancies. In Fig. 20 the part of the curve with higher
UGB1 than in the steady-state case corresponds to an on-transient and the part of the
curve with lower UGB1 than in the steady-state case corresponds to an off-transient.
Right after the voltage change the on-transients have always shorter τ than the off-
transients. Again, τ changes during the transients as the trap occupancy changes:
τ increases in the on-transients and decreases in the off-transients. In Fig. 20 an
arrow indicates an on-transient, where the applied voltage is increased from 0 V to
1.6 V. During the on-transient τ increases with the trap occupancy from the first
value after the voltage change, 0.15 ps, to the new steady-state value of 2.0 ms. In
the 1.6 V – 1 mV off-transient shown in Fig. 20 τ decreases with the trap occupancy
from the first value after the voltage change, 107 s, to the new steady-state value of
2 s.
Fig. 21a shows how the steady-state trap occupancy depends on the DC voltage
UDCGB at 300–600 K. The curves were calculated using the semianalytical model in
the DC case. As observed before, the steady-state trap occupancy decreases with
temperature. In addition, the DC voltage needed to fill the GB traps increases with
temperature.
The time constant τ at each DC voltage point at 300–600 K is plotted in Fig. 21b,
where τ belongs to a transient caused by infinitesimal changes in either voltage or
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temperature. In Fig. 21b the effect of the explicit voltage dependence of τ given
by the analytical formula [Publication III (Eq. (39))] (see plots in Fig. 20) and the
implicit voltage dependence caused by the voltage dependence of the steady-state
trap occupancy NDCB /N
tot
B are combined. The voltage dependence of N
DC
B /N
tot
B
further increases the exponential decrease of τ with voltage. This can be seen in
Fig. 21b: there are no flat regions (i.e. voltage independent regions) in the curves.
In addition, Fig. 21b shows the nearly exponential decrease of τ with temperature
for UGB1 = 0 V.
3.4 Fitting of the model to experimental data
In Publication III the semianalytical model was fitted to the experimental data
obtained from DC and transient measurements of ZnO powder samples. The ex-
periments were carried out by Tua et al. [14]. Unfortunately the transient data
is only available for high voltages (UGB ≥ 3.8 V) [14]. The high voltage region is
slightly out of the scope of the semianalytical model because it does not account for
hot-electron and minority-carrier effects, which might be present in the experiments
[1, 14].
The electrical response was calculated using the semianalytical model with the pa-
rameters J0, V
eq
B0
, rBF , f
eq
n , k0, and L
eq
GB. The numerical calculation, where Eq. 36
was used instead of Eq. 28 and the charging current was neglected in Eq. 17, and
model fitting using MATLAB are described in Publication III.
The measured and fitted electric current density – voltage curves are plotted in
Fig. 22. All the GB traps are filled at the high voltages (see Fig. 22b). Fig. 22a
shows that the semianalytical model fits surprisingly well to the experimental data in
the whole voltage range. The difference between the trap state energy level ET and
the Fermi level EF in the flat-band case, (ET−EF )VB=0, was solved from Eq. 27 using
the fitted parameter values. The values of the parameter of the semianalytical model,
(ET − EF )VB=0 = −1.040 eV and rBF = 2.069, are similar to the values reported
in Ref. [14] which were obtained using the model based on the thermionic-emission
theory and hot-electron and minority carrier effects: (ET − EF )VB=0 = −0.8129 eV
and rBF = 1.840.
The measured and fitted on-transients are shown in Fig. 23. The reported voltage
UGB waveform [14] shown Fig. 23b was also used in the calculations. The voltage
UGB applied across the single GB in the transient is high: 3.8 V. The high voltage
causes rapid filling of the GB traps (see Fig. 23c).
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Figure 22: (a) Measured [14] and calculated DC electric current density JDCGB and (b)
the trap occupancy NDCB /N
tot
B plotted as functions of the DC voltage U
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applied across the GB region [Publication III]. The data was calculated using
the semianalytical model with T = 296 K and the fitted parameter values
J0 = 2.024 ·109 A/(cm2V1/2), V eqB0 = 1.095 V, rBF = 2.069, and f
eq
n = 0.1036.
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Figure 23: (a) Measured [14] and calculated total electric current density J totGB, (b) the
experimental voltage UGB applied across the GB region, and (c) the trap
occupancy NDCB /N
tot
B plotted as functions of time [Publication III]. The den-
sity of the calculated capacitive current is shown by the dotted curve. The
data was calculated using the experimental UGB data and the semianalytical
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k0 = 0.1142 1/s and L
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In Fig. 23a the agreement between the experimental and calculated data is excellent
for 0.1–1 µs but there is a large difference for 0–0.1 µs: The experimental current
rises from zero and the calculated current from 2.45 A/cm2. As Fig. 23a shows,
the current in the beginning of the transient is entirely capacitive. As the transient
proceeds the rate of increase of UGB decreases and the capacitive current decays.
Due to the time derivative (see Eq. 17) even minute changes in the waveform of
UGB have large effects on the capacitive current. This probably is the origin of the
observed differences in the beginning of the measured and calculated transients.
3.5 Comparison to other models
In the literature (see Refs. [1, 12, 14] and references therein) mainly the thermionic-
emission theory has been employed in the modelling of granular semiconductors.
Based on the thermionic-emission theory, a deep-level transient spectroscopy (DLTS)
technique for granular semiconductors has also been devised [50]. The DLTS tech-
nique and the thermionic-emission based models have been successfully used for
accounting for the electrical properties of silicon [50] and a wide range of varistor
materials, such as ZnO and SnO2 [1, 9].
The drift-diffusion theory has also be used in the modelling of granular semiconduc-
tors: general DC models (see Refs. [1, 12, 25, 45] and references therein) and models
describing the electrical response of gas-sensing granular semiconductors (i.e. metal
oxides) to temperature changes [29, 51–55] have been reported. The latter models
are valid only for very low voltages (i.e. in the linear I–V region) and they utilize a
simple description of the electronic trapping process in the case of chemisorbed oxy-
gen. In addition, the latter models do not describe the dynamic electrical behaviour
of the GB region and transients induced by voltage changes. In summary, before
the present thesis, a thorough DC, AC, and transient modelling has been performed
by using the thermionic-emission theory only.
Although the drift-diffusion and thermionic-emission theories apply to different cases
(see Section 1.2.2), they give similar results: At low voltages (i.e. in the linear region)
the magnitude of electric current differs only by a pre-exponential constant [12].
The DC characteristics predicted by the thermionic-emission theory are similarly
nonlinear [1]. Also, in the thermionic-emission results there is a similarly strong AC
response, which is caused by electronic trapping at low frequencies and disappears
at zero DC bias voltage [1]. The results of these two theories are also similar in
the transient case: In Section 3.4 the model of the present thesis was fitted to the
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experimental DC and transient data. The model fitting resulted in similar parameter
values as the fitting of the model based on the thermionic-emission theory [14].
Compared to the present thesis the major difference in the other models, in addition
to the use of the thermionic-emission theory, is the consideration of the effects caused
by multiple GB electronic states or a continuous spectrum of GB states with a various
shapes in energy [1], minority carriers [1], and bulk trap states [1, 9]. The latter
two are secondary effects which are not present in all cases. Although the case of
the electronic GB state with a single discrete energy level is simple, the cases of
1–2 trap states with different discrete energy levels are quite common in granular
semiconductors [1, 6, 7, 12, 29].
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4 Metal-oxide based resistive gas sensors
Gas-sensitive metal oxides are often deposited as porous polycrystalline films,
through which gas molecules can pass. Metal oxides have been studied intensively
as gas-sensing materials since the 1960s [56]. The first commercial chemoresistor
sensor based on polycrystalline tin oxide (SnO2) ceramic was released in 1968 by
the Figaro Engineering Co. Inc. [56]. Nowadays resistive (i.e. conductometric) gas
sensors based on metal oxides are widely available commercially. A wide range of
reducing gases (e.g. carbon monoxide (CO), hydrogen (H2), hydrogen sulfide (H2S),
and hydrocarbons) and oxidizing gases (e.g. oxygen (O2), ozone (O3), ammonia
(NH3), chlorine (Cl2), and nitrogen oxide (NOx, i.e. NO and NO2)) can be detected
with metal-oxide sensors [7, 8, 11, 15, 57–59]. These sensors are used in fields of
safety (e.g. toxic gas and gas leakage detection), security and military (e.g. detec-
tion of chemical-warfare agents (CWAs)), environmental monitoring (e.g. air quality
monitoring), process control, medicine (e.g. diagnosis and health monitoring), and
artificial olfaction (e.g. electronic noses) [7, 8, 15, 58, 60, 61].
Metal oxides are usually granular semiconducting materials [7, 10, 12]. Therefore,
the models presented in Sections 1 and 2 can be used for describing these materials.
Modelling is discussed in more detail in Section 4.2. Metal-oxide semiconductors
are intrinsically either n- (e.g. SnO2, TiO2, ZnO, Fe2O3, In2O3, and WO3) or p-
type semiconductors (e.g. CuO, NiO, and Co3O4) [7, 8, 57, 59, 62]. Depending on
the dominating gas-sensing mechanism, the materials are either bulk (e.g. TiO2) or
surface type (e.g. SnO2, ZnO, and WO3) [7, 10, 62].
The present thesis focuses on the most common gas-sensing metal oxides: the
surface-sensitive n-type metal oxides. In these granular materials the main gas-
sensing mechanism is based on the adsorption of oxidizing gases, oxygen from air
being the most common, on the surfaces of the grains [7, 8, 10–12, 62]. The adsorbed
oxidizing gases act as acceptor-type electron traps. As described in Section 1.2, the
electric charge of the occupied traps, i.e. ions, give rise to GB potential barriers,
which reduce the electrical conductivity of the n-type granular material. Reducing
gases are generally sensed based on their reaction with the preadsorbed oxygen ions,
leading to an increase in material conductivity as the ions are consumed.
In practice, all resistive metal-oxide gas sensors are operated at an elevated tem-
perature. This ensures that the relevant chemical reactions are activated and they
are more specific, i.e. the gas sensors are more selective, and the gas sensors have a
reasonable response time [15]. In addition, humidity affects less the sensor response
well above a temperature of 100 oC [15]. The typical operating temperature of the
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semiconducting metal-oxide gas sensors is 200–400oC [11]. The most common and
well-known materials, SnO2, ZnO, TiO2 and WO3, operate at this temperature range
[11]. In some cases metal-oxide chemoresistors are operated at up to 700–1200oC [8].
Typically, the metal-oxide sensing material of these gas sensors is heated up with an
electric current flowing through a heater resistor. The resistance of the gas-sensing
film is measured with separate electrodes. There is also a special one-electrode de-
sign, where the heater acts as the measurement electrode of the gas sensing material
[63].
The gas-sensing element of the first commercial semiconductor sensor, the Taguchi-
type ceramic sensor, is a ceramic bead which has a heater wire inside [56]. The next
generation sensors were fabricated with the screen-printing technique on a small and
thick ceramic substrates such as alumina [11]. The method allows batch processing
which reduced the sensor to sensor variation within the production lots [11]. The
main drawback of the Taguchi-type ceramic and the screen-printed sensors is the
need for high heating power, which is caused by the large size and the poor thermal
insulation of the gas-sensing element [11]. The solution to this drawback is the
micromachined sensor, i.e. microsensor, which has a microhotplate for heating up
the sensing material [11]. Micromachining provides a small sensor size together
with lower power consumption (typically 30–150 mW [11] compared to from 200–
1000 mW of the screen-printed sensors [11]) as well as low cost [15]. The first
microhotplate designs appeared in the late 1980s [15] and, according to Ref. [15],
the first microhotplate sensor was reported in 1993 by Corcoran et al. [64].
The microhotplate design allows the use of various methods for the deposition of
the gas-sensing film. They are listed in Table 3. The use of different deposition
method leads to a different microstructure of the layer [11]. The screen-printed
and drop deposited films are thick (several micrometers), and the CVD, PVD, and
RGTO films are thin films (20–1000 nm), respectively [11]. The structure and
chemical composition of the gas-sensing film has a large effect on the sensitivity and
selectivity of the gas sensor. Commonly the sensitivity of the metal-oxide gas sensors
is good and the selectivity is poor [11, 15, 57]. The response of the gas sensor can be
optimized, for example, by tuning the microstructure of the gas-sensing film or by
using noble metals or metal oxides as additives acting as catalyzers and sensitizers
[7, 59, 65]. In addition to the optimization of the gas-sensing material, the poor
selectivity can be overcome by using pattern recognition and sensor arrays consisting
of a multitude of different sensors [7, 11, 60]. Sensor arrays can even be manufactured
on the same chip. The small size and integrability of the microhotplate metal-oxide
gas sensors allow them to be used in smart sensors and integrated microsystems
[15, 66]. In a smart sensor the sensor and the microelectronic circuitry is integrated
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Table 3: Techniques used for deposition of metal-oxide films [11, 68–70].
Deposition type Technology
Paste/slurry deposition Screen-printing
Drop deposition
Dip coating
Spray deposition
Chemical vapour deposition (CVD) Thermal CVD
Plasma activated CVD
Laser induced CVD
Electroless plating
Atomic layer deposition (ALD)
Physical vapour deposition (PVD)
Sputtering Standard sputtering
Reactive sputtering
Cathode sputtering
With bias voltage
Evaporation Molecular beam epitaxy/deposition (MBE/MBD)
Thermal evaporation
Reactive evaporation
Ion plating
Reactive ion plating
Arc evaporation
Laser evaporation
Other Rheotoxial growth and thermal oxidation (RGTO)
on a single chip (an example of this is reported in Ref. [67]).
The microhotplate gas sensors are manufactured on a single-crystal-silicon wafer.
Two different designs are utilized: the closed-membrane type and the suspended-
membrane type [11, 15, 71]. The closed-membrane-type microhotplate is shown
in Fig. 24. The active area of the microhotplate is located in the middle of the
membrane. The membrane is fabricated by removing the silicon from the back side
of the wafer by etching [11]. In the suspended-membrane-type microhotplate the
active area of the microhotplate is suspended by microbridges. The pit below the
microhotplate is made by etching from the front side [11]. Because the suspended-
membrane type has less connecting area to the substrate, it typically has lower power
consumption.
In the horizontal sensor design the heater resistor is placed on the same plane as
the sensing electrodes [11]. In the vertical approach shown in Fig. 24 the heater
resistor is on a different plane as the sensing electrodes. The membrane consists of
a membrane layer and an insulating layer. The membrane layer is typically silicon
nitride and the insulating layer is silicon oxide, but they can also consist of multiple
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Figure 24: A schematic picture of a closed-membrane-type microhotplate gas sensor
viewed from (a) top and (b) side. The typical dimensions [11] are shown.
layers of silicon nitride and oxide [11].
The heater resistor is located between the membrane and the insulating layers. It is
usually made of platinum, polysilicon, or p++-doped silicon [11, 15, 29, 67, 71, 72].
By measuring the resistance of the heater resistor while heating, the temperature
of the microhotplate can be calculated. The resistance of a platinum heater resistor
depends linearly on the temperature [15]. An additional thermometer resistor made
of the same material as the heater resistor can also be used for the measurement of
the sensor temperature [11]. In addition to the resistors, metal-oxide-semiconductor
field-effect transistors (MOSFETs) have been used as the heater element [73–75] and
pn-diodes as temperature sensors [74, 75].
The heat loss mechanisms and thermal behaviour of microhotplates has been studied
extensively (see, for example, Refs. [11, 15, 76] and references therein). The small
thermal capacity of the microhotplate leads also to a small thermal time constant,
which can be as low as 1 ms or less [11, 71]. This allows rapid modulation of the
operating temperature of the microhotplate gas sensor. Temperature modulation
techniques [11, 77–81] can be used for improving the overall selectivity of the sensors.
The sensing electrodes are metallic and they are typically interdigitated (see Fig. 24).
The interdigitation improves the conductance between the sensing electrodes and the
gas-sensing material simply by increasing the cross-sectional area of the electric cur-
rent. Platinum and gold are the most common contact metals, although aluminium
and tungsten have also been used [11, 29].
In order to make the temperature distribution flatter on the microhotplate, a silicon
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island or plug [11, 76, 82] or a metallic hotplate layer [29, 83] can be added. A
buried or a counter electrode can be used to apply an additional electric field to the
gas-sensing film from below in order to create a depletion zone in the bottom of the
gas-sensing film [11, 77, 84–88]. By controlling the width of the depletion region,
the sensitivity of the gas sensor can be increased. Adding a further electrode pair
above or below the gas-sensing film allows the separation of the diffusion and surface
effects by a resistive measurement [11, 85, 88].
Microhotplates have also been fabricated using silicon-on-insulator (SOI) substrates
and complementary metal-oxide-semiconductor (CMOS) compatible technologies
[67, 71, 73–75]. In addition, fabrication on polymers has been reported [89]. This
brings the advantages of simplified processing, improved robustness and flexibility,
and easier integration of microhotplate-based gas sensors in radio-frequency identi-
fication (RFID) flexible tags and textiles [89].
4.1 Novel microhotplate gas sensor with ALD SnO2 gas-
sensing film
Atomic layer deposition (ALD) has been shown to produce higher-quality epitax-
ial films than conventional chemical vapour deposition (CVD) [68]. While ALD
SnO2 has been used in gas sensing applications before, for instance, Refs. [90–92],
Publication IV presents for the first time its use in a microhotplate design.
The fabricated sensor is of the standard closed-membrane type (see Fig. 24). The
complete fabrication process is described in detail in Publication IV. The sensor
chip, which has two size variations for the active area (500 µm × 500 µm and
1000 µm × 1000 µm), mounted inside the aluminium shielding ring on the alumina
printed circuit board (PCB), the sensor chip, and an atomic force microscope (AFM)
image of the ALD SnO2 gas-sensing film are shown in Fig. 25. The shielding ring
(see Fig. 25a) together with an o-ring allows gas-tight connection to the gas testing
equipment described in Publications IV and V.
The sensor has separate heater and thermometer resistors (see Fig. 25b). Plasma-
enhanced chemical vapour deposited (PECVD) silicon dioxide (SiO2) was success-
fully used as the intermetal dielectric. In addition to the conventional heater and
thermometer resistor material platinum, the use of tungsten was investigated as well.
However, in spite of the use of a protective tungsten nitride layer above and below
the metal layer, tungsten began to oxidize after continuous operation at 300 oC
for 12–16 days. Since the oxidation of tungsten did not affect the sensor opera-
tion before this time, the sensors with the tungsten heater and thermometer can be
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Figure 25: (a) The sensor chip mounted inside the aluminum shielding ring on the alu-
mina printed circuit board (PCB). (b) The completed microhotplate chip.
The dashed lines indicate the areas from which the ALD-deposited SnO2 was
removed by etching. The contact pads are located inside these areas. (c)
AFM height image of the ALD-deposited SnO2 gas-sensing film.
used for prototyping and testing purposes. With the low heating powers of 80 mW
(500 µm × 500 µm device) and 180 mW (1000 µm × 1000 µm device) at 300 oC and
the stabilization times of a few seconds, the characteristics of the microhotplates are
comparable to the typical characteristic reported in literature [11].
Unlike in the standard process [11] the ALD film (see Fig. 25c) was deposited and
patterned by wet etching prior to the KOH etching of the silicon from the back
side. The ALD step was crucial in the fabrication process, since the deposition
temperature is high: 500 oC. In order to stabilize the structure, it was annealed at
500 oC for 24 h before the ALD step. The 17.5 nm thick ALD SnO2 film consists
of nanosized grains in the size range of 35-50 nm. The RMS surface roughness is
approximately 3.6 nm. Long sensor operation tests at 300 oC showed that the ALD
film exhibited a very low drift in the electrical resistance, which can be seen as an
indication of a structurally stable SnO2 layer.
The response of the sensor to ethanol, acetone, and acrylonitrile vapours is shown
in Fig. 26. These chemicals are all widely used in many fields of industry, and are
representative of the kind of flammable or toxic materials that are easily vaporized
into the workplace air. The sensitivity of the sensor to a specific gas can be calculated
with the formula
S =
Ggassh
Gairsh
, (40)
where Ggassh is the sheet conductance of the gas-sensing film in the presence of the
target gas and Gairsh in clean air. The sensitivities and the t50% and t90% response
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Figure 26: The response of a 500 µm× 500 µm device at 300 oC operating temperature to
200 s pulses of two different concentrations of ethanol (top), acetone (centre),
and acrylonitrile (bottom) [Publication IV]. The sheet conductance of the
gas-sensing film is shown. Measured in clean air at 32 % relative humidity
(RH).
times (the time taken for 50% and 90% of the overall response to occur, respectively)
calculated for the pulses shown in Fig. 26 are listed in Table 4.
Being reducing gases, ethanol, acetone, and acrylonitrile rapidly increase the con-
ductivity of the gas-sensing film (see Fig. 26). This is in agreement with other n-type
metal-oxide gas sensors [10]. The sensitivities listed in Table 4 appear relatively low
compared to values reported in literature (see e.g. Ref. [93]). However, the current
sensors have not been doped with any catalyst material, as is commonly done in
this type of sensors to improve sensitivity. In addition, the dense thin film produced
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Table 4: Sensitivities and response times of small (500 µm × 500 µm) sensor operating
at 300 oC [Publication IV].
Gas Sensitivity t50% (s) t90% (s)
Ethanol 100 ppm 1.51 3.4 5.9
Ethanol 500 ppm 1.64 2.3 3.0
Acetone 100 ppm 1.23 8.1 46.2
Acetone 500 ppm 1.38 4.2 20.2
Acrylonitrile 20 ppm 1.008 3.0 5.6
Acrylonitrile 100 ppm 1.035 5.2 43.5
by the ALD process may be expected to have a lower response than a thick porous
film produced from powder or paste, with its inherent large surface-to-volume ratio.
The responses to the gases are extremely fast, as seen from the response times listed
in Table 4.
4.2 Modelling resistive metal-oxide gas sensors
Models describing resistive surface-type metal-oxide gas sensors have two general
parts: the adsorption and conduction models. These models are usually connected
to each other. Therefore, they must be solved simultaneously. The gas adsorption
model describes how gases are adsorbed on the surface of the granular film and how
the electrical properties of the surfaces and the grain boundaries are changed as
the result of the adsorption. Mainly the electronic states are considered. Although
granular metal-oxide materials can support various types of electronic states (see
Section 1.2), it is often assumed that the electronic states related to the adsorbed
gas species (i.e. extrinsic states) dominate. In the present thesis only these extrinsic
states are considered. The conduction model described the electrical conduction
through the granular film. In this thesis the conduction is described by the model
presented in Section 2.
From the adsorption theory point of view the adsorption can be described, for ex-
ample, either by the Langmuir or Wolkenstein isotherms. In the simple Langmuir
model the bonding energy between the adsorbate and the surface is independent on
the coverage of adsorbate [4, 46]. Being more complicated, the Wolkenstein model
takes into account the electronic coupling between the semiconductor and the ad-
sorbate [5, 7, 30, 46]. Several models based on Wolkenstein’s approach have been
proposed [43, 46, 94–98].
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There is also a simplified approach, where the adsorption itself is described in a
simplified manner, for example, by the mass-action-type rate equations. These kinds
of models [29, 51–54] are often called the surface state models. They are conceptually
similar as in the early modelling work of Clifford and Tuma [99, 100]. The surface-
state models focus on the electronic trapping in extrinsic surface states (i.e. oxygen
ionization), since it is the key phenomenon in metal-oxide gas sensors. In the present
thesis the gas adsorption is described by the surface-state model presented below.
4.2.1 Surface state model
In the typical operating temperatures of resistive n-type surface-sensitive metal-
oxide gas sensors, 300–400oC, oxygen is chemisorbed dissociatively and the atomic
oxygen O− ion is the dominant oxygen species on the surface [12, 29, 46, 101, 102].
In this case the oxygen chemisorption reaction can be written as [52–54]
1
2
O2 gas + Sads ⇄ Oads, (41)
where Sads denotes an adsorption site and Oads a chemisorbed neutral oxygen atom
(i.e. adatom). The oxygen ionization, i.e. electron extrinsic surface state trapping
reaction, can be written as [52–54]
Oads + e
−
free
ki
−→
←−
k
−i
O−ads, (42)
where e−free is a free electron and O
−
ads an ionized oxygen adatom (i.e. adion), and ki
and k−i are the rate constants for oxygen ionization, i.e. electron extrinsic surface
state trapping and emission, respectively.
The interaction of the reducing gas R with the gas-sensing film is often complex and
involves many steps [10, 103]. However, it usually is enough to represent the reaction
of the ionized surface oxygen O−ads with the reducing gas by a simple irreversible
reaction [52–54]
O−ads +R
kr−−−−→ RO+ S + e−free, (43)
where the reducing gas R reacts with the preadsorbed oxygen ions O−ads and leaves
the surface as RO. kr is the rate coefficient of the reaction between the reducing gas
R and the preadsorbed oxygen ions O−ads. Reactions (42) and (43) lead to the rate
equation for the density of the occupied GB states [52–54]:
dNB
dt
= kinBNO − k−iNB − kr[R]NB, (44)
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where NO = [Oads] is the density of the neutral adsorbed oxygen, NB = NO−
ads
=
[O−ads] the density of ionized oxygen adatoms (i.e. the density of the occupied ex-
trinsic surface states), nB the electron density at the grain boundary, and [R] the
concentration of the reducing gas. The total density of the adsorbed oxygen is
N totO = [Oads] + [O
−
ads] = NO +NB.
Assuming that reducing gas or applied voltage do not affect the total density of
the adsorbed oxygen, the steady-state solution of the rate equation (Eq. 44) at the
temperature T = Teq can be written in a normalized form as [Publication V]
νDC =
NDCB
N eqB
=
nDC
B
neq
B
1 + αR + f
eq
n
(
nDC
B
neq
B
− 1− αR
) , (45)
where the parameter αR =
kr
k−i
[R] determines how strongly the reducing gas removes
the oxygen ions.
4.3 Bias voltage dependence of sensitivity
The bias voltage dependence of sensitivity in metal-oxide (SnO2) gas sensors was
reported for the first time by Durrani [104]. The same effect was also reported
in WO3 gas sensor in Publication V, where we also described the effect using a
quantitative model. Later, the effect was also reported in HfO2 gas sensors by
Durrani and Al-Kuhaili [105].
In Publication V the bias voltage dependence of the gas sensitivity was studied on
commercial resistive WO3 closed-membrane-type microhotplate gas sensors MOS1
and MOS2 from Environics Oy developed for ChemProR©100i handheld chemical
detector [106]. The details of the sensors and the experiments are given in Publi-
cation V. The phenomenon was studied by carefully measuring the I–V relations
of the sensors in clean air and in the presence of a reducing gas (50 ppm ethanol).
During the I–V measurements the power of the measurement signal heats up the
sensors. In order to remove this effect, the temperature of the sensors was kept
constant by using a PI controller.
The sensor responses were described using the models presented in Sections 2 and
4.2.1. The GB DC electric current density JDCGB and the steady-state electron density
at the GBs nDCB were calculated with the simple approximative formulas (Eqs. 23
and 24) and the effect of the bulk of the granular film was neglected. Thus, the
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DC electric current flow through the granular gas-sensing film can be written in an
approximate form as [Publication V]
IDC =
√
2I0
√
VB0 exp
(
−qVB0
kBT
)
sinh
qUDC
2kBTN
eff
GB
, (46)
where I0 = AeffJ0, Aeff is the effective cross-sectional area of the film, N
eff
GB the ef-
fective number of grain boundaries in the path of the electric current, and the GB po-
tential barrier VB0 is calculated using the approximative formula VB0 = qN
2
B/(8εNd)
and the corresponding normalized formula [Publication V (Eq. (28))] instead of
Eqs. 4 and 28. The sensitivity of the sensor is calculated with the formula
S =
Igas
Iair
, (47)
where Igas is the electric current in the presence of the target gas (i.e. in air-ethanol
atmosphere) and Iair in clean air, respectively. Numerical calculations using Eqs. 45,
46, and 47, and model fitting are described in detail in Publication V.
The measured and fitted I–V curves of the MOS2 sensor in dry clean air and in
air-ethanol atmospheres are shown in Fig. 27a. The I–V curves have the same three
characteristic regions (i.e. linear, sublinear, and superlinear) which were observed in
the theoretical calculations presented in Section 3.1. The fourth region, i.e. the se-
ries resistance limited region, is not shown in Fig. 27a because high enough voltages
would have caused too much heating of the gas-sensing film. The sensitivity calcu-
lated from Fig. 27a is plotted in Fig. 27b. The sensitivity decreases strongly with
increasing DC bias voltage. Fig. 27 shows that the model is in excellent agreement
with the experimental data. Similar I–V and sensitivity curves were also observed
in humid air and with the MOS1 sensor. The model was also able to represent that
data well.
The calculated GB potential VB0 and the ion ratio (i.e. the trap occupancy) N
DC
B /
N totB of the MOS2 sensor as functions of DC bias voltage are shown in Fig. 28.
The obtained values for the GB potential barrier V 0B0 are in the range 0.89–1.07 V
[Publication V]. This range is typical for metal-oxides, including WO3 [1, 7, 12, 46].
The sensitivity degradation effect can be explained using the present model. It is
caused by the differences in the shapes of the I–V curves in clean air and in the
presence of the reducing gas. These differences, in turn, are caused by differences
in electron trapping (i.e. oxygen ionization). In clean air the traps are already
almost filled and practically no further trapping is possible at higher voltages (see
Fig. 28). In the reducing gas atmosphere the filling of the traps is possible because
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Figure 27: Measured and calculated (a) I–V curves of the MOS2 sensor in dry clean
air and air-ethanol atmospheres at 360 oC operating temperature and (b) the
corresponding sensitivities as functions of the DC bias voltage [Publication V].
The fitted model parameter values are I0 = 336.2 AV
−0.5, feqn = 0.9948,
V eqB0 = 0.8935 V, and N
eff
GB = 33.83.
the reducing gas removes some of the oxygen ions, i.e. the occupied traps (see
Fig. 28). This has a large effect on the I–V curves: The trapping in reducing gas
atmosphere limits the increase of the electric current with voltage compared to the
clean air case, where practically no further trapping takes place causing the current
to increase exponentially with voltage soon after the linear region. Because of these
differences in the sublinear region of the I–V curves, the overall effect is that the
sensitivity decreases with increasing DC bias voltage.
The influence of trapping on sensitivity is, however, more complicated in general.
The case discussed here corresponds to trap filling regime, since already in thermo-
dynamical equilibrium in clean air over 99% of traps are filled. It turns out that
at the opposite limit, where the occupancy of traps f eqn is lower (f
eq
n . 0.7), the
sensitivity remains almost constant or increases slightly with the bias voltage.
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Figure 28: Calculated GB potential barrier VB0 (left) and the ion ratio (i.e. the trap
occupancy) NDCB /N
tot
B (right) in the MOS2 sensor as functions of DC bias
voltage [Publication V]. The model parameters are from Fig. 27.
The present model was used for studying the bias-voltage dependent sensitivity
effect in the general case. The I–V curves of a theoretical gas-sensing film, and the
corresponding sensitivities, the GB potential barrier height, and the ion ratio as a
functions of the DC bias voltage in clean air and in air-reducing gas atmospheres
are plotted in Fig. 29. They were calculated with various values of the GB trap
occupancy in the thermodynamical equilibrium f eqn . Fig. 29a shows that with lower
values of f eqn the sublinear region in I–V curves is more dominating and the strongly
increasing current region, i.e. the superlinear region, is shifted to higher voltages.
This is due to the fact that more empty GB states are available for trapping when
f eqn is low (see Fig. 29d). The constant sensitivity observed with low f
eq
n is caused
by the fact that the trapping takes place to the same extent when the sensor is
both in air-reducing gas atmosphere and in clean air. This results in similar bias
voltage dependence of VB0 in both atmospheres, and thus the sensitivity does not
change with the voltage. A slight increase of sensitivity with increasing DC bias
voltage is caused by the fact that with lower values of f eqn the GB potential barrier
VB0 increases slightly faster in clean air than in the presence of reducing gas (a
few millivolts in Fig. 29c). This is amplified by the exponential dependence of the
electric current on VB0 (see Eq. 46).
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Figure 29: (a) Calculated I–V curves of a theoretical gas-sensing film and (b) sensitivi-
ties, (c) GB potential barrier VB0 , and (d) ion ratio N
DC
B /N
tot
B as functions
of the DC bias voltage. Calculated with various values of the GB trap occu-
pancy in the thermodynamical equilibrium feqn and I0 = 1 AV
−0.5, V eqB0 = 1 V,
and N effGB = 1 in clean air and in air-reducing gas atmospheres at 600 K.
61
4.4 Negative admittance effect
Negative admittance, negative capacitance, or anomalous inductive effect has been
reported in various semiconductor devices and materials [1, 107, 108]: for example,
in organic light-emitting diodes (OLEDs), ZnO varistors, and quantum well infrared
photodetectors. In SnO2 negative capacitance has been observed by Varghese et
al. [109] and Kaur et al. [110]. Both of the groups explained the phenomenon by
the movement of adsorbed ions. In Publication VI we showed that the effect can
also be explained by the barrier-limited conduction and electron trapping at grain
boundaries, which are the fundamental phenomena in granular semiconductors. In
Publication VI, the negative admittance effect was studied on the same samples as
in Section 4.3 and Publication V. The model presented in Section 2.3 was utilized
in the quantitative explanation of the results.
4.4.1 Measurement of admittance spectra
The sub-hertz regions of the admittance spectra of the sensors were measured with
a special measurement scheme. A LabVIEW
TM
program runs a Keithley 236 unit
operating as a voltage source via a general purpose interface bus (GPIB). The applied
voltage is varied and the unit also measures the current. The applied voltage signal
consists of a constant DC bias and uniformly distributed pseudorandom components.
This input signal has a flat power spectral density, which allows the measurement
of the admittance spectrum.
The admittance spectra were calculated from the recorded current and voltage sig-
nals using a built-in LabVIEW function. First, the LabVIEW function transforms
the current and voltage signals recorded in the time domain into the frequency do-
main using a fast Fourier transform (FFT) algorithm [111]. Before the transforma-
tion the signals are multiplied by a window function. In this thesis the Hanning (i.e.
Hann) window function was used because it produces a good compromise between
the high accuracy in magnitude and the high accuracy in frequency [112]. After the
transformation the LabVIEW function calculates the admittance spectrum using
the formula Y (ω) = I(ω)/V (ω), where I(ω) and V (ω) are the recorded current and
voltage signals in the frequency domain.
Since the FFT algorithm is based on invariant sampling interval, the LabVIEW
program has special waiting loops in order to keep the sampling interval constant.
The correct operation of this measurement scheme was verified by a test circuit
built from commercial passive components. Further experimental details are given
in Publication VI.
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4.4.2 Results of experiments with commercial gas sensors
In Publication VI it was shown that the EEC model shown in Fig. 8a fits well to
the experimental data measured in dry air. It was also shown that those fitted
circuit element values could be represented by the small-signal model presented in
Publication II and Section 2.3.
In the experiments in humid air the negative admittance effect was more pronounced.
The admittance spectra of MOS1 sensor measured in clean humid air at various
DC bias voltages are shown in Fig. 30. The EEC model of Fig. 8b was fitted
to the experimental data in Fig. 30. The fitted circuit element values are shown
in Fig. 31. Both the resistor Rb and the capacitor Cb are negative as shown in
Fig. 31. Furthermore, the DC-bias dependence of Rb, Cb, and the time constant
is in agreement with the formulas and the theoretical results in Publication II and
Section 3.2. In Fig. 30 the real part of the admittance is positive. This indicates that
the resistor Rdiff dominates (Fig. 8 and Eq. 37). In dry air the imaginary part of
admittance is positive [Publication VI], whereas in humid air, Fig. 30, it is negative.
This indicates that the GB potential barrier modulation Rmod–Lmod circuit branch
dominates in dry air and the charging and discharging circuit branch Rchar–Cchar in
humid air conditions.
In order to explain the spectra measured in humid air and the fitted circuit element
values, the model of Section 2.3, should have an extraordinary high charging and
discharging current. This suggests that the electron trapping in GB states takes
place in a much larger area than in the path of the electric current, indicating ion
movement along the grain boundaries. An alternative explanation could be that
water molecules alter the electronic trapping process in such a way that the rate
equation describing the trapping (Eq. 44) changes into a form where Rb and Cb are
negative. This rate equation should show stronger voltage dependence than Eq. 44.
In Refs. [109, 110] the negative admittance effect was explained by the movement of
ions alone. However, our results suggest that the main causes of the negative admit-
tance and capacitance effects are the barrier modulation and the charging properties
of the grain-boundary region, whereas the ions provide enhancement of the charging
and discharging component only. This explanation is in agreement with the work
of Greuter and Blatter [1], where they explained that the negative admittance ef-
fect originates from the fundamental properties of granular semiconductors. Greuter
and Blatter suggest, however, that the negative capacitance effect arises only at high
voltages due to minority carrier effects [1].
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Future work
Ideas for further studies:
• Fabrication of good samples for further testing the model. The use
of commercial gas sensors has several drawbacks: The manufacturers do not
report all the details of their gas sensors and gas-sensing materials, the study
of the sensing materials with more sophisticated techniques is not possible due
to the packaging, and the microhotplate sensors inheritly have large parasitic
capacitance which makes the measurement of higher frequency effects, such as
the capacitance of the depletion region, challenging.
• Inclusion of the effects of illumination and generation and recombi-
nation of charge carriers in the grain-boundary region [42, 113] to
the model.
• Extension of the model to nanosized grains. There has already been
some work in this field [34–36, 114]. However, for example, the effect of applied
voltage in nanograin materials has not yet been studied. In addition, quantum
effects should be taken into account when the grain size is below 10 nm [36].
• Use of the bias-voltage modulation in the selectivity improvement of
metal-oxide gas sensors. The results of the present thesis showed that the
sensitivity of the metal-oxide gas sensors depends on the DC bias voltage used
in the resistance measurement. This effect could be exploited in the selectivity
improvement of these kinds of gas sensors.
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Conclusions
A thorough modelling of DC, AC, and transient characteristics for granular n-type
semiconductors using the diffusion theory was performed in the present thesis for the
first time. The transient model describes the electrical large-signal response to both
voltage and temperature changes. The analysis is based on the dynamic electrical
model of the grain-boundary region and electronic trapping in the acceptor-type
electronic interface states at the grain boundaries.
The accuracy of the models presented in the present thesis depends on the ap-
proximations made in the derivation of each model. The models were verified by
performing numerical device simulations with SILVACO ATLAS. The DC results
show that the semianalytical model is accurate in a large voltage range. Compared
to the linear grain-boundary potential profile used in the calculations, the use of
the quadratic grain-boundary potential profile gives only a slight improvement over
the linear one. The simple approximative formulas work well at low voltages and
the analytical model at very low voltages only (e.g. less than 60% and 20% of the
maximum grain-boundary potential barrier height, which corresponds to the filled
grain-boundary states). The AC results show that the analytical electrical equiva-
lent circuit model works well at a very broad frequency range (e.g. 1–1012 Hz) at
low DC bias voltages (e.g. less than 20% of the maximum grain-boundary potential
barrier height).
The transient results show that the semianalytical model is accurate for the whole
duration of the transients up to moderate applied voltages (e.g. 130% of the max-
imum grain-boundary potential barrier height). The approximative analytical for-
mulas describing the electrical response are accurate only when the voltage and
temperature changes are small (e.g. the grain-boundary trap occupancy changes by
less than 0.005 during the transient). Therefore, the semianalytical model allows a
fast and much more accurate calculation of transients. Compared to ATLAS the
transient calculations employing the semianalytical model were 4 orders of magni-
tude faster on a standard PC computer, yet having the same accuracy. Because the
semianalytical model allows rapid calculations, the fitting of the model to experi-
mental transient data is possible within a reasonable time.
The semianalytical model was fitted to experimental DC and transient data mea-
sured from the ZnO powder samples reported in Ref. [14]. The model fits well to
the data. Generally, all the presented modelling results are similar to those of other
investigators, although the models by others are based on the thermionic-emission
theory.
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In general, the existence of electronic traps at grain boundaries of granular semicon-
ductors results in nonlinear DC, extraordinary AC, and highly complex transient
electrical characteristics. Based on the shapes of the I–V curves, the I–V curves
can be divided into four characteristic regions: linear, sublinear, superlinear, and
series resistance limited regions. The electrical-equivalent-circuit presentations of
the AC characteristics have, in addition to the common resistors and capacitors,
special RL and RC circuit branches associated with electronic trapping at the grain
boundaries. These special circuit branches have negative admittance. The electri-
cal transients are complex and nonlinear as they vary highly in both duration and
magnitude. All of these electrical characteristics originate from the fact that the
grain-boundary electronic traps are intrinsically coupled to the grain-boundary po-
tential barrier which exponentially controls the flow of electric current through the
grain boundary.
In the experimental part of the present thesis, focusing on resistive metal-oxide based
gas sensors, an ALD SnO2 gas-sensing film was used in a microhotplate gas sensor
for the first time. Due to the special demands of the ALD process, new solutions
were required for the design and the fabrication sequence, including film patterning
methods and reordering of process steps. It was demonstrated that devices with ALD
SnO2 gas-sensing films exhibit good response and recovery to ethanol, acetone, and
acrylonitrile vapours, as well as show good stability.
The model of granular semiconductors presented in the first half of this thesis was
extended to the case of n-type surface-sensitive metal oxides, which are common
materials utilized in gas sensors. In the model the adsorption of gases is described
by a surface-state model. The model was employed in the quantitative explanation
of the bias-dependent sensitivity effect in metal-oxide gas sensors, which was also
observed experimentally in commercial WO3 gas sensors. According to the model
the effect is caused by DC electrical properties of granular metal oxide material in
the case, where the electronic grain-boundary trap states (i.e. oxygen ions adsorbed
at the grain boundaries) are mostly filled in the thermodynamical equilibrium in
clean air.
Typically metal-oxide gas sensors have poor selectivity. The results of this thesis
suggest that the bias-dependent sensitivity effect could be exploited in the improve-
ment of the selectivity of the metal-oxide gas sensors. An increase in the selectivity
could be achieved, for example, by using a bias-voltage modulation during the gas
sensor operation.
Granular semiconductors exhibit another effect in metal-oxide gas sensors: the neg-
ative admittance effect. It was reported for the first time in metal oxide gas sensors
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in the present thesis. The results show that the current component related to the
modulation of the grain-boundary barrier dominates in dry clean air and the charg-
ing or discharging current dominates in humid air. The gas sensor response in dry
clean air was in agreement with the present model, but additional ion motion cou-
pled to the model was needed for the explanation of the strong charging current in
humid air.
In conclusion, the present thesis gives a good basis for the modelling of all devices
and sensors based on granular semiconductors. The models were already employed
for successfully explaining the new effects observed in metal-oxide gas sensors.
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semiconductors are modelled. The 
developed models allow predicting DC, AC 
and transient characteristics of these 
granular materials. They give as accurate 
results as commercial software, but several 
orders of magnitude faster. Granular 
semiconductors are widely used in, e.g., 
microelectronic circuits and solar cells. 
Electric current in them depends strongly 
on the potential barriers at grain boundaries. 
This results in extraordinary electrical 
properties, which are utilized in, e.g., 
varistors and gas sensors. Gas-sensor 
applications range from toxic-gas detection 
to electronic noses used for, e.g., diagnosing 
diseases and assessing wine quality. Gas-
sensing granular semiconductors are metal 
oxides such as tin dioxide, which is used in 
the presented micro-gas sensor. Two new 
phenomena in gas sensors, the bias-voltage 
dependent sensitivity and the negative 
admittance, were discovered and modelled 
in the present thesis. 
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