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Abstract
We study the dynamics of the sine-Gordon model after a quantum quench into the attractive regime, where
the spectrum consists of solitons, antisolitons and breathers. In particular, we analyse the time-dependent
expectation value of the vertex operator, exp (iβΦ/2), starting from an initial state in the “squeezed state
form” corresponding to integrable boundary conditions. Using an expansion in terms of exact form factors, we
compute analytically the leading contributions to this expectation value at late times. We show that form factors
containing breathers only contribute to the late-time dynamics if the initial state exhibits zero-momentum
breather states. The leading terms at late times exponentially decay, and we compute the different decay rates.
In addition, the late-time contributions from the zero-momentum breathers display oscillatory behaviour, with
the oscillation frequency given by the breather mass renormalised by interaction effects. Using our result, we
compute the low-energy contributions to the power spectrum of the vertex operator. The oscillatory terms in
the expectation value are shown to produce smooth peaks in the power spectrum located near the values of the
bare breather masses.
1 Introduction
The study of quantum quenches in many-body systems has gathered significant attention in recent years. The
quantum quench protocol consists on preparing a system to be in an eigenstate (typically the ground state) of a
Hamiltonian, H0, then suddenly changing some parameter and evolving with a new Hamiltonian, H, with respect to
which the system is no longer in equilibrium. This is motivated by the realisation of closed quantum systems using
cold atoms and ions [1], which have provided an experimental probe for quantum non-equilibrium dynamics. More
generally, one may consider the time evolution starting from any initial state, even ones that are not eigenstates
of some initial Hamiltonian.
Out-of-equilibrium dynamics are particularly interesting in integrable (1+1)-dimensional systems, where the
additional conserved charges prevent thermalisation at long times. Expectation values of local operators are instead
expected to be described by a generalised Gibbs ensemble (GGE) [2], which takes into account the additional local
(or quasilocal) conserved charges1. Furthermore, there are powerful non-perturbative methods associated with
integrability in quantum systems, so the non-equilibrium dynamics can be evaluated analytically in more detail
than is possible in general interacting systems. To list a few examples, one can use conformal symmetry [5], apply
the recently introduced quench-action approach [6, 7], or employ the knowledge of the complete spectrum to directly
tackle the Lehmann representation for the time evolution of observables [7, 8, 9, 10, 11]. The latter approach relies
on the knowledge of the matrix elements of the operators of interest, which, in the case of integrable field theories,
can be obtained from the form-factor bootstrap [12, 13]. Furthermore, using form-factor perturbation theory [14]
the approach has recently been applied to study the effects of small integrability breaking terms [15, 16].
Our main objective in this paper is the computation of time-dependent expectation values of local operators at
finite times after a quench in a specific integrable field theory, namely the attractive sine-Gordon model. Previously,
a similar problem has been analysed in Ref. [7], where the sine-Gordon model (1) in the repulsive regime (where
the spectrum consists of only solitons and antisolitons, but no bound states) was considered. In this reference,
the expectation values of a vertex operators were computed at large (but finite) times, using two complementary
approaches, namely the quench-action formalism and a linked-cluster expansion based on the exact form factors.
It was seen that the expectation values decay exponentially in time, and the decay rate was computed. Similar
results for a quench in the sine-Gordon model were obtained using a semiclassical approach [17, 18], where at low
energies, the quantum dynamics of solitons and antisolitons can be ignored. It was also argued in this reference
that breathers (bound states of solitons and antisolitons) would not contribute at this semiclassical level, instead
there effect would be purely quantum mechanical. A similar semiclassical approach has also been used to study
quantum quenches in O(3)-symmetric models [19].
1The question of which conserved charges need to be included in the GGE of an integrable field theory is a matter of ongoing
investigation. In both, discrete lattice models [3], and field theories [4], it has been established that strictly local conserved charges
are not sufficient, and certain quasilocal charges must be included.
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In this paper we extend the techniques developed in Ref. [7] to the attractive regime of the sine-Gordon model.
In this regime, the spectrum includes breathers as well as solitons and antisolitons. Specifically, we compute the
expectation value of the vertex operator exp(iβΦ/2) using a form-factor expansion. We notice that the contributions
to this observable coming from form factors involving breathers are qualitatively different from those coming from
soliton-antisoliton form factors. This is mainly because solitons are non-local excitations with respect to the vertex
operator, while breathers are local. This results in the breather contributions being suppressed, in agreement with
the semiclassical arguments put forward in Ref. [17].
We find, however, that the new contributions to observables arising from breather form factors are not negligible
if the initial state after the quench exhibits zero-momentum breathers corresponding to boundary bound states [20].
Quenches from such an initial state have been previously considered [9], where the first few terms in a form-factor
expansion for the expectation value of the local vertex operator exp(iβΦ) were studied. In the computation of
Ref. [9] the boundary bound states lead to permanent oscillatory contributions to the expectation values, which
do not decay in time. These terms are seen to produce sharp poles in the power spectrum of this operator. This
result is based on the assumption that the higher terms in the form-factor expansion are negligible. We find that
this is, in general, not the case, as the higher order terms may diverge at long times.
Our main result, stated in Eq. (42), is the calculation of the time-dependent expectation value of the vertex
operator exp(iβΦ/2) after a quantum quench. We find that the leading terms at late times exhibit both, oscillations
in time as well as exponential decay, in contrast to the repulsive regime where oscillatory behaviour only appears as
sub-leading corrections. The oscillation frequency is not simply given by the breather mass but contains corrections
due to interaction effects, which vanish in the semiclassical limit.
This article is organised as follows: In the following section, we present a brief introduction to the sine-Gordon
model, and discuss some of its potential realisations in solids or in cold atomic systems. In Section 3 we present
a discussion of the initial states we consider, and discuss their relation to integrable boundary conditions. In
Section 4 we present an overview of the analytical method used to compute the time evolution of expectation
values. This method, which has been named “linked-cluster expansion”, consists in expanding the expectation
values in terms of exact form factors, while carefully ensuring the cancellation of infrared divergences. We present
our main result in Section 5, ie, the time-dependent expectation value of the vertex operator, exp(iβΦ/2), in the
simplest regime of the attractive sine-Gordon model where only one species of breather bound states exists. From
the time evolution we compute the power spectrum in Section 6. In contrast with the results of Ref. [9], the sharp
delta-function peaks at the transition energies are broadened to Lorentzian-function peaks. We then discuss the
relation between our results and the semiclassical approach of Ref. [17] in Section 7. In Section 8 we generalise our
results for the time evolution to the regimes in the sine-Gordon model where more than one species of breathers
exists. Finally, we present our conclusions in Section 9. The explicit computation of the terms of the linked-cluster
expansion, as well as a brief discussion of exact form-factor axioms and finite-volume regularisation techniques,
are presented in the appendices.
2 The attractive sine-Gordon model
We consider the sine-Gordon model with Hamiltonian given by
H = 1
16pi
∫
dx
[
(∂xΦ)
2
+ (∂tΦ)
2
]
− λ
∫
dx cos (βΦ) , (1)
where we have set the velocity to one, v = 1. In general the coupling constant lies in the range 0 < β2 ≤ 1, where
the cosine term is relevant in the renormalisation-group sense and opens a gap ∆ in the spectrum corresponding
to the mass of solitons and antisolitons. In this paper we will specifically consider the so-called attractive regime,
β2 < 1/2, where the spectrum consists of solitons and antisolitons with attractive interactions that form bound
states, the so-called breathers. The number of species of breathers depends on the particular value of the coupling
constant. We mostly focus on the simplest case, 1/3 < β2 < 1/2, where there exists only one species of breathers.
The case β2 < 1/3, where there are many species of breathers, is briefly discussed in Section 8. Quantum quenches
in the repulsive regime β2 > 1/2 have been studied in Ref. [7].
2.1 Realisations of the sine-Gordon model
The sine-Gordon model arises as the low-energy description of a variety of systems in condensed-matter physics.
Probably the most prominent realisation is provided by the Heisenberg chain with a field-induced gap [21, 22]
H = J
L∑
j=1
[
Sxj S
x
j+1 + S
y
j S
y
j+1 + S
z
j S
z
j+1
]
+ hu
L∑
j=1
Szj + hs
L∑
j=1
(−1)jSxj . (2)
In the thermodynamic limit, the low energy dynamics of (2) is described by a quantum sine-Gordon model, typically
in the attractive regime we are interested in. The vertex operator exp(iβΦ/2) we are considering here corresponds
2
to the bosonised form of the staggered transverse magnetisation, S+j ∼ (−1)j exp(iβΦ/2), see Refs. [21, 7] for more
details.
The sine-Gordon model can also be used to describe the low-energy dynamics of systems of interacting
bosons [23], which can be experimentally realised with ultra cold trapped atoms [24]. Two such approaches
have been outlined in Ref. [7]. The first of these is to consider a single species of bosons in a periodic potential,
where bosonisation [25] yields an effective sine-Gordon model with the cosine term originating from the periodic po-
tential. The vertex operator then describes the leading oscillating term in the particle density, ρosc ∼ exp(iβΦ/2).
The second realisation in cold atomic systems is provided by a pair of coupled one-dimensional condensates [26] as
can be realised experimentally using atom chips [27]. Here the dynamics of the relative phase of the condensates
is governed by the sine-Gordon model.
2.2 Particle spectrum and factorised scattering
The quantum sine-Gordon model (1) is integrable, and thus a factorisable scattering theory [13, 28]. The energy
and momentum of solitons and antisolitons can be parametrised by a rapidity, θ, as E = ∆ cosh θ and p = ∆ sinh θ,
respectively, where ∆ denotes the soliton mass (recall that we set v = 1). The mass of the breather is given by
∆B = 2∆ sin
piξ
2
, (3)
where the parameter ξ is defined by
ξ =
β2
1− β2 , (4)
and we assume 1/3 < β2 < 1/2 for which only one type of breathers exists. We define particle creation and
annihilation operators Z†a(θ) and Za(θ) with a = ± for solitons and antisolitons with rapidity θ, as well as B†(θ)
and B(θ) for the breather respectively. Classically, solitons and antisolitons are field configurations connecting
adjacent minima of the cosine potential, as is reflected by the topological charge
Q =
β
2pi
∫
dx ∂xΦ(x) (5)
taking the values ±1. On the other hand, breathers correspond to bound states of solitons and antisolitons and
are thus charge neutral, Q = 0. The energy and momentum of the breathers are given by E = ∆B cosh θ and
p = ∆B sinh θ. The scattering matrix between solitons and antisolitons, S
b1b2
a1a2(θ), defines their algebra as
Za1(θ1)Za2(θ2) = S
b1b2
a1a2(θ1 − θ2)Zb2(θ2)Zb1(θ1),
Z†a1(θ1)Z
†
a2(θ2) = S
b1b2
a1a2(θ1 − θ2)Z†b2(θ2)Z
†
b1
(θ1),
Za1(θ1)Z
†
a2(θ2) = 2piδ(θ1 − θ2)δa1,a2 + Sb2a1a2b1 (θ2 − θ1)Z
†
b2
(θ2)Zb1(θ1). (6)
Explicit expressions for the soliton scattering matrix Scdab(θ) are for completeness given in Appendix A. Here we
only state the relevant relations, starting with the Yang–Baxter equation,
Sb2b3a2a3(θ2 − θ3)Sb1c3a1b3(θ1 − θ3)Sc1c2b1b2 (θ1 − θ2) = Sb1b2a1a2(θ1 − θ2)Sc1b3b1a3(θ1 − θ3)Sc2c3b2b3 (θ2 − θ3). (7)
Furthermore, we have the unitarity and crossing conditions
Sc1c2a1a2(θ)S
b1b2
c1c2 (−θ) = δb1a1δb2a2 , (8)
Scdab(ipi − θ) = Sa¯dc¯b (θ) = Scb¯ad¯(θ), a¯ = −a, (9)
as well as the relations(
Scdab(θ)
)∗
= Scdab(−θ) for θ ∈ R, Scdab(θ) = Sdcba(θ) = Sabcd (θ) = S c¯d¯a¯b¯(θ). (10)
The scattering matrix S−++−(θ) = S
+−
−+(θ) possesses a pole θ = ipi(1 − ξ) corresponding to a soliton-antisoliton
bound state with mass ∆2B = 2∆
2[1 + cos(pi(1− ξ))] = 4∆2 sin2(piξ/2), which is just the first breather state. The
scattering of solitons and antisolitons off breathers is governed by the scattering matrix, SB(θ), defined by
Z†a(θ1)B
†(θ2) = SB(θ1 − θ2)B†(θ2)Z†a(θ1), (11)
which is diagonal in the index a. Similar relations hold with Z†a(θ) and B
†(θ) replaced by the corresponding
annihilation operators. Finally, the scattering of breathers is described by the breather-breather scattering matrix,
SBB(θ), via
B(θ1)B(θ2) = SBB(θ1 − θ2)B(θ2)B(θ1), (12)
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B†(θ1)B†(θ2) = SBB(θ1 − θ2)B†(θ2)B†(θ1), (13)
B(θ1)B
†(θ2) = 2piδ(θ1 − θ2) + SBB(θ1 − θ2)B(θ2)B†(θ1). (14)
These scattering matrices satisfy the unitarity and crossing conditions
SB(θ)SB(−θ) = 1, SBB(θ)SBB(−θ) = 1, (15)
SB(ipi − θ) = SB(θ), SBB(ipi − θ) = SBB(θ). (16)
Using the analogously defined particle annihilation operators Za(θ) and B(θ), the ground state of the sine-
Gordon model is defined by
Za(θ)|0〉 = B(θ)|0〉 = 0. (17)
A complete basis of eigenstates is found by acting on the vacuum with particle creation operators,
|θ1, . . . , θN , φ1, . . . , φM 〉a1,...,aN = Z†a1(θ1) . . . Z†aN (θN )B†(φ1) . . . B†(φM )|0〉. (18)
3 The initial state
The determination of the exact initial state that corresponds to a given quantum quench protocol in an interacting
theory is a difficult and unresolved problem, even in quenches of integrable field theories [29]. The particle dynamics
in interacting theories are usually not factorisable across the t = 0 boundary [15, 30], which suggests that it may not
be possible to determine the initial state using the standard methods from integrability. One known exception [31]
is provided by the planar large-N limit of the principal chiral sigma model, where factorisation across the t = 0
boundary is maintained in the interacting theory. Apart from this, quenches starting from the ground state of an
initial Hamiltonian have been analysed using perturbation theory in the quench parameter [15, 16] as well as other
approximate methods [32, 33].
Here, however, we will not investigate the general properties of the initial state. Instead, we assume a simple
initial state of the “squeezed state form” and focus on the subsequent time evolution. Such states have been
proposed by Fioretto and Mussardo [10] as a natural starting point in the study of quantum quenches, given their
simplicity. A second motivation to consider such initial states comes from the observation [5] that analytically
continuing to imaginary times, the problem of computing observables after a quantum quench can be mapped to
that of computing observables in a field theory with boundaries, the boundaries being identified with the initial
state. Thus a natural starting point for the study of quenches in integrable field theories are provided by integrable
boundary states [20]. Motivated by this we thus assume the following initial state
|Ψ0〉 =
(
1 +
g
2
B†(0)
)
exp
[∫ ∞
0
dθ
2pi
Kab(θ)Z†a(−θ)Z†b (θ) +
∫ ∞
0
dφ
2pi
KB(φ)B
†(−φ)B†(φ)
]
|0〉. (19)
We note that the breather particles contribute both as pairs with finite rapidities as well as individual, zero-
momentum particles created by the operator B†(0). For convenience, we label soliton and antisoliton rapidities by
the letter θ and breather rapidities by φ. The functions Kab(θ) and KB(φ) are assumed to satisfy the boundary
Yang–Baxter equation,
Ka1c1(θ1)K
c2c3(θ2)S
a2c4
c2c1 (θ1 + θ2)S
b2b1
c3c4 (θ1 − θ2) = Kc1b1(θ1)Kc2c3(θ2)Sb2c4c3c1 (θ1 + θ2)Sa2a1c2c4 (θ1 − θ2), (20)
and the so-called “cross-unitarity” conditions,
Kab(θ) = Sabcd (2θ)K
dc(−θ), (21)
KB(φ) = SBB(2φ)KB(−φ). (22)
These conditions ensure that the exponential in the initial state (19) is well defined. In order to simplify the cal-
culations, we will restrict ourselves to initial states with vanishing topological charge, which implies the conditions
K++(θ) = K−−(θ) = 0. (23)
Furthermore, we require the initial state to be normalisable, which implies that Kab(θ) and KB(φ) have to decay
to zero sufficiently fast at large rapidities. We note that the functions Kab(θ) and KB(θ) are not required to
satisfy the boundary unitarity condition, hence (19) does not satisfy all the conditions required to be an integrable
boundary state, as defined in Ref. [20]. For later convenience, we also define the functions
G(θ) = |Kab(θ)|2 = |Kaa¯(θ)|2, GB(φ) = |KB(φ)|2. (24)
To summarise, for the purposes of this paper, we will simply assume an initial state of the form (19) with the
functions Kab(θ) and KB(φ) and the parameter g unspecified except for the requirements (20)–(23). Our main
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results will be given in terms of these general functions. The question of which particular function correctly
describes a given quantum quench is beyond the scope of this paper and will be left for future investigations.
Still one can make further assumptions on the form of the functions Kab(θ) and KB(φ) by considering an
initial state corresponding to Dirichlet boundary conditions2 with Φ(t = 0, x) = Φ0 = 0. Such an initial state is
compatible with the condition (23), thus we call states satisfying (23) also “Dirichlet-like” initial states. Physically
it can be identified with a quench in the mass parameter λ from an infinite value λ0 = ∞ to a finite value at
t = 0. This implies an infinite-to-finite change in the soliton and breather masses. Such an initial state is, however,
problematic since it introduces an infinite amount of energy density and the initial state is not normalisable. This
problem manifests itself in the fact that the functions KabDirichlet(θ) and KBDirichlet(φ) tend to constant values
at large rapidities instead of decaying to zero, as is required of a normalisable state. A prescription to obtain
normalisable initial states from Dirichlet boundary conditions was proposed in Ref. [10], motivated on the similar
approach in the study of quenches in conformal field theories [5]. The idea is to modify the functions KabDirichlet(θ)
and KBDirichlet(φ) introducing an “extrapolation time”, τ0 > 0, such that
Kab(θ) = e−2τ0∆ cosh θKabDirichlet(θ), KB(φ) = e
−2τ0∆B coshφKBDirichlet(φ). (25)
As a result, all appearing integrals over the rapidities will be regularised and thus the initial state becomes
normalisable. We will always assume that an extrapolation time has been introduced in this way. We note in
passing that it has been shown [32], however, that such a simple regularisation cannot accurately describe realistic
quenches in massive integrable field theories unless the extrapolation time is taken to be rapidity dependent, ie,
replacing the constant τ0 by a function τ0(θ).
Very recently, an approximation for the function KB(φ) for mass quenches from ∆0 to ∆ was proposed [33],
which is given by
KB(φ) = Kfree(φ)KBDirichlet(φ), Kfree(φ) =
coshφ−
√(
∆0
∆
)2
+ sinh2 φ
coshφ+
√(
∆0
∆
)2
+ sinh2 φ
. (26)
Note that the prefactor ensures the normalisability at large rapidities. The result was obtained by analytically
continuing the corresponding function in the sinh-Gordon model and numerically checking the result using the
truncated conformal space approach. However, since the sinh-Gordon model does not possess soliton-like particles,
an approximate expression for the function Kab(θ) cannot be derived in this way.
The time evolution starting from the initial state is then given by
|Ψt〉 = e−itH|Ψ0〉, (27)
resulting in the expectation value of an operator O as
〈Ψt|O|Ψt〉
〈Ψt|Ψt〉 =
〈Ψ0|eitHOe−itH|Ψ0〉
〈Ψ0|Ψ0〉 . (28)
We will focus specifically on “small quenches” where we assume that the functions Kab(θ) and KB(φ) as well
as the parameter g are small, such that we can restrict ourselves to the leading terms in an expansion in these
formal parameters. This does not imply, however, that our calculations are limited to a specific order. In fact,
the resummation of the long-time behaviour leading to the exponential decay in the final result (41) requires the
analysis of higher-order terms. Our assumption of small quenches rather refers to the limitation of the calculation
of the obtained decay rates (37)–(39) to leading order in Kab(θ) and KB(φ).
In the next sections we will focus particularly on the vertex operator O = exp (iβΦ/2). This operator is chosen
for its semi-locality properties with respect to the solitons and antisolitons, which simplify the computations (as
seen in the form-factor axioms presented in Appendix B). The computation for a general vertex operator, exp (iαΦ),
turns out to be significantly more involved and thus is beyond the scope of this paper.
4 Linked-cluster expansion
To compute expectation value (28), we expand the states |Ψ0〉 in terms of the eigenstates of the sine-Gordon
Hamiltonian and compute each term in this expansion using exact form factors. These terms can have singularities
that need to be regularised. It is expected that some singularities from the numerator and denominator cancel
each other.
2We note that in the attractive boundary sine-Gordon model the integrability implies non-trivial relations [20] between the functions
Kab(θ), KB(φ) and the parameter g, eg, Res[K
ab(θ), θ = ipi(1−ξ)] ∼ ig/2. However, for our quench setup the relation between Kab(θ)
and g is not required.
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The denominator in (28) can be formally expanded as
〈Ψ0|Ψ0〉 =
∞∑
N,J=0
∫ ∞
0
dθ′1 . . . dθ
′
N
N !(2pi)N
dθ1 . . . dθN
N !(2pi)N
dφ′1 . . . dφ
′
J
J !(2pi)J
dφ1 . . . dφJ
J !(2pi)J
×
N∏
n=1
(
Kanbn(θ′n)
)∗
Kcndn(θn)
J∏
j=1
(
KB(φ
′
j)
)∗
KB(φj)
× b1a1...bNaN 〈φ′1,−φ′1, . . . , φ′J ,−φ′J , θ′1,−θ′1, . . . , θ′N ,−θ′N |
×| − θN , θN , . . . ,−θ1, θ1,−φJ , φJ , . . . ,−φ1, φ1〉cNdN ...c1d1
+
|g|2
4
∞∑
N,J=0
∫ ∞
0
dθ′1 . . . dθ
′
N
N !(2pi)N
dθ1 . . . dθN
N !(2pi)N
dφ′1 . . . dφ
′
J
J !(2pi)J
dφ1 . . . dφJ
J !(2pi)J
×
N∏
n=1
(
Kanbn(θ′n)
)∗
Kcndn(θn)
J∏
j=1
(
KB(φ
′
j)
)∗
KB(φj)
× b1a1...bNaN 〈φ′1,−φ′1, . . . , φ′J ,−φ′J , θ′1,−θ′1, . . . , θ′N ,−θ′N , 0B |
×|0B ,−θN , θN , . . . ,−θ1, θ1,−φJ , φJ , . . . ,−φ1, φ1〉cNdN ...c1d1 , (29)
where we have introduced the notation |0B〉 = B†(0)|0〉 to represent a state with one zero-momentum breather
(this notation is introduced to distinguish such a state from the vacuum state, |0〉). We note that the sums start
at N = J = 0. The norm of the initial state can be written more compactly by introducing the notation
〈Ψ0|Ψ0〉 ≡
∞∑
N=0
∞∑
J=0
Z2N,2J +
∞∑
N=0
∞∑
J=0
Z2N,2J+1, (30)
corresponding to the terms in (29). For example, Z0,0 = 1 or Z0,0+1 = |g|2/4. In general we have ZN,J = O(g0)
and ZN,J+1 = O(g2). In the small quench limit we can write
1
〈Ψ0|Ψ0〉 = 1− Z2,0 − Z0,2 − Z0,0+1 + (Z2,0 + Z0,2 + Z0,0+1)
2
−Z4,0 − Z2,2 − Z2,0+1 − Z0,4 − Z0,2+1 +O(K6) +O(g2K4) (31)
where Kab(θ) ∼ KB(θ) ∼ g ∼ K.
The numerator in (28) can be expanded similarly,
〈Ψt|O|Ψt〉 =
∞∑
M,N,I,J=0
∫ ∞
0
dθ′1 . . . dθ
′
M
M !(2pi)M
dθ1 . . . dθN
N !(2pi)N
dφ′1 . . . dφ
′
I
I!(2pi)I
dφ1 . . . dφJ
J !(2pi)J
×
M∏
m=1
(
Kambm(θ′m)
)∗ N∏
n=1
Kcndn(θn)
I∏
i=1
(KB(φ
′
i))
∗
J∏
j=1
KB(φj)
×e2∆it
∑
m cosh θ
′
me−2∆it
∑
n cosh θne2∆B it
∑
i coshφ
′
ie−2∆B it
∑
j coshφj
× b1a1...bMaM 〈φ′1,−φ′1, . . . , φ′I ,−φ′I , θ′1,−θ′1, . . . , θ′M ,−θ′M |
×O| − θN , θN , . . . ,−θ1, θ1,−φJ , φJ , . . . ,−φ1, φ1〉cNdN ...c1d1
+
g
2
e−∆B it
∞∑
M,N,I,J=0
∫ ∞
0
dθ′1 . . . dθ
′
M
M !(2pi)M
dθ1 . . . dθN
N !(2pi)N
dφ′1 . . . dφ
′
I
I!(2pi)I
dφ1 . . . dφJ
J !(2pi)J
×
M∏
m=1
(
Kambm(θ′m)
)∗ N∏
n=1
Kcndn(θn)
I∏
i=1
(KB(φ
′
i))
∗
J∏
j=1
KB(φj)
×e2∆it
∑
m cosh θ
′
me−2∆it
∑
n cosh θne2∆B it
∑
i coshφ
′
ie−2∆B it
∑
j coshφj
× b1a1...bMaM 〈φ′1,−φ′1, . . . , φ′I ,−φ′I , θ′1,−θ′1, . . . , θ′M ,−θ′M |
×O|0B ,−θN , θN , . . . ,−θ1, θ1,−φJ , φJ , . . . ,−φ1, φ1〉cNdN ...c1d1
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+
g∗
2
e∆B it
∞∑
M,N,I,J=0
∫ ∞
0
dθ′1 . . . dθ
′
M
M !(2pi)M
dθ1 . . . dθN
N !(2pi)N
dφ′1 . . . dφ
′
I
I!(2pi)I
dφ1 . . . dφJ
J !(2pi)J
×
M∏
m=1
(
Kambm(θ′m)
)∗ N∏
n=1
Kcndn(θn)
I∏
i=1
(KB(φ
′
i))
∗
J∏
j=1
KB(φj)
×e2∆it
∑
m cosh θ
′
me−2∆it
∑
n cosh θne2∆B it
∑
i coshφ
′
ie−2∆B it
∑
j coshφj
× b1a1...bMaM 〈φ′1,−φ′1, . . . , φ′I ,−φ′I , θ′1,−θ′1, . . . , θ′M ,−θ′M , 0B |
×O| − θN , θN , . . . ,−θ1, θ1,−φJ , φJ , . . . ,−φ1, φ1〉cNdN ...c1d1
+
|g|2
4
∞∑
M,N,I,J=0
∫ ∞
0
dθ′1 . . . dθ
′
M
M !(2pi)M
dθ1 . . . dθN
N !(2pi)N
dφ′1 . . . dφ
′
I
I!(2pi)I
dφ1 . . . dφJ
J !(2pi)J
×
M∏
m=1
(
Kambm(θ′m)
)∗ N∏
n=1
Kcndn(θn)
I∏
i=1
(KB(φ
′
i))
∗
J∏
j=1
KB(φj)
×e2∆it
∑
m cosh θ
′
me−2∆it
∑
n cosh θne2∆B it
∑
i coshφ
′
ie−2∆B it
∑
j coshφj
× b1a1...bMaM 〈φ′1,−φ′1, . . . , φ′I ,−φ′I , θ′1,−θ′1, . . . , θ′M ,−θ′M , 0B |
×O|0B ,−θN , θN , . . . ,−θ1, θ1,−φJ , φJ , . . . ,−φ1, φ1〉cNdN ...c1d1
≡
∞∑
M,N,I,J=0
C2M,2I;2N,2J +
∞∑
M,N,I,J=0
C2M,2I;2N,2J+1
+
∞∑
M,N,I,J=0
C2M,2I+1;2N,2J +
∞∑
M,N,I,J=0
C2M,2I+1;2N,2J+1. (32)
The linked-cluster expansion consists in combining the terms in the expansions (31) and (32), term by term in
orders of K as
〈Ψt|O|Ψt〉
〈Ψt|Ψt〉 =
 ∞∑
M,N,I,J=0
C2M,2I;2N,2J +
∞∑
M,N,I,J=0
C2M,2I;2N,2J+1
+
∞∑
M,N,I,J=0
C2M,2I+1;2N,2J +
∞∑
M,N,I,J=0
C2M,2I+1;2N,2J+1

×
( ∞∑
N=0
∞∑
J=0
Z2N,2J +
∞∑
N=0
∞∑
J=0
Z2N,2J+1
)−1
≡
∞∑
M,N,I,J=0
D2M,2I;2N,2J +
∞∑
M,N,I,J=0
D2M,2I;2N,2J+1
+
∞∑
M,N,I,J=0
D2M,2I+1;2N,2J +
∞∑
M,N,I,J=0
D2M,2I+1;2N,2J+1, (33)
where the terms in the final expansion are regularised and finite in the infinite-volume limit.
We have computed all the leading contributions to the linked-cluster expansion for large times after the quench,
up to (and including) orders K4, gK4 and g2K4, for the operator O = exp(iβΦ/2). We show the explicit
computation in Appendix C. In the next section we present this final result, and also argue that these leading,
large-time contributions can be resummed for all orders of K. After resummation, it is evident that this observable
exponentially decays at long times, with a set of different decay rates, related to soliton and breather contributions.
5 The main result
We have analysed the terms up to order K4, gK4 and g2K4 in the expansion (33), ie,
〈Ψt|eiβΦ/2|Ψt〉
〈Ψ0|Ψ0〉 = D0,0;0,0 +D2,0;2,0 +D4,0;4,0
+D0,0+1;0,0 +D2,0+1;2,0 +D4,0+1;4,0 +D0,2+1;0,2 +D0,4+1;0,4 +D2,2+1;2,2
+D0,0;0,0+1 +D2,0;2,0+1 +D4,0;4,0+1 +D0,2;0,2+1 +D0,4;0,4+1 +D2,2;2,2+1
+D0,0+1;0,0+1 +D2,0+1;2,0+1 +D4,0+1;4,0+1 + . . . , (34)
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where the dots represent higher-order terms that have not been evaluated. The leading long-time behaviour of
these terms can be extracted from the pole contributions, as explicitly done in Appendix C, with the result
〈Ψt|eiβΦ/2|Ψt〉
〈Ψ0|Ψ0〉 = Gβ/2
[
1− t
τ
+
1
2
(
t
τ
)2
+ . . .
]
+f
β/2
B Re
{
g e−∆B it
[
1− t
τB
− t
τBB
+
t2
τBτBB
+
1
2
(
t
τB
)2
+
1
2
(
t
τBB
)2
+ . . .
]}
+
|g|2
4
f
β/2
BB (ipi, 0)
[
1− t
τ
+
1
2
(
t
τ
)2
+ . . .
]
. (35)
Here the dots represent sub-leading contributions contained in (34) as well as higher-order terms. Furthermore,
the appearing constants originate from the form factors,
Gβ/2 = 〈0|eiβΦ/2|0〉, fβ/2B = 〈0|eiβΦ/2B†(0)|0〉, fβ/2BB (ipi, 0) = 〈0|eiβΦ/2B†(ipi)B†(0)|0〉, (36)
explicit expressions are given in Appendix A. Here we just note that f
β/2
B is purely imaginary. Furthermore, the
relaxation parameters read
τ−1 =
2∆
pi
∫ ∞
0
dθ G(θ) sinh θ +O(K4), (37)
τ−1B =
∆
pi
∫ ∞
0
dθ G(θ) [1 + SB(θ)] sinh θ +O(K4), (38)
τ−1BB =
∆B
pi
∫ ∞
0
dφGB(φ) [1− SBB(φ)] sinhφ+O(K4). (39)
In Ref. [7] the same calculation was performed in the repulsive regime, leading the result above with g = 0. In
this reference it was suggested that these leading contributions for all higher orders of K can be resummed into
an exponential function, given that the series matches the expansion
e−x = 1− x+ x
2
2
+ . . . . (40)
We note that a similar resummation was shown to take place in the Ising field theory [34, 11] where the leading
long-time behaviour of all higher-order terms can be extracted explicitly. Motivated by the result for the repulsive
regime we thus conjecture that the terms in (35) can also be resummed as exponentials, leading to our final result
〈Ψt|eiβΦ/2|Ψt〉
〈Ψ0|Ψ0〉 =
[
Gβ/2 + |g|
2
4
f
β/2
BB (ipi, 0)
]
e−t/τ + fβ/2B Re
[
g e−∆B it e−(1/τB+1/τBB)t
]
+ . . . (41)
=
[
Gβ/2 + |g|
2
4
f
β/2
BB (ipi, 0)
]
e−Γ1t + |g|fβ/2B e−Γ2t cos(Ωt− δ), (42)
where
Γ1 =
1
τ
, Γ2 = Re
[
1
τB
+
1
τBB
]
, Ω = ∆B + Im
[
1
τB
+
1
τBB
]
, g = |g|eiδ. (43)
We recall that the dots represent sub-leading contributions containing further oscillatory terms as well as power-law
corrections. For example, the terms D2,0;0,0 +D0,0;2,0 and their higher-order descendants can be resummed [7] into
cos(2∆t) e−t/τ/(∆t)3/2. We stress that the resummed expression (42) contains the leading long-time behaviour at
all orders in K, the small-quench assumption reflects itself only in the fact that the relaxation parameters (37)–(39)
have been determined only in O(K2).
We stress that the second term in (42) is explicitly oscillating with the frequency Ω, ie, the leading terms
at late times exhibit both, oscillations in time as well as exponential decay,3 in contrast to the repulsive regime
where oscillatory behaviour only appears as sub-leading corrections. The two leading terms decay with rates Γ1
and Γ2. In Figure 1.(a) we show these decay rates for Dirichlet-like initial states (25), the explicit expressions
for KabDirichlet(θ) and KBDirichlet(φ) can be found in Appendix. A. For the parameters chosen there the decay of
the second term is slower. Furthermore, considering the explicit expressions for the soliton-breather and breather-
breather scattering matrices (58), respectively, one notes that the relaxation rates τB and τBB will in general be
complex valued. This results in the O(K2)-corrections to the bare oscillation frequency given by the breather
mass, ∆B , ie, Ω = ∆B + O(K2). Figure 1.(b) shows this correction for Dirichlet-like initial states. Finally we
note that when considering the time evolution of the observable cos(βΦ/2) the oscillatory term in (42) will cancel
out because of f
β/2
B + f
−β/2
B = 0. Thus in that case the leading time evolution will decay with the rate Γ1, with
oscillations only appearing in the sub-leading corrections.
3We note that undamped oscillations originating in one-particle contributions were observed in the form-factor calculation of Ref. [9]
and the perturbative treatment of Refs. [15, 16]. The new result we identify here is the additional exponential decay of the oscillations.
8
1/3 0.4 0.45 1/2
β2
1
1.1
1.2
Γ 1
/∆
,
 
 
Γ 2
/∆
Γ1/∆
Γ2/∆
(a)
1/3 0.4 0.45 1/2
β2
0
0.05
0.1
Im
 (τ
-
1 B+
τ−
1 BB
)/∆
B
(b)
Figure 1: (a) Decay rates of the two leading terms in the time evolution (41) as a function of the interaction
strength β2. We chose a Dirichlet-like initial state with Φ(t = 0, x) = 0 and extrapolation time τ0 = 0.1/∆. We
observe that the decay rate of the second, oscillating, term is smaller for β2 < 1/2, ie, the oscillating behaviour is
dominant at late times. (b) Relative O(K2)-corrections contained in the oscillation frequency Ω as compared to
the bare value ∆B .
6 Power Spectrum
Having determined the time evolution (42) we can obtain the power spectrum,
Pα(ω) = lim
T→∞
∣∣∣∣∣
∫ T
0
dt eiωt
〈Ψt|eiαΦ|Ψt〉
〈Ψ0|Ψ0〉
∣∣∣∣∣
2
. (44)
This function was analysed by Gritsev et al. [9] for α = β, for a quench in the attractive regime of the sine-Gordon
model, however, only terms up to order gK0 in the linked-cluster expansion were considered. Since in this order
there exist terms that oscillate permanently in time, the power spectrum was found to contain sharp delta peaks
located at the excitation energies of the system. In turn it was suggested that these peaks in the power spectrum
could be used to measure experimentally the breather spectrum of the sine-Gordon model.
Our main result (42) reveals that once we resum the leading terms to all orders in K, the power spectrum may
be qualitatively different. At least for the value α = β/2 which we consider here, we obtain a sum of Lorentz peaks
located at ω = 0 and ω = ±Ω with broadenings Γ1 and Γ2 respectively. Thus we conclude that while in principle
it is still possible to approximately determine the breather spectrum by looking at the peaks in Pβ/2(ω), these
peaks will now be less sharp than the delta-functions predicted in Ref. [9], and therefore more difficult to detect
experimentally. In particular, from Figure 1.(a) we see that Γi ∼ ∆ ∼ ∆B , thus the position of the peaks and
their broadening are of the same order. Furthermore, the location of the poles is shifted by the O(K2)-corrections
away from the breather mass ∆B , which means one can experimentally determine the breather spectrum only up
to O(K2) accuracy.
7 Comparison with semiclassical methods
A semiclassical calculation of expectation values of vertex operators after a quantum quench in the sine-Gordon
model has been performed by Kormos and Zara´nd [17]. This approach was used to study the repulsive regime,
where there are only solitons and antisolitons. The considered semiclassical limit is motivated in the small quench
(ie, small K) limit, and with the assumption that the solitons and antisolitons possess only small momenta. The
latter assumption implies that the soliton-antisoliton scattering matrix can be approximated as
Sb1b2a1a2(θ) ≈ Sb1b2a1a2(0) = −δb2a1δb1a2 . (45)
Thus the scattering matrix in this limit is purely reflective, which implies that for an initial state of the form (19)
the spatial order of solitons and antisolitons is preserved during time evolution.
Classically solitons and antisolitons are kinks that interpolate between two adjacent minima of the cosine
potential. Expectation values of operators (such as the vertex operator we consider here) can be computed by
studying the configuration of the field, Φ, for a given state, |Ψt〉. One only needs to consider the statistics of the
classical configurations interpolating between the different vacua of any given initial configuration, |Ψ0〉, which
evolves deterministically after the quench. This method was used to compute the expectation value of a general
vertex operator, giving the result [17]
〈Ψt|eiαΦ|Ψt〉
〈Ψ0|Ψ0〉 = Gα
[
cos2(piα/β) + sin2(piα/β)e−t/τ
]
. (46)
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For the special case α = β/2 this agrees with the result from the quantum treatment of Ref. [7].
In this semiclassical approach, only the configuration of the kinks and the arrangement of different classical
vacua are relevant to the computation of expectation values. This immediately implies that breathers can play no
role in this approach, since these excitations have zero topological charge, and do not affect the classical vacuum
configuration. Thus it was concluded [17] that breathers decouple from the soliton-antisoliton dynamics and should
not affect correlation functions after the quench.
However, this observation seems to be in conflict with the oscillating terms in our main result (42). We recall
that these originate from the presence of zero-momentum breathers in the initial state (19), a situation that was
not considered in the semiclassical analysis [17]. However, even if zero-momentum breathers were considered in
the initial state, because of their charge neutrality they are expected [17] to completely decouple from the soliton-
antisoliton dynamics in the semiclassical analysis. Furthermore, since they do not change the classical value of
the field Φ, the expectation value (46) is unaffected. Thus we conclude that the appearance of oscillating terms is
beyond the semiclassical approximation.
8 More than one species of breather
In this section we briefly discuss the quench dynamics in the sine-Gordon model with β2 ≤ 1/3. In this case
more than one breather state is present in the spectrum. If we assume N breathers to exist, which is the case for
interaction strengths 1/(N + 2) < β2 ≤ 1/(N + 1) corresponding to 1/ξ − 1 < N ≤ 1/ξ. The breather masses are
given by
∆n = 2∆ sin
npiξ
2
, n = 1, . . . , N. (47)
We denote the corresponding creation and annihilation operators for the breathers by B†n(θ) and Bn(θ) respectively.
The direct generalisation of the squeezed initial state (19) is given by
|Ψ0〉 =
(
1 +
N∑
n=1
gn
2
B†n(0)
)
exp
[∫ ∞
0
dθ
2pi
Kab(θ)Z†a(−θ)Z†b (θ) +
N∑
n=1
∫ ∞
0
dφ
2pi
KBn(φ)B
†
n(−φ)B†n(φ)
]
|0〉. (48)
Again we assume Dirichlet-like initial states satisfying K++(θ) = K−−(θ) = 0, an appropriate regularisation at
large rapidities and define the functions G(θ) = |Kab(θ)|2 and GBn(φ) = |KBn(φ)|2.
Now the result (41) is easy to generalise to the case of many breather species by performing O(K4, gK4, g2K4)
calculations, similar to those we present in Appendix C. We find
〈Ψt|eiβΦ/2|Ψt〉
〈Ψ0|Ψ0〉 =
(
Gβ/2 +
∑
n
|gn|2
4
f
β/2
BnBn
(ipi, 0)
)[
1− t
τ
+
1
2
(
t
τ
)2
+ . . .
]
+
∑
n
f
β/2
Bn
Re
gne−∆nit
1− t
τn
−
∑
m
t
τnm
+
∑
m
t2
τnτnm
+
∑
m6=k
t2
τnmτnk
+
1
2
(
t
τn
)2
+
1
2
∑
m
(
t
τnm
)2
+ . . .

+
∑
n 6=m
Re
{
g∗ngm
2
f
β/2
BnBm
(ipi, 0)e∆nit−∆mit
[
1− t
τnms
−
∑
k
t
τnmk
+
∑
k
t2
τnmsτnmk
+
∑
k 6=l
t2
τnmkτnml
+
1
2
(
t
τnms
)2
+
1
2
∑
k
(
t
τnmk
)2
+ . . .
 , (49)
where
τ−1 =
2∆
pi
∫ ∞
0
dθ G(θ) sinh θ +O(K4), (50)
τ−1n =
∆
pi
∫ ∞
0
dθ G(θ) [1 + SBn(θ)] sinh θ +O(K4), (51)
τ−1nm =
∆n
pi
∫ ∞
0
dφGBn(φ) [1− SBnBm(φ)] sinhφ+O(K4), (52)
τ−1nms =
∆
pi
∫ ∞
0
dθ G(θ) [1 + SBn(θ)SBm(−θ)] sinh θ +O(K4), (53)
τ−1nmk =
∆k
pi
∫ ∞
0
dφGBk(φ) [1− SBnBk(φ)SBmBk(−φ)] sinhφ+O(K4), (54)
with SBn(θ) and SBnBm(θ) denoting the corresponding breather-soliton and breather-breather scattering matri-
ces [13]. We note that the three-breather rate (54) vanishes when two of them are equal, τ−1nnk = 0. Assuming, as
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we did in the previous sections, that the leading contributions from the higher orders in K at long times can be
resummed as an exponential, we propose the final expression
〈Ψt|eiβΦ/2|Ψt〉
〈Ψ0|Ψ0〉 =
[
Gβ/2 +
∑
n
|gn|2
4
f
β/2
BnBn
(ipi, 0)
]
e−t/τ +
∑
n
f
β/2
Bn
Re
[
gne
−∆nit e−(1/τn+
∑
m 1/τnm)t
]
+
∑
n 6=m
Re
[
g∗ngn
2
f
β/2
BnBm
(ipi, 0)e(∆ni−∆mi)t e−(1/τnms+
∑
k 1/τnmk)t
]
. (55)
Thus we conclude that the existence of more breather states results in the appearance of several relaxation rates as
well as oscillation frequencies. Furthermore, since the parameters τn, τnm, τnms and τnmk are in general complex,
we also expect several O(K2)-corrections to the oscillation frequencies. Finally we note that while the sine-Gordon
model at β2 = 1/4 possesses an enlarged SU(2) symmetry, this symmetry is not reflected in our result for the time
evolution since the initial state explicitly breaks this symmetry.
9 Conclusions
We studied the time evolution of the expectation value of the vertex operator exp(iβΦ/2) after a quantum quench
into the attractive regime of the sine-Gordon model, where the particle spectrum consists of solitons, antisolitons
and breathers. We assumed an initial state |Ψ0〉 of the squeezed state form (19) that corresponds to integrable
boundary conditions. The subsequent time evolution was computed by assuming a “small quench”, where the
initial state (19) can be expanded in powers of the functions Kab(θ) and KB(θ) describing the amplitudes of
soliton-antisoliton and breather pairs. The terms of this series can be computed with the knowledge of the exact
form factors of the vertex operator. This expansion, however, exhibits several infrared divergences that need to be
regularised. We then extracted and resum the leading contributions at late times after the quench.
Our result shows that form factors containing breathers only contribute to the leading late-time dynamics, if
the initial state contains zero-momentum breather states. The difference in the qualitative behaviour of solitons
(antisolitons) and breathers is due to their different semi-locality properties with respect to the vertex operator
considered, which implies a different structure of the annihilation poles of the form factors. In the range of sine-
Gordon couplings 1/3 < β2 < 1/2, where there is only one species of breather, our main result for the behaviour
at late times is given by
〈Ψt|eiβΦ/2|Ψt〉
〈Ψ0|Ψ0〉 =
[
Gβ/2 + |g|
2
4
f
β/2
BB (ipi, 0)
]
e−Γ1t + |g|fβ/2B e−Γ2t cos(Ωt− δ), (56)
where Γ1 = τ
−1 and Γ2 = Re
[
τ−1B + τ
−1
BB
]
are the relaxation rates given in terms of the parameters (37)–(39),
Ω = ∆B + Im
[
τ−1B + τ
−1
BB
]
is the oscillation frequency, g denotes the amplitude of the zero-momentum breathers
in the initial state, and Gβ/2, fβ/2B and fβ/2BB (ipi, 0) are the respective form factors. Besides the exponential decay
of both terms in (56) we see that the second shows oscillations with the renormalised frequency Ω which deviates
from the bare breather mass ∆B .
Our computations can be easily generalised to other values of the sine-Gordon coupling within the attractive
regime, namely for values β2 < 1/3, where there are more than one species of breathers. This result is given in
Eq. (55), which shows the same qualitative behaviour of exponential decay and oscillations, with decay rates and
oscillation frequencies that depend on the given species of breather.
From the time evolution we have determined the power spectrum Pβ/2(ω) defined in (44), which is given by
a sum of Lorentzian peaks at ω = 0 and ω = Ω with broadening Γ1 and Γ2 respectively. This is in contrast to
previous results [9] for the power spectrum Pβ(ω) of the vertex operator exp(iβΦ), where no broadenings were
obtained. We attribute this to either to the locality of the operator exp(iβΦ) (in contrast to the semi-locality of
exp(iβΦ/2)) or the fact that also for Pβ(ω) a resummation of the leading long-time behaviour should be performed.
Furthermore, we discussed our results in light of a semiclassical approach to quantum quenches developed in
Ref. [17]. We saw that in particular the decay rate τ−1B cannot be obtained within this approach, since the non-
trivial scattering of solitons and antisolitons off breathers is essential for its derivation in our quantum treatment.
Thus the further investigation of the applicability and limitations of the semiclassical approach in the attractive
sine-Gordon model seems desirable.
It should be possible, in principle, to compute the expectation values of the general vertex operator, exp (iαΦ),
with the same techniques discussed in this paper. This computation would only be more tedious, as one needs to
keep track of non-trivial semi-locality factors, lαa , but it is not an impossible task. The O(K2) contributions to
this expectation value were computed in the repulsive regime in Ref. [7]. The computation of higher-order terms
at long times seems much more difficult at this point, and the result may not simply exponentiate, as is indicated
by the semiclassical result (46) derived in Ref. [17].
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A Various explicit expressions
In this appendix we list for completeness the explicit expressions of some of the relevant objects appearing in the
main text. First, the soliton-antisoliton scattering matrix is given by [13]
S++++(θ) = S
−−
−−(θ) = S0(θ) = − exp
[
i
∫ ∞
0
dt
t
sin
(
tθ
piξ
)
sinh
(
ξ−1
2ξ t
)
sinh
(
t
2
)
cosh
(
t
2ξ
)] ,
S+−+−(θ) = S
−+
−+(θ) = ST (θ)S0(θ), ST (θ) = −
sinh
(
θ
ξ
)
sinh
(
θ−ipi
ξ
) ,
S+−−+(θ) = S
−+
+−(θ) = SR(θ)S0(θ), SR(θ) = −
i sin
(
pi
ξ
)
sinh
(
θ−ipi
ξ
) , (57)
while the soliton-breather and breather-breather scattering matrices read
SB(θ) =
sinh θ + i cos piξ2
sinh θ − i cos piξ2
, SBB(θ) =
sinh θ + i sin(piξ)
sinh θ − i sin(piξ) . (58)
Next we state explicit expressions for the K-matrices provided we assume the initial state to correspond to an
integrable boundary state with Dirichlet boundary conditions Φ(t = 0, x) = Φ0 = 0. We find
KabDirichlet(θ) = R
b
a¯
(
ipi
2
− θ
)
, KBDirichlet(θ) = RB
(
ipi
2
− θ
)
(59)
for the soliton-antisoliton and breather matrices. Explicit expressions for the reflection matrices are given by [20, 35]
R±±(θ) = cosh
(
θ
ξ
)
R0(θ)σ(α = 0, θ), (60)
R0(θ) =
Γ(1 + i2θpiξ )
Γ(1− i2θpiξ )
Γ( 1ξ − i2θpiξ )
Γ( 1ξ +
i2θ
piξ )
∞∏
k=1
Γ( 4kξ +
i2θ
piξ )
Γ( 4kξ − i2θpiξ )
Γ( 4k+1ξ − i2θpiξ )
Γ( 4k+1ξ +
i2θ
piξ )
Γ(1 + 4kξ +
i2θ
piξ )
Γ(1 + 4kξ − i2θpiξ )
Γ(1 + 4k−1ξ − i2θpiξ )
Γ(1 + 4k−1ξ +
i2θ
piξ )
, (61)
σ(α = 0, θ) =
[ ∞∏
k=0
Γ( 12 +
2k
ξ − iθpiξ )
Γ( 12 +
2k+1
ξ − iθpiξ )
Γ( 12 +
2k+1
ξ +
iθ
piξ )
Γ( 12 +
2k+2
ξ +
iθ
piξ )
Γ( 12 +
2k+2
ξ )
Γ( 12 +
2k
ξ )
]2
, (62)
RB(θ) = −1 + i sinh θ
1− i sinh θ
cos
(
piξ
4 − iθ2
)
cos
(
piξ
4 +
pi
4 +
iθ
2
)
sin
(
piξ
4 − iθ2
)
cos
(
piξ
4 +
iθ
2
)
cos
(
piξ
4 +
pi
4 − iθ2
)
sin
(
piξ
4 +
iθ
2
) . (63)
Integral representations for the above expressions can be found in Ref. [36].
The constants (36) originating from the form factors are explicitly given by [37]
Gβ/2 = 〈0|e±iβΦ/2|0〉
=
∆√piΓ
(
1
2−2β2
)
2Γ
(
β2
2−2β2
)
β
2/2
exp
(∫ ∞
0
dt
t
[
sinh(β2t)
2 sinh t cosh[(1− β2)t] −
β2
2
e−2t
])
, (64)
f
±β/2
B = 〈0|e±iβΦ/2|0B〉 = ±iGβ/2λ
sin piξ2
sin(piξ)
, (65)
f
±β/2
BB (ipi, 0) = 〈0|e±iβΦ/2B†(ipi)B†(0)|0〉 = −Gβ/2Nλ2
sin2 piξ2
sin2(piξ)
, (66)
(67)
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where
λ = 2 cos
piξ
2
√
2 sin
piξ
2
exp
(
−
∫ piξ
0
dt
2pi
t
sin t
)
, (68)
N = exp
(
4
∫ ∞
0
dt
t
sinh t sinh(tξ) sinh[t(1 + ξ)]
sinh2(2t)
)
. (69)
In particular we find f
β/2
B + f
−β/2
B = 0.
B Form-factor axioms
In this appendix, we give a brief overview of the form-factor axioms, see Refs. [12, 13] for a more detailed discussion.
For compactness, we introduce the particle creation operators A†a(θ) with an index that can take the values
a = ±, B. For a = ±, we define A†a(θ) = Z†a(θ), and for a = B, we define A†B(θ) = B†(θ). We also define the
generalised scattering matrix, Scdab(θ), such that
A†a1(θ1)A
†
a2(θ2) = Sb1b2a1a2(θ1 − θ2)A†b2(θ2)A
†
b2
(θ1). (70)
We can now define the n-particle form factor of some operator, O, as
fOa1...an(θ1, . . . , θn) = 〈0|O|θ1 . . . , θn〉a1...an = 〈0|OA†a1(θ1) . . . A†an(θn)|0〉. (71)
These form factors satisfy the following axioms:
1. The functions fOa1...an(θ1, . . . , θn) are meromorphic functions in the interval 0 < Im θi < 2pi for all i = 1, . . . , n.
There exist only simple poles in this so-called “physical strip”, which correspond to annihilation and bound-
state poles, as described below.
2. Scattering axiom:
fOa1...,ai,ai+1,...,an(θ1, . . . , θi, θi+1, . . . , θn)
= Sbibi+1aiai+1(θi − θi+1)fOa1,...,bi+1,bi,...,an(θ1, . . . , θi+1, θi, . . . , θn). (72)
3. Periodicity axiom:
fa1...an(θ1 + 2pii, θ2, . . . , θn) = la1(O)fOa2...ana1(θ2, . . . , θn, θ1), (73)
where la(O) is the mutual semi-locality factor between the operator O and the fundamental fields associated
with the particle created by A†a(θ). In our particular example, for the operator O = exp (iαΦ), this factor
is lα± = e
±i2piα/β , lαB = 1. For α = β/2, we obtain the particularly simple value l
β/2
± = −1, which is the
technical reason we evaluate only this vertex operator.
4. Lorentz transformations:
fOa1...an(θ1 + Λ, . . . , θn + Λ) = e
s(O)Λfa1...aN (θ1, . . . , θn), (74)
where s(O) is the Lorentz spin of the operator O. For the scalar operator O = exp(iαΦ), we have s(O) = 0.
5. Annihilation pole axiom:
Res
[
fOaba1...an(θ
′, θ, θ1, . . . , θn), θ′ = θ + ipi
]
= iCacf
O
b1...bn(θ1, . . . , θn)
[
δb1a1 . . . δ
bn
anδ
c
b − la(O)Sc1b1ba1 (θ − θ1)Sc2b2c1a2(θ − θ2) . . .Scbncn−1an(θ − θn)
]
,(75)
where we introduced the charge conjugation matrix, given in the sine-Gordon model by Cab = δab¯ (note that
breathers are their own antiparticles, so B¯ = B).
6. Bound state pole axiom:
Suppose the particles created by A†a(θ) and A
†
b(θ
′) can form a physical bound state, A†c(θ
′′), with mass given
by
∆2c = ∆
2
a + ∆
2
b + 2∆a∆b cosu
c
ab. (76)
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This means the scattering matrix must have a simple pole such that
Sa′b′ab (θ) ∼
i ΓcabΓ
a′b′
c
θ − iucab
, (77)
where the Γcab and Γ
a′b′
c are the corresponding couplings. For example, the first breather state formed as a
bound state of one soliton and one antisoliton is obtained with uB+− = u
B
−+ = pi(1 − ξ). In the presence of
bound states, the form factors also have simple poles, whose residues are given by
Res
[
fOaba1...an(θ
′, θ, θ1, . . . , θn), θ′ = θ + iucab
]
= i Γcabf
O
ca1...an(θ
′′, θ1, . . . , θn), (78)
where θ′′ = (u¯abcθ
′ + u¯bcaθ)/u
c
ab with u¯
c
ab = pi − ucab.
C Terms of the linked-cluster expansion
In this appendix we compute the terms up to order K4, gK4, and g2K2 of the linked-cluster expansion. We focus
on the leading contributions at late times. We disregard terms which decay faster and thus lead to sub-leading
corrections.
C.1 Order K0
The only contribution to this order is
D0,0;0,0 = C0,0;0,0 = Gβ/2, (79)
ie, the vacuum expectation value of the vertex operator.
C.2 Order K1 and gK0
The contributions to this order are D2,0;0,0, D0,2;0,0, D0,0+1;0,0, D0,0;2,0, D0,0;0,2 and D0,0;0,0+1, which are given
explicitly by
D2,0;0,0 = C2,0;0,0 =
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
f
−β/2
ab (−θ, θ)∗ e2∆it cosh θ, (80)
D0,2;0,0 = C0,2;0,0 =
∫ ∞
0
dφ
2pi
(KB(φ))
∗
f
−β/2
BB (−φ, φ)∗ e2∆B it cosh θ, (81)
D0,0+1;0,0 = C0,0+1;0,0 =
g∗
2
f
β/2
B e
∆B it, (82)
where we introduced the notation for the form factors
fαab(θ1, θ2) = 〈0|eiαΦ|θ1, θ2〉ab, fαBB(φ1, φ2) = 〈0|eiαΦ|φ1, φ2〉, fαB = 〈0|eiαΦ|φ〉, (83)
The remaining terms are D0,0;2,0 = D
∗
2,0;0,0 and D0,0;0,2 = D
∗
0,2;0,0 upon replacing β → −β as well as D0,0;0,0+1 =
gf
β/2
B e
−∆B it/2.
As can easily be seen from a stationary-phase approximation, the contributions which contain two particles
(either a soliton-antisoliton pair or two breathers), are suppressed at long times. On the other hand, the one-
breather contributions do not decay with time, but instead continues to oscillate. This is a new phenomenon
which does not occur in the repulsive regime. Hence the leading contribution in this order at late times is
D0,0+1;0,0 +D0,0;0,0+1 = f
β/2
B Re[ge
−∆B it]. (84)
C.3 Order K2, gK1 and g2K0
In this order there are several contributions. We focus on the ones leading at late times, which are given by
D2,0;2,0 = C2,0;2,0 − Z2,0C0,0;0,0, (85)
D0,2;0,2 = C0,2;0,2 − Z0,2C0,0;0,0, (86)
D0,0+1;0,0+1 = C0,0+1;0,0+1 − Z0,0+1C0,0;0,0. (87)
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We first examine the contributions to the denominator of (28) at this order, namely Z2,0, Z0,2 and Z0,0+1. These
terms contain infinite-volume divergences that have to be regularised as discussed in Appendix D. After regulari-
sation, these terms read
Z2,0 =
∫
dκP (κ)
∫ ∞
0
dθ′dθ
(2pi)2
(
Kab(θ′)
)∗
Kcd(θ) ba〈θ′,−θ′| − θ + κ, θ + κ〉cd
=
∫
dκP (κ)δ(−2κ)
∫ ∞
0
dθ
(
Kab(θ + κ)
)∗
Kab(θ) =
L
2
∫ ∞
0
dθ G(θ), (88)
Z0,2 =
∫
dκP (κ)
∫ ∞
0
dφ′dφ
(2pi)2
(KB(φ
′))∗KB(φ) 〈φ′,−φ′| − φ+ κ, φ+ κ〉,
=
∫
dκP (κ)δ(−2κ)
∫ ∞
0
(KB(φ+ κ))
∗
KB(φ) =
L
2
∫ ∞
0
dφGB(φ), (89)
Z0,0+1 =
∫
dκP (κ)
|g|2
4
〈0B |0B + κ〉 = L pi|g|
2
2
, (90)
where in the last line we have used 〈0B |0B + κ〉 = 〈0|B(0)B†(κ)|0〉 = 2piδ(κ).
C.3.1 The term D2,0;2,0
We first consider the contribution D2,0;2,0. This has been computed in Ref. [7] for the repulsive regime; we repeat
that calculation here and comment on the changes in the attractive regime. We start by considering
C2,0;2,0 =
∫ ∞
0
dθ′dθ
(2pi)2
(
Kab(θ′)
)∗
Kcd(θ) ba〈θ′,−θ′|eiβΦ/2| − θ, θ〉cd e2∆it(cosh θ′−cosh θ). (91)
We can write explicitly the connected and disconnected pieces of the form factor in (91), and regularise using the
κ parameter such that
ba〈θ′,−θ′|eiβΦ/2| − θ, θ〉cd = ba〈θ′,−θ′|eiβΦ/2| − θ + κ, θ + κ〉cd
= (2pi)2Gβ/2δcaδdb δ(−2κ)δ(θ′ − θ + κ)
+2pi Sefba (2θ − 2κ)Sfhcd (−2θ)δ(θ′ − θ + κ) e〈θ′ + i0|eiβΦ/2|θ + κ〉h
+2pi δdb δ(θ
′ − θ − κ) a〈−θ′ + i0|eiβΦ/2| − θ + κ〉c
+ ba〈θ′ + i0,−θ′ + i0|eiβΦ/2| − θ + κ, θ + κ〉cd. (92)
We can now insert (92) into (91) to obtain three contributions which can be described as disconnected, semi-
connected, and fully connected, respectively,
C2,0;2,0 = C
0
2,0;2,0 + C
1
2,0;2,0 + C
2
2,0;2,0. (93)
The disconnected term can be easily computed with the result
C02,0;2,0 =
∫ ∞
0
dθ′dθ
(2pi)2
(
Kab(θ′)
)∗
Kcd(θ)(2pi)2Gβ/2δcaδdb δ(−2κ)δ(θ′ − θ + κ) e2∆it(cosh θ
′−cosh θ)
= Gβ/2δ(−2κ)
∫ ∞
0
dθ |Kab(θ)|2 = L
2
Gβ/2
∫ ∞
0
dθG(θ) = Z2,0Gβ/2, (94)
which is identical to Z2,0C0,0;0,0, therefore the contributions from these two terms cancel.
We now consider the semi-connected contribution
C12,0;2,0 =
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ + κ)Sefba (2θ)S
fh
cd (−2θ − 2κ) e〈θ + i0|eiβΦ/2|θ + 2κ〉h e2∆it[cosh θ−cosh(θ+κ)]
+
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcb(θ − κ) a〈−θ + i0|eiβΦ/2| − θ + 2κ〉c e2∆it[cosh θ−cosh(θ−κ)]
= −fβ/2e¯h (ipi + i0, 2κ)
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ + κ)Sefba (2θ)S
fh
cd (−2θ − 2κ) e2∆it[cosh θ−cosh(θ+κ)]
−fβ/2a¯c (ipi + i0, 2κ)
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcb(θ − κ) e2∆it[cosh θ−cosh(θ−κ)]. (95)
From the annihilation pole axiom, we know
f
β/2
ab (ipi + i0, 2κ) = −2i
Cab Gβ/2
2κ− i0 − F
β/2
ba (κ), (96)
15
where F
β/2
ba (κ) is analytic for κ → 0. We can now expand C12,0;2,0 for small κ, and discard any terms that go to
zero as κ→ 0,
C12,0;2,0 =
2iGβ/2
2κ− i0
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ)Sefab (2θ)S
cd
ef (−2θ) [1− 2∆itκ sinh θ]
+
2iGβ/2
2κ− i0
∫ ∞
0
dθ
2pi
|Kab(θ)|2 [1 + 2∆itκ sinh θ] + . . . (97)
This term is divergent, as it contains 1/κ contributions. These divergences will completely cancel with similar
terms from the fully connected term.
So far everything has been identical to the analog calculation in the repulsive regime. We now consider the
fully connected term,
C22,0;2,0 =
∫ ∞
0
dθ′dθ
(2pi)2
(
Kab(θ′)
)∗
Kcd(θ)f
β/2
b¯a¯cd
(θ′ + ipi + i0,−θ′ + ipi + i0,−θ + κ, θ + κ)e2∆it(cosh θ′−cosh θ). (98)
The form factor has annihilation poles at θ = ±θ′ − κ + i0 and θ = ∓θ′ + κ − i0 as well as bound-state poles
at θ = −ipi(1 − ξ)/2, while the matrix Kcd(θ) has poles at θ = ±ipi(1 − ξ). The important difference fact here
is that the bound-state poles have a finite imaginary part, while the annihilation poles lie close to the real axis.
Thus when shifting the contour of integration over θ to the lower half plane to, say, θ → θ − ipi(1 − ξ)/4 we will
pick up contributions from the annihilation poles only. This results in the decomposition of the term C2,0;2,0 into
a contribution coming from the annihilation poles of the form factor denoted by Cp2,0;2,0 and a finite remainder
C ′2,0;2,0, ie,
C22,0;2,0 = C
′
2,0;2,0 + C
p
2,0;2,0. (99)
First, the finite contribution is given by the integral over the shifted contour,
C ′2,0;2,0 =
∫ ∞
0
dθ′
2pi
∫
γ−
dθ
2pi
(
Kab(θ′)
)∗
Kcd(θ)f
β/2
b¯a¯cd
(θ′ + ipi + i0,−θ′ + ipi + i0,−θ + κ, θ + κ)e2∆it(cosh θ′−cosh θ),(100)
where the shifted contour of integration γ− can be written as
γ−(s) =
{ −is, 0 ≤ s ≤ φ0,
(s− φ0)− iφ0, φ0 ≤ s <∞, (101)
for some fixed φ0 in the interval 0 < φ0 < pi(1− ξ)/2. This contribution is sub-leading at long times; we will thus
not analyse it further. Second, the contribution originating from the annihilation poles of the form factor reads
Cp2,0;2,0 = −i
∫ ∞
0
dθ
2pi
(
Kab(θ′)
)∗
Kcd(θ′ + κ)e2∆it[cosh θ
′−cosh(θ′+κ)]
×Res
[
f
β/2
b¯a¯cd
(θ′ + ipi + i0,−θ′ + ipi + i0,−θ + κ, θ + κ), θ = θ′ + κ− i0
]
, (102)
which by evaluating the residue using Res[f(z), z = z0] = −Res[f(−z), z = −z0] gives
Cp2,0;2,0 = Cgkf
β/2
ij (ipi + i0, 2κ)
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ + κ)Sef
b¯a¯
(2θ)Sghcd (−2θ − 2κ)
×
[
δieδ
j
hδ
k
f + S
li
fe(−2θ)Skjlh (−2θ − 2κ+ ipi)
]
e2∆it[cosh θ−cosh(θ+κ)]. (103)
Finally expanding this for small κ we find
Cp2,0;2,0 = −i
2Gβ/2
2κ− i0
∫ ∞
0
dθ
2pi
(
Kab(θ))
)∗
Kcd(θ)Sefab (2θ)S
cd
ef (−2θ) [1− 2∆itκ sinh θ]
−i 2Gβ/2
2κ− i0
∫ ∞
0
dθ
2pi
|Kab(θ)|2 [1− 2∆itκ sinh θ] + . . . . (104)
We can now add together all the contributions to D2,0;2,0. It is easy to see that the divergent terms from
C12,0;2,0 and C
p
2,0;2,0 exactly cancel each other. Thus, at late times the leading contribution is
D2,0;2,0 = − 2κ
2κ− i04Gβ/2∆t
∫ ∞
0
dθ
2pi
G(θ) sinh θ. (105)
Multiplying by P (κ) and integrating over κ, we find the result for large t,
D2,0;2,0 = −Gβ/2 t
τ
, τ−1 =
2∆
pi
∫ ∞
0
dθ G(θ) sinh θ +O(K4). (106)
16
C.3.2 The term D0,2;0,2
The contribution D0,2;0,2 looks very similar to the contribution D2,0;2,0 we have just discussed. We will see,
however, that this term does not give a leading contribution to the expectation values at long times. This is due
to the fact that, unlike solitons, the breathers are local particles with respect to the vertex operator. This implies
that the two-breather form factor does not have an annihilation pole. Using the annihilation pole axiom, we see
that the contribution from a four-breather form factor is therefore less divergent than the contribution from a four
soliton/antisoliton form factor, and thus gives a sub-leading contribution to the expectation value at long times.
To make this line of argument more explicit we consider
C0,2;0,2 =
∫ ∞
0
dφ′dφ
(2pi)2
(KB(φ
′))∗KB(φ) 〈φ′,−φ′|eiβΦ/2| − φ, φ〉 e2∆B it(coshφ′−coshφ). (107)
We can write the four-breather form factor as
〈φ′,−φ′|eiβΦ/2| − φ, φ〉 = 〈φ′,−φ′|eiβΦ/2| − φ+ κ, φ+ κ〉
= (2pi)2Gβ/2δ(−2κ)δ(φ′ − φ+ κ)
+2piSBB(2φ− 2κ)SBB(−2φ)δ(φ′ − φ+ κ) 〈φ′ + i0|eiβΦ/2|φ+ κ〉
+2piδ(φ′ − φ− κ) 〈−φ′ + i0|eiβΦ/2| − φ+ κ〉
+〈φ′ + i0,−φ′ + i0|eiβΦ/2| − φ+ κ, φ+ κ〉. (108)
Using this, we can again separate C0,2;0,2 into disconnected, semi-connected and fully connected pieces
C0,2;0,2 = C
0
0,2;0,2 + C
1
0,2;0,2 + C
2
0,2;0,2. (109)
The disconnected contribution is
C00,2;0,2 = Gβ/2δ(−2κ)
∫ ∞
0
dφ|KB(φ)|2 = L
2
Gβ/2
∫ ∞
0
dφGB(φ), (110)
after multiplying by P (κ) and integrating over κ. This contribution exactly cancels out with Z0,2 C0,0;0,0.
We consider now the semi-connected contribution
C10,2;0,2 =
∫ ∞
0
dφ
2pi
(KB(φ))
∗
KB(φ+ κ)SB(2φ)SB(−2φ− 2κ) 〈φ+ i0|eiβΦ/2|φ+ 2κ〉e2∆B it[coshφ−cosh(φ+κ)]
+
∫ ∞
0
dφ
2pi
(KB(φ))
∗
KB(φ− κ) 〈−φ+ i0|eiβΦ/2| − φ+ 2κ〉e2∆B it[coshφ−cosh(θ−κ)]
= f
β/2
BB (ipi + i0, 2κ)
∫ ∞
0
dθ
2pi
(KB(φ))
∗
KB(φ+ κ)SBB(2φ)SBB(−2φ− 2κ) e2∆B it[cosh θ−cosh(θ+κ)]
+f
β/2
BB (ipi + i0, 2κ)
∫ ∞
0
dθ
2pi
(KB(φ))
∗
K(φ− κ) e2∆B it[coshφ−cosh(φ−κ)]. (111)
The key difference we now encounter from the previous subsection is that the two-particle form factors fβ/2(ipi +
i0, 2κ) are finite as κ→ 0, since the right-hand side of the annihilation-pole axiom vanishes due to the locality of
the operator with respect to the breather, l
β/2
B = 1. Thus the only non-vanishing (as κ → 0) contribution to the
semi-connected piece is
C10,2;0,2 = 2f
β/2
BB (ipi, 0)
∫ ∞
0
dφ
2pi
|KB(φ)|2, (112)
where we have used SBB(2φ)SBB(−2φ) = 1.
The fully connected term can again be separated by shifting the integration contour to the lower half plane
and picking up an annihilation pole. When shifting the contour one has to make sure not to pick up addititional
contributions from the bound-state poles. Doing this, the contribution from the shifted contour,
C ′0,2;0,2 =
∫ ∞
0
dφ′
2pi
∫
γ−
dφ
2pi
|KB(φ)|2fβ/2BBBB(φ′ + ipi + i0,−φ′ + ipi + i0,−φ+ κ, φ+ κ) e2∆B it(cosh θ
′−cosh θ) (113)
is finite, and thus sub-leading at long times, so we will ignore it. The contribution from the annihilation pole for
κ→ 0 can be written using SBB(φ)SBB(φ+ ipi) = 1 as
Cp0,2;0,2 = −2fβ/2BB (ipi, 0)
∫ ∞
0
dφ
2pi
|KB(φ)|2, (114)
and thus completely cancels with the semi-connected contribution (112).
There is therefore no contribution linear in time to the expectation value (28) at long times from D0,2;0,2.
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C.3.3 The term D0,0+1;0,0+1
This term gives a contribution that does not depend in time, and cannot be ignored in the long-time limit. We
find
C0,0+1;0,0+1 =
|g|2
4
〈0B |eiβΦ/2|0B〉, (115)
where the form factor can be written using the κ-regularisation as
〈0B |eiβΦ/2|0B〉 = 〈0|B(0)eiβΦ/2B†(κ)|0〉 = 〈0|B(i0)eiβΦ/2B†(κ)|0〉+ 2piδ(−κ)Gβ/2. (116)
The first term is finite as κ → 0, because the two-breather form factor does not have an annihilation pole. The
second term gives a contribution that exactly cancels with Z0,0+1C0,0;0,0. Thus we find in total
D0,0+1;0,0+1 =
|g|2
4
f
β/2
BB (ipi, 0). (117)
C.4 Order K3, gK2 and g2K1
The only contributions to the expectation value (28) which are not sub-leading at long times are
D2,0+1;2,0 = C2,0+1;2,0 − Z2,0C0,0+1;0,0, (118)
D0,2+1;0,2 = C0,2+1;0,2 − Z0,2C0,0+1;0,0, (119)
as well as D2,0;2,0+1 and D0,2;0,2+1. The computation of these two contributions is very similar to that of the terms
D2,0;2,0 and D0,2;0,2 from last section.
C.4.1 The term D2,0+1;2,0
We consider
C2,0+1;2,0 =
g∗
2
∫ ∞
0
dθ′dθ
(2pi)2
(
Kab(θ′)
)∗
Kcd(θ) ba〈θ′,−θ′, 0B |eiβΦ/2| − θ, θ〉cd e2∆it(cosh θ′−cosh θ)+∆B it. (120)
The form factor can be expressed as
ba〈θ′,−θ′, 0B |eiβΦ/2| − θ, θ〉cd = (2pi)2δcaδdb δ(−2κ)δ(θ′ − θ + κ)fβ/2B
+2piSefba (2θ − 2κ)Sfhcd (−2θ)δ(θ′ − θ + κ) e〈θ′ + i0, 0B |eiβΦ/2|θ + κ〉h
+2piδdb δ(θ
′ − θ − κ) a〈−θ′ + i0, 0B |eiβΦ/2| − θ + κ〉c
+ ba〈θ′ + i0,−θ′ + i0, 0B |eiβΦ/2| − θ + κ, θ + κ〉cd. (121)
These terms give disconnected, semi-connected and fully connected contributions to C2,0+1;2,0, but now all the
terms have a zero-momentum breather in the form factor.
The disconnected term is
C02,0+1;2,0 =
g∗
2
L
2
f
β/2
B e
∆B it
∫ ∞
0
dθ G(θ), (122)
which cancels exactly with the term Z2,0 C0,0+1;0,0.
The semi-connected piece is
C12,0+1;2,0 =
g∗
2
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ + κ) f
β/2
e¯Bh(ipi + i0, ipi − θ, 2κ)
×Sefba (2θ)Sfhcd (−2θ − 2κ)e2∆it[cosh θ−cosh(θ+κ)]+∆B it
+
g∗
2
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcb(θ − κ) fβ/2a¯Bc(ipi + i0, ipi + θ, 2κ)
×e2∆it[cosh θ−cosh(θ−κ)]+∆B it (123)
Using the annihilation-pole axiom, we can write the three-particle form factor in the previous expression as
f
β/2
a¯Bc(ipi + i0, ipi ± θ, 2κ) = SB(ipi ± θ − 2κ)fβ/2a¯cB(ipi + i0, 2κ, ipi ± θ)
= SB(ipi ± θ − 2κ) −iCa¯c
2κ− i0 f
β/2
B [1 + SB(2κ− ipi ∓ θ)] + F (κ)
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=
iCa¯c
2κ− i0 f
β/2
B [1 + SB(ipi − 2κ± θ)] + F (κ), (124)
where f
β/2
B is the one-breather form factor (which is a constant, independent of the breather’s rapidity, due to
translation invariance), and F (κ) are finite terms that will not contribute when κ→ 0. Using this expression, we
find for small κ,
C12,0+1;2,0 =
i
2
g∗ fβ/2B
2κ− i0e
∆B it
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ)Sefab (2θ)S
cd
ef (−2θ) [1 + SB(ipi − θ)] [1− 2∆itκ sinh θ]
+
i
2
g∗ fβ/2B
2κ− i0e
∆B it
∫ ∞
0
dθ
2pi
|Kab(θ)|2 [1 + SB(ipi + θ)] [1 + 2∆itκ sinh θ] (125)
We now consider the fully connected term C22,0+1;2,0. Again we can deform the integration contour and separate
this term into a finite part and a contribution from the region around the annihilation poles. The finite part is
C ′2,0+1;2,0 =
g∗
2
e∆B it
∫ ∞
0
dθ′
2pi
∫
γ−
dθ
2pi
(
Kab(θ′)
)∗
Kcd(θ)e2∆it(cosh θ
′−cosh θ)
×fβ/2
b¯a¯Bcd
(θ′ + ipi + i0,−θ′ + ipi + i0, ipi,−θ + κ, θ + κ). (126)
This term is sub-leading at long times, so we will not compute it. The contribution from the annihilation poles is
Cp2,0+1;2,0 = −i
g∗
2
e∆B it
∫ ∞
0
dθ′
2pi
(
Kab(θ′)
)∗
Kcd(θ′ + κ)e2∆it[cosh θ
′−cosh(θ′+κ)]
×Res
[
f
β/2
b¯a¯Bcd
(θ′ + ipi + i0,−θ′ + ipi + i0, ipi,−θ + κ, θ + κ), θ = θ′ + κ− i0
]
, (127)
where the residue is given by
Res
[
f
β/2
b¯a¯Bcd
(θ′ + ipi + i0,−θ′ + ipi + i0, ipi,−θ + κ, θ + κ), θ = θ′ + κ− i0
]
= iCgkS
ef
b¯a¯
(2θ′)Sghcd (−2θ′ − 2κ)fβ/2iBj (ipi + i0, ipi − θ′, 2κ)
×
[
δieδ
j
hδ
k
f + S
li
fe(−2θ′)SB(−θ′)Skjlh (ipi − 2θ′ − 2κ)
]
. (128)
We then find
Cp2,0+1;2,0 = Cgk
g∗
2
e∆B it
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ + κ)Sef
b¯a¯
(2θ)Sghcd (−2θ − 2κ)fβ/2iBj (ipi + i0, ipi − θ, 2κ)
×
[
δieδ
j
hδ
k
f + SB(−θ)Slife(−2θ)Skjlh (ipi − 2θ − 2κ)
]
e2∆it[cosh θ−cosh(θ+κ)]. (129)
Using the expression (124), crossing (16) and expanding for small κ, we find after straightforward simplifications
Cp2,0+1;2,0 = −
i
2
g∗fβ/2B
2κ− i0e
∆B it
∫ ∞
0
dθ
2pi
|Kab(θ)|2 [2 + SB(θ) + SB(−θ)] [1− 2∆itκ sinh θ] . (130)
It is easy to see that the part of (130) that diverges as 1/κ cancels with the divergent part of the semi-connected
term. Combining all the terms, the leading contribution at long times to D2,0+1;2,0 is
D2,0+1;2,0 = −g
∗
2
f
β/2
B e
∆B it
t
τ∗B
+ . . . , (131)
where
1
τ∗B
= 2∆
∫ ∞
0
dθ
2pi
G(θ) [1 + SB(ipi + θ)] sinh θ, (132)
Taking this together with the term D2,0;2,0+1 obtained in a similar manner we finally get
D2,0+1;2,0 +D2,0;2,0+1 = −2 fβ/2B Re
[
g
2
e−∆B it
t
τB
]
, (133)
where we have used SB(ipi + θ)
∗ = SB(−θ)∗ = SB(θ).
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C.4.2 The term D0,2+1;0,2
The computation of this term closely parallels that of the previous subsection. We start by considering
C0,2+1;0,2 =
g∗
2
∫ ∞
0
dφ′dφ
(2pi)2
(KB(φ
′))∗KB(φ) 〈φ′,−φ′, 0B |eiβΦ/2| − φ, φ〉e2∆B it(coshφ′−coshφ)+∆B it. (134)
The form factor can be written as
〈φ′,−φ′, 0B |eiβΦ/2| − φ, φ〉 = (2pi)2δ(−2κ)δ(φ′ − φ+ κ)fβ/2B
+2piSBB(2φ− 2κ)SBB(−2φ)δ(φ′ − φ+ κ) 〈φ′ + i0, 0B |eiβΦ/2|φ+ κ〉
+2piδ(φ′ − φ− κ) 〈−φ′ + i0, 0B |eiβΦ/2| − φ+ κ〉
+〈φ′ + i0,−φ′ + i0, 0B |eiβΦ/2| − φ+ κ, φ+ κ〉, (135)
which we use to split C0,2+1;0,2 into disconnected, semi-connected, and fully connected pieces.
The disconnected term is
C00,2+1;0,2 =
g∗
2
L
2
f
β/2
B e
∆B it
∫ ∞
0
dφGB(φ), (136)
which cancels exactly with the term Z0,2C0,0+1;0,0.
The semi-connected term is
C10,2+1;0,2 =
g∗
2
∫ ∞
0
dφ
2pi
(KB(φ))
∗
KB(φ+ κ)f
β/2
BBB(ipi + i0, ipi − φ, 2κ)
×SBB(2φ)SBB(−2φ− 2κ) e2∆B it[coshφ−cosh(φ+κ)]+∆B it
+
g∗
2
∫ ∞
0
dφ
2pi
(KB(φ))
∗
KB(φ− κ)fβ/2BBB(ipi + i0, ipi + φ, 2κ)e2∆B it[coshφ−cosh(φ−κ)]+∆B it. (137)
Using the annihilation-pole axiom, the three-breather form factor can be written as
f
β/2
BBB(ipi + i0, ipi ± φ, 2κ) = SBB(ipi ± φ− 2κ)fβ/2BBB(ipi + i0, 2κ, ipi ± φ)
= SBB(ipi ± φ− 2κ) −i
2κ− i0f
β/2
B [1− SBB(2κ− ipi ∓ φ)] + F (κ)
=
i
2κ− i0f
β/2
B [1− SBB(ipi − 2κ± φ)] + F (κ). (138)
We can then use this to find for κ→ 0,
C10,2+1;0,2 =
i
2
g∗fβ/2B
2κ− i0e
∆B it
∫ ∞
0
dφ
2pi
|KB(φ)|2 [1− SBB(ipi − φ)] [1− 2∆B itκ sinhφ]
+
i
2
g∗fβ/2B
2κ− i0e
∆B it
∫ ∞
0
dφ
2pi
|KB(φ)|2 [1− SBB(ipi + φ)] [1 + 2∆B itκ sinhφ] , (139)
which still contains some divergent parts that need to cancel with the fully connected term.
The fully connected term C0,2+1;0,2 can again be divided into a finite part, and contributions coming from the
annihilation poles. The finite part is given by
C ′0,2+1;0,2 =
g∗
2
e∆B it
∫ ∞
0
dφ′
2pi
∫
γ−
dφ
2pi
(KB(φ
′))∗KB(φ) e2∆B it(coshφ
′−coshφ)
×fβ/2BBBBB(φ′ + ipi + i0,−φ′ + ipi + i0, ipi,−φ+ κ, φ+ κ), (140)
which gives sub-leading corrections at long times and will be ignored. The contribution from the poles is
Cp0,2+1;0,2 = −i
g∗
2
e∆B it
∫ ∞
0
dφ′
2pi
(KB(φ
′))∗K(φ′ + κ) e2∆B it[coshφ
′−cosh(φ′+κ)]
×Res
[
f
β/2
BBBBB(φ
′ + ipi + i0,−φ′ + ipi + i0, ipi,−φ+ κ, φ+ κ), φ = φ′ + κ− i0
]
, (141)
and the residue is
Res
[
f
β/2
BBBBB(φ
′ + ipi + i0,−φ′ + ipi + i0, ipi,−φ+ κ, φ+ κ), φ = φ′ + κ− i0
]
= −iSBB(2φ′)SBB(−2φ′ − 2κ)fβ/2BBB(ipi + i0, ipi − φ′, 2κ)
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× [1− SBB(−2φ′)SBB(−φ′ + i0)SBB(−2φ′ − 2κ+ ipi)] , (142)
such that
Cp0,2+1;0,2 = −
g∗
2
e∆B it
∫ ∞
0
dφ
2pi
(KB(φ))
∗
KB(φ+ κ)SBB(2φ)SBB(−2φ− 2κ)fβ/2BBB(ipi + i0, ipi − φ, 2κ)
× [1− SBB(−φ)SBB(−2φ)SBB(−2φ− 2κ+ ipi)] e2∆B it[coshφ−cosh(φ+κ)]. (143)
Using (138) and expanding for small κ, we find
Cp0,2+1;0,2 = −
i
2
g∗fβ/2B
2κ− i0 e
∆B it
∫ ∞
0
dφ
2pi
|KB(φ)|2 [2− SBB(ipi − φ)− SBB(ipi + φ)] [1− 2∆B itκ sinhφ] . (144)
Combining all the terms, the leading contribution at long times is
D0,2+1;0,2 = −g
∗
2
f
β/2
B e
∆B it
t
τ∗BB
+ . . . , (145)
where
1
τ∗BB
= 2∆B
∫ ∞
0
dφ
2pi
GB(φ) [1− SBB(ipi + φ)] sinhφ. (146)
The rate τBB is obtained using SBB(ipi + φ)
∗ = SBB(−φ)∗ = SBB(φ). Together with the complex conjugate term
we can write
D0,2+1;0,2 +D0,2;0,2+1 = −2 fβ/2B Re
[
g
2
e−∆B it
t
τBB
]
. (147)
C.5 Order K4, gK3 and g2K2
The leading contributions at long times at this order of K are
D4,0;4,0 = C4,0;4,0 − Z4,0C0,0;0,0 + Z22,0C0,0;0,0 − Z2,0C2,0;2,0, (148)
D0,4;0,4 = C0,4;0,4 − Z0,4C0,0;0,0 + Z20,2C0,0;0,0 − Z0,2C0,2;0,2, (149)
D2,2;2,2 = C2,2;2,2 − Z2,2C0,0;0,0 + 2Z2,0Z0,2C0,0;0,0 − Z2,0C0,2;0,2 − Z0,2C2,0;2,0, (150)
D2,0+1;2,0+1 = C2,0+1;2,0+1 − Z2,0+1C0,0;0,0 + 2Z2,0Z0,0+1C0,0;0,0 − Z2,0C0,0+1;0,0+1 − Z0,0+1C2,0;2,0, (151)
D0,2+1;0,2+1 = C0,2+1;0,2+1 − Z0,2+1C0,0;0,0 + 2Z0,2Z0,0+1C0,0;0,0 − Z0,2C0,0+1;0,0+1 − Z0,0+1C0,2;0,2. (152)
The first of these terms has been computed in Ref. [7], he we simply state the result
D4,0;4,0 =
Gβ/2
2
(
t
τ
)2
+ . . . (153)
This result, together with D2,0;2,0, suggest that one may be able to resum all the terms Dn,0;n,0 as an exponential,
D2,0;2,0 +D4,0;4,0 + · · · = Gβ/2
[
1− t
τ
+
1
2
(
t
τ
)2
+ . . .
]
= Gβ/2e−t/τ (1 + . . . ). (154)
These leading contributions of the terms Dn,0;n,0 come from the most divergent parts of the form factors. One can
use the annihilation-pole axiom to obtain a relation between the 2n-soliton form factor and the (2n−2)-soliton form
factor, continuing this procedure until one reaches the 0-particle form factor, Gβ/2, while picking up n annihilation
poles.
We now turn our attention to the term D0,4;0,4. We will not calculate this term explicitly, but simply point
out that the contributions from this term are sub-leading at long times. The argument for this is the same as the
argument we provided for the term D0,2;0,2. The long-time leading contributions come from the most divergent
parts of the form factors. The two-breather form factor does not have an annihilation pole. This means that most
divergent part of the term D0,n;0,n has n − 1 poles, hence it contains one pole less than Dn,0;n,0, which implies
that it is sub-leading at long times.
The same argument also applies to the term D2,2;2,2, which contains one pole less, and is therefore sub-leading
at long times, in comparison to D4,0;4,0. We expect the terms D0,4;0,4 and D2,2;2,2 to yield a linear behaviour in t
at late times, which is expected to give the O(K4) contributions to the rates (37)–(39).
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C.5.1 The term D2,0+1;2,0+1
We first consider
C2,0+1;2,0+1 =
|g|2
4
∫ ∞
0
dθ′dθ
(2pi)2
(
Kab(θ′)
)∗
Kcd(θ) ba〈θ′,−θ′, 0B |eiβΦ/2|0B ,−θ, θ〉cd e2∆it(cosh θ′−cosh θ). (155)
The form factor can be written introducing two regulators κ and κB as
ba〈θ′,−θ′, 0B |eiβΦ/2|0B ,−θ, θ〉cd = ba〈θ′,−θ′|B(0) eiβΦ/2B†(κB)| − θ + κ, θ + κ〉cd
= 2piδ(−κB)
[
(2pi)2δcaδ
d
b δ(−2κ)δ(θ′ − θ + κ) + 2piSefba (2θ − 2κ)Sfhcd (−2θ)δ(θ′ − θ + κ) e〈θ′ + i0|eiβΦ/2|θ + κ〉h
+2piδdb δ(θ
′ − θ − κ) a〈−θ′ + i0|eiβΦ/2| − θ + κ〉c + ba〈θ′ + i0,−θ′ + i0|eiβΦ/2| − θ + κ, θ + κ〉cd
]
+(2pi)2δcaδ
d
b δ(−2κ)δ(θ′ − θ + κ)〈0B + i0|eiβΦ/2|0B + κB〉
+2piSefba (2θ − 2κ)Sfhcd (−2θ)δ(θ′ − θ + κ) e〈θ′ + i0, 0B + i0|eiβΦ/2|0B + κB , θ + κ〉h
+2piδdb δ(θ
′ − θ − κ) a〈−θ′ + i0, 0B + i0|eiβΦ/2|0B + κB ,−θ + κ〉c
+ ba〈θ′ + i0,−θ′ + i0, 0B + i0|eiβΦ/2|0B + κB ,−θ + κ, θ + κ〉cd. (156)
The first four terms (the ones proportional to δ(−κB)) yield contributions that cancel exactly with the terms
Z2,0+1, Z0,0+1C2,0;2,0 and one of the terms Z2,0Z0,0+1C0,0;0,0. The fifth term gives a contribution that cancels
exactly with Z2,0C0,0+1;0,0+1 and the second Z2,0Z0,0+1C0,0;0,0 term. The last three terms give contributions
which we can denote as semi-connected and fully connected.
The semi-connected piece is
C12,0+1;2,0+1 = −
|g|2
4
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcd(θ + κ) f
β/2
e¯BBh(ipi + i0, ipi + i0− θ + κ, κB − θ + κ, 2κ)
×Sefba (2θ)Sfhcd (−2θ − 2κ)e2∆it[cosh θ−cosh(θ+κ)]
−|g|
2
4
∫ ∞
0
dθ
2pi
(
Kab(θ)
)∗
Kcb(θ − κ) fβ/2a¯BBc(ipi + i0, ipi + i0 + θ + κ, κB + θ + κ, 2κ)
×e2∆it[cosh θ−cosh(θ−κ)]. (157)
Using the annihilation pole axiom, we can write (in the limit κB → 0)
f
β/2
e¯BBh(ipi + i0, ipi + i0− θ + κ, κB − θ + κ, 2κ) =
−2iCab
2κ− i0f
β/2
BB (ipi, 0) + F.P., (158)
where F.P. denote finite terms in the κ → 0 limit and we have used the property SB(ipi + θ)SB(θ) = 1 as well as
that the two-breather form factor does not contain an annihiliation pole.
The computation from this point onwards is completely equivalent to the computation of C2,0;2,0 but replacing
Gβ/2 with |g|
2
4 f
β/2
BB (ipi, 0). We will then just write the final result,
D2,0+1;2,0+1 = −|g|
2
4
f
β/2
BB (ipi, 0)
t
τ
. (159)
C.5.2 The term D0,2+1;0,2+1
Performing a calculation similar to that of the previous subsection, but with all the particles being breathers, we
find that the most divergent contributions from the annihilation poles of four-breather form factors have vanishing
residue. Thus the term D0,2+1;0,2+1 does not contribute to the late-time behaviour at leading order, analogous
to the results of the last subsection. Instead we expect it to contribute to the O(K4) contributions to the rates
(37)–(39).
C.6 Order gK4
The leading long-times contributions at this order of K are
D4,0+1;4,0 = C4,0+1;4,0 − Z4,0C0,0+1;0,0 + Z22,0C0,0+1;0,0 − Z2,0C2,0+1;2,0, (160)
D0,4+1;0,4 = C0,4+1;0,4 − Z0,4C0,0+1;0,0 + Z20,2C0,0+1;0,0 − Z0,2C0,2+1,0,2, (161)
D2,2+1;2,2 = C2,2+1;2,2 − Z2,2C0,0+1;0,0 + 2Z2,0Z0,2C0,0+1;0,0, (162)
as well as the similar terms D4,0;4,0+1, D0,4;0,4+1 and D2,2;2,2+1.
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C.6.1 The term D4,0+1,4,0
The leading long-time contribution for this term is given by the connected term C4,0+1;4,0. To simplify the
calculation, we will only compute the leading terms, which diverge as t2 for long times. We also use the simplifying
assumption that the initial state is of “Dirichlet type”, so Kaa(θ) = 0. We then consider the term
C4,0+1;4,0 =
1
4
g∗
2
ei∆Bt
∫ ∞
0
dθ′1dθ
′
2dθ1dθ2
(2pi)4
(
Kaa¯(θ′1)
)∗ (
Kbb¯(θ′2)
)∗
Kcc¯(θ1)K
dd¯(θ2)e
2∆it
∑
i(cosh θ
′
i−cosh θi)
× a¯ab¯b〈θ′1,−θ′1, θ′2,−θ′2, 0B |eiβΦ/2| − θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1〉dd¯cc¯. (163)
We can write the form factor in (163) as
a¯ab¯b〈θ′1,−θ′1, θ′2,−θ′2, 0B |eiβΦ/2| − θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1〉dd¯cc¯
= f
β/2
aa¯bb¯Bdd¯cc¯
(θ′1 + ipi + i0,−θ′1 + ipi + i0, θ′2 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1)(164)
−2piδcaδ(θ′1 − θ1 − κ1)fβ/2a¯bb¯Bdd¯c(−θ′1 + ipi + i0, θ′2 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2, θ2 + κ2,−θ1 + κ1) (165)
−2piδga¯δ(θ′1 − θ2 − κ2)Sefd¯c (θ1 + θ2)S
gh
ec¯ (θ2 − θ1)
×fβ/2
a¯bb¯Bdfh
(−θ′1 + ipi + i0, θ′2 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2,−θ1 + κ1,−θ1 + κ1) (166)
−2piδc¯hδ(θ′2 − θ1 − κ)Sefab¯ (−θ′1 − θ′2)S
gh
a¯f (θ
′
1 − θ′2)
×fβ/2
g¯e¯d¯Bdd¯c
(θ′1 + ipi + i0,−θ′1 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2, θ2 + κ2,−θ1 + κ1) (167)
−2piδmh δ(θ′2 − θ2 − κ2)Sefab¯ (−θ′1 − θ′2)S
gh
a¯f (θ
′
1 − θ′2)Sijd¯c(θ1 + θ2)Smnic¯ (θ2 − θ1)
×fβ/2
g¯e¯b¯Bdjn
(θ′1 + ipi + i0,−θ′1 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2,−θ1 + κ1, θ1 + κ1) (168)
−2piδfe δ(−θ′1 + δ1 − κ1)S e¯ea¯a(2θ′1)Sff¯cc¯ (−2θ1)
×fβ/2
ebb¯Bdd¯f
(θ′1 + ipi + i0, θ
′
2 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2, θ2 + κ2, θ1 + κ1) (169)
−2piδei δ(−θ′1 + θ2 − κ2)S e¯eaa¯(2θ′1)Sff¯dd¯ (−2θ2)S
gh
fc (θ1 − θ2)Sijgc¯(−θ1 − θ2)
×fβ/2
ebb¯Bf¯hj
(θ′1 + ipi + i0, θ
′
2 + ipi + i0,−θ′2 + iθ + i0, ipi, θ2 + κ2,−θ+κ1, θ1 + κ1) (170)
−2piδfj δ(−θ′2 + θ1 − κ1)S e¯eb¯b (2θ′2)Sghae (θ′2 − θ′1)Sija¯h(θ′1 + θ′2)Sff¯cc¯ (−2θ1)
×fβ/2
i¯g¯eBdd¯f
(θ′1 + ipi + i0,−θ′1 + ipi + i0, θ′2 + ipi + i0, ipi,−θ2 + κ2, θ2 + κ2, θ1 + κ1) (171)
−2piδpj δ(−θ′2 + θ2 − κ2)S e¯eb¯b (2θ′2)Sghae (θ′2 − θ′1)Sija¯h(θ′1 + θ′2)Sff¯dd¯ (−2θ2)Smnfc (θ1 − θ2)S
pq
mc¯(−θ1 − θ2)
×fi¯g¯eBf¯nq(θ′1 + ipi + i0,−θ′1 + ipi + i, θ′2 + ipi + i0, ipi, θ2 + κ2,−θ1 + κ1, θ1 + κ1). (172)
+(2pi)2Sef
ab¯
(−θ′1 − θ′2)Sghd¯c (θ1 + θ2)f
β/2
e¯b¯Bdh
(−θ′1 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2,−θ1 + κ1)
×
[
δcaδ
g
fδ(θ
′
1 − θ1 − κ1δ(θ′2 − θ2 − κ2) + δj¯aδi¯cδ(θ′1 − θ2 − κ2)δ(θ′2 − θ1 − κ1)Sifgi (θ2 − θ′2)
]
(173)
+(2pi)2S e¯ea¯a(2θ
′
1)S
f¯f
b¯b
(2θ′2)S
ij
e¯f (θ
′
1 + θ
′
2)S
gg¯
cc¯ (−2θ1)Shh¯dd¯ (−2θ2)Smnhg¯ (−θ1 − θ2)
×fβ/2
i¯fBh¯n
(θ′1 + ipi + i0, θ
′
2 + ipi + i0, ipi, θ2 + κ2, θ1 + κ1)
× [δgeδmj δ(−θ′1 + θ1 − κ1) + δqeδpgδ(−θ′1 + θ2 − κ2)δ(−θ′2 + θ1 − κ1)Sqjmp(θ′2 − θ2)] (174)
+(2pi)2δcaδ
i
hδ(θ
′
1 − θ1 − κ1)δ(−θ′2 + θ2 − κ2)S e¯eb¯b (2θ′2)Sghae (θ′2 − θ′1)Sff¯dd¯ (−2θ2)S
ij
fc(θ1 − θ2)
×fβ/2
g¯eBf¯j
(−θ′1 + ipi + i0, θ′2 + ipi + i0, ipi, θ2 + κ2,−θ1 + κ1) (175)
+(2pi)2δma¯ δ
n
hδ(θ
′
1 − θ2 − κ2)δ(−θ′2 + θ1 − κ1)S e¯eb¯b (2θ′2)Sghae (θ′2 − θ′1)Sff¯cc¯ (−2θ1)
×Sij
d¯f¯
(θ2 − θ1)Smnif (θ1 + θ2)fβ/2g¯eBdj(−θ′1 + ipi + i0, θ′2 + ipi + i0, ipi,−θ2 + κ2, θ1 + κ1) (176)
+(2pi)2δc¯jδ
m
i δ(θ
′
2 − θ1 − κ1)δ(−θ′1 + θ2 − κ2)S e¯ea¯a(2θ′1)Sghe¯b¯ (θ′1 − θ′2)S
ij
eh(−θ′1 − θ′2)Sff¯dd¯ (−2θ2)
×Smnfc (θ1 − θ2)fβ/2g¯b¯Bf¯n(θ′1 + ipi + i0,−θ′2 + ipi + i0, ipi, θ2 + κ2,−θ1 + κ1) (177)
+(2pi)2δfe δ
i
hδ(−θ′1 + θ1 − κ1)δ(θ′2 − θ2 − κ2)S e¯ea¯a(2θ′1)Sgheb¯ (θ′1 − θ′2)S
ff¯
cc¯ (−2θ1)Sijd¯f¯ (θ2 − θ1)
×fβ/2
g¯b¯Bdj
(θ′1 + ipi + i0,−θ′2 + ipi + i0, ipi,−θ2 + κ2, θ1 + κ1) (178)
+ . . . ,
where the dots here and below represent contributions that do not lead to terms growing as t2. The term (164),
when inserted back into (163), gives the fully connected contribution, which we will denote as C44,0+1;4,0. We
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denote the semi-connected contributions coming from the terms (165)–(172) by C34,0+1;4,0, and those coming from
the terms (173)–(178) by C24,0+1,4,0.
We now extract the leading contributions from C44,0+1,4,0. The leading contributions at long times come from
the the poles at θ1 = θ
′
1 + κ1 − i0 and θ2 = θ′2 + κ2 − i0, or θ1 = θ′2 + κ1 − i0 and θ2 = θ′1 + κ2 − i0, such that
C44,0+1;4,0 = −
1
4
g∗
2
ei∆Bt
∫ ∞
0
dθ′1dθ
′
2
(2pi)2
(
Kaa¯(θ′1)
)∗ (
Kbb¯(θ′2)
)∗
e2∆it(cosh θ
′
1+cosh θ
′
2)
×
{
Kcc¯(θ′2)K
dd¯(θ′1)e
−2∆it(cosh(θ′1+κ1)+cosh(θ′2+κ2))
×Res
[
Res
[
f
β/2
aa¯bb¯Bcc¯dd¯
(θ′1 + ipi + i0,−θ′1 + ipi + i0, θ′2 + ipi + i0,−θ′2 + ipi + i0,
ipi,−θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1), θ1 = θ′1 + κ1 − i0] , θ2 = θ′2 + κ2 − i0]
+Kcc¯(θ′1)K
dd¯(θ′2)e
−2∆it(cosh(θ′1+κ2)+cosh(θ′2+κ1))
×Res
[
Res
[
f
β/2
aa¯bb¯Bcc¯dd¯
(θ′1 + ipi + i0,−θ′1 + ipi + i0, θ′2 + ipi + i0,−θ′2 + ipi + i0,
ipi,−θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1), θ1 = θ′2 + κ1 − i0] , θ2 = θ′1 + κ2 − i0]}
+ . . . . (179)
Extracting only the ∝ t2 terms, we find
C44,0+1;4,0 = C
4,1
4,0+1;4,0 + C
4,2
4,0+1;4,0 + . . . ,
where
C4,14,0+1;4,0 =
g∗
2
ei∆Btf
β/2
B
∆2t2
16pi2
∫ ∞
0
dθ′1dθ
′
2|Kaa¯(θ′1)|2|Kbb¯(θ′2)|2 sinh θ′1 sinh θ′2
×{[1 + SB(ipi + θ′1)] [1 + SB(ipi + θ′2)] (180)
+ [1 + SB(ipi + θ
′
1)] [1 + SB(ipi − θ′2)] (181)
+ [1 + SB(ipi − θ′1)] [1 + SB(ipi + θ′2)] (182)
+ [1 + SB(ipi − θ′1)] [1 + SB(ipi − θ′2)]} , (183)
≡ C4,1,a4,0+1;4,0 + C4,1,b4,0+1;4,0 + C4,1,c4,0+1;4,0 + C4,1,d4,0+1;4,0 (184)
and
C4,24,0+1;4,0 =
g∗
2
ei∆Btf
β/2
B
∆2t2
16pi2
∫ ∞
0
dθ′1dθ
′
2
(
Kaa¯(θ′1)
)∗ (
Kbb¯(θ′2)
)∗
Kcc¯s (θ
′
1)K
dd¯
s (θ
′
2) sinh θ
′
1 sinh θ
′
2
×
{
Sd¯cgf (θ
′
1 + θ
′
2)S
e¯k
a¯b (−θ′1 − θ′2)Sg¯cbe (θ′2 − θ′1)Sakfd(θ′1 − θ′2)
× [1 + SB(ipi + θ′1)] [1 + SB(ipi + θ′2)] (185)
+Smm¯aa¯ (2θ
′
1)S
pq
ef (−2θ′1)Sd¯cgf (θ′1 + θ′2)Sg¯cbe (θ′2 − θ′1)Smkpd¯ (−θ′1 − θ′2)Smb¯qk (θ′1 − θ′2)
× [1 + SB(ipi − θ′1)] [1 + SB(ipi + θ′2)] (186)
See¯bb¯ (2θ
′
2)S
ff¯
dd¯
(−2θ′2)Sgha¯e¯ (θ′2 − θ′1)Sif¯ah(θ′1 + θ′2)S c¯kge(−θ′1 − θ′2)Sikcf (θ′1 − θ′2)
× [1 + SB(ipi + θ′1)] [1 + SB(ipi − θ′2)] (187)
+See¯bb¯ (2θ
′
2)S
ff¯
dd¯
(−2θ′2)Smnig (2θ′1)Skk¯cc¯ (−2θ′1)Sgha¯e¯ (θ′2 − θ′1)Sif¯ah(θ′1 + θ′2)Sn¯pkf¯ (−θ′1 − θ′2)Smekp¯ (θ′1 − θ′2)
× [1 + SB(ipi − θ′1)] [1 + SB(ipi − θ′2)]} (188)
≡ C4,2,a4,0+1;4,0 + C4,2,b4,0+1;4,0 + C4,2,c4,0+1;4,0 + C4,2,d4,0+1;4,0. (189)
We now consider the semi-connected terms, (165)–(172). We label the corresponding contributions to C4,0+1;4,0
coming from these terms consecutively as C3,14,0+1;4,0 to C
3,8
4,0+1;4,0. We can then find the relations
C3,14,0+1;4,0 = C
4,1,a
4,0+1;4,0 + C
4,1,b
4,0+1;4,0, (190)
C3,24,0+1;4,0 = C
4,2,a
4,0+1;4,0 + C
4,2,b
4,0+1;4,0, (191)
C3,34,0+1;4,0 = C
4,2,a
4,0+1;4,0 + C
4,2,c
4,0+1;4,0, (192)
C3,44,0+1;4,0 = C
4,1,a
4,0+1;4,0 + C
4,1,c
4,0+1;4,0, (193)
C3,54,0+1;4,0 = −C4,1,b4,0+1;4,0 − C4,1,d4,0+1;4,0, (194)
C3,64,0+1;4,0 = −C4,2,b4,0+1;4,0 − C4,2,d4,0+1;4,0, (195)
C3,74,0+1;4,0 = −C4,2,c4,0+1;4,0 − C4,2,d4,0+1;4,0, (196)
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C3,84,0+1;4,0 = −C4,1,c4,0+1;4,0 − C4,1,d4,0+1;4,0. (197)
The total contribution from these terms is then
C34,0+1;4,0 =
8∑
i=1
C3,i4,0+1;4,0 = 2C
4,1,a
4,0+1;4,0 + 2C
4,2,a
4,0+1;4,0 − 2C4,1,d4,0+1;4,0 − 2C4,2,d4,0+1;4,0. (198)
Now we turn to the semi-connected terms (173)–(178), whose corresponding contributions to C4,0+1;4,0, we
label C2,14,0+1;4,0 to C
2,6
4,0+1;4,0, respectively. These contributions are given by
C2,14,0+1;4,0 = C
4,1,a
4,0+1;4,0 + C
4,2,a
4,0+1;4,0, (199)
C2,24,0+1;4,0 = C
4,1,d
4,0+1;4,0 + C
4,2,d
4,0+1;4,0, (200)
C2,34,0+1;4,0 = −C4,1,b4,0+1;4,0, (201)
C2,44,0+1;4,0 = −C4,2,c4,0+1;4,0, (202)
C2,54,0+1;4,0 = −C4,2,b4,0+1;4,0, (203)
C2,64,0+1;4,0 = −C4,1,c4,0+1;4,0. (204)
Adding these terms we find
C24,0+1;4,0 =
6∑
i=1
C2,i4,0+1;4,0
= C4,1,a4,0+1;4,0 − C4,1,b4,0+1;4,0 − C4,1,c4,0+1;4,0 + C4,1,d4,0+1;4,0 + C4,2,a4,0+1;4,0 − C4,2,b4,0+1;4,0 − C4,2,c4,0+1;4,0 + C4,2,d4,0+1;4,0.(205)
We are now ready to combine all the ∝ t2 contributions,
C4,0+1;4,0 = C
4
4,0+1;4,0 + C
3
4,0+1;4,0 + C
2
4,0+1;4,0 + · · · = C4,1,a4,0+1;4,0 + 4C4,2,a4,0+1;4,0 + . . . . (206)
It was discussed in Ref. [7], that if the boundary state satisfies the boundary Yang-Baxter equation, the terms
C4,1,a4,0+1;4,0 and C
4,2,a
4,0+1;4,0 can be shown to be equivalent, by virtue of the relationship
Ka1a¯1(θ1)K
e2e¯2(θ2)δ
e1
a¯1δ
d2
e¯2 = K
c1c¯1(θ1)K
c2c¯2(θ2)S
b2c4
c¯2c1 (θ1 + θ2)S
a2a1
c2c4 (θ1 − θ2)Sd2d1b2c¯1 (θ2 − θ1)Se2e1a2d1(−θ1 − θ2). (207)
We can then write the main result
C4,0+1;4,0 =
g∗
2
ei∆Btf
β/2
B
∆2t2
2pi2
∫ ∞
0
dθ′1dθ
′
2|Kaa¯(θ′1)|2|Kbb¯(θ′2)|2 sinh θ′1 sinh θ′2
× [1 + SB(ipi + θ′1)] [1 + SB(ipi + θ′2)]
=
1
2
g∗
2
ei∆Btf
β/2
B
(
t
τ∗B
)2
+ . . . . (208)
C.6.2 The term D0,4+1;0,4
The leading contribution for this term at long times is again given by the connected term, C0,4+1;0,4. The compu-
tation of this leading contribution is very similar to the computation presented in the previous section, so we will
simply present the necessary results, while omitting the details of the calculation. We consider the term
C0,4+1;0,4 =
1
4
g∗
2
ei∆Bt
∫ ∞
0
dφ′1dφ
′
2dφ1dθ2
(2pi)4
(KB(φ
′
1))
∗
(KB(φ2))
∗
KB(φ1)KB(φ2)e
2∆B it
∑
i(coshφ
′
i−coshφi)
×〈φ′1,−φ′1, φ′2,−φ′2, 0B |eiβΦ/2| − φ2 + κ2, φ2 + κ2,−φ1 + κ1, φ1 + κ1〉. (209)
The form factor in (209) can be expanded in connected and disconnected pieces analogous to (164)–(178).
We first consider the fully connected term, which includes nine-breather form factor, which we denote C40,4+1;0,4.
The leading contribution at long times can be computed by extracting the residues at the poles φ1 = φ
′
1 + κ1 − i0
and φ2 = φ
′
2 + κ2 − i0, or φ1 = φ′2 + κ1 − i0 and φ2 = φ′1 + κ2 − i0. The result can be written as
C40,4+1;0,4 = g
∗ei∆Btfβ/2B
∆2Bt
2
16pi2
∫ ∞
0
dφ′1dφ
′
2|KB(φ′1)|2|KB(φ′2)|2 sinhφ′1 sinhφ′2
×{[1− SBB(ipi + φ′1)] [1− SBB(ipi + φ′2)]
+ [1− SBB(ipi + φ′1] [1− SBB(ipi − φ′2)]
+ [1− SBB(ipi − φ′1)] [1− SBB(ipi + φ′2)]
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+ [1− SBB(ipi − φ′1)] [1− SBB(ipi − φ′2)]}+ . . .
≡ 2C4,a0,4+1;0,4 + 2C4,b0,4+1;0,4 + 2C4,c0,4+1;0,4 + 2C4,d0,4+1;0,4 + . . . . (210)
We now consider the semi-connected terms which involve seven-breather form factors, which we collectively
call C30,4+1;0,4 (which are analogous to the terms (165)–(172)). We find up to sub-leading corrections
C30,4+1;0,4 = 4C
4,a
0,4+1;0,4 − 4C4,d0,4+1;0,4. (211)
We then proceed to the semi-connected terms which are analogous to (173)–(178), which involve five-breather form
factors, and we label collectively as C20,4+1;0,4, for which we find
C20,4+1;0,4 = 2C
4,a
0,4+1;0,4 − 2C4,b0,4+1;0,4 − 2C4,c0,4+1;0,4 + 2C4,d0,4+1;0,4. (212)
Combining all the ∝ t2 terms, find
C0,4+1;0,4 = 8C
4,a
0,4+1;0,4 =
1
2
g∗
2
ei∆Btf
β/2
B
(
t
τ∗BB
)2
+ . . . . (213)
C.6.3 The term D2,2+1;2,2
The leading contribution at long times for this terms is given only by C2,2+1;2,2. This term is given by
C2,2+1;2,2 =
g∗
2
ei∆Bt
∫ ∞
0
dθ′dφ′dθdφ
(2pi)4
(
Kaa¯(θ′)
)∗
(KB(φ
′))∗Kcc¯(θ)KB(φ)e2∆it(cosh θ
′−cosh θ)
×e2∆B it(coshφ′−coshφ) a¯a〈θ′,−θ′, φ′,−φ′, 0B |eiβΦ/2| − φ+ κ2, φ+ κ2,−θ + κ1, θ + κ1〉cc¯.(214)
We can expand the form factor analogously to the expansion (164)–(178).
The fully connected term, which we denote C42,2+1;2,2, involves a four-soliton, five-breather form factor. The
leading contributions at long times come from taking the residues at the poles θ = θ′+κ1− i0 and φ = φ′+κ2− i0,
such that
C42,2+1;2,2 = −
g∗
2
ei∆Bt
∫ ∞
0
dθ′dφ′
(2pi)2
(
Kaa¯(θ′)
)∗
(KB(φ
′))∗Kcc¯(θ)KB(φ)e2∆it(cosh θ
′−cosh(θ′+κ1)) (215)
×e2∆B it(coshφ′−cosh(φ′+κ2)) Res
[
Res
[
f
β/2
aa¯BBBBBcc¯(θ
′ + ipi + i0,−θ′ + ipi + i0, φ′ + ipi + i0,
−φ′ + ipi + i0, ipi,−φ+ κ2, φ+ κ2,−θ + κ1, θ + κ1), θ = θ′ + κ1 − i0] , φ = φ′ + κ2 − i0]
Extracting the ∝ t2 terms, we find
C42,2+1;2,2 = 4g
∗fβ/2B
∆B∆t
2
16pi2
∫ ∞
0
dθ′dφ′|Kaa¯(θ′)|2|KB(φ′)|2 sinh θ′ sinhφ
×{[1 + SB(ipi + θ′)] [1− SBB(ipi + φ′)]
+ [1 + SB(ipi + θ
′)] [1− SBB(ipi − φ′)]
+ [1 + SB(ipi − θ′)] [1− SBB(ipi + φ′)]
+ [1 + SB(ipi − θ′)] [1− SBB(ipi − φ′)]}+ . . .
≡ C4,a2,2+1;2,2 + C4,b2,2+1;2,2 + C4,c2,2+1;2,2 + C4,d2,2+1;2,2 + . . . . (216)
We now consider semi-connected terms analogous to the contributions (165)–(172), which we denote as C32,2+1;2,2,
and in this case involve either two-soliton, five-breather form factors, or four-soliton, three-breather form factors.
From these therms we find
C32,2+1;2,2 = 2C
4,a
2,2+1;2,2 − 2C4,d2,2+1;2,2. (217)
Similarly to the previous sections, we now consider semi-connected terms which we denote as C22,2+1;2,2. The
only ∝ t2 contributions to this term come from terms involving two-soliton, three-breather form factors. These
contributions are
C22,2+1;2,2 = C
4,a
2,2+1;2,2 − C4,c2,2+1;2,2 − C4,c2,2+1;2,2 + C4,d2,2+1;2,2 (218)
Combining all the contributions, we find
C2,2+1;2,2 = 4C
4,a
2,2+1;2,2 =
g∗
2
ei∆Btf
β/2
B
t2
τ∗Bτ
∗
BB
. (219)
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C.7 Order g2K4
The only leading contribution at this order (which is ∝ t2) is
D4,0+1;4,0+1 = C4,0+1;4,0+1 − Z4,0+1C0,0;0,0 − Z4,0C0,0+1;0,0+1 − Z0,0+1C4,0;4,0 + Z22,0+1C0,0;0,0
+Z22,0C0,0+1;0,0+1 + 2Z2,0Z0,0+1C0,0;0,0 − Z2,0C2,0+1;2,0+1 − Z2,0+1C2,0;2,0. (220)
At late times, the leading contributions come only from the term D4,0+1;4,0+1 ≈ C4,0+1;4,0+1 ∝ t2. This term can
be written explicitly as
C4,0+1;4,0+1 =
|g|2
16
∫ ∞
0
dθ′1dθ
′
2dθ1dθ2
(2pi)4
(
Kaa¯(θ′1)
)∗ (
Kbb¯(θ′2)
)∗
Kcc¯(θ1)K
dd¯(θ2)e
2∆it
∑
i(cosh θ
′
i−cosh θi)
×a¯ab¯b〈θ′1,−θ′1, θ′2,−θ′2, 0B |eiβΦ/2|0B + κB ,−θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1〉dd¯cc¯. (221)
The form factor in (221) can be expanded similarly to (164)–(178), with the difference that now there will
be twice as many terms, since now one can have disconnected terms proportional to 〈0B |0B + κB〉 = 2pi δ(−κB).
These terms that are proportional to δ(−κB), will cancel with −Z0,0+1C4,0;4,0. The remaining terms are analogous
to the terms in the expansion (164)–(178).
We can first consider the fully connected term, corresponding to a term analogous to (164), which involves an
eight-soliton, two-breather form factor, and we will denote as C44,0+1;4,0+1. Again, the leading contribution at long
times can be extracted from taking the double residues at the poles θ1 = θ
′
1 + κ1 − i0 and θ2 = θ′2 + κ2 − i0, or
θ1 = θ
′
2 + κ1 − i0 and θ2 = θ′1 + κ2 − i0, such that
C44,0+1;4,0+1 = −
1
4
|g|2
4
∫ ∞
0
dθ′1dθ
′
2
(2pi)2
(
Kaa¯(θ′1)
)∗ (
Kbb¯(θ′2)
)∗
e2∆it(cosh θ
′
1+cosh θ
′
2)
×
{
Kcc¯(θ′2)K
dd¯(θ′1)e
−2∆it(cosh(θ′1+κ1)+cosh(θ′2+κ2))
×Res
[
Res
[
f
β/2
aa¯bb¯BBcc¯dd¯
(θ′1 + ipi + i0,−θ′1 + ipi + i0, θ′2 + ipi + i0,−θ′2 + ipi + i0,
ipi, κB ,−θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1), θ1 = θ′1 + κ1 − i0] , θ2 = θ′2 + κ2 − i0]
+Kcc¯(θ′1)K
dd¯(θ′2)e
−2∆it(cosh(θ′1+κ2)+cosh(θ′2+κ1))
×Res
[
Res
[
f
β/2
aa¯bb¯BBcc¯dd¯
(θ′1 + ipi + i0,−θ′1 + ipi + i0, θ′2 + ipi + i0,−θ′2 + ipi + i0,
ipi, κB ,−θ2 + κ2, θ2 + κ2,−θ1 + κ1, θ1 + κ1), θ1 = θ′2 + κ1 − i0] , θ2 = θ′1 + κ2 − i0]}
+ . . . . (222)
Extracting the ∝ t2, we find
C44,0+1;4,0+1 = 4C
4,1,a
4,0+1;4,0+1 + C
4,2
4,0+1;4,0+1 + . . . , (223)
where
C4,1,a4,0+1;4,0+1 = |g|2fβ/2BB (ipi, 0)
∆2t2
16pi2
∫ ∞
0
dθ′1dθ
′
2|Kaa¯(θ′1)|2|Kbb¯(θ′2)|2 sinh θ′1 sinh θ′2, (224)
and
C4,24,0+1;4,0+1 = |g|2fβ/2BB (ipi, 0)
∆2t2
16pi2
∫ ∞
0
dθ′1dθ
′
2
(
Kaa¯(θ′1)
)∗ (
Kbb¯(θ′2)
)∗
Kcc¯(θ′1)K
dd¯(θ′2) sinh θ
′
1 sinh θ
′
2
×
{
Sd¯cgf (θ
′
1 + θ
′
2)S
e¯k
a¯b (−θ′1 − θ′2)Sg¯cbe (θ′2 − θ′1)Sakfd(θ′1 − θ′2)
+Smm¯aa¯ (2θ
′
1)S
pq
ef (−2θ′1)Sd¯cgf (θ′1 + θ′2)Sg¯cbe (θ′2 − θ′1)Smkpd¯ (−θ′1 − θ′2)Smb¯qk (θ′1 − θ′2)
+See¯bb¯ (2θ
′
2)S
ff¯
dd¯
(−2θ′2)Sgha¯e¯ (θ′2 − θ′1)Sif¯ah(θ′1 + θ′2)S c¯kge(−θ′1 − θ′2)Sikcf (θ′1 − θ′2)
+See¯bb¯ (2θ
′
2)S
ff¯
dd¯
(−2θ′2)Smnig (2θ′1)Skk¯cc¯ (−2θ′1)Sgha¯e¯ (θ′2 − θ′1)Sif¯ah(θ′1 + θ′2)Sn¯pkf¯ (−θ′1 − θ′2)Smekp¯ (θ′1 − θ′2)
}
≡ C4,2,a4,0+1;4,0+1 + C4,2,b4,0+1;4,0+1 + C4,2,c4,0+1;4,0+1 + C4,2,d4,0+1;4,0+1. (225)
We now examine the semi-connected terms which we denote collectively as C34,0+1;4,0+1, which arise from terms
analogous to (165)–(172), and involve six-soliton, two-breather form factors. We find
C34,0+1;4,0+1 = 2C
4,2,a
4,0+1;4,0+1 − 2C4,2,d4,0+1;4,0+1. (226)
Similarly, we examine the terms C24,0+1;4,0+1, which arise from terms analogous to (173)–(178), and involve
four-soliton, two-breather form factors. From these, we find
C24,0+1;4,0+1 = C
4,2,a
4,0+1;4,0+1 − C4,2,b4,0+1;4,0+1 − C4,2,c4,0+1;4,0+1 + C4,2,d4,0+1;4,0+1. (227)
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Combining C44,0+1;4,0+1, C
3
4,0+1;4,0+1 and C
2
4,0+1;4,0+1, we find
C4,0+1;4,0+1 = 4C
4,1,a
4,0+1;4,0+1 + 4C
4,2,a
4,0+1;4,0+1. (228)
We can use the relation (207), to show that C4,2,a4,0+1;4,0+1 = C
4,1,a
4,0+1;4,0+1, such that
C4,0+1;4,0+1 = 8C
4,1,a
4,0+1;4,0+1 =
|g|∗
4
f
β/2
BB (ipi, 0)
t2
2τ2
. (229)
D Infinite-volume regularisation
We now review briefly the infinite-volume regularisation which was introduced first for studying finite-temperature
correlation functions in Ref. [38]. This has been generalised for the study of quantum quenches in [11] and shown
to give identical results to a finite-volume regularisation [39]. The terms of the linked-cluster expansion appear to
be divergent due to the intertwining of particles with rapidities θi and −θi in the initial state. These divergences,
however, are an artefact of working in infinite volume, and when the theory is properly regularised, these divergent
terms cancel with each other. The regularisation procedure we follow consists firstly on shifting the rapidities of
each pair of particles, {−θi, θi} in the ket states by a real parameter, κi, which shifts the rapidities away from
singularities. The resulting expressions are understood as generalised functions of the variables κi. The divergencies
are then explicitly exhibited by introducing a smooth function P (κ) (for each κi) which is strongly peaked around
κ = 0 and satisfies
P (0) = L,
∫
dκP (κ) = 1, (230)
where L is a finite system size that is introduced as a regularisation. Possible choice of the regularisation function
are P (κ) = Le−piL
2κ2 or P (κ) = L∆/[1 + (piL∆κ)2].
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