Abstract-A real time object tracking system based on multi-view cameras is proposed in this paper. In order to track a moving object, an active camera mounted on a pan/till platform controlled by static cameras is used in this system. Image mapping between the cameras in the system is described for the control. A background modelling based moving object detection and analysis model, especially a novel reliable and fast interest point detection technique for the real time object tracking system is proposed. Experiments to verify the method are presented. The system successfully tracks moving object from dynamic image with high noise background.
I. INTRODUCTION
Multiple camera tracking [1, 2] with active vision in the field of Computer Vision is still in the developing stage. Active vision implies computer vision implemented with movable cameras, which can intelligently alter the viewpoint so as to improve the performance of the system. An active camera tracking system could operate as an automatic cameraman for application such as surveillance and security video systems, home video systems, video-telephone systems or other tasks.
The need for multiple cameras tracking arises for three reasons [6, 7] . The first reason is the use of depth information on tracking and occlusion resolution. The second reason is to increase the viewing area since it is not possible for a single camera to observe large areas because of a finite sensor field of view. The third reason is to track part of interested area with high definition.
An important issue in using multiple cameras is the relationship between different camera views, which can be computed automatically from observations of the objects moving in the scene. Recently, a combination of stationary and active pan-tilt cameras with overlapping views for tracking was used [3] .
There are two major kinds of motion tracking techniques; one is optical flow [3, 4] and the other differential motion [4] . The optical flow could be further subdivided as global and optical flow estimation.
For differential motion tracking, by calculating the temporal derivative of an image and making a threshold at a suitable level to filter out noise, we can segment an image into regions of motion and inactivity. Usually it is estimated by simple image subtraction [3] : (1) method of motion detection is subject to noise and yields imprecise value. In general, techniques for improving image subtraction include spatial edge information to allow the extraction of moving edges. For practical real time implementation of motion detection, image subtraction combined with spatial information is the most widely used method, in addition to computational simplicity, differential motion detection is suitable for pipeline architectures, which enable easy implementation on most high-speed vision hardware. One disadvantage of this method is the pixel motion which is detected but not quantified. Therefore one cannot determine additional information, such as focus of expansion.
Optical flow represents another approach to motion field construction, in which motion direction and motion velocity are determined at all possible image points. Optical flow reflects the image change due to motion during a time interval, which must be short enough to guarantee small inter-frame motion changes. Optical flow computation will be in error if the constant brightness and velocity are violated. In real imagery, these violations are quite common. Global error propagation is the biggest problem of global optical flow computation schemes; local optical flow estimation helps overcome the difficulties.
Based on the above review, a novel method of interest points based object tracking with controlled cameras for a real time system will be proposed in this paper. The organization of this paper is as follows. A description of the proposed tracking system is given in Section II, including image transformation between the cameras are investigated in Section II.A and the proposed moving object detection and analysis technique is discussed in Section II.B. In Section III we show the results of the proposed motion detection and tracking method for a test sequence of real images. Final conclusions are drawn in Section IV.
II. THE PRINCIPLE OF THE PROPOSED OBJECT TRACKING BY MULTI-CAMERAS SYSTEMS

A. Image transformations between cameras
The strategy of the proposed method is to first get 3D information for the interest object/area of a scene. Then based on the 3D information the active camera is controlled to focus on the moving object in the scene in order to obtain detailed enough information for the interested object for further investigation.
For the introduction of the proposed technique, we need to first define three coordinate systems as follows.
The stationary camera Euclidean co-ordinate system with subscript c has the focal point C as its original. The coordinate axis Zc is aligned with the optical axis and points away from the image. Each camera has its own camera coordinate system.
The world Euclidean co-ordinate system with subscript w is set up as the way in which the world co-ordinate system coincides with the one of the stationary camera coordinate systems
The image Euclidian co-ordinate system with subscript i has axis aligned with the camera co-ordinate system, with Xi, and Yi lying in the image plane.
In the proposed system, in order to obtain the 3D information, the cononical stereo configuration is used by special arrangement of two cameras with same intrinsic parameters. One or two or even more than two active cameras, if necessary, would be mounted to support the multi-views based object tracking.
In the proposed system, it is assumed that the intrinsic parameters of each camera are known after camera rectification. When a point P with a world co-ordinate in a scene is projected onto left and right image planes of the two stationary cameras, respectively as P ly and P ry . Since for canonical configuration, the baseline is aligned to the coordinate axis and the optical axels of the two cameras are parallel, and assuming that the two cameras have the same intrinsic parameters. The depth of the point P can be expressed as
where h is the distance between the optical centres of the two cameras and f is the focal length of the two cameras; d = (P ry -P ly ) is a disparity. This configuration provides a strong epipolar constraint that reduces the dimensionality of the search space for a correspondence between pair points in the two images from 2D to 1D, greatly reducing the computational cost. Because the proposed system is a realtime control system, any method used in the system must run fast enough to support the compulsory response time requirements.
In order to control the active camera to track the interested moving objection in a scene, we need to appropriately move the angles of pan and tilt of the device, on which the active camera is mounted allowing rotation about two axes, respectively to ensure the active camera always to focus on the centre of the interested object. Therefore we are interested in mapping/transformation of the overlapping corresponding pair points from the frame camera (one of stationary camera, which has its camera co-ordinate system coincide with the world -co-ordinate system) view to the active camera view.
Camera ego-motion estimation of a calibrated camera is considered to find rotation R from point correspondences between two images, and the translation t is known because of the distance between the two cameras is fixed.
In this proposed method a simpler form of the projection matrix is used, in which the specific parameters of the camera, except its f, focal length, can be simplified due to the defined tracking tasks. Therefore any perspective transformation in the system could be defined as
where K is simplified as
Based on the epipolar plane and above definition of coordinate systems, since homogenous co-ordinates are in use, supposing simplified intrinsic parameters are used, the overlapped pair point u of transformation from the world coordinate to any motive camera co-ordinate system could be expressed as follows [4] ,
where the F is called fundamental matrix of two views u and u' and
where S(t) is a skew-symmetric matrix of t, As mentioned above, the intrinsic parameters for K' and K are known by camera calibration. After decomposing the fundamental matrix F to camera matrix, this transformation could be determined by
where R expresses three elementary rotations of the coordinate axes-rotations along the axes X,Y and Z, and t gives three elements of the translation of the origin of the world co-ordinate system with respective to the camera coordinate system. In the proposed system, every active camera has its fixed focal point, C position in the world co-ordinate system, so the t in (6) is known for each active camera and we only need to find appropriate parameters for R. Furthermore, in order to integrate the stationary cameras with the active cameras and use the information from the active camera as a feedback signal to make a possible closed loop control of the active camera, we need to resolve the correspondence problem between the active camera and the stationary camera.
We can see that stereo geometry implies that corresponding points could be sought in 1D space along the epipolar lines. In general, because non-paralleled epipolar lines in the left image are not parallel to epipolar lines in the right image, parallel epipolar lines are preferred as they ease the search for correspondence. So image rectification, which transforms image captured by stereo cameras with non-parallel optical axes to a new set of images with typically parallel epipolar lines is used in the proposed system.
Image rectification recalculates the pixel co-ordinates using a linear transformation in projective space. Points in the left and the right images bi-linearly are related through the modified fundamental matrix F m , and
Since intrinsic parameters given by calibration matrices K and K' are known in (7), we can concentrate on its modified essential matrix, E m = R m S (t m ) = 0 and determine the E m by a pair of homographies in two views [4] .
After the geometric configuration/principle of the proposed system is set up, as the system is a real-time control system, we need to focus on the critical part of the system, that is, how to fast and reliably get signal from the video to control the system to ensure tracking the interested object and avoid drifting out of the active camera view.
In optical flow approaches, motion direction and motion velocity are determined at all possible image points. In general, all possible pairs of pixels should be examined to solve this correspondence problem, which is very computationally expensive. If two image have n pixels each, the complexity id O(n 2). The process might be simplified if the correspondence is examined among a much smaller number of points called interested points. Furthermore, the optical flow analysis method can be applied only if the intervals between image acquisitions are very short and in real imagery, the violation of these conditions is quite common [3] .
So based on the above analysis of the exiting object tracking techniques, the techniques for moving object detection and tracking with static cameras used in the system are the background model and interest point based differential motion analysis method. Since motion detection of the proposed method is based on correspondence works even for relatively long inter-frame time intervals, it is a much more robust approach, especially in teal time control system. Therefore the critical requirements is to find better methods of detection of interest points.
B. Interest point based object tracking
First step of the proposed tracking method is to find significant points in all images of sequence. Point detection is followed by a matching procedure. In the state of the art point tracking techniques, objects detected in consecutive frames are represented by points, and the association of the points is based on previous object state. Almost all these techniques require an external mechanism to detect the objects in every frame [3, 9] . So a novel interest point detection method, the critical part of the proposed technique, will be introduced as follows. This method finds interest points (feature points) in all frames of a sequence. The interest points are least similar to their surroundings, representing object corner, borders, or any other characteristic feature in an image that can be tracked down over time.
Before introduction of detection of interest points, we first define some notations used in the paper. Corner plays a significant role in detection of interest points. Existing detectors such as Harris corner detector [11] and SIFT [9] detector filter an image with a Gaussian and estimate intensity gradient in two perpendicular directions fro each pixels. This is made by assuming available estimation of gradient by its two components of x and y in the image plane. Actually this assumption is not suitable in the digitised image, because it neglects the important contribution to forming an edge from intensity change of the two diagonal orientations for the pixel. This information is directly available and does not need to be estimated by its x and y components. So for this proposed method, in order to reduce the noise response and no necessary detailed structure, we first detect a set of pixels in the image by its derivative for its coordinates and diagonal orientations as follows,
where the default value of T is 5. Since this detection process also magnifies the impulse like noise, we use a fast geometric feature based impulse-like noise filtering technique [12] , to suppress the impulse-like noise.
Then, we use outer border/edge orientation variation to find a salient point of the tracked object as interest points, because the edge orientation/gradient direction is more robust than other criteria. It means that if the direction differences for the pixel in the border compared with that of its both adjacent points are over some threshold, it is regarded as candidate of an interest point. It could be defined as follows. First we define its derivatives with its 4-neighbourhood as ) ,
Denote a candidate interest point I(i,j), located in an outer boundary with its edge direction as
After thresholding the image into a binary image by S 1 , the determination of the border direction is greatly simplified. Just by checking the value of 4-neighbourhood derivatives of the pixel located on a border, we can determine its directions as one of its 8-neighbourhood orientation. The candidates of interest points could be selected by the change. That means that if the change for the pixel in comparing its both adjacent points in the edge are over some threshold, it is regarded as a candidate of interest point. in the border respectively Finally, as the other corner detector, such as Harris [11] , the proposed interest point detection method applies the local maximum to select interest points, which could be defined as The interest point detection method is only involved in comparison and substraction/addition and its computational complexity is linear, so it is a very fast algorithm and suitable for real time system.
Assuming that the interest points have been located in all image of a sequence, a correspondence between points in consecutive image is sought [5, 10] . Actually the stereo matching treats the same problem. To seek an optimal correspondence, maximum velocity assumption, proximity and common motion constraints are used for potential correspondence detection, which decreases the number of possible correspondences, especially in large images [8] . The process results in a spare velocity field. If necessary, linear estimation [3] could be used for the correspondence detection.
In case of parts missing the correspondence interest points, the moving object (sub-objects of the object) could be represented by a point which is the centroid of the interested points in order the to set a reliable reference to control the active cameras in the system [5, 8] . The tracking method is able to deal with the change illumination, noise and subtle background evolution.
III. EXPERIMENTAL RESULTS
The experimental results presented here use a sequence of image taken with stationary cameras to test the proposed novel moving object detection and analysis method introduced in Section II.B. The image sequence is processed off line and the object motion detection and tracking is simulated. In Fig.1 , we can see serious noises in the background. Fig 2 shows an example of how the interest points are detected by the proposed method step by step. Fig.  3 depicts some interest points missed in some frames of the tested sequence, but the centroid of the object can still be detected from the remained interest points. 
IV. CONCLUSION
In this paper, a real time object tracking system based on multi-view cameras has been proposed. In order to track a moving object, an active camera mounted a pan/till platform controlled by static cameras has been suggested. Image mapping between the cameras is examined for the control. Then, a critical part of the proposed novel method, a background modelling based moving object detection and analysis technique for the multi cameras based real time object tracking system have been proposed for obtaining the necessary signal for the control. Using the proposed method, significant edges can be located first and, following impulselike noise supersession, vertex-like function is then evaluated at the significant edge pixels only, in order to detect the interest points by some thresholds. The object is represented by a point, which is the centroid of the interest points, or by a set of interest points, for tracking objects that move freely in an image. This method detects significant image points whose location changes due to motion and motion analysis works with these points only. The advantage of the proposed method is that it reduces greatly time consuming correspondence searching and provides a reliable and fast approach to meet the response time requirements from the real time system. Experiments to verify the method have been presented, which have shown promising results of the proposed techniques. The proposed technique will be very useful in applications, such as automated surveillance, video retrieval, and traffic monitoring.
