Abstract: This paper considers stochastic iterative computation methods for approximately computing parallel rollout and policy switching policies, in the context of improving all available heuristic policies, for solving Markov decision processes and analyzes the convergence of the computation methods.
INTRODUCTION
Markov decision process (MDP) models (see, e.g., [4] [1] for substantial discussions) are widely used for modeling sequential decision-making problems that arise in engineering, economics, computer science, and the social sciences, etc. Consider an MDP M = (X, A, P, R) with a finite state set X, a finite action set A, a bounded cost function C : X × A → R, and a transition function P that maps {(x, a)|x ∈ X, a ∈ A} to the set of probability distributions over X. We denote the probability of making a transition to state y ∈ X when taking action a ∈ A in state x ∈ X by P a xy . For simplicity, we assume that every action is admissible in every state.
Let Π be the set of all stationary policies π : X → A. Define the value of a policy π ∈ Π with an initial state x ∈ X:
where x t is a random variable denoting state at time t and γ ∈ (0, 1) is a discount factor.
Suppose that we have a nonempty set Δ ⊆ Π of heuristic policies for the control of the MDP M . The following two multi-policy improvement methods (called parallel rollout and policy switching [2] ) provide a policy whose performance is no worse than any policy in Δ, respectively. We formally define a parallel rollout policy π pr as
for x ∈ X and define a policy switching policy π ps as π ps (x) ∈ arg min
In words, at each state x ∈ X, the policy switching policy prescribes the action π ps (x) prescribed by the policy that achieves min π∈Δ (V π (x)). It has been shown [2] that
A stochastic iterative variant of the well-known policy iteration (PI) algorithm [4] for solving MDPs and its convergence have been studied by Tsitsiklis based on a single policy improvement in an "optimistic" way [6] . The problem context is different here from that of Tsitsiklis. Tsitsiklis' method is for computing an optimal policy in the entire set Π. It is often true that for a given problem, we already have a set of some heuristic policies available (for on-line control in some cases). For example, for the multiclass-scheduling problem with stochastically arriving prioritized tasks with deadlines, the "earliestdeadline-first" and "static-priority" heuristics are available candidate policies in hand for the scheduling decision. It may even be the case that our heuristic policies are such that each policy is near-optimal over some part of the state space. In this case, the decision maker may well wish to combine those policies to develop a policy that somehow improves all of the heuristic policies. Parallel rollout and policy switching have been studied in this context [2] [3] and this paper considers stochastic iterative computation methods, based on the idea of Tsitsiklis, for approximately computing parallel rollout and policy switching policies and analyzes the convergence of the computation methods.
Even though the optimistic PI considered in [6] converges to an optimal policy π * , due to the very optimistic computation, a policy φ t ∈ Π generated at iteration t in the optimistic PI does not necessarily improve φ t−1 unlike the monotonicity of the policies in the original PI. In other words, it is not necessarily true that
, ∀x ∈ X, which means that after t-iterations, it cannot be guaranteed for φ t to improve the policies generated at the previous iterations. Furthermore, it appears nontrivial to analyze the relative error bound between
for Φ ∈ B(X), x ∈ X and similarly, an operator T π :
It is well known (see, e.g., [4] ) that for each policy π ∈ Π, there exists a corresponding unique Φ ∈ B(X) such that for x ∈ X,
Parallel Rollout
Monte Carlo policy evaluation Based on the parallelrollout multi-policy improvement method in (1), we consider the following optimistic variant of it: at each iteration t ≥ 0, we have available value functions V π t , π ∈ Δ, defined over X and a value function J t defined by
Let μ pr t ∈ Π be a corresponding greedy policy such that
For each policy π ∈ Δ starting with each state x ∈ X, we generate a corresponding sample path over infinite horizon starting with state x and observe its cumulative discounted cost equal to
where α t is a deterministic scalar stepsize parameter.
Note that E[w π t (x)|F t ] = 0 for any x ∈ X, where F t denotes the history of the algorithm up to and including the point where V π t , π ∈ Δ, has become available, but before simulating the sample paths that will determine the next update. w π t (x) is a function of the random variables contained in F t+1 . The variance of w π t (x) conditioned on F t is bounded by some constant because there are finitely many policies and states. Furthermore, for each π ∈ Δ, w π t (x) over t are independent identically distributed random variables.
The function V π 0 can be set to be an arbitrary function in B(X). Because the cumulative discounted cost for any sample path is bounded such that max x∈X |V
In the special case where V π 0 (x) = 0, x ∈ X for all π ∈ Δ and α t = 1/(t+1), each V π t (x), π ∈ Δ, is equal to the average of the observed cumulative costs of t independently generated sample paths that start at x, and converges to V π (x) for all x ∈ X as t → ∞ and if we apply the multi-policy improvement (1) after the convergence, we would have the original parallel rollout method.
This stochastic iterative algorithm is "conceptual" because we cannot simulate over infinite horizon in practice. As in the remark given in Section 6 in [6] , we can simulate each policy over a finite but "long" horizon to obtain the infinite horizon trajectory cost. As the horizon size increases, due to the effect of the discount factor, the finite horizon approximation becomes a very close approximation to the infinite horizon trajectory cost. Indeed, the effectiveness of the parallel rollout policy implemented with the average of the observed cumulative costs of a fixed number of independently generated sample paths over a finite horizon has been shown in the context of on-line control for MDPs in [2] .
Alternatively, we can consider only problems with a zerocost absorbing state or letting the simulation process terminate with probability γ at each stage, and to accumulate undiscounted costs [6] . Theorem 1. Assume that
Then, for any x ∈ X,
We will use the following lemma at several places for the proofs throughout the present paper: Lemma 2.1. Given π ∈ Π and τ ∈ R, suppose that there exists Φ ∈ B(X) for which
Then, V π (x) ≤ Φ(x) + τ 1−γ for all x ∈ X. Proof: By successive applications of the T π -operator to both sides of (5) and the monotonicity property of the operator, we have that for all x ∈ X, lim
It is well-known that T π is a contraction mapping in B(X) and that iterative application of T π on any initial value function converges monotonically to the fixed point
x ∈ X, which proves the lemma.
Proof of Theorem 1:
The parts of the proof follows the proof idea of Proposition 1 in [6] .
For any x ∈ X and any π ∈ Δ,
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We have established that for any x ∈ X and any π ∈ Δ,
Then from the standard results on convergence of stochastic approxima-
converges to zero with probability one. Therefore, we have that w.p. 1 (with probability 1) for any x ∈ X and any π ∈ Δ, lim
which implies that for every > 0, there exists a time t( ) such that for all x ∈ X and π ∈ Δ,
Because of the monotonicity of T π -operator and
We have that for every > 0, there exists a time t( ) such that max
From the definition of μ
which implies that by Lemma 2.1 and (7), for any x ∈ X,
From (6), for any
Combining (8) and (9),
Because we can choose t( ) for any > 0 arbitrarily close to zero, we have the desired convergence. 2
The algorithm we studied generates a sample path from every initial state at each iteration. We can choose a single state x, randomly, uniformly, and independently from everything else, and generate a single path starting from x. We then update V π t (x), π ∈ Δ, only and make no change on V π t (x ), x = x. This variant of the previously presented algorithm also converges uniformly over X in the sense that lim t→∞ V
See the related discussion in Section 3 in [6] . We also remark that the iterative computation given as
We skip the details as the arguments are straightforward applications of the parts in the proof of Theorem 1. The following corollary on the finite-time bound can also be stated with the slight change of the proof of Theorem 1:
TD(λ)-based policy evaluation
The previous section discussed a stochastic iterative parallel-rollout computation method where the cumulative cost of a sample path is obtained by Monte Carlo simulation. We extend the result of the previous section into the case where the wellknown TD(λ) algorithm [5] is used for policy evaluation, instead of Monte Carlo simulation as Tsitsiklis has done for optimistic PI [6] .
The stochastic iterative computation of parallel rollout with TD(λ) is the same to the previous description except that (4) is replaced by the following: for π ∈ Δ, 17th IFAC World Congress (IFAC'08) Seoul, Korea, July [6] [7] [8] [9] [10] [11] 2008 
