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1 Introduction
The potential of the human ear for personal identi¯cation was recognized and
advocated as long ago as 1890 by the French criminologist Alphonse Bertillon.
In his seminal work on biometrics he writes [7],
\The ear, thanks to these multiple small valleys and hills which furrow
across it, is the most signi¯cant factor from the point of view of identi-
¯cation. Immutable in its form since birth, resistant to the in°uences
of environment and education, this organ remains, during the entire
life, like the intangible legacy of heredity and of the intra-uterine life".
Ear biometrics has received scant attention compared to the more popular
techniques of automatic face, eye, or ¯ngerprint recognition. However, ears
have played a signi¯cant role in forensic science for many years, especially in
the United States, where an ear classi¯cation system based on manual mea-
surements was developed by Iannarelli, and has been in use for more than 40
years [25], although the safety of ear-print evidence has recently been chal-
lenged [28, 14]. Rutty et al. have considered how Iannarelli's manual tech-
niques might be automated [34] and a European initiative has looked at the
value of ear prints in forensics [17].
Ears have certain advantages over the more established biometrics; as
Bertillon pointed out, they have a rich and stable structure that changes
little with age. The ear does not su®er from changes in facial expression, and
is ¯rmly ¯xed in the middle of the side of the head so that the immediate
background is predictable, whereas face recognition usually requires the face
to be captured against a controlled background. Collection does not have an
associated hygiene issue, as may be the case with contact biometrics, and is
unlikely to cause anxiety as may happen with iris and retina measurements.
The ear is large compared with the iris, retina, and ¯ngerprint and therefore
is more easily captured at a distance.2 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
Burge et al. [5, 6] were amongst the ¯rst to describe the ear's potential as
a biometric using graph matching techniques on a Voroni diagram of curves
extracted from the Canny edge map. Moreno et al. [30] tackled the problem
with some success using neural networks and reported a recognition rate of
93% using a two-stage neural network technique. Hurley et al. used force
¯eld feature extraction [18, 22, 23] to map the ear to an energy ¯eld which
highlights \potential wells" and \potential channels" as features. By achieving
a recognition rate of 99.2%, [23] this method proved to yield a much better
performance than PCA when the images were poorly registered. The approach
is also robust to noise; adding 19dB of Gaussian noise actually improved
the performance to 99.6% [24]. Abdel-Mottaleb et al. [1] used the force ¯eld
transform to obtain a smooth surface representation for the ear and then
applied di®erent surface curvature extractors to gather the features.
Statistical holistic analysis, especially Principal Components Analysis
(PCA), has proved to be one of the most popular approaches to ear recog-
nition. Victor et al. [40] applied PCA to both face and ear recognition and
concluded that the face yields a better performance than the ear. However,
Chang et al. [8] conducted a similar experiment and reached a di®erent conclu-
sion: no signi¯cant di®erence was observed between face and ear biometrics
when using PCA. The image dataset in [40] had less control over earrings,
hair, lighting etc. and as suggested by Chang et al., this may account for the
discrepancy between the two experiments. Chang et al. also reported a recog-
nition rate of 90.9% using a multimodal approach. Zhang et al. [48] developed
a system combining Independent Components Analysis (ICA) with a Radial
Basis Function (RBF) network and showed that better performance can be
achieved using ICA instead of PCA. However being pure statistical measures,
both PCA and ICA o®er almost no invariance and therefore require very
accurate registration in order to achieve consistently good results.
Yuizono et al. [47] treated the recognition task as an optimisation problem,
proposing a system using a specially developed genetic local search targeting
the ear images. Given that their work does not include any feature extraction
process, it has no invariant properties. Some studies have focused on geo-
metrical approaches [31, 13]; Mu et al. [31] reported an 85% recognition rate
using such an approach. Alvarez et al. [3] proposed and intend to implement
an ovoid model for segmentation and normalization of the ear.
Yan et al. [45, 43] captured 3D ear images using a range scanner and used
Iterative Closest Point (ICP) registration for recognition to achieve a 97.8%
recognition rate. Chen et al. proposed a 3D ear detection and recognition
system using a model ear for detection, and using ICP and a local surface
descriptor for recognition, reporting a recognition rate of 90.4% [9, 12, 10, 11].
A number of multimodal approaches to ear recognition have also been
considered [8, 42, 26, 35]. Iwano et al. [26] combined ear images and speech
using a composite posterior probability, and showed that the performance
improves using ear images in addition to speech in the presence of noise. In
this study, PCA was applied to extract the ear features. Chang et al. [8] andThe Ear as a Biometric 3
Rahman et al. [35] proposed multimodal biometric systems using PCA on both
face and ear. Both studies reported an increase in performance when using
multimodal biometrics instead of individual biometrics, achieving multi-modal
recognition rates of 90.9% and 94.4% respectively. Yan et al. [42] conducted
multi-modal experiments to test the e±cacy of various combinations of 2D-
PCA, 3D-PCA, and 3D-Edges with the recognition results shown in Table 1.
For further details of multi-modal ear and face biometrics see the chapter by
Bowyer. An introductory survey of ear biometrics has been provided by Pun
Table 1. Yan et al. Multi-Modal Recognition Results
2d-pca, 3d-pca, 3d-edge, 3d-pca+3d-edge, 2d-pca+3d-edge, 2d-pca+3d-pca, all 3
71.9% 64.8% 71.9% 80.2% 89.7% 89.1% 90.6%
et al. [33].
In related studies Akkermans et al [2] developed an ear biomeric system
based on the acoustic properties of the ear. They measure the acoustic transfer
function of the ear by projecting a sound wave at the ear and observing the
change in the re°ected signal. Scandia Corp. patented a similar technique [37].
We will start this chapter with a review of the anatomy and physiology
of the ear and how this is likely to a®ect its biometric properties. The ear
biometrics ¯eld is still so small that we will be able to touch on most of
the main techniques. In particular, we will describe PCA in some detail as
this has proved to be one of the most popular techniques. Despite its intricate
mathematical nature, it is quite easy to implement and even easier to use, and
should allow the reader to do some simple experiments with ear biometrics in
order to con¯rm their biometric potential. Finally, we will consider the future
of ear biometrics and related issues such as 2D and 3D ear databases.
2 Evidence and Support for Ears as a Biometric
The structure of the ear is not quite so random as Bertillon seems to suggest;
it has a de¯nite structure just like the face. Most people when asked could
easily draw the outline of the ear but only the experienced artist would be able
to reproduce from memory its detailed intricate structure. As shown in Figure
1, the shape of the ear tends to be dominated by the outer rim or helix, and
also by the shape of the lobe. There is also an inner helix or antihelix which
runs roughly parallel to the outer helix but forks into two branches at the
upper extremity. The inner helix and the lower of these two branches forms
the top and left side of the concha, named for its shell-like appearance. The
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due to its very sharp bend at the bottom can form a useful reference point for
biometrics purposes. Note also the crus of helix where the helix intersects with
the lower branch of the antihelix. This is one of the points used by Iannarelli
as a reference point for his measurement system, the other point being the
antitragus or the little bump on the left of the intertragic notch [25]. The front
of the concha opens into the external ear canal or acoustic or auditory meatus,
more commonly referred to as the ear hole, although this is usually somewhat
concealed by the °esh around and above the tragus. It is interesting to note
[32] that the embryonic ear has a small number of about 6 individual growth
nodules which eventually develop along with the foetus to become the fully
formed auricle in the newborn infant, striking a note with Bertillon's earlier
observation.
Fig. 1. Anatomy of the ear. In addition to the familiar rim or helix and ear lobe,
the ear also has other prominent features such as the anti-helix which runs parallel
to the helix, and a distinctive hairpin-bend shape just above the lobe called the
intertragic notch. The central area or concha is named for its shell-like appearance.
Figure 2 shows a small sample of human ears indicating the rich variety
of di®erent shapes. Notice that some ears have well formed lobes, whereas
others have almost none. These latter are called \attached lobes" and make
measurement of the length of the ear di±cult.
Because of the tendency of the inner and outer helices to run parallel, there
is quite a degree of correlation between them which detracts somewhat from
the biometric value of the ear; indeed it could also be argued that the concha
is simply the space that remains when the other parts have been accounted
for, so that it is also highly correlated to its neighbouring parts and therefore
contributes less independent information than might appear to be the case at
¯rst.
The outer ear called the auricula or pinna forms only part of the total ear
organ which has evolved to locate, collect, and process sound waves. Many
other mammals like horses, dogs, and cats can articulate their ears to betterThe Ear as a Biometric 5
Fig. 2. Examples of the human ear shape. Notice that helices, concha, intertragic
notch, etc. are present in all the examples, but that some ears have so called attached
lobes, where the lobes are poorly formed or are almost non-existent.
locate particular sound sources. Fortunately for the purpose of biometrics we
humans can hardly articulate our ears; our ears are held rigidly in position by
cartilaginous tissue which is ¯rmly attached the bone at the side of the head.
The ear owes its semi-rigid shape due this sti® tissue which underlies its soft
°esh.
The face has roughly the same visual complexity as the ear. Quite simple
changes in the parameters which de¯ne the size and shape of the eyes, nose,
mouth, and cheek-bones can lead to a wide range of facial appearances. In this
we regard perfect symmetry as a mark of beauty, but we should note that the
ear lacks all symmetry. It is also worth noting that since the face is symmetrical
about its centre-line, therefore its structure really only represents half-a-face
from a biometrics perspective because the information on the left side re°ects
that on the right. The ear has no symmetry and therefore does not su®er from
this drawback giving it an advantage over the face, and of course the face is
contorted during speech and when expressing emotions, and its appearance
is often altered by make-up, spectacles, and beards and moustaches, whereas
the ear does not move and only has to support earrings, spectacle frames,
and sometimes hearing aids, although of course it is often occluded by hair.
As such, the ear is much less susceptible to covariate interference than many
other biometrics, with particular invariance to age.
3 Approaches to Ear Biometrics
3.1 The early work of Iannarelli and Forensic Ears
Alfred Iannarelli developed a system of ear classi¯cation used by American law
enforcement agencies. In late 1949 he became interested in the ear as a means
of personal identi¯cation in the context of forensic science. He subsequently
developed the Iannarelli System of Ear Identi¯cation [25]. As shown in Figure
3 his system essentially consists of taking a number measurements around the6 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
Fig. 3. Iannarelli's manual ear measurement system.
ear by placing a transparent compass with 8 spokes at equal 45 intervals over
an enlarged photograph of the ear. The ¯rst part of registration is achieved
by ensuring that a reference line touches the crus of helix at the top and
touches the innermost point on the tragus at the bottom. Normalisation and
the second step of registration are accomplished by adjusting the enlargement
mechanism until a second reference line exactly spans the concha from top
to bottom. Iannarelli has appeared personally as an expert witness in many
court cases involving ear evidence, or is often cited as an ear identi¯cation
expert by other expert witnesses [28]. In the preface to his book Iannarelli
states,
\Through 38 years of research and application in earology, the author
has found that in literally thousands of ears that were examined by
visual means, photographs, ear prints, and latent ear print impres-
sions, no two ears were found to be identical - not even the ears of
any one individual. This uniqueness held true in cases of identical and
fraternal twins, triplets, and quadruplets\
When Iannarelli suggests that \not even the ears of any one individual are
unique" he has unwittingly touched on the nub of the biometrics problem. It
is not an advantage, as he seems to suggest, that the ear samples from the
same individual are not unique. On the contrary the less these samples are
unique, then the less are we entitled to claim that an individual's biometric
is unique. If we think of individuals' samples as forming points in a feature
space, then these points will form clusters for each individual. It is the extent
to which these di®erent clusters are separated from one and other and the
extent to which the individual clusters are closely grouped around their own
averages, that determines how good a particular biometric system performs.
In recent times attempts have been made to automate Iannarelli's system [34].
3.2 Burge and Burger Proof of Concept
Burge and Burger [5, 6] were the ¯rst to investigate the human ear as a
biometric in the context of machine vision. Inspired by the earlier work of
Iannarelli [25], they conducted a proof of concept study where the viability of
the ear as a biometric was shown both theoretically in terms of the uniquenessThe Ear as a Biometric 7
and measurability over time, and in practice through the implementation of
a computer vision based system. Each subject's ear was modeled as an ad-
jacency graph built from the Voronoi diagram of its Canny extracted curve
segments. They devised a novel graph matching algorithm for authentication
which takes into account the erroneous curve segments which can occur in the
ear image due to changes such as lighting, shadowing, and occlusion. They
found that the features are robust and could be reliably extracted from a dis-
tance. Figure 4 shows the extracted curves, Voronoi diagram, and neighbour
graph for a typical ear. They identi¯ed the problem of occlusion by hair as
Fig. 4. Graph model: Stages in building the ear biometric graph model. A general-
ized Voronoi diagram (centre) of the Canny extracted edge curves (left) is built and
a neighborhood graph (right) is extracted.
a major obstacle and proposed the use of thermal imagery to overcome this
obstacle.
3.3 Principal Components Analysis
Principal Components Analysis, closely related to Singular Value Decom-
position, has been one of the most popular approaches to ear recognition
[40, 8, 23, 26, 41, 35]. It is an elegant, easy to implement and easy to use
technique, so we will attempt to describe it in su±cient detail for the reader
to be able to understand and implement it readily with a view to being able
to set up a simple ear recognition experiment to con¯rm the basic biometric
potential of the ear. The underlying mathematics can be found in [39, 27].
We will ¯rst show how images can be looked upon as vectors, and how any
picture can be constructed as a summation of elementary picture-vectors. We
will then show how PCA can process these vectors to achieve image compres-
sion, and how this in turn can be used for biometrics.
We are familiar with the real coordinate space R3 where any point can be
represented as a linear combination of 3 unit value basis vectors mutually at
right angles to each other. For example, the point (3,4,5) can be expressed as,8 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
3(1;0;0) + 4(0;1;0) + 5(0;0;1) = (3;0;0) + (0;4;0) + (0;0;5) = (3;4;5)
We could also express any point as the sum of non-standard basis vectors,
providing that none of the chosen basis vectors is a linear combination of the
other two. For example, we can also write,
(3;4;5) = 1:333(1;2;3) + 0:333(2;3;1) + 0:333(3;1;2)
Now if we admit the possibility of negative value pixels, then pictures can
also be treated as vectors so that any picture can be expressed as a linear
combination of unit value basis picture-vectors. For example, a trivial four
element picture can be expressed as,
·
1 2
3 4
¸
= 1
·
1 0
0 0
¸
+ 2
·
0 1
0 0
¸
+ 3
·
0 0
1 0
¸
+ 4
·
0 0
0 1
¸
In the example which follows taken from [23] we will be dealing with 111x73
pixel images. This would require 111x73 = 8103 sparse elementary picture-
vectors, each with only one pixel set to 1 and the remaining pixels set to
0, and a set of 8103 weights to specify a particular picture, obviously not
resulting in any compression advantage.
In this real example we use a subset of the XM2VTS face pro¯les database
[29], consisting of 4 ear images for each of 63 subjects giving us a total of 252
images . Now here is how the \magic" of PCA works. By taking one of the four
samples from each of the 63 subjects we produce a special projection matrix
P which enables us to compute a set of 63 weights for each of the 252 images
which when used to scale a set of 63 special picture-vectors already encoded in
P produces a reasonable facsimile of the original image. Instead of requiring
8103 weights we can make do with only 63 which is a very high degree of
compression of well over 100:1, albeit lossy compression. These weights form
convenient 63 element feature vectors representing each picture and are perfect
for biometric comparison as they allow us to calculate the Euclidian distance
between pictures by doing a simple vector subtraction.
We will now give the details of the calculations involved. In order to carry
out matrix multiplication of the 111x73 picture-vectors we ¯rst have to encode
them as 8103x1 column vectors by stacking the 73 columns on top of each
other. Any results can be recoded as rectangular matrices for display purposes.
The projection matrix is calculated as follows
Let p be any of the 63 ¯rst of four picture samples
Let m be the average over the 63 pictures i.e.(
P
p)=63
Let d = p ¡ m be the di®erence between each picture and the average
Let D be the array formed by the 63 columns of di®erence pictures d
Then the projection matrix is given by,
P = DS(DTD) (1)The Ear as a Biometric 9
where S(M) is a function that returns a matrix whose columns are the nor-
malised eigenvectors of matrix M
The basis-pictures or eigenvectors are simply the columns of P
The weights for picture p are given by
w = dTP (2)
The compressed image for a given picture p is given by
c = Pw
T + m (3)
Figure 5 shows the ¯rst 36/63 eigenvctors, whereas Figure 6 shows the pro-
jections and eigenvector spectra for 3 subjects. Notice the that the leftmost
projections are the best facsimiles because they been used in forming the pro-
jection matrix. Notice also that the eigenvector spectra, consisting of the 63
weights, do not rapidly diminish to zero, in fact all of these 63 weights are
used for comparison. Each set of 63 weights is treated as a vector and the
Euclidian distances between these vectors are used as a suitable metric,
distance = kwi ¡ wjk (4)
The means and standard deviations of the inter-class and intra-class distri-
butions can then be calculated to gauge the e±cacy of the technique. The
spreads or standard deviations of the two distributions should be small com-
pared to the separation of their means for a good biometric. It is customary
to consider the 63 samples used in forming P as having been \sacri¯ced" and
not to include them in the biometric comparison so that only 252 ¡ 63 = 189
ears would be used. In this experiment a recognition rate of 186/189 or 98.4%
was achieved [23].
3.4 Force Field Transform
Hurley et al. [18, 20, 22, 23] have developed an invertible linear transform
which transforms an ear image into a force ¯eld by pretending that pixels
have a mutual attraction proportional to their intensities and inversely to
the square of the distance between them rather like Newton's Universal Law
of Gravitation. Underlying this force ¯eld there is an associated energy ¯eld
which in the case of an ear takes the form of a smooth surface with a number
of peaks joined by ridges as shown in Figure 8. The peaks correspond to
potential energy wells and to extend the analogy the ridges correspond to
potential energy channels. Since the transform also turns out to be invertible,
all of the original information is preserved and since the otherwise smooth
surface is modulated by these peaks and ridges, it is argued that much of the
information is transferred to these features and that therefore they should
make good features.10 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
Fig. 5. The ¯rst 36 of the set of 63 eigenvectors for the subset of 63 ear images
selected from the 252 image database. The ¯rst of the four samples from each of the
63 subjects was used in forming the projection matrix. These are the basis picture-
vectors which will be scaled by the computed weights to produce the compressed or
projected images.
Fig. 6. PCA projections and eigenvector spectra for 3 subjects. The top rows show
the original images whilst the middle rows are their corresponding projections into
the eigenvector subspace. The bottom row depicts the eigenvector spectrum for each
image consisting of the 63 weights used to render its projection.
Fig. 7. Newton's Universal Law of Gravitation. The earth and moon are mutu-
ally attracted according to the product of their masses me and mm respectively,
and inversely proportional to the square of the distance between them. G is the
gravitational constant of proportionality.The Ear as a Biometric 11
F(rj) =
X
i
(
P(ri)
ri ¡ rj
jri ¡ rjj
3
)
8i 6= j;08i = j (5)
E(rj) =
X
i
P(ri)
jri ¡ rjj
8i 6= j;08i = j (6)
Two distinct methods of extracting these features are o®ered. The ¯rst
Fig. 8. Generating an ear energy surface by convolution. The energy ¯eld for an
ear (right) is obtained by locating a unit value potential function (left) at each pixel
location and scaling it by the value of the pixel and then ¯nding the sum of all the
resulting functions. For e±ciency this is actually calculated in the frequency domain.
method depicted in Figure 9a is algorithmic, where test pixels seeded around
the perimeter of the force ¯eld are allowed to follow the force direction joining
together here and there to form channels which terminate in potential wells.
The second method depicted in Figure 9b is analytical, and results from an
analysis of the mechanism of the ¯rst method leading to a scalar function
based on the divergence of the force direction. The second method was used
to obtain a recognition rate of over 99% on a database of 252 ear images con-
sisting of 4 time lapsed samples from each of 63 subjects, extracted from the
XM2VTS face pro¯les database [29].
Equations 5 and 6 show how the force and energy ¯elds are calculated
at any point rj. These equations must be applied at every pixel position to
generate the complete ¯elds. In practice this computation would be done in
the frequency domain using Equation 7 where = stands for FFT.
Energy =
p
MN
©
=¡1 [=(potential) £ =(image)]
ª
(7)
Convergence provides a more general description of channels and wells in the
form of a mathematical function in which wells and channels are revealed to
be peaks and ridges respectively in the function value. This function maps the
force ¯eld F(r) to a scalar ¯eld C(r), taking the force as input, and returning
the additive inverse of the divergence of the force direction, and is de¯ned by,
C(r) = ¡divf (r) = ¡lim
¢A!0
H
f(r) ¢ dl
¢A
= ¡r ¢ f(r) = ¡
³
@fx
@x +
@fy
@y
´
(8)12 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
where f(r) =
F(r)
jF(r)j is the force direction, ¢A is incremental area, and dl is
its boundary outward normal. This function is real valued and takes negative
values as well as positive ones where negative values correspond to force di-
rection divergence. Note that the function is non-linear because it is based on
force direction and therefore must be calculated in the given order.
Fig. 9. Force and convergence ¯elds for an ear. The force ¯eld for an ear (left)
and its corresponding convergence ¯eld (centre). The force direction ¯eld (right)
corresponds to the small rectangular inserts surrounding a potential well on the
inner helix.
3.5 Three Dimensional Ear Biometrics
The auricle has a rich and deep three dimensional structure, so it is not
surprising that a number of research groups have focused their attention in
this direction.
Yan and Bowyer ICP Approach
Yan et al. [46, 42, 44, 45, 43] use a Minolta VIVID 910 range scanner to
capture both depth and colour information. The device uses a laser to scan
the ear, and depth is automatically calculated using triangulation. They have
developed a fully automatic ear biometric system using ICP based 3D shape
matching for recognition, and using both 2D appearance and 3D depth data
for automatic ear extraction which not only extracts the ear image but also
separates it from hair and earrings. They achieve almost 98% recognition on
a time-lapse database of 1,386 images over 415 subjects, with an equal error
rate of 1.2%. The 2D and 3D image datasets used in this work are availableThe Ear as a Biometric 13
to other research groups. For further details see the chapter by Flynn in the
appendix.
Ear extraction uses a multistage process which uses both 2D and 3D
data and curvature estimation to detect the ear pit which is then used to
initialize an elliptical active contour to locate the ear outline and crop the 3D
ear data.
Ear pit detection includes: (i) geometric prepossessing to locate the nose
tip to act as the hub of a sector which includes the ear with a high degree
of con¯dence; (ii) skin detection to isolate the face and ear region from the
hair and clothes; (iii) surface curvature estimation to detect the pit regions
depicted in black in the image; (iv) surface segmentation and classi¯cation,
and curvature information to select amongst possible multiple pit regions us-
ing a voting scheme to select the most likely candidate. The detected ear pit
is then used to initialize an active contour algorithm to ¯nd the ear outlines.
Both 2D colour and 3D depth are used to drive the contour, as using either
alone is inadequate since there are cases in which there is no clear colour or
depth change around the ear contour.
Fig. 10. 3D ear extraction. From left to right, skin detection and most likely sector
generation, pit detection and selection, ear outline location, 3D ear extraction
Fig. 11. Voxelization: Left: 3D Image space is partitioned into voxels. Right: Two
voxel centres P1 and P2 and their closest points on the gallery surface P
0
1 and P
0
2.
3D shape matching: ICP [4] has been widely used for 3D shape matching
due to its simplicity and accuracy, however it is computationally expensive.14 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
Given a source point set P and a model point set M, ICP iteratively calculates
the rigid transform T that best aligns P and M. At the ith iteration, the
transform Ti is the transform that minimizes the mean square di®erences
between the corresponding points of Pi and M. The corresponding points are
the closest points between the two point-sets. Pi is then updated using Ti.
Yan et al. [46] have developed an e±cient ICP registration method called
"Pre-computed Voxel Closest Neighbours" which exploits the fact that sub-
jects have to be enrolled beforehand for biometrics. Since the most time con-
suming part of the ICP algorithm is ¯nding the closest points between the
probe and the gallery (of order Np ¤ logNm) the main idea of this method
is to approximate each point of the probe with a nearby point whose nearest
point in the gallery point set is pre-computed. They proposed a quantised 3D
volume using voxels, as shown in Figure 11. Placing the 3D probe image into
this volume, each point of the probe falls into a voxel. Each probe point is
then approximated by the voxel centre wherein it is placed. For each voxel the
closest point in 3D space on the gallery surface is computed ahead of time.
Figure 11 shows the closest points to the two voxel centres P1 and P2.
Chen and Bhanu Local Surface Patch Approach
Chen et al.[9, 12, 10, 11] have also tackled 3D ear biometrics using a Minolta
range scanner as the basis of a complete 3D recognition system on a database
of 52 subjects consisting of two images per subject. The ears are detected
using template matching of edge clusters against an ear model based on the
helix and antihelix, and then a number of feature points are extracted based
on local surface shape. A signature called a \Local Surface Patch" based on
local curvature is computed for each feature point and is used in combination
with ICP to achieve a recognition rate of 90.4%
Feature points extraction Shape index Si is a quantitative measure of
surface shape [16] based on principal curvatures which classi¯es surface shape
as one of 9 basic types represented by values in the interval [0,1].
Si (p) =
1
2
¡
1
¼
tan¡1 k1 (p) + k2 (p)
k1 (p) ¡ k2 (p)
(9)
where k1 and k2 are the maximum and minimum principal curvatures re-
spectively. Chen et al. then choose as feature points those where the index is
locally maximum or minimum.
Local Surface Patch A local surface patch (LSP) [9] comprises the neigh-
bourhood of points N around a feature point P which are close enough to the
feature point in Euclidean distance and surface normal.
N = fNi : Ni pixel;kNi ¡ Pk · "1;acos(np ² nni) < Ag (10)
For each feature point, shape index values of its LSP points and the dot
product of surface normal vectors of the feature point and its LSP points areThe Ear as a Biometric 15
computed, and accumulated in a 2D histogram. The 2D histogram accumu-
lates this information in bins along two axes. These two axes are the shape
index with range [0,1] and the dot product of surface normal vectors which
is in the range [-1,1]. A surface type of \concave", \convex", or \saddle" is
also allocated to each LSP. Taken together the 2D histogram, the surface type
and the centroid of the local surface patch make up a distinctive signature for
each patch.
Fig. 12. Local Surface Patch. The LSP constitutes a characteristic signature con-
sisting of a 2D histogram, a surface type, and a centroid.
Recognition This is a two stage process based on LSP for coarse align-
ment and ICP for ¯ne alignment of probe and gallery images. Probe images
are compared against all images in the gallery; each comparison is started by
identifying the best match for each probe LSP in the gallery. Assuming that
the true set of matches which pairs the patches that depict similar features in
both probe and gallery is a subset of the total matches, a geometric constraint
is applied to divide the matches into groups where each pair of matches in a
group must satisfy the following condition,
dC1;C2 = jdP1;P2 ¡ dG1;G2j < "2 (11)
where C1 = fP1;G1g and C2 = fP2;G2g are the matches for probe and
gallery patches P and G respectively, and dP1;P2 and dG1;G2 are the Euclidean
distances between patch centroids. The above constraint guarantees that a
group of matches preserves the mutual position of the patches. In other words
dP1;P2 should be consistent with dG1;G2. Note that with this de¯nition a match
can be placed in more than one group. The biggest group is then declared as
the true match subset.16 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
Starting with an initial rigid transform based on the true match subset,
ICP is applied to ¯nd the re¯ned alignment between the probe and the gallery
image. Having compared all the gallery images to the probe, the gallery image
with least root mean square (RMS) error is classi¯ed as the correct match.
3.6 Acoustic Ear Recognition
Akkermans et al. [2] have exploited the acoustic properties of the ear for
recognition. It turns out that the ear by virtue of its special shape behaves like
a ¯lter so that a sound signal played into the ear is returned in a modi¯ed form.
This acoustic transfer function forms the basis of the acoustic ear signature.
An obvious commercial use is that a small microphone might be incorporated
into the earpiece of a mobile phone to receive the re°ected sound signal and
the existing loudspeaker could be used to generate the test signal.
Fig. 13. An ear signature is generated by probing the ear with a sound signal
which is re°ected and picked up by a small microphone. The shape of the pinna and
the ear canal determine the acoustic transfer function which forms the basis of the
signature.
Akkermans et al. measure the impulse response of the ear by sending a
noise signal n(t) with a spectrum N(!) into the pinna and ear canal and mea-
suring the response r(t). Next, the response is transformed into the frequency
domain by using an FFT to calculate the output frequency spectrum R(!).
Finally, an estimate is obtained of the transfer function H(!) = R(!)=N(!)
where H(!) is the cascade of the transfer functions of the loudspeaker, pinna
and ear canal, and microphone as shown in Figure 14.
The test database consists of 8 ear signatures collected from each of 31
subjects using headphones and a separate set of 8 signatures from 17 subjects
using a modi¯ed mobile phone with a small microphone incorporated into the
earpiece. The correlation metric,
C =
x:y
kxkkyk
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Fig. 14. Calculating the impulse response of the ear
was used for comparison where x and y are the feature vectors taken relative
to the mean of the population. Using Fisher LDA analysis equal error rates
of 1.5% - 7% were obtained depending on whether headphones were used or
mobile phones.
4 Conclusions and Outlook
The ear as a biometric is no longer in its infancy and it has shown encouraging
progress so far - which is improving, especially with the interest created by the
recent research into its 3D potential. It enjoys forensics support, it's structure
appears individual, and it appears to have less variance with age than other
biometrics.
It is also most unusual, even unique, in that it supports not only visual
recognition but also acoustic recognition at the same time. This, together
with its deep 3-dimensional structure will make it very di±cult to fake thus
ensuring that the ear will occupy a special place in situations requiring a high
degree of protection against impersonation.
The all important question of \just how good is the ear as a biometric"
has only begun to be answered. The initial test results, even with quite small
datasets, were disappointing, but now we have regular reports of recognition
rates in the high 90's on more sizeable datasets. But there is clearly a need for
much better intra-class testing, both in terms of the number of samples per
subject and of variability over time. However we will not dwell on this topic
as it is treated in depth in the chapter in the the appendix on databases by
Flynn.
Most of the recent work has focused on the overall appearance or on the
shape of the ear, whether it be PCA, force ¯eld, or ICP, but it may prove
pro¯table to further investigate if di®erent and particular parts of the ear are
more important than others from a recognition perspective. There is also a
need to develop techniques with better invariance perhaps more model based,
and to seek out high speed recognition techniques to cope with the very large
datasets that are likely to be encountered in practice.
We must not forget that the inherent disadvantage of the occlusion of the
ear by hair will always be a problem, but even this might be ameliorated by
the development of thermal imaging schemes. But one thing is for certain, and18 D. J. Hurley B. Arbab-Zavar and M. S. Nixon
that is that there are many questions to be answered, so we can look forward
to many interesting papers addressing these issues.
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