We prove new irrationality measures with restricted denominators of the form d s νm B m (where B, m ∈ N, ν > 0, s ∈ {0, 1} and d m = lcm{1, 2, . . . , m}) for values of the logarithm at certain rational numbers r > 0. In particular, we show that such an irrationality measure of log(r) is arbitrarily close to 1 provided r is sufficiently close to 1. This implies certain results on the number of non-zero digits in the b-ary expansion of log(r) and on the structure of the denominators of convergents of log(r). No simple method for calculating the latter is known. For example, we show that, given integers a, c ≥ 1, for all large enough b, n, the denominator q n of the n-th convergent of log(1 ± a/b) cannot be written under the form d 
Introduction and statement of the results
In this article, we address the following question, amongst others: given a rational r > 0, r = 1 and an integer b ≥ 2, what bound can be put on λ(b, r) > 0, defined as the infimum of the positive λ such that, for all integers u and m b,r,λ 1, we have Such an irrationality measure with restricted denominators is not only interesting for itself but it is also useful for studying normality or, less ambitiously and more pragmatically, bounding the counting function of non-zero digits in the b-ary expansion If α is absolutely normal, as log(r) is believed to be, then there even exists an unbounded function ϕ α (n) such that |b n α − u n | ≤ b −ϕα(n) , because there are infinitely many arbitrarily long sequences of zeros in the b-ary expansion of α.
In the opposite direction, if α is normal, there does not exist a δ(α) > 0 such that, for all u ∈ Z and all m α,b 1, we have |b m α − u| ≤ b −δ(α)m and it is likely that λ(b, r) = 1. Hence, if we find a value of λ > 1 satisfying (1.1) close to 1, this gives us evidence for the normality of log(r). Something like this is true but the result obtained is very weak. Indeed, if we set log(r) = ∞ j=1 η j /b e j with η j ∈ {1, . . . , b − 1} and (e j ) j a strictly increasing sequence of integers, the bound (1.1) implies that e j+1 ≤ λe j + O (1) . Therefore knowing that 1 < λ < +∞ only implies that e j λ j as N → +∞ or, in other words, that A related result is the following (special case of a more general) theorem of Ridout [18] : for any real irrational algebraic numbers α, all ε > 0, all integers b ≥ 2, all u ∈ Z and all m ≥ 1, we have |b m α − u| ε,b b −εm . Unfortunately, it is ineffective -the dependence of the implicit constants on ε is not known-and Ridout's theorem does not provide something asymptotically better than (1.2) for #{j ≤ N : d j α = 0} ( 1 ). In order to solve certain Diophantine equations, Beukers [6] , and then Bauer and Bennett [5] , proved weaker but completely effective bounds of Ridout's type for quadratic numbers: the present work is partly inspired by Beukers' original method but is more systematic. 1 An important improvement was recently obtained by Bailey et al in [3] : in base b = 2,
where D is the degree of α. It would be very interesting to adapt their method to other types of real numbers.
Nevertheless, proving that λ(b, r) < 2 has an interesting consequence. Let (p n /q n ) n denote the sequence of convergents of log(r): we have that |q n log(r) − p n | < q −1 n for all n and, if λ(b, r) < 2, we can conclude that, for all n b,r 1, the denominator q n cannot be an integral power of b. Although this result does not say what the convergents of log(r) are, it does at least say something about what they aren't.
To state our results, we first need to introduce some notations. From now on, we suppose that a, b ∈ Z, κ, x ∈ R satisfy κ ≥ 1, 0 < |x| < 1, b ≥ 2 and 0 < |a/b| < 1. Let
Let also
we do not exclude the possibility that this set might be empty. For any κ ∈ L (a, b), we necessarily have bρ < 1 and b e κ ρ < 1, hence log(β/ρ) (= log(bβ/bρ)) and − log(b e κ ρ) are positive and the quantity
is well-defined and positive. The best possible upper bound Λ(a, b, c) of λ(bc, 1 − a/b) that we prove in this article is given in Theorem 1. A more explicit version is produced in Theorem 2. All the constants involved in the various symbols " " spread in the text, in principle, can be given explicitly if really necessary; we use the notation e 1 ,e 2 ,... to indicate that these constants depend at most on e 1 , e 2 , etc. 
L(κ, ac, bc).
, it is enough to prove the theorem for c = 1.
2) It is not obvious that Λ(a, b, c) can ever be strictly less than 2. However, Theorem 2 shows that L(κ, ac, bc) takes values arbitrarily close to 1 when b a,c 1.
3) Note that L (1, a, b) is the irrationality measure for log(1 − a/b) obtained by Alladi and Robinson [2] : thus Λ(a, b, 1) is smaller than this classical
which can be deduced by the methods of this paper: see the discussion in Section 4.
We now state a more explicit (but less precise) form of Theorem 1.
Theorem 2. Let a, b, c be integers such that
(i) If a < 0 and 1 + 2 log |a| + log(c) ≤ log(b), then
.
(ii) If a > 0 and 1 + 2 log(a) + log(c) ≤ log(b) + log 1 − a/b, then
Remark. As it will be clear from the proof of Theorem 2, better bounds could be obtained at the cost of more complicated formulas.
As anticipated, an interesting consequence of point (iii) of Theorem 2 is the following result. 2) It is notoriously difficult to compute the convergents of numbers like log(2) efficiently, i.e, without going back to the definition of a continued fraction and starting with more and more accurate approximations of log(2) (which is cheating).
Theorem 3. Let a, b, c be integers such that
3) There exists a simple algorithm, due to Shanks, which enables us to compute the continued fractions of = log(a)/ log(b) for any integers a > b > 1, in which only rational numbers intervene and no approximation to is ever calculated: see [14] for details. However, the involved integers become quickly very large and this algorithm seems to be interesting more from a theoretical than a practical point of view. Furthermore, it does not give much information about what are or are not the convergents of . This is also the case of certain algorithms deviced to compute efficiently the continued fractions of real algebraic numbers: see [8] for a survey.
In the particular case a = c = 1, we have Λ(1, b, 1) < 2 for |b| ≥ 12: the formulas in Theorem 2 proves this for b ≤ −27 and b ≥ 37, the remaining cases being proved using Theorem 1. Hence, in Theorem 3, the condition b a,c 1 can be replaced by |b| ≥ 12 when a = c = 1.
The following table presents approximations for values of Λ(a, b, c). In the third column, when 2 ≤ |a| ≤ 5, the value of b is the smallest such that Λ(a, b, 1) < 2. The infimum Λ(a, b, c) is generally obtained at a κ > 1, which justifies a posteriori our general construction. For example, for a = c = 1, b = 4, we have κ ≈ 3.56. The proof of Theorems 1 and 2 will be given in Sections 3 and 5, respectively. Baker's theory of linear form of logarithms is not sharp enough to prove any of these results, even assuming such general conjectures as LangWaldschmidt [20, p. 11] . Instead, we resort to the less general but much sharper theory of Padé approximants of log(1 − x), which we recall in details in the Lemmas 1 and 2 in Section 2.
The irrationality measures of logarithm found in the litterature are proved using diagonal Padé approximants [n/n] (Baker, Alladi and Robinson [2] ) or slightly modified versions of the same (Rukhadze [19] , Hata [12] , Heimonen et al [13] ); none deals with irrationality measures with restricted denominators. To treat this case, we will use Padé approximants [pn/qn] with p = κq substantially larger than q in order to get a crucial asymmetric term b (p−q)n in the estimates for log(1 − a/b). This trick was apparently first used by Beukers [6] .
Another 
. , m). It is fundamentally different from b
(p−q)n but it also intervenes in an asymmetric way (see eq. (2.1) of Lemma 1 in Section 2) and provides some non-trivial diophantine information which we summarise in the following result, whose proof in Section 6 will only be sketched since it is very similar to those of Theorems 1, 2 and 3. 
(ii) Let ν ∈ R, ν > 0, and suppose that
Then, for all ε > 0, u ∈ Z and m ε,ν,a,b,c 1, we have
where q n is the denominator of the n-th convergent of log(1 − a/b).
Remarks. 1) In (i), we could have stated a result for κ ≥ 1 but numerically it seems that the best value is always attained at κ = 1. The particular case when a = ±1 of (1.
It is difficult to compute the implicit constant accurately and a rough estimate gives a value smaller than 1; for this reason, we cannot deduce from (1.8) a result similar to (iii) in this case. However, as indicated by a referee, such a result is true when b = −1 by a theorem of Dubitskas [10] which implies that
, a stronger inequality than (1.8) in this case. 2) With a = c = ν = 1 in (1.9) for instance, we obtain that, for all u ∈ Z and m 1,
Finally, it is easy to see why it is possible to improve irrationality measures when considering special denominators rather than arbitrary ones:
More precisely, to estimate the difference log(1 − a/b) − u/v using the methods of this article, we need to find a lower bound of a certain dif-
. When v could be anything, the best we can say is that,
The upper Padé table of the logarithm
Let p, q be integers such that p ≥ q ≥ 0. There exist non-zero polynomials A p,q (X) and B p,q (X) in Q[X] of degree at most p and q respectively such that the order at x = 0 of the (entire or formal) series
is at least p + q + 1. These polynomials, which are unique ( 3 ) up to a multiplicative constant, define the Padé approximant A p,q /B p,q = [p/q] of log(1−X) and we summarize their properties in the following lemma (which belongs to folklore).
Lemma 1. (i)
In the above conditions, when p ≥ q, we can choose the multiplicative constant such that the following conditions are satisfied:
2)
(ii) There exists a non-zero constant c p,q such that
Remark. Unfortunately, no such formulas are known when p < q. This rules out the possibility of proving results like Theorems 1, 2, 3 and 4 for the function 1/ log(1 − x) by similar methods.
Proof: (i) We define the Pocchammer symbol by (u) n = u(u + 1) · · · (u + n − 1) and start with the hypergeometric series
which converges for |x| ≤ 1, x = 1 and has a zero of order p + q + 1 at x = 0.
From the partial fractions expansion
we obtain that
where
is of degree q and
is of degree p. (p + q + 3) = 0.
(iii) We will prove something more, i.e. that the zeros of B p,q are all in (1, +∞). It follows from the expression (2.2) for B p,q (x) that this is equivalent to proving that the zeros of the polynomial
all in (0, 1). There exists a classical proof based on Rolle's theorem. Instead, we propose the argument indicated by a referee. It is based on Gauß-Lucas' theorem claiming that all roots of the derivative P of a polynomial P lie in the convex hull of the roots of P . Starting from the polynomial
q , the roots of P are thus all in [0, 1], hence this is also true for the roots of P and so on.
The proofs of our theorems are based on the asymptotic behaviour of the approximants [pn + η/qn + η], η ∈ {0, 1}, when the integer n tends to infinity. We use the functions β and ρ defined by (1.5) in the introduction.
Lemma 2. (i)
and
Proof: (i) We will give a detailed proof of the case η = 0 and explain what must be changed when η = 1. To simplify, we temporarily define κ to be p/q.
From (2.3) in Lemma 1, we have
This maximum is attained at t 0 (which depends on p, q, x), defined to be the unique root in (0, 1) of the equation
It turns out that t 0 is a solution of the quadratic equation
which means that t 0 depends only on the quotient κ = p/q: this is exactly the number t 0 defined in (1.4). Finally, we have
Using Cauchy's integral formula and some straightforward simplifications, we transform (2.2) in Lemma 1 for B pn,qn (x) in the following way:
where C M,r denotes the circle of center M and radius r. Thus, we have lim sup
This minimum is obtained for r 0 (depending a priori on p, q, x) defined as the positive solution of the quadratic equation
It follows that r 0 depends only on the quotient κ = p/q and is exactly the number r 0 defined in (1.3). Finally, we obtain that lim sup
x).
When η = 1, we use the formulas
and the proof follows in a similar way.
(ii) We know from (2. 
Proof of Theorem 1
Since the set L (a, b) is non-empty, it contains a rational κ = p/q; we may suppose that p ≥ 1 and q ≥ 1 are coprime, so we can use parameters depending on H = H(κ) = max(p, q). Throughout this section, we write β(κ, a/b) and ρ(κ, a/b) as β and ρ, respectively. any given a, b, m, n, p, q, u , there exists η ∈ {0, 1} (depending on these seven parameters) such that
According to Lemma 2, the value of η has no asymptotic influence: since our results are proved for large enough n, there is no loss of generality in supposing that we always have η = 0 in (3.1) in order to simplify the notations.
From Lemma 1, we deduce that
with U n , V n ∈ Z, and
The definition of V n and (2.6) imply that
We now distinguish two cases: (p − q)n ≥ m and (p − q)n < m. First case. Suppose that (p − q)n ≥ m; in particular, we necessarily have κ > 1.
Since
Hence, provided that
Since b (p−q)n V n is an (essentially) increasing function of n, it is natural to choose n to be as small as possible subject to the constraint that (p−q)n ≥ m, i.e. we set
We now verify that with this definition of n, the condition (3.3) is also satisfied for large m. Indeed, we can rewrite (3.3) as
and it follows from (2.5) in Lemma 2, the relation d pn = e pn+o(n) and to (3.5) that this last inequality is satisfied for all m a,b,κ,H 1 because it is implied by the stronger inequality b κ e κ ρ < 1, which holds by hypothesis. Hence, (3.4) holds with our choice of n for large m.
We define
Let us fix ε > 0. We deduce from (3.2) and (3.4) that, for all m ≥ M 1 (ε, κ, H, a, b) (it would in fact be possible to give an explicit bound), we have
where the last equality holds provided that
Second case. We now turn our attention to the case (p − q)n < m, which may happen in particular when p = q. We have
As in the first case, since V n → +∞, we need to choose n as small as possible satisfying (p − q)n < m and (3.7). We rewrite (3.7) as
To find an optimal value of n satisfying (3.9), we note that the condition b κ e κ ρ < 1 implies that
and therefore, for all m ≥ 1,
We note that we have b m/qN b e κ ρ = 1. Hence, the integer n defined by Let us fix ε > 0. We deduce from (3.2) and (3.8) that, for all m ≥ M 3 (ε, κ, H, a, b) , 12) where the last equality holds provided that κ, H, a, b) .
Comparison of the two cases. We now prove that we have
The denominator of the right hand side is clearly positive and it remains to prove that this is also the case of the numerator. Let x, y, z be any real number ≥ 1: by calculus, we prove that log(yz) log(
, it is therefore enough to check that 1 ≤ Z ≤ X/Y and, indeed, this is true because 1) we already know that Z > 1 and 2) we have
Since Λ(a, b, c) = Λ(ac, bc, 1), the proof of Theorem 1 is complete.
Comparison with previous bounds
It is interesting to compare the bound L(κ, ac, bc) (which really depends on the special shape of b m ) with the general irrationality measure obtained using the same approximations: the linear form L (a, b) . We then use a classical criterion (see [2, Lemma 3] for example) to obtain
, which is greater than 2 because of the convergents of log(1 − a/b). It seems that µ(a, b) is always attained at κ = 1 but we did not try to prove this.
Obviously a, b) and therefore, for c = 1, we have Λ (a, b, 1) ≤ µ(a, b) . For c ≥ 2, we cannot rule out the possibility that Λ (a, b, c) > µ(a, b) since this inequality holds if c a,b 1 and hence in applications, it will be necessary to check which is the smallest of the two.
Proof of Theorem 2
We first need a simple upper bound for ρ(κ, x) when 0 < |x| < 1 and for this, we consider two separate cases.
Assume that −1 < x < 0. Then, for all t ∈ (0, 1),
which implies that
We shall use the simpler strict bounds :
We also need an upper bound for β (κ, x) : by definition, we have
We get the last inequality by using the special value r = 1/|x|. We are now ready to prove the theorem. Let us suppose first that −1 < a/b < 0 and set K = log(b/|a|)/(1+log|a|): the condition 1 + 2 log |a| ≤ log(b) ensures that K ≥ 1 and we have
Thus K ∈ L (a, b).
Let us now suppose that 0 < a/b < 1 and let
The condition 1 + 2 log(a) ≤ log(b) + log 1 − a/b ensures that k ≥ 1 and
When a < 0, we have
as desired, provided that the denominator of the right hand side is positive, i.e. that K
But, independently of the definition of K, this inequality is just a consequence of the hypothesis that 1 + 2 log |a| < log(b):
again provided that the denominator of the right hand side is positive, i.e. that (2k)
This inequality is now a consequence of the hypothesis that 1 + 2 log(a) < log(b) + log 1 − a/b:
(The factor (2k) k (2k + 1) −k−1/2 < 1 has been removed for clarity.) The asymptotic expansions of these upper bounds for Λ(a, b, 1) is a tedious exercise which can be done using a computer algebra. Finally, the theorem follows on replacing a by ac and b by bc.
Proof of Theorem 4
In this section, we provide a sketch of the proof of Theorem 4 because it is very similar to that of Theorem 1.
(i) We consider the approximations provided by Lemma 1 with p = q = 1 and κ = 1. We define
By the procedure described in the proof of Theorem 1, we can assume that
Hence, if
We now remark that the proof of Lemma 2 yields the following results: there exist two constants c 1 = c 1 (a, b) and c 2 = c 2 (a, b) such that, for all n ≥ 0,
n ρ n ≤ 1 holds: the smallest integer N which satisfies this is
Since we have supposed that ebρ < 1, we also have − log(bρ) > 1 and therefore 0 < N ≤ m for large m.
Hence (6.2) holds with n = N and we have
It remains to note that β (1, a/b)ρ(1, a/ 
(ii) To simplify, let = νm ,
Like in the proof of Theorem 1, we can assume that
provided that ≥ pn and m ≥ (p−q)n. Hence, under these two assumptions and with
we have To prove that D(ac, bc, ν) → 1 as b → +∞, we use the same method as in Theorem 2. Finally, (iii) is a consequence of (ii).
Further results
For values of a/b close to 1, the value of Λ(a, b, 1) may be greater than certain refined irrationality measures for log(1 − a/b): this is the case for log(2) whose best irrationality measure, due to Rukhadze [19] , is: log(2) − p q ≥ 1 q 3.891310 , p ∈ Z, q 1.
A list of such improvements is available in [13, p. 186] .
In order to extend Theorem 3, it would be interesting to see if, using Rukhadze's method (in the generalised form of [12, 13] or (which in this case amounts to the same thing here) using the "group structure" integral method of Rhin-Viola [17] ), it is possible to greatly improve our bounds and obtain, for example, Λ (1, b, 1 Alternatively, we could also obtain improved lower bounds like 
