We study the stability of a planar solid-melt boundary during directional solidification of a binary alloy when the solid is being periodically vibrated in the direction parallel to the boundary (or equivalently, under a far field uniform and oscillatory flow parallel to the planar boundary). The analysis is motivated by directional solidification experiments under the low level residual acceleration field characteristic of a microgravity environment, and possible effects on crystal growth in Space. It is known that periodic modulation of the solid-melt interface under the conditions stated induces second order stationary streaming flows within a boundary layer adjacent to the interface, the thickness of which is the same as the wavelength of the modulation. We derive an effective solute transport equation by averaging over the fast time scale of the oscillatory flow, and obtain the resulting dispersion relation for a small disturbance of a planar interface. We find both regions of stationary and oscillatory instability. For small ratios of the viscous to solutal layer thicknesses, s, the flow generally destabilizes the planar interface. For s 1, the flow stabilizes the stationary branch, but it can also excite an oscillatory instability. For large s, the effect of the flow is small.
I. INTRODUCTION
In a typical directional solidification experiment a sample is displaced at constant speed V within a furnace in which a prescribed temperature gradient is maintained. It is well known that a planar interface may become morphologically unstable [1] , and a great deal of research has addressed both this instability and the ensuing cellular steady states (see [2, 3, 5] for a review). It has also long been recognized that flow in the melt may have a pronounced effect on the stability of the interface [6] . In the case of a binary alloy, if the solute concentration of the solid and liquid phases is different, solute rejection or incorporation at the interface results in a density gradient that may cause thermosolutal convection in the melt. In addition, since the density of the solid phase is generally larger than that of the melt, conservation of mass requires fluid flow towards the interface. Given that the existing solute gradient ahead of the moving interface is the main driving force behind the morphological instability, flow in the melt that affects this solute distribution has a strong influence on the stability of the planar front.
Melt stirring is often used to reduce solute inhomogeneity, and to increase the stability of the planar interface. Delves [7] investigated solidification into a Blasius boundary layer and found that the interface may be stabilized for sufficiently fast stirring, and that, in contrast with the case without flow where the instability is stationary [8] , oscillatory modes bifurcate leading to traveling waves in the direction of the undisturbed plane parallel flow. However, interfacial perturbation modes with wavevectors perpendicular to the flow direction remain unaffected. Coriell et al. [9] considered solidification into a forced Couette flow, and showed that convective and morphological modes of instability are significantly decoupled. Interface perturbations with the wavevector parallel to the flow direction were found to be stabilized.
The instability is oscillatory, and corresponds to traveling waves along the flow. Hobbs and Metzener performed an asymptotic analysis of long wavelength disturbances of the interface with a constant far field flow. They concluded that the additional solute transport caused by the flow has a destabilizing influence at small wavenumbers, and that this flow induced destabilization is responsible for pattern selection.
Brattkus and Davis [11, 12] later studied the influence of non-parallel flows on the stability of the interface. They considered two configurations which are known to possess similarity solutions for the flow above the plane wall: stagnation point flow and von Kármán swirl flow [13] . In both cases, they showed that in the limit of large Schmidt number, and when the diffusive boundary layer is much thinner than the viscous layer, the interface is unstable to long wavelength perturbations with the unstable modes being traveling waves propagating against the flow direction. The non parallel nature of the flow was found to be the destabilizing mechanism: The perpendicular flow component (towards the interface) compresses the solutal boundary layer and enhances instability, while the nonuniform parallel component induces horizontal concentration gradients that lead to an oscillatory instability.
Bühler & Davis [14] and Chen & Davis [15, 16] have considered the stability of an initially planar front solidifying into preexisting stationary and spatially periodic convective flows.
When the lateral size of the roll-like convective cell is much larger than the critical wavelength for morphologically instability and the flow amplitude is weak, they find stationary instability modes that are localized near converging stagnation points. For sufficiently large sizes of the convective cell or large flow amplitude, the unstable modes are waves traveling from diverging to converging stagnation points, with amplitudes that are modulated with the same periodicity of the cellular structure [14] . The two dimensional flow stabilizes two dimensional disturbances of the interface, but destabilizes three dimensional modes [15] .
In the case of sufficiently strong three dimensional flows, a variety of localized stationary interfacial patterns may be observed depending on the geometry of the stagnation regions of the flows [16] .
We finally mention a series of studies by Schulze and Davis [17] [18] [19] (see also recent paper of Murray et al. [4] ) devoted to the influence of time dependent shear flows on morphological stability. In ref. [17] they considered a shear flow that is composed of steady and oscillatory components, the latter due to oscillation of the solid phase relative to the melt.
A perturbation expansion in the ratio of the amplitude of the shear to the pulling speed shows that the flow ahead of the interface has periodic and stationary components, and that only the latter influences the instability threshold. Purely oscillatory shear flow enhances stability at all wavenumbers within a range of frequencies. With a steady component added, the flow does not stabilize the small wavenumbers as much as the purely oscillatory shear.
They later addressed the case of a purely oscillatory shear, but with an elliptic polarization of the interface oscillation, still along its own plane [18] . They showed that perturbations of arbitrary wavevector couple to the flow if the phase lag θ between the two oscillatory components is not a multiple of π, with the coupling being largest for θ = π/2. A numerical approach was then used to perform the linear stability analysis for finite values of the shear rate to pulling speed ratio. The results demonstrated the possibility of substantial or even complete suppression of the morphological instability with sufficiently strong shear.
The research that we describe here is an extension of that reported in refs. [17] [18] [19] , as our analytic approach is not restricted to small ratios of shear rate to pulling speed. We focus on the effect of an oscillatory planar flow on the morphological stability of an initially planar solidification front. Our study is based on the natural separation of time scales between the characteristic scale for the development of the instability near threshold, and the relaxation time of the oscillatory flow for a given instantaneous interfacial configuration. The base flow field for a planar interface has a Stokes layer structure, and does not alter the base solute distribution in the melt. A small perturbation of the interface induces a secondary nonplanar flow, which we calculate to first order in the amplitude of the interface perturbation. If the displacement of a fluid element far from the interface is small compared with the critical wavelength for morphological instability, the secondary flow has harmonic and steady components. At first order in the perturbation, only steady and harmonic components couple back to the interface perturbation. For the entire flow, including the steady part (also referred to as steady streaming), we adopt a quasi-static approximation according to which the flow relaxes instantaneously for any given configuration of the solid-melt interface. The steady streaming induces convection of the base solute distribution. In addition, the oscillatory part of the secondary flow also induces an oscillatory component of the concentration field, and its nonlinear interaction with the base oscillatory flow leads to additional mean solute transport. Both contributions modify the mean solute distribution and therefore the instability threshold. In Section II we briefly review the governing equations and the flow induced by periodic oscillation of a modulated solid boundary. We use this result to derive in Section III an effective solute transport equation and associated boundary conditions after averaging out all the oscillatory contributions. Section IV presents the results of a linear stability analysis of the equations and boundary conditions derived in Section III.
II. GOVERNING EQUATIONS AND BASE FLOW
We consider an initially planar solid-liquid interface in two spatial dimensions that is moving with constant speed V in the laboratory frame, and in the direction of the imposed temperature gradient. A co-moving system of coordinates is introduced such that z = 0 is the average position of the interface, and the melt initially occupies the region z > 0. A free stream velocity far ahead of the interface is prescribed which is oscillatory in time and parallel to the undisturbed interface. This may be accomplished in practice either by lateral oscillation of the solid with respect to the fluid, or by directly driving the oscillatory flow far from the solidifying front. In former case we would choose a system of coordinates rigidly attached to the oscillatory interface which would lead to the same system of equations after suitable definition of velocity and pressure. We also assume that the fluid is incompressible, and that gravity is absent, thus neglecting natural convection. Fluid motion is governed by the Navier-Stokes and continuity equations,
where u = (u, w) is the fluid velocity, p the pressure, ν the kinematic viscosity, and the far field fluid velocity is assumed periodic of angular frequency ω and amplitude a. Equations (1) and (2) have been written in the reference frame co-moving with the uniformly advancing average interface, but the velocity field is measured in the laboratory reference frame.
The boundary conditions are no-slip at the solid-melt interface,
where n is the unit normal to the interface directed towards the liquid. Neglecting intrinsic advection (caused by a density change upon solidification), we consider a solid-liquid interface that is impermeable,
The far field flow is defined by u = (aω cos(ωt), 0) at z = ∞. We focus on the so called one sided model of solidification [2] . The densities and thermal diffusivities of the solid and liquid phases are equal, latent heat produced at the interface is neglected, and diffusion in the solid is completely neglected. These assumptions allow one to decouple the temperature field from the velocity and solute fields, so that the temperature in both phases is a linear function of z, T (z) = T 0 + G z, where T 0 is the equilibrium melting temperature of a planar interface, and G is the constant temperature gradient. Solute transport is governed by the convection-diffusion equation,
where C is the solute concentration in the liquid, and D the solute diffusivity in the liquid.
Conservation of solute across the interface gives,
where K is the segregation coefficient, defined as the ratio between the equilibrium solute concentrations in the solid and liquid, and u s is the solidification velocity. The concentration at the interface is determined by the local temperature (according to the phase diagram), and modified by capillary effects (the Gibbs-Thomson equation),
where T M is the equilibrium melting temperature of the pure substance, m is the slope of the liquidus line, γ is the interfacial free energy per unit surface, L v is latent heat per unit volume, and K is the mean curvature of the interface defined positive for a sphere.
We recast the Navier-Stokes and continuity equations (1) and (2) in dimensionless form by using a stream function formulation,
where the stream function ψ is such that u = (∂ z ψ, −∂ x ψ). We have made lengths dimensionless by δ s , the stream-function by aωδ s , time by 1/ω, and introduced the Reynolds number Re = a/δ s , and the ratio s = δ s /δ between the Stokes layer thickness δ s = ν/ω and the solutal layer thickness δ = D/V . Sc = ν/D is the Schmidt number. We have
In what follows, we assume that s is finite, and that Sc is large (we will neglect terms of order For a given interfacial configuration, the flow field in the melt satisfies
with no-slip conditions at the boundary, and we have neglected terms of the order of s/Sc,
and the boundary conditions are first expanded in power series of ,
. ., and the solution found order by order in . At zeroth order the interface is effectively planar and the flow is a transverse wave, the so called Stokes layer,
where
In the following, a tilde over a variable will denote its oscillatory component, and a bar its average over the fast time scale. At first order in one has the Orr-Sommerfeld equation with inhomogeneous boundary conditions. The equation can be solved perturbatively in the limit kRe = 2πa/λ 1 by expanding the amplitude ψ 1 (z, t) in power series of kRe. One finds,
where ρ = (i + k 2 ) 1/2 with {ρ} > 0 so as to have bounded solutions as z → ∞, and the coefficients A i=1,2,3 and B i=1,2 are given in the Appendix; HF T stands for subharmonic flow components which only contribute higher order corrections to the morphological stability analysis of Section IV, and are therefore neglected. In Eq. (13) the fieldχ obtained as an O(kRe) correction to periodic componentψ 1 describes the time independent part of the secondary flow, the so called steady streaming. The solution given by Eqs. (10)- (12) was first given in [21] , and further discussed and extended to random vibration in [22] . We summarize here its salient qualitative features. When the Stokes layer thickness is larger than the interface wavelength (k 1), the boundary layer is confined to the region z < ∼ 1/k. We confine our study to the case in which the amplitude of oscillation of the fluid elements far from the interface is much smaller than the boundary wavelength (2πa/λ 1). The opposite limit of kRe 1 could be considered analytically as well but it would be necessary to address the stability of the flow itself. We wish to avoid this complication and to remain within the region of applicability of the quasi-static approximation for the flow.
III. EFFECTIVE SOLUTE TRANSPORT ABOVE AN OSCILLATORY, MODULATED BOUNDARY
In this section, we use the flow field described in Sec. II to derive an effective solute transport equation that is valid in the slow time scale associated with the morphological instability. We redefine time and length scales from those given in Section II: the time scale from 1/ω to D/V 2 (so that t → Ωt, with Ω = ωD/V 2 ), and the length scale from δ s to δ = D/V , (so that (x, z) → (x, z)/s), and hence k → ks and →ζ/s. The velocity scale is changed from aω to V (so that (u, w) → aω/V (u, w)). We restrict our analysis to the case in which the ratio of the Stokes layer thickness to the solutal layer thickness s is finite.
Since Ω = Sc/s 2 , the assumptions already introduced imply that Ω is of the same order as the Schmidt number. We also note that aω/V = ReSc/s, so that this group may be small compared to Sc (kRe 1), but larger than O(1). The equation for solute transport and associated boundary conditions in dimensionless form are,
and
at z = ζ(x, t). Concentration has been scaled by ∆C 0 = C ∞ /K − C ∞ , so that the dimensional concentration C * = C ∞ + ∆C 0 C. We have also introduced the dimensionless inverse morphological number M −1 = −Gδ/m∆C 0 , and the surface energy parameter
The morphological number represents the degree of constitutional supercooling, and is proportional to the gradient of concentration ∆C 0 /δ that builds up ahead of a planar interface moving with speed V .
The base solution corresponds to a planar front, an exponential solute profile and a planar and parallel oscillatory flow
whereũ 0 is given by Eq. (10). We next consider a time dependent interface perturbation ζ = ζ 1 (x, t) =ζe ikx+σt , and write the corresponding perturbations for solute and velocity fields:
, where all the perturbations are assumed of the same order, and the components of u 1 = s −1ζ (ũ 1 +ū 1 ,w 1 +w 1 ) are given by Eqs.
(11)- (13) . Since the nonlinear term in Eq. (15) contains a velocity field that is comprised of oscillatory and mean parts, a similar decomposition will hold for the concentration field. We apply the method of multiple time scales and split the time derivative and the concentration field into oscillatory and slowly varying parts: 
where C 0 = dC 0 /dz, and the oscillatory components are functions of the fast time τ = Ωt,
with zero mean over the fast time scale (averaging over the fast time scale is denoted by · ;
{·} on the other hand, stands for the oscillatory component of a quantity). 
The third term within brackets in Eq. remains as a contribution to the calculation ofC 1 . Integration of this term yields
where we used Sc = Ωs 2 and . . . stand for slowly varying terms that do not contribute to the average transport of solute within our approximation. Substituting the explicit expressions from Eqs. (22), (12), and (13), we find that the average transport which is induced by nonlinear interaction between the base oscillatory velocity field and the oscillatory component of the solute perturbation is,
where µ = Re 2 Sc = a 2 ω/D is a dimensionless group which we assume to be finite (this
Similarly, using again Eqs. (12), and (13), we find the second mean transport term in Eq. (20),
Since both Eqs. (23) and (24) are of the same order, and have a similar spatial structure, it is convenient to combine them into one single field defined as
where ρ s = √ k 2 s 2 + i, {ρ s } > 0, and the coefficients E 1 , E 2 , F 1 , F 2 are given in the Appendix. Note that, by construction,π =π = 0 at z = 0. Equations (20), (25) , and (26) are the main results of this Section.
We next consider the decomposition of the boundary conditions into oscillatory and mean parts. The oscillatory components of Eqs. (16) and (17) (19) by neglecting the right hand side. Thus we have formally reduced the order of the differential equation from two to zero. As a consequence, we cannot impose any boundary conditions onC 1 , and the fact that one is satisfied is accidental. In order to properly take into account both boundary conditions onC 1 in the limit Ω ∝ Sc 1, one needs to introduce a matched expansion involving a boundary layer of thickness O(Sc −1/2 ) in the vicinity of the interface. However, this procedure will only lead to small corrections under the assumption that Sc 1. The situation is similar to that considered by Wheeler et al. [23] , who studied the onset of solutal convection in directional solidification (with a non deformable solid-liquid interface) when the system is subjected to high frequency vertical vibration. As is the case in our study, the leading order solution in their case is the outer solution and it does not satisfy the interfacial boundary conditions.
Averaging the boundary conditions Eqs. (16) and (17) over the fast time scale we find,
both at z = ζ(x, t).
In the following section, we study the stability of a planar interface given the averaged solute transport equation (20) , supplemented by Eq. (25) and Eq. (26), with boundary conditions (27) and (28).
IV. LINEAR STABILITY ANALYSIS
We study the linear stability of a planar interface when solute transport by mean flow is taken into account. We assume a solution of the form,
where σ is the growth rate, the branch R(q) > 0 for q = 1/2 + 1/2 1 + 4(σ + k 2 ) is chosen so that perturbations decay at infinity, and a field h(z) is introduced to incorporate the inhomogeneity due to the mean transport. Substitution of Eq. (29) into Eq. (20) yields the following equation for h(z)
Note that for a linear analysis we only need the values h 0 = h(z; σ, k, s)| z=0 and g 0 = dh(z; σ, k, s)/dz| z=0 computed for a particular solution of Eq. (30). They are given in the Appendix. The functions h 0 (σ, k, s) and g 0 (σ, k, s) are real provided that σ is real, and complex otherwise.
By linearizing the boundary conditions (27) and (28) about the base solution (18), we arrive at an eigenvalue problem for the growth rate σ. The requirement that there be non-trivial solutions to the perturbation equations leads to a dispersion relation given by,
Equation ( follows from the associated decrease in the local melting temperature, whereas the second is related to a decrease in the magnitude of the destabilizing concentration gradient ahead of the interface. The quantity k 2 qh 0 is positive at small k, and negative at large k. Therefore its contribution to the concentration perturbation is stabilizing at small k, and destabilizing at large k. The contribution from the term k 2 g 0 shows exactly the opposite trend. In fact, both terms very nearly cancel for large and small k, so that the effect of the flow is most pronounced at finite wavenumbers.
It is useful to start the analysis of the dispersion relation Eq. (31) by presenting analytical results that can be obtained in the long wavelength limit. For k 1 we find a stationary branch given by These results may be compared with those of Schulze and Davis [18, 19] who derived an analytic expression for the neutral stability curve in the long wavelength (k → 0) and small shear (aω/V → 0) limit. They also studied numerically the stability under arbitrary wavenumbers and shears. Our analytical results complement theirs in that we obtain an analytical form of the dispersion relation for arbitrary wavenumbers and shear rates, but under a different set of approximations (Sc ∼ Ω 1, a λ). Even though a is small, the fact that we allow large frequencies implies that our calculation is not restricted to small shear rates (note the √ µΩ = aω/V , the latter being the expansion parameter used in ref.
[18]).
In ref. [19] Schulze and Davis derived a nonlinear and long wave evolution equation in the limit of small aω/V and near the absolute stability limit. The linearized form of their evolution equation gave the neutral stability curve, which is in good agreement with ours not only for Ω Sc 1 but even for Ω Sc ∼ 1. In particular, they found a curve in the We first compare the neutral curves obtained from Eq. (31) and the numerical linear stability analysis of Eqs. (15)- (17) given in ref. [18] . µ. The solutal layer thickness is of the same order as Stokes layer thickness, and the flow tends to stabilize long wavelength perturbations. We find that long wavelength modes are always unstable (inset of the Fig. 3 ) though the range of instability narrows as µ is increased. As discussed in the previous section, the flow has no influence on perturbations of sufficiently small wavenumbers. A new feature of our results is the appearance of an oscillatory (Hopf) instability for sufficiency large values of µ and at finite wavenumbers, leading to a discontinuity in k c (µ), the critical wavenumber for instability. Figure 4 shows the dependence of the Hopf frequency on the wavenumber.
We next present additional cuts of the neutral surface. Figures 5 and 6 show the neutral curves as the surface parameter Γ is increased from small values towards the absolute stability limit (Γ = 1/K in the absence of flow). Figure (5) shows the case µ = 40 in which the oscillatory instability does not appear, and Fig. 6 shows the corresponding curve for µ = 360, including an oscillatory branch. Figures 7 and 8 show the resulting dependence of the critical morphological number and critical wavenumber respectively as a function of Γ. At sufficiently low values of µ, the instability is stationary (Fig. 5) , and flow generally acts to stabilize the planar interface (Fig. 7) . Within this range, two types of instability may occur at either finite or low wavenumber, depending on the value of Γ (the transition between them is marked by the appearance of a cusp in Fig. 7 , and a discontinuity in Fig. 8) . At yet higher values of µ, an additional oscillatory branch appears between the finite and low wavenumber stationary branches (dashed lines in Figs. 6 -8). As stated above, our results for s = 2.85 generally agree with those of Schulze and Davis [18] , except in that they report a complete suppression of the instability for sufficiently large values of aω/V , and in that they do not observe the oscillatory instability.
We now turn to the case s = 10.0 in which the Stokes layer thickness is much larger than the solutal layer thickness. In this limit, the solutal layer is not appreciably modified by the flow, and hence the morphological stability boundaries depend only weakly on the flow. The neutral curves for K = 0.3, Γ = 0.6 and a range of values of µ are shown in Fig.   9 . The effect of the flow is now very small because the streaming flow is very weak near the interface, and hence the redistribution of solute by the flow near the interface is weak as well.
In the opposite limit of small s, the Stokes layer thickness is small compared with the solutal layer thickness, and flow significantly changes the morphological instability threshold.
We present in Fig. 10 the neutral stability curves for s = 0.1, K = 0.3, and Γ = 0.6, and in for a range of values of µ. Figure 10 shows that flow can, in fact, destabilize the interface, but only at finite wavenumbers. A separate analysis of qh 0 and g 0 in Eq. (31) reveals that while the shift in the concentration at the interface that is induced by the flow has a stabilizing effect, there is also an increase in the magnitude of the concentration gradient that promotes instability. Note that the instability persists beyond the absolute stability limit in the case without flow, as shown in Fig. 12 . Figure 13 shows the corresponding values of k c . The curve k c (Γ) at large Γ terminates at a finite value of k c , in contrast with the no flow case where k c → 0 as the absolute stability limit is approached.
As an example, we present the stability diagram computed from Eq.(31) with material parameters appropriate for the binary succinonitrile-acetone grown in a temperature gradient of G = 20K/cm [24] . The Schmidt number of this alloy is large (Sc = 2050), and hence our quasi-static approximation for the flow is expected to hold. We consider pulling speed V , melt concentration away from the interface C ∞ , flow angular frequency ω and amplitude a as experimentally adjustable parameters. For fixed a, ω, and V the neutral curve C ∞ (λ) always has at least one minimum for a critical wavelength λ c that determines the onset of instability. Figure 14 shows the locus of critical points as a function of V in dimensional units for a number of values of ω and a. The plot demonstrates a substantial destabilization at small pulling speeds (s ∝ V is small), stabilization at moderate values of V (s 1), and no influence of the flow when V is large (s 1). Both stabilization and destabilization become more pronounced as the flow amplitude a is increased at fixed frequency ω. Note the presence of cusps in the curves that correspond to shifts between different instability branches. In the case of µ = 384.6, which corresponds to a shear rate to pulling speed ratio of aω/V = 4.0 × 10 2 , we observe destabilization due to the appearance of the oscillatory instability (relative to the trend observed in the stationary branch). For example, a pulling speed V = 50µm/s falls within the range of oscillatory instability, and the corresponding amplitude and frequency of shear are a = 2.5 × 10 −3 cm, and ω = 8 × 10 2 s −1 .
We do not have at present a clear understanding of the mechanism leading to the os-cillatory instability, but we can offer a conjecture based on the structure of the neutral curves used to obtain the stability diagram discussed above. Figure 15 shows how the neutral curves C ∞ (2π/λ) change as the flow amplitude is increased. The appearance of the oscillatory branch connecting two distinct stationary branches closely resembles the case in which convective and morphological instabilities are weakly coupled [20] . The mechanism responsible for the oscillatory instability in that case was explained by Davis [25] , and it relies on qualitative differences between the eigenfunctions of the flow and concentration perturbations corresponding to convective and morphological modes of instability. The oscillatory marginal modes arise from the competition between the two. A similar mechanism is possible in our case. We do not find significant differences in the flow structure near the interface; the direction of the steady streaming ahead of the modulated front is independent of the wavenumber, and fluid moves from troughs to crests. However, we observe that appearance of the oscillatory instability is always accompanied by the emergence of The coefficients in Eqs. (13) and (26 ) are
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