Least Squares (RLS) algorithms have wide-spread applications in many areas, such as real-time signal processing, control and communications. This paper shows that the unique solutions to linear-equality constrained and the unconstrained LS problems, respectively, always have exactly the same recursive form. Their only difference lies in the initial values. Based on this, a recursive algorithm for the linear-inequality constrained LS problem is developed. The RLS algorithm, in a theoretically equivalent form by a simple modification, is shown to be robust in that the constraints are always guaranteed to be satisfied no matter how large the numerical errors are.
Introduction
Since it was invented two hundred years ago by Gauss and Legendre 112,231, the least squares (LS) approach has found wide-spread use in many fields, such as statistics, numerical analysis, and engineering.
The greatest progress in the study of the LS method in this century was the development of the recursive least squares (RLS) algorithm thanks to the Matrix Inversion Lemma, which has made the LS method one of the few most important and wide-spread approaches for real-time applications in such areas as signal and data processing, communications and control systems. Considerable efforts and significant achievements have been made in developing even more efficient RLS algorithms.
In many practical problems to which the LS method is applicable, the solutions have to satisfy certain constraints. For this reason, the study of constrained LS problems has received considerable attention. For example, four chapters of the book [22] were dedicated to the LS problems with linear constraints. Various algorithms have been developed for these constrained LS problems. To the authors' knowledge, however, recursive (and thus computationally efficient) LS algorithms for constrained problems are not available prior to the work presented in this paper.
In this paper, we first show that the solution to the linear LS problems with linear-equality constraints and the unconstrained linear RLS solution have an identical recursive form, ,which is surprising, The two solutions differ only in that they correspond to different initial conditions (initial solutions). Based on the above RLS solution for linear-equality constraints, a recursive algorithm for the linear LS problems with linear-inequality constraints is presented. These results enable a solution to the linearly-constrained linear LS problems that is highly efficient and robust for real-time applications.
Problem Statement and Motivation
In many scientific and engineering problems one has to solve the following minimization problem -the unconstrained Least Squares (LS) problem:
where yi E C1 is a scalar; xi E C' and the estimated parameter 0 E C' are r-dimensional vectors; C1 and C' denote complex number and complex vector space of T dimension, respectively; the superscript " * " stands for complex conjugate and transpose; and Y, and X , are defined as
This optimization problem can be found in various fields. Consider, for example, a typical adaptive filtering problem, which can be described as follows [20]: Given a sequence of input signals {xi}, and a desired response sequence {yi}, the objective is to identify a linear FIR (finite impulse response) filter with coefficient vector e of length T , such that the filter's response to the input sequence {xi} is in some sense close to the desired response {vi}. Often the criterion for closeness is given by the sum of squares of the differences between the actual and desired responses at different time instants. In this case the problem formulation reduces to the above minimization problem, where yi is the desired response at
and 6' is the vector of tap weights of the FIR filter.
In practice, it is often necessary to impose constraints on a LS solution. For example, in curve fitting, inequality constraints may arise from such requirements as monotonicity, nonnegativity, and convexity. Equality constraints may arise from the need to guarantee continuity (and possibly smoothness) of the curves. One popular class of such constraints is linear-equality constraints; that is, the solution 6' to (1) has to satisfy the following system of linear algebraic equations
where A E Cdx' and B E Cd are given matrices. Following [22], we will refer to this LS problem with linearequality constraints as the LSE problem. Such constrained optimization problems can be found in many application areas. For example, in some adaptive filtering applications, such as minimum-variance distortionless response filtering, it is desirable to design a linear filter that minimizes its average output power while maintaining its response to some specific frequencies of interest to be constant. A spatial counterpart of the above temporal filtering problem is the adaptive beamforming, which ensures that the beamformer 6 provides a constant gain A10 = B1 along the direction A; of the desired signal and simultaneously forms a null A26 = 0 toward the direction A; of the interference, where (A1 A2)' = A and (B1 B2)' = B (for details see e.g., [32, 13, 201) ;
When all of the above matrix spaces are restricted on the corresponding real spaces, another popular constraint is linearinequality constraint
where the inequality " 2 " between two matrices is componentwise -the inequality holds for each element. We will refer to this LS problem with linear-inequality constraints as the LSI problem. For example, in many estimation applications, it is known that 6' is nonnegative from its physical meaning. In the above beamforming example, when a new interference comes in, such as in mobile communications, one may have to change the original weight vector to reject it as much as possible and at the same time do not make the original beam pattern changed too much. In this case, one may optimize the weight vector 6' so that the gain can change in a suitable range. The preceding problem formulation is a linear-inequality constrained LS problem.
In fact, when A = 0, B = 0, constraints (3) and (4) vanish. In other words, the unconstrained LS problem is a special case of the constrained LS problem with the constraints [(3) or (4)] relaxed.
Previous Results
The solution of the above unconstrained LS problem for 8 using the data yi and xi through time n will be denoted by 6,. It is well-known that the unique minimum-norm LS solution to the unconstrained problem (1) is e, = (x;)+Y,* where A and D are both Hermitian positive definite matrices.
The recursive equation (9) plays a crucial role in the recursion (7)- (9), and generally, when X,X: is singular, there exists no recursion similar to (7)-(9). This recursive LS (RLS) solution greatly promotes the application of LS method in many fields where real-time processing plays a key role, including signal processing, communications and control (see, e.g., [15, 25, 20, 241) . Compared with the batch solution (6), the recursive solution (7)- (9) offers important advantages: It is in a recursive form, free of matrix inversion operation, and thus has a much reduced computational complexity. As such, it is much more suitable for real-time applications because the number of algebraic operations and required memory locations is reduced from 0 ( r 3 ) (order of r3) to 0 ( r 2 ) per cycle (i.e., per new data). Moreover, even more efficient algorithms (known as "fast algorithms") have been developed based on recursion (7)49), such as [26, 7] , which further reduce the computational complexity to O ( T ) by taking advantage of some properties (e.g., Toeplitz) of the matrices involved. The major drawback of these fast algorithms is that they have poor numerical properties. This drawback has been eliminated in the numerically robust fast algorithms developed more recently, such as [28, 6 , 51, based on QR decomposition with Givens rotations or Householder transformation. Mapping of IUS algorithms onto (e.g., systolic) array processors to further reduce the latency in the processing has received considerable attention in recent years (see, e.g., [20]).
The practical importance of developing efficient algorithms for solving LS problems has been and will continue to be the thrust for the past and future research efforts.
The progress in the study of constrained LS problems has been less satisfactory.
The most popular method in engineering for the LSE problem [i.e., with linear-equality constraint (3)] is based on the use of Lagrange multipliers. It converts the constrained problem to an unconstrained problem of a higher dimension. Without any additional assumption on matrix A , however, it can provide in general only necessary conditions for the solution, even when XnX: is nonsingular.
By using an orthogonal basis of the null space of A, Hanson and Lawson The LSE problem can also be solved by direct elimination [22, 41: Express some elements of en in terms of the remaining elements using the linear-equality constraint (3) if it is consistent and underdetermined. Then the constrained problem is reduced to an unconstrained LS problem for the remaining elements. In the weighting method [22, 4, 14, I], the original LS cost function is augmented by an additional one with a large weight that corresponds to the LS formulation of the linear constraints. This formulation is equivalent to the original one only when the weight approaches infinity, which leads to numerical problems. Another method is based on unconstrained RLS algorithms combined with projections onto the constrained sets, such as in [ll, 201, which has a heavy computational burden.
A variety of methods have been developed for solving the LS problem with linear-inequality constraints numerically (see, e.g., [30, 18, 19, 41) . Most of them are based on constrained quadratic programming, including the dual and primal methods, in particular, the active set method [4] .
None of the above algorithms for constrained LS problems is recursive in nature and thus they are not suitable for real-time applications. To the authors' knowledge, the feasible directions based numerical algorithm of [29] was the only one that utilizes the old solution to compute the new solution when new data are available, where the old feasible tableau is used to obtained the new tableau by a procedure (but the procedure to find the LS solution from the tableau is still not recursive). It is thus important and natural to look for constrained LS solutions that can be calculated recursively. It would be ideal if the recursion were identical to (7)-(9) since were this the case, it would facilitate further development greatly -for example, some of the fast RLS algorithms developed for the unconstrained LS problems might be applicable to constrained LS problems with little modification and thus the computational complexity could be reduced to O(T) per cycle immediately.
In this paper, we show in Section 4 that the solution to the LSE problem indeed can be calculated in exactly the same recursion as (7)-(9) for the unconstrained problem. The only difference between the constrained and unconstrained RLS solutions lies in their initial values. Section 5 presents a robust U S solution that is guaranteed to satisfy the constraints no matter how large the computational errors of the recursive quantities are. Since the LS solution subject to a linearinequality constraint is either the corresponding unconstrained LS solution (when it is inside the constraint set) or the corresponding linear-equality LS solution (if on the boundary of the constraint set), the above recursive solutions are extended in Section 6 to linear-inequality constraint case. This extension takes advantage of the fact that the LSE and unconstrained solutions have the same recursion. Various extensions of the results presented in this paper are discussed in Section 7. Conclusions are provided in Section 8.
Linear-Equality Constraints
Throughout this section we will not consider the two trivial cases, where (3) has either a unique solution or no solution, since in these two cases, the LSE problem has the same unique solution or no solution, respectively. In other words, we assume that (3) (13) where E is an arbitrary vector in C'.
Let

P = I -A + A (14)
Clearly, P is a projector (since P2 = P ) and not of full rank provided A # 0.
Clearly, the solution to the LSE problem is the vector 6 satisfying the constraints (3) that minimizes the cost function &(e) of (1); that is, it is one of the solutions given by (13) that minimizes (1). This idea leads to the following theorem in which a general solution to the LSE problem is given without any assumption on X, or Y,. where Z E C ' is an arbitrary vector satisfying x;pz = 0 (16) All proofs can be found in the journal version of this paper.
In many applications of the LS method, such as LS estimation, a unique solution to the LS problem is essential because for instance, there is no reason to believe that estimation error associated with a nonunique LS solution is small. A corollary regarding unique LS solutions to the LSE problem follows from Theorem 1. Corollary 1. The LS problem (1) subject to (3) has a unique solution, given by en = A+B + (PX,X;P)+X~(Y; -X;A+B) (17) if and only if (2') has full column rank T .
Note that if X,X; is nonsingular then (2') has full rank T but the converse is not true in general. In addition, if A = 0 and B = 0, then P = I , and (17) where K has full row rank and V2 has orthonormal columns.
On the other hand.
( x ; P ) + = V2(V;v2)-1(KK*)-% = %(KK*)-'K
where the second last equality above follows from the M-P pseudoinverse of the full-rank decomposition of a matrix. Thus (17) and (11) are equivalent. However, it will become clear later that (17) is in a form more suitable for deriving its equivalent recursive form.
More usefully, the following theorem states that the unique LSE solution can always be written recursively in a form identical to the recursion (7)-(9) for the unconstrained RLS solution. As such, the nonsingularity of X n X ; is also the condition for the observability of the above system. The above results imply that if it is known that the state 20 satisfies linear-equality constraints Azo = B, then the observability of the system can be relaxed to (,",) having full rank. This concept has important applications in e.g., power system state estimation (see e.g., [35] ), where virtual measurements are introduced when the system is unobservable without constraints. These virtual measurements are obtained from various circuit laws and are actually equality constraints.
To use the recursion (18)-(20) , we need to make sure (x",) has full rank r. Note that the sum of n dyads of ( r x r)-dimension has a rank no greater than min(r, n ) and
Let m be the rank of A. As such, n = r -m > 0 is the smallest n for which ($) may have full rank r. On the other hand, the columns of X , are usually linearly independent in practice. Consequently, the first time we need to check whether (i.) has full rank or not is when ( r -rn) pieces of data are "collected, and the exact recursion (18)- (20) can usually be started at this time. How the recursive solution can be initialized will be reported in a forthcoming paper.
Robust RLS Solution to LSE Problem
A recursive solution to the LSE problem was presented in the previous section. It is well-known that recursive algorithms are often vulnerable to numerical errors due to truncation andlor rounding off. For the LSE problem, it is important to guarantee that the recursive solution always satisfies the linear constraints even in the presence of numerical errors. We derive below a robust RLS solution for the LSE problem that provides such a guarantee.
Note that any On = A+B + PE, satisfies the equality constraint. It can be shown that PK,+1 = K,+l. Hence, that is, K,+1 is replaced with PK,+l, then e,+, will always satisfy the linear constraints = B no matter how large the numerical errors are, provided A+B and P are calculated accurately, which is done off-line without any recursion.
Linear-Inequality Constraints
In this section, we apply and extend the results of Section 4 to give a recursive solution to the linear LS problem (1) subject to linear-inequality constraints (4) (i.e., the LSI problem). Throughout this section we assume that all of the complex vector and matrix spaces in Section 4 are replaced by the corresponding real spaces, and the superscript "*" denotes transpose only. Furthermore, without loss of generality, by the definition of ''2" we assume
Applying quadratic programming theory to the LSI problem (see, e.g., ch. 10 of [33] ), we have the following two propositions. Proposition 1. If XnX: is nonsingular, the LSI problem possesses a unique solution.
Proposition 2. If X,X: is nonsingular, the solution to the LSI problem is either the unconstrained LS solution or the solution to some linear-equality constrained LS problem related to (4) (for details, see ch. 10 (p. 245) of [33] and (23), (24) below).
Note that under the nonsingularity assumption for X,X;l, (a) both the unconstrained LS and LSE problems always have unique recursive solutions; (b) these recursive solutions possess the same form, given by ( 7 H 9 ) or (18H20); (c) the only difference between the solutions of the two LS problems lies in their initial values. In view of these, we describe below a recursive algorithm for solving the LSI problem, which was inspired by the active set method for constrained optimization.
A Recursive Solution to LSI Problem
Let Aj denote the jth row vector of A and Bj be the jth row of B, j = 1, ..., d. Rewrite the inequality constraints (4) as
The corresponding set of equality constraints is From the above d equalities we have 2d distinct combinations, including the case where no equality is selected, which correspond to all the combinations of the possible equality constraints selected from the d equality constraints plus the unconstrained case. Suppose that X,X;t, n 2 no, is nonsingular. Then, the linear-inequality constrained RLS solution can be described as follows.
Using all given data through time no, (6) and (9), (17) and (20), calculate all of the above 2d different constrained and unconstrained LS solutions P&,i = 1, ...,2d, by (17) and (6), respectively, as a group of initial values. Note that many of the 2d -1 distinct equality-constraint sets may be empty, have a single element or be totally outside the original inequality-constraint set (23), which can be determined prior to receiving data. There is no need to calculate the associated LS solutions for the empty sets and for sets not satisfying (23). Assume there are s single-element sets, e empty sets, and 1 sets not satisfying (23).
Step I1 (Recursive Computation) (1, ..., 2d -e -l } , as the LS solution of (1) subject to (23).
Step I (Initialization):
Step I11 (Output):
Here m denotes the time instants at which an (optimal) solution is needed for the LSI problem in practice. Note that some single-element sets at no may become empty later.
Obviously, when the number of inequality constraints d is small, the above RLS solution to (1) subject to (23) offers significant advantages. In addition, it is particularly suitable for parallel processing.
Extensions
All the results presented above would also be valid if yi is vector-valued andor B in the linear constraints is a matrix rather than a vector.
It is also clear that the RLS solution to the LSI problem also works for the LS problems with both equality and inequality constraints.
Since the RLS solution to the LSE problem has the same recursion as that of the unconstrained RLS solution and PX,X;P has similar properties (e.g., near Toeplitz) as those of X,X:, it can be expected that some of the fast algorithms (computationally efficient algorithms) developed for the unconstrained RLS solution are also valid for the RLS solution to the LSE problem. As a result, numerically robust fast algorithms (with O ( r ) computational complexity) for the linearlyconstrained LS problems may be readily available. 
Conclusions
In this work, it has been shown that the unique solution of the LS problem with linear-equality constraints (i.e., the LSE problem) can always be calculated by a recursion that is identical to the one for the unconstrained LS problem. The set of all solutions to the LSE problem was derived first, from which the unique solution was obtained, along with a necessary and sufficient condition for its existence. Then a recursive algorithm for the solution to the LS problem with linear-equality constraints (i.e., the LSI problem) was developed based on the recursive solutions to the LSE and the unconstrained problems. The RLS algorithm can be made numerically robust which guarantees that the recursively calculated solution satisfies the linear constraints no matter how large the numerical errors are.
