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“Class-Type” Identification-Based Internal Models
in Multivariable Nonlinear Output Regulation
Michelangelo Bin and Lorenzo Marconi
Abstract—The paper deals with the problem of output reg-
ulation for nonlinear systems in a multivariable and “non-
equilibrium” context. A “chicken-egg dilemma” arising in the
design of the internal model and the stabiliser units is pointed out
and a general adaptive framework yielding approximate, possibly
asymptotic, regulation is proposed to cope with it. It is shown
that the framework allows one to deal with classes of nonlinear
systems not covered by existing results and provides new insights
about the use of identification tools in the design of adaptive
internal models. The vision that emerges from the paper is
that approximate, rather than asymptotic, regulation is the more
appropriate way of approaching the problem in a multivariable
and uncertain context, by thus opening new perspectives about
the design of robust internal model-based regulators.
I. INTRODUCTION
A. Problem formulation and overview of the literature
In this paper we deal with a general class of multivariable
nonlinear systems of the form
x˙ = f(w, x, u)
y = h(w, x)
(1)
with state x ∈ Rn, control input u ∈ Rm, measured outputs
y ∈ Rq and with w ∈ Rnw an exogenous signal belonging to
the set of solutions of an exosystem of the form
w˙ = s(w) (2)
originating in a compact invariant set W ⊂ Rnw . The exoge-
nous signals represent disturbances to be rejected, parametric
uncertainties, as well as references to be tracked. Associated
to (1), there is a set of p > 0 regulation errors defined as
e = he(w, x) (3)
with he : R
nw+n → Rp which may represent tracking errors
or selected state variables whose steady state is expected to
be vanishing. We assume e to belong to the set of mea-
surable outputs. Namely, we suppose that q ≥ p and that
h(w, x) = col(he(w, x), hm(w, x)), where ym = hm(w, x)
represents some additional measurements that are not required
to vanish in steady state. The problem of output regulation
consists of designing an output feedback regulator of the form
ζ˙ = ϕ(ζ, y), u = γ(ζ, y)
able to achieve asymptotic regulation, that is limt→∞ e(t) =
0, or approximate regulation, that is lim supt→∞ |e(t)| ≤ ǫ
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with ǫ that is possibly a small number, for all possible initial
conditions of the system and exosystem in prescribed sets.
Output regulation for linear systems has been fully ad-
dressed in the 70s in the set of seminal works [1]–[3] where
the so-called internal model principle has been introduced.
Extensions of the theory to nonlinear systems close to an equi-
librium point date back to the early 90s with the pioneering
contributions of [4], [5] and [6]. Since then, many attempts
have been done to make the nonlinear framework even more
general and constructive, mainly trying to overtake the local
nature of the initial contributions by developing semiglobal
and global output regulation contexts ([7], [8]), to develop
more constructive design frameworks for robust regulation
([9,10]), and to generalise the framework to the cases in
which uncertainties affect also the exosystem dynamics ([11]).
Further links to the rich literature on the subject will be
presented in Sections I-C and I-D. All these attempts, however,
are still limited by a “linear” perspective as far as the design of
the internal model is concerned. The steady state signals to be
generated by the internal model, in fact, were only assumed
to be governed by the exosystem dynamics and essentially
required to be reproducible by a linear system ([6]). A decisive
shift towards a more substantial “nonlinear” perspective was
provided in [12], in which a “non-equilibrium theory” for
output regulation was laid, and in the addendum [13], in
which a constructive procedure (relying on the theory of high-
gain observers) for the design of nonlinear internal models
was provided. The work in [12], in particular, enhanced the
internal model principle asserting that any controller solving
the problem at hand has to contain a copy of an attractor which
may combine the dynamics of the exogenous system with
certain nontrivial steady-state motions occurring in the plant
to be controlled. While opening the door to a truly nonlinear
output regulation theory, the necessity of incorporating in the
regulator also “nontrivial steady-state motions occurring in
the regulated plant” substantially complicates the design of
internal models that are robust to system uncertainties and
motivates research directions in which just practical, rather
than asymptotic, regulation is sough ([14]).
B. Lessons from linear systems
We briefly review the linear case by emphasising the main
“messages” coming from the design of internal model-based
regulators. Consider a linear system with state x ∈ Rn, control
input u ∈ Rm and measured output y ∈ Rq , described by
x˙ = Ax+Bu+ Pw
y =
(
e
ym
)
=
(
Cex+Qew
Cyx+Qyw
)
= Cx+Qw,
(4)
2with w ∈ Rnw generated by a neutrally stable exosystem
w˙ = Sw in which, as before, the measured output y comprises
the regulation error e ∈ Rp, p ≤ q, and possible extra
measurements ym not required to be vanishing asymptotically
but potentially useful for stabilisation. An anchor point in the
analysis (but not for the synthesis) of the problem at hand is
the solution (Πx,Γ) of the so-called regulator equations
ΠxS = AΠx +BΓ + P
0 = CeΠx +Qe .
(5)
As a matter of fact, Πxw(t) and Γw(t) represent, respectively,
the desired steady state trajectories for the state x and for the
input u able to ensure e = 0. A general way to design a linear
regulator enforcing such a steady state (see [3]) follows the
simple receipt “add p copies of the exosystem dynamics on
the regulation error and stabilise the resulting cascade system”,
more rigorously synthesised in the following steps:
• Add internal models of the exogenous dynamics, one for
each component of the error, of the form
η˙ = Φη +Ge (6)
in which (Φ, G) is a controllable pair with the character-
istic polynomial of Φ matching the one of S. In a special
coordinate frame, the pair (Φ, G) takes the form
Φ =


0 Ip 0 · · · 0
0 0 Ip · · · 0
· · · · · · ·
0 0 0 · · · Ip
−cdIp −cd−1Ip −cd−2Ip · · · −c1Ip


(7)
where the ci’s are the coefficients of the characteristic
polynomial of S, and G = col
(
G1 G2 · · · Gd
)
with the Gi that are arbitrary p× p matrices.
• Stabilise the extended system (4)-(6) with w = 0 by
means of a stabiliser of the form
ξ˙ = Mξ +Nyym +Nηη
u = Kξ + Lyym + Lηη .
(8)
It turns out that such a stabiliser always exists if (4) is
stabilisable and detectable from the input-output pair (u, y)
and certain non-resonance conditions involving transmission
zeros of (4) and the eigenvalues of Φ are fulfilled (see [15]).
Remarkably, the controller so designed guarantees that the
resulting closed-loop system reaches a steady state charac-
terised by an error identically zero. The stabiliser and the
internal model state variables (ξ, η), in particular, converge
to steady states Πξw(t) and Πηw(t) with Πξ and Πη solving
ΠηS = ΦΠη
ΠξS = MΠξ +Ny(CyΠx +Qy) +NηΠη
Γ = KΠξ + Ly(CyΠx +Qy) + LηΠη,
(9)
with Γ and Πx given by (5). The following remarks, to which
we will refer later while attempting to extend the design
paradigm to nonlinear systems, emphasise some remarkable
and distinguishing features of the previous solution.
Remark 1 The linear regulator is structurally robust, namely
regulation is achieved even if the matrices A, B, C, P and Q
defining the system (4) are subject to (constant) uncertainties
provided that (8) robustly stabilises the cascade dynamics (4),
(6) with w = 0. In this respect, we observe that the regulator
equations (5) play no role in the regulator synthesis, namely
their solution (Πx,Γ), which is in general strongly affected by
system uncertainties, is never explicitly used in the design of
the regulator.
Remark 2 On the other hand, the perfect knowledge of the
exogenous dynamics is a key requirement. By this, in fact, one
knows in advance the class of signals to which the desired
steady state control law, which is Γw(t), belongs to. This is
the class of signals generated as linear combination of the
exosystem states. Note that the specific signal is, in general,
unknown (since Γ, besides w(t), is such), but the class is
fixed. This, in turn, allows one to design the internal model
in advance by simply copying the exosystem frequencies in Φ.
Linearity is of course decisive in guaranteeing that the cascade
of the internal model and of the stabiliser has the “internal
model property”, namely the ability of generating any control
signal within the class mentioned above, regardless the kind
of (linear) stabiliser which is designed.
Remark 3 In relation to the previous remark, note that the
design of the internal model is not affected by the one of the
stabiliser, while the latter depends on the former since it is
expected to stabilise the cascade (4), (6). On the other hand
the two steady state maps Πη and Πξ are intertwined with,
in particular, the former that depends on the chosen stabiliser
(see the first two equations of (9)). Both the stabiliser and the
internal model contribute to generate the steady-state desired
input (see the last of (9)). Remarkably, in certain instances the
problem could be even solved with Πη = 0, namely with the
state of the internal model asymptotically vanishing.
Remark 4 The approach is structurally multivariable with the
only requirement (implicit in the non-resonance condition) that
the number of inputs is larger or equal than the number of
regulated errors. The multivariable case motivates a regulator
structure in which the internal model post-processes the error,
namely internal models are put in cascade to the plant with
the errors as input, in contrast with structures in which the in-
ternal model is added on the inputs of the plant (referred to as
pre-processing schemes) (see [15]). Pre-processing schemes,
in turn, are in general ineffective whenever the system has
more inputs than regulated outputs (see [16]).
C. The “chicken-egg” dilemma of nonlinear output regulation
and pre-processing solutions
All the nice properties discussed in the previous remarks,
and in particular the possibility of following a “sequential
construction” of the internal model and of the stabiliser, are
inevitably lost whenever (arbitrarily small) nonlinearities are
introduced into the system. When s, f and h in (1)-(2) are
3not linear, the regulator equations (represented by (5) in the
linear case) assume the more general form
w˙ = s(w)
x˙⋆ = f(w, x⋆, u⋆)
0 = he(w, x
⋆),
(10)
where we used the superscript ⋆ to underline that the functions
of (10) refer to steady-state motions. The functions x⋆ and u⋆
represent the ideal steady-state values of x and u ensuring
e = 0, and u⋆ is referred to as the “friend”. If we insist
in separating the regulator in an internal model unit (say with
state η) and a stabiliser (say with state ξ), satisfying equations
of the form
η˙ = gη(η, e)
ξ˙ = gξ(ξ, y, η)
u = hξ(ξ, y, η),
then (10) implies that there must exist, for each solution of
interest of the exosystem, functions ξ⋆ and η⋆ such that the
following steady-state conditions hold
η˙⋆ = gη(η
⋆, 0)
ξ˙⋆ = gξ(ξ
⋆, y⋆, η⋆)
u⋆ = hξ(ξ
⋆, y⋆, η⋆),
(11)
where we let y⋆ := h(w, x⋆). It is clear, thus, that the design
of the internal model must depend on the stabiliser, as it
has to generate the right η⋆ that, processed by the stabiliser,
produces the ideal error-zeroing control u⋆. On the other hand,
the stabiliser needs to be designed to stabilise the cascade of
the plant and the internal model and, therefore, it strongly
depends on how the internal model is chosen. We refer to this
intertwining that necessarily arises between the internal model
and the stabiliser in a nonlinear context as the “chicken-egg
dilemma” as, conceptually, it is impossible to tell which of the
two systems must be designed first.
As remarks 2 and 3 underline, an intertwining between the
internal model and the stabilise is also present in the linear
case: the “ideal steady state” η⋆ := Πηw to which the state
of the internal model has to converge so as the regulator
produces the right u⋆ strongly depends on the particular
stabiliser chosen. Nevertheless, linearity breaks the chicken-
egg dilemma as, no matter which stabiliser will be chosen in
the class of linear systems, any signal of the form η⋆ = Πηw
can be produced by a system that includes the modes of the
exosystem. This, in turn, permits to fix the internal model unit
in advance and to choose a linear stabiliser in a second phase.
In the following subsection we review some of the most
important designs of nonlinear regulators, underlining how
the proposed approaches were built to avoid the chicken-egg
dilemma, instead of dealing with it.
D. Early approaches avoiding the chicken-egg dilemma
Most of the approaches in the literature break the dilemma
by considering “pre-processing” control structures. The idea
is to “swap” the “position” of the internal model unit and
the stabiliser, with the former still designed first to have the
internal model property, but acting on the input of the plant,
and the latter designed in a second stage to stabilise the
cascade of the internal model driving the plant by processing
the regulation error. As shown in [15,17], a pre-processing so-
lution always exists, at least for the class of nonlinear systems
that are square (namelym = p), possess a well-defined relative
degree and are minimum-phase relative to the input u and the
error e. Other examples of pre-processing regulators, asking
more restrictive immersion assumptions but yielding design
procedures more constructive than the one proposed in [17],
can be found in [13,18,19]. All the approaches in question
are strongly “friend-centric”, since the regulator is definitely
designed around the specific u⋆, which is in sharp contrast
to what happens in the linear context (see Remark 1). The
“friend-centric” approaches, in fact, hide a robustness issue
that makes pre-processing schemes very fragile. Uncertainties
in the system dynamics, indeed, clearly reflect in uncertainties
in the solution of (10) and in particular on u⋆. The fact that
the internal model is specifically designed to have the internal
model property for the nominal u⋆, doesn’t indeed guarantee
that the regulator preserves that property for the actual friend
whenever the system is uncertain.
A further (and more limiting) drawback of pre-processing
schemes is the lack of a clear roadmap to handle multivariable
contexts in which the system has more inputs than errors (i.e.
m > p) and/or where the stabiliser needs additional measure-
ments, other than the regulated errors, that are not expected
to vanish at the steady state (denoted by ym = hm(w, x)
in Section I-A, see also Remark 3 for the linear case). For
further details the reader is referred to [15,16,20,21]. Overall,
solutions relying on a neat separation between the role of
the internal model and of the stabiliser, as the pre-processing
schemes, seem over-simplified, ineffective in general multi-
variable contexts and in contrast with the linear intuition.
Nonlinear regulator designs that come naturally post-
processing are, not surprisingly, far fewer, and in those cases
the chicken-egg dilemma is usually avoided by either restrict-
ing the class of exosystems or sacrificing asymptotic regulation
for an “approximate” result. In [22], for instance, the “chicken-
egg” dilemma is evaded by assuming that the the steady
state is only given by equilibria (i.e. that the exosystem is
a simple integrator (w˙ = 0) and that the plant can be made
locally exponentially stable). The internal model is thus fixed
a priori as an integrator acting on the error and the cascade
is then stabilised using forwarding techniques. In [23] (see
also [24,25]) this approach is extended to the case in which
w is periodic, with a design that, however, guarantees only
approximate regulation. In that works the internal model is
fixed a priori as a linear system containing some of the
harmonics of w(t), and a local state feedback stabiliser is used
to force a periodic steady state, with the remarkable feature
that the Fourier components of the steady state error associated
to the harmonics contained in the internal model are zero. As
opposite to the linear case, though, the fact that the steady-
state error might possess an infinite number of harmonics does
not allow one to conclude asymptotic but only approximate
regulation; yet the nice intuition that can be drawn from that
results is that the internal model can be fixed a priori on the
basis of the expected class of the signals it must generate at
the steady state.
4Further recent attempts have been devoted to investigate
post-processing solutions that can lead to asymptotic regula-
tion results. For the special class of nonlinear systems which
have a well defined unitary (vector) relative degree, which are
square (m = p) and strongly minimum-phase between u and
e, the pre-processing solution of [17] can be converted into a
post-processing solution, with a resulting intertwining between
the internal model and the (high-gain) stabiliser showing up
(see [16]). Similarly, in [21], the pre-processing internal model
of [13] was swapped with the stabiliser obtaining a post-
processing design dealing with the same class of systems
mentioned above. These attempts, however, are still far from
being a definite answer to the problem. To mention one, the
class of systems dealt with is the same that could be dealt
with a pre-processing approach and they show no advantage
over the pre-processing solution.
E. Contribution of the paper and notation
In this paper we propose a framework based on a post-
processing structure. We deal with the chicken-egg dilemma
by leveraging on the intuition, coming from the linear case
and the approaches of [22,23], that the internal model can
be fixed in advance on the basis of the expected class of
functions η⋆ resulting after considering all the possible plant’s
and exosystem’s uncertainties and all the possible choices
of the stabiliser inside a prescribed set. The class (say C⋆η )
of functions η⋆ results from an overall assessment about
the knowledge of the plant and the exosystem, the expected
uncertainty in their models and the expected set of stabilisers
that will be adopted, all treated equally. In the linear case
C⋆η coincides with the set of solutions of a system that
includes the modes of the exosystem, i.e. all the systems
generating the possible η⋆ ∈ C⋆η are immersed into the linear
regulator (6). This “immersion assumption” is also what lies
under all the nonlinear approaches claiming some degree of
“robustness’ (it is the case, for instance, of the “structurally
stable” framework of [9,26] and of all the subsequent nonlinear
extensions of [18,19,27]). Instead of assuming that we know
a system whose set of solutions include C⋆η , in this paper
we use adaptation to take care of the overall uncertainty
characterising C⋆η . The key point of the proposed approach
is that adaptation is cast as a system identification problem
defined on the closed-loop system trajectories. This, indeed,
permits us to “shift” the problem of dealing with the uncer-
tainty of η⋆ to the identification phase where, however, we
can rely on identification algorithms that are naturally able
to handle properly wide classes of signals, thus making their
application a perfect fit. As a necessary compromise, though,
the proposed approach is structurally approximate, since from
the identification viewpoint the assumption of the existence
of a “true model” (and, by analogy, of asymptotic regulation)
is quite pointless. Consistently, our main result aims to relate
the performances on the regulation side with the performances
of the corresponding identified model, expressed in terms of
prediction error. Asymptotic regulation, in turn, will follow
only when a right model exists that is in the “range” of the
identifier used (and in this sense we observe how this design
philosophy matches with the results of [23]).
In Section II we propose a general framework where post-
processing adaptive internal model-based regulators can be
constructed for multivariable nonlinear systems. The treatise
in Section II, and the related results, are deliberately kept
general to embrace a large spectrum of problems, at the
cost of bordering the tautology. In Section III we present
some design examples showing how the general guidelines
of Section II can be applied to relevant classes of problems.
We provide a systematic design procedure for non-square
minimum-phase normal forms (Sections III-A and III-B), we
show how additional non-vanishing outputs can be naturally
handled in the framework (Sections III-D and III-E) and we
provide an adaptive solution for general multivariable linear
systems (Section III-F).
Notation: We use | · | to denote a generic norm, when
the norm is clear from the context. With x ∈ Rn, n ∈
N, and i < j, we let x[i,j] := (xi, . . . , xj). With x :
R → Rn and t ∈ R we let |x|[0,t) := supτ∈[0,t) |x(τ)|.
σ(A) denotes the spectrum of a matrix A ∈ Rn×n. With
M : Rn1 × · · · × Rnk → Rm×p, k,m, p, n1, . . . , nk >
0, a matrix valued function and with gi : R
n1 × · · · ×
R
nk → Rni , i ∈ {1, . . . , k} a vector field, we denote by
L
(xi)
gi M(x1, . . . , xk) the matrix whose (ℓ, j)-th element is
given by (∂Mℓj(x1, . . . , xk)/∂xℓ)gi(x1, . . . , xk). When there
is no ambiguity on xℓ we write just LgiM(x1, . . . , xk).
f : R≥0 → R≥0 is class-K (f ∈ K) if continuous, f(0) = 0
and strictly increasing. β : (R≥0)
2 → R≥0 is class-KL
(β ∈ KL) if for all t ∈ R≥0, β(·, t) ∈ K and for all s ∈ R≥0,
β(s, ·) is strictly decreasing and vanishing as t→∞. All the
functions involved in the paper are assumed to be sufficiently
smooth with a degree of smoothness that will be clear from
the context.
II. A FRAMEWORK FOR ADAPTIVE REGULATION
We build the design procedure within the non-equilibrium
framework of [12] by assuming, for each w solution of (2)
with w(0) ∈ W , the existence of a unique continuously
differentiable functions x⋆ : R → Rn and an integrable
function u⋆ : R → Rm solutions to the regulator equations
(10). In general, (x⋆, u⋆) are uncertain and strongly dependent
on the regulated dynamics. We thus aim to develop a design
paradigm not substantially relying on their knowledge (namely
not “friend-centric”), by just assuming that the designer has
some insight, better specified later, on the structure of (10)
to be able to calibrate the regulator. The resulting framework
leads necessarily to a regulation that is, in general, “approxi-
mate” with the asymptotic bound on the regulation error that is
also related to the amount of information available on (x⋆, u⋆).
A. The control structure
The proposed post-processing control structure is sketched
in Figure 1. The internal model unit is a system of the form
(compare with (6)-(7))
η˙ = Φ(η, z) +Ge, η ∈ Rpd (12)
with a virtual output
yη = Γ(η), yη ∈ R
pη (13)
5Plant Int. Model
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Figure 1. Block-diagram of the regulator.
where d, pη ∈ N, Γ : R
p d → Rpη and Φ(η, z) and G have the
following structure
Φ(η, z) =


0 Ip 0 · · · 0
0 0 Ip · · · 0
· · ·
. . . ·
0 0 0 · · · Ip
ψ(η, z)

 , G =


G1
G2
...
Gd


with Gi ∈ R
p×p, i = 1, . . . , d and ψ : Rd p × Z → Rp×d p,
being Z a finite-dimensional normed vector space. In referring
to the state η of (12), we will often use the partition η =
(η1, . . . , ηd), with ηi ∈ R
p. The internal model is parametrised
by z that is the state of the identifier, described by
z˙ = µ(z, η), (14)
in which µ : Z × Rdp → Z , and whose role is detailed later.
Finally, the stabiliser is a system of the form
ξ˙ = ϕ(ξ, y, yη)
u = γ(ξ, y, yη)
(15)
with ξ ∈ Rnξ , nξ ∈ N, ϕ : R
nξ × Rq × Rpη → Rnξ and
γ : Rnξ × Rq × Rpη → Rm.
The specific choice of the previous systems will be detailed
in the next sections. For the time being, we just assume that
the stabiliser and the internal model, regardless their specific
design, fulfil a steady state left-invertibility condition. As for
(15), in particular, we assume that for each w : R → W ,
x⋆ : R → Rn and u⋆ : R → Rm solution of the regulator
equation (10), and with y⋆ := h(w, x⋆), there exist unique
y⋆η : R→ R
pη and ξ⋆ : R→ Rnξ solution of
ξ˙⋆ = ϕ(ξ⋆, y⋆, y⋆η)
u⋆ = γ(ξ⋆, y⋆, y⋆η) .
(16)
Similarly, as far as the internal model is concerned, we assume
that, given y⋆η, there exist a unique η
⋆ : R→ Rpd fulfilling
y⋆η = Γ(η
⋆), η⋆i = η˙
⋆
i−1, i = 2, . . . , d . (17)
These left-invertibility assumptions guarantee the existence of
an ideal steady state (ξ⋆, η⋆) for the stabiliser and the internal
model that is compatible with the regulation requirement e =
0. Consistently with Remark 3, we observe that, in principle,
the previous equations could be solved with y⋆η = 0 and η
⋆ =
0, namely with a vanishing steady state contribution of the
internal model. It is worth also remarking that (ξ⋆, η⋆) clearly
depend on (ϕ, γ,Γ) and, also with (ϕ, γ,Γ) known and fixed,
they are, in general, unknown functions as so are (x⋆, u⋆).
For η⋆ to be a (steady-state) trajectory of the internal model
in the closed-loop structure, the function ψ(·, ·) and µ(·, ·) in
(12), (14) should be ideally chosen so that
η˙⋆d = ψ(η
⋆, z⋆), (18)
for some z⋆ : R→ Z solution of
z˙⋆ = µ(z⋆, η⋆) .
This, in fact, would guarantee that (x⋆(t), ξ⋆(t), η⋆(t), z⋆(t))
is a trajectory of the closed-loop system associated to an
identically zero regulation error. The design of ψ and µ along
this direction, however, hides the chicken egg-dilemma, as
their design is clearly affected by η⋆, which depends on
(ϕ, γ,Γ) that, in turn, depend on (ψ, µ) themselves.
B. A “class-type” internal model
Our design strategy pivots around the idea that (18) can be
seen as a “prediction model” relating the “next derivative” η˙⋆d
to the “previous derivatives” η⋆ of the ideal steady state of the
internal model, and that the design of the identifier (14) can
be cast as an identification problem aimed to find the model
that fits at best those signals. Approaching the problem in this
way, though, hides a number of problems. First, the signal
η⋆ involved in (18) is not known and thus it is not clear on
which data the identifier should work with. This problem will
be tackled in the next section by feeding the identifier with η
as proxy variable of η⋆. Furthermore, even if η⋆ were known,
the “next” derivative η˙⋆ is not available and there is not a clear
way of expressing it as combination of known state variables
without leading to an algebraic loop. This problem will be
tackled by setting up the identification problem not on ψ, but
rather “one integrator away”. More in details, we consider an
auxiliary system with state η¯ ∈ R(d−1)p (i.e. reduced by a
block of p components with respect to (12)), reading as
˙¯ηi = η¯i+1 +Gie, i = 1, . . . , d− 2
˙¯ηd−1 = φ(η¯, θ) +Gd−1e
(19)
where the matrices Gi are the same as in (12), φ : R
p(d−1) ×
Θ→ Rp is a C1 function to be fixed (with Θ a normed vector
space of finite dimension), and
θ = ω(z) (20)
is a virtual output associated to the identifier (14), defined by a
C1 map ω : Z → Θ to be fixed. The analysis of the previous
section shows that, if (19) were used in place of (12), then
(x⋆, ξ⋆, η¯⋆, z⋆), in which η¯⋆ = η⋆[1,d−1] where η
⋆ is the same
as in (17), would be a trajectory of the closed-loop system
associated to a regulation error identically zero provided that
η⋆d(t) = φ(η
⋆
[1,d−1](t), θ
⋆(t)) ∀ t ≥ 0 (21)
for some θ⋆ : R → Θ such that θ⋆ = ω(z⋆). The idea that
is followed is then to define the identification problem on the
equation (21), instead of (18), and to design the identifier (14),
(20) to produce the θ⋆ that guarantees the “best” attainable
prediction of η⋆d on the basis of η
⋆
[1,d−1]. The clear advantage
of (21) over (18), in fact, is that the former does not involve
6the knowledge of η˙⋆. The design of the internal model unit
(12) is then completed by defining ψ as
ψ(η, z) =
∂φ(η[1,d−1], θ)
∂η[1,d−1]
η[2,d]+
∂φ(η[1,d−1], θ)
∂θ
∂ω(z)
∂z
µ(z, η)
(22)
so that t 7→ ψ(η(t), z(t)) equals the time derivative of t 7→
φ(η[1,d−1](t), θ(t)). In this way, indeed, the virtual system (19)
is immersed in the implemented internal model (12) that, thus,
can generate each of its solutions.
Along this direction, and borrowing the notation typically
adopted in the identification literature [28], we refer to the map
φ(·, θ) as the prediction model relating the “input data” η⋆[1,d−1]
to the “output” η⋆d , and to the set M := {φ(·, θ) : θ ∈ Θ}
of all the obtainable candidate models as the corresponding
model set. The selection of (d,M), in turn, is where the
“chicken egg-dilemma” arises, as it clearly relies on the a
priori information about the class C⋆η of the signals η
⋆ which,
in turn, depends on the choice of the stabiliser. To break
the loop and solve the dilemma, in this paper we assume
a priori that η⋆ belongs to a class C⋆η of functions, so as
we can fix (d,M) and the adaptation algorithm. This will
result in a “class-type” internal model, which can lead to
asymptotic regulation only if a “real model” relating η⋆d and
η⋆[1,d−1] exists and lies in M. Possible examples of the class
C⋆η are linear functions of w(t) (which is the case of linear
systems, see Remark 2), or polynomial functions of w(t), or
simply integrable/differentiable functions of time. In a general
multivariable nonlinear context the fact that d and M can
be taken so that (21) is fulfilled for some member φ(·, θ)
of M is hard to be assumed due to the uncertainties in
the (x⋆, u⋆), highly uncertain, and in the stabiliser, yet to
be fixed. Furthermore, even in the fortunate case in which
the ideal relation (21) can be fulfilled, this could require an
unacceptable complexity, and an approximated model with a
possibly lower d would be preferable. Overall, the a-priori
guess of the class Cη, of d and M is where the knowledge of
the system and “the touch” of the designer come into play, as
better highlighted in Section II-E.
C. The design of the identifier
By the previous section we assume that the dimension d
of the internal model and the model set M are fixed, and we
shift our attention on the design of the identifier. We introduce
the “prediction error” corresponding to the model φ(·, θ) as
ε(t, θ) := η⋆d(t)− φ(η
⋆
[1,d−1](t), θ)
and we look for an identifier (14), (20) able to select the best
θ, say θ⋆, whose corresponding model φ(·, θ⋆(t)) is, at each
t, the “best” model in M relating η⋆d and η
⋆
[1,d−1], minimising
in some sense ε. As customary in system identification,
the meaning of “best” in the model selection is based on
the definition of a fitness criteria assigning to each model
φ(·, θ) ∈ M a suitable and comparable value. In particular,
with C0(Θ,R≥0) the space of continuous functionsΘ→ R≥0,
to each function η⋆ : R → Rpd we associate the map
Jη⋆ : R≥0 → C
0(Θ,R≥0) given by(
Jη⋆(θ)
)
(t) :=
∫ t
0
cε
(
t, s, |ε(s, θ)|
)
ds+ cr(θ), (23)
with cε : R≥0 ×R≥0×R≥0 → R≥0 and cr : Θ→ R≥0 some
user-defined positive functions characterising the particular
overlying identification problem1. To Jη⋆ we associate the set-
valued map ϑ◦η⋆ : R≥0 ⇒ Θ defined as
ϑ◦η⋆(t) := argmin
θ∈Θ
(Jη⋆(θ))(t),
and we introduce the following requirement.
Requirement 1 (Identifier basic requirement) The identi-
fier (14) is said to satisfy the identifier basic requirement if for
any integrable function η⋆ : R → Rpd there exists a unique
function z⋆ : R→ Z solution of
z˙⋆ = µ(z⋆, η⋆), z(0) = z⋆(0)
such that, with θ⋆(t) := ω(z⋆(t)), the following holds
θ⋆(t) ∈ ϑ◦η⋆(t).
The identifier basic requirement represents the elementary
property that (14) must have to be consistent with the system
identification viewpoint of the problem and with the underly-
ing optimisation characterisation. Further stability properties
can be added to the requirement if needed; in Section III-A,
for instance, we will ask an additional strong stability property
of the ideal steady-state z⋆ expressed in terms of an input-to-
state stability (ISS) requirement. In Section III-C we show
how (µ, ω) can be designed to fulfil such a requirement in the
relevant case in which φ is linearly parametrised and (23) is
a least square functional.
D. Selection of the stabiliser and a structural result
The previous sections left open the design of the “innovation
terms” Gi, i = 1, . . . , d, of the internal model and of the
stabiliser, while identifying a class of possible ideal steady
states (x⋆, ξ⋆, η⋆, z⋆) associated to the dynamic blocks of
Figure 1, with the last three functions that are still floating,
as dependent on the particular instance of the stabiliser. We
observe that, in general, this ideal steady state is not a
trajectory of the closed-loop system due to the mismatch
between η⋆d and φ(η
⋆
[1,d−1], θ
⋆). In this respect it seems rea-
sonable to look for a choice of Gi and of the stabiliser to
steer the closed-loop trajectories “close” to the above steady
state, where “how close” is related to the optimal value of
the prediction error. Towards this end, change variables as
(x, ξ, η, z) 7→ (x˜, ξ˜, z˜, η˜), with
x˜ := x− x⋆, ξ˜ := ξ − ξ⋆,
z˜ := z − z⋆, η˜ := η − col
(
η⋆[1,d−1], φ(η
⋆
[1,d−1], θ
⋆)
) (24)
so that, by letting
ε⋆ := η⋆d − φ(η
⋆
[1,d−1], θ
⋆)
1More precisely, the integral term of (23) measures how well a given choice
of θ fits the historical data, while cr(θ) plays the role of a regularisation factor.
7be the optimal prediction error achieved by the identifier,
system (1), (12), (14) and (15) in new coordinates read as
˙˜x = f˜(w, x˜, ξ˜, η˜, η⋆, ξ⋆)
˙˜
ξ = ϕ˜(w, x˜, ξ˜, η˜, η⋆, ξ⋆)
(25)
and
˙˜ηi = η˜i+1 +Gie i = 1, . . . , d− 2
˙˜ηd−1 = η˜d +Gd−1e+ ε
⋆
˙˜ηd = ψ˜(η˜, z˜, η
⋆, z⋆, ε⋆) +Gde
(26)
and
˙˜z = µ˜(z˜, η˜, η⋆, z⋆, ε⋆), (27)
where, with E := col(0p, . . . , 0p,−Ip), we let
ψ˜(·) := ψ(η˜ + η⋆ + Eε⋆, z˜ + z⋆)− φ˙(η⋆, z⋆)
µ˜(·) := µ(z˜ + z⋆, η˜ + η⋆ + Eε⋆)− µ(z⋆, η⋆)
f˜(·) := f(w, x˜+ x⋆, γ(ξ˜ + ξ⋆, h(w, x˜ + x⋆), η˜1 + η
⋆
1))
−f(w, x⋆, u⋆)
ϕ˜(·) := ϕ(ξ˜ + ξ⋆, h(w, x˜ + x⋆), η˜1 + η
⋆
1) − ϕ(ξ
⋆, y⋆, η⋆1)
and e = h˜e(w, x˜) := he(w, x˜ + x
⋆). As emphasized by the
notation, we observe that the system dynamics depends on
(ξ⋆, η⋆, z⋆) which is floating with the stabiliser. However, we
also observe that, by using (10) and (22), all the previous
functions are vanishing at (x˜, ξ˜, η˜, z˜) = (0, 0, 0, 0) and ε⋆ = 0
for all (ξ⋆, η⋆, z⋆). This system is thus regarded as a system
with state (x˜, ξ˜, η˜, z˜) perturbed by the input ε⋆. An ISS
property with respect to the disturbance ε⋆ is thus the natural
requirement for the design of the Gi’s and of the stabiliser.
For compactness we let x˜ := col(x˜, ξ˜, η˜, z˜).
Requirement 2 (Stability requirement) We say that the sta-
biliser (15) and the matrices Gi of (12) satisfy the stability
requirement if system (25), (26), (27) is practically ISS with
respect to the input ε⋆ with possible restrictions on the initial
conditions. Namely, there exist a set O ⊆ Rn×Rnξ×Rpd×Z ,
functions βs ∈ KL and ρs ∈ K, and a positive νs such
that for all initial conditions (x(0), ξ(0), η(0), z(0)) ∈ O the
trajectories of (25), (26), (27) satisfy
|x˜(t)| ≤ βs(|x˜(0)|, t) + ρs(|ε
⋆(t)|[0,t)) + νs .
Constructive designs that show how this requirement can be
fulfilled are postponed to Section III, while the following
theorem formalizes a direct consequence of two requirements.
Theorem 1 Let the internal model, the identifier and the
stabiliser be designed to fulfil the requirements 1 and 2. Then
there exists a class-K function ρe such that the closed-loop
trajectories originating from O are bounded and
lim sup
t→∞
|e(t)| ≤ ρe
(
lim sup
t→∞
|ε⋆(t)|+ νs
)
with O and νs introduced in Definition 2.
Theorem 1 states that a regulator constructed to satisfy the
two requirements structurally achieves approximate regulation.
The proof of the theorem is a straightforward consequence of
regularity of the function defining the plant’s data and it is
thus omitted. The requirement and the theorem are deliberately
formulated in a quite general way, as their aim is just to
formalize the structural properties of the regulators constructed
by following the procedure detailed above. The presence of
νs in the requirement makes it equivalent to a requirement
of ultimate uniform boundedness of the trajectories resulting,
by continuity, in the expected ultimate bounded of Theorem
1 on the error. The constant νs was introduced to fit in the
framework also “practical” stabilisers that, even if the internal
model and identifier are able to attain ε⋆ = 0, thus making
(ξ⋆, η⋆, z⋆) a possible trajectory of the system, might not
be able to steer the closed-loop system to that ideal steady
state. The performance of the regulator is thus given by
two factors: the performance of the internal model/identifier
(responsible for ε⋆) and those of the stabiliser (responsible for
νs). Asymptotic regulation is achieved if the identifier is able
to reach a null prediction error and the stabiliser is able to
make the ideal state state (ξ⋆, η⋆, z⋆) attractive. The general
requirement of Definition 2 will be supported in Sections III-A
and III-B by a constructive high-gain design paradigm for the
class of minimum-phase systems.
E. Remarks on the framework
We underline how the a-priori knowledge on the system
and its possible variations play a crucial role in the whole
procedure, especially in the design guidelines of the internal
model unit and the identifier detailed in Section II-B and II-C.
As a matter of fact, the more one knows about (x⋆, u⋆) and the
stabiliser, the more knows about the class C⋆η , the better is the
attainable prediction error and thus, according to Theorem 1,
the lower is the steady state regulation error. The selection of
φ, in turn, comes from an overall assessment about the plant,
the exosystem, and the stabiliser without indeed relying on the
perfect knowledge of none of those systems. We emphasise
how, in the actual perspective, also the perfect knowledge of
the exosystem dynamics loses importance in the design of the
internal model as, indeed, it is the knowledge of the whole
system that is necessary to extract information about the class
C⋆η to which η
⋆ shall belong to. In this respect, it is worth
remarking that the lack of knowledge of η⋆ is tightly connected
to the chicken-egg dilemma, since η⋆ depends on the stabiliser
not yet fixed, and to the need of designing regulators that are
not too “friend-centric” according to the discussion in Section
I-C. We further emphasise that the “touch” of the designer
and her/his knowledge about the overall system (and potential
stabilisers) play a crucial role in identifying the right class C⋆η
and consequently fixing the right model set for φ. We also
emphasise that the same dimension d of the internal model is
a crucial degree-of-freedom that can be played at this stage,
by trading off between asymptotic regulation requirements,
which would suggest large values of d, and issues related to the
implementation and the reduction of the complexity, typically
pushing for low values of d.
8III. EXAMPLES OF DESIGN
A. A high-gain strategy for Theorem 1
In this section we present a high-gain strategy for the design
of the matrices Gi and of the stabiliser to fulfil the ISS
property of Theorem 1. We approach the problem by first
studying the interconnection (26)-(27) between the internal
model and the identifier, seen as a system with state (η˜, z˜) and
with inputs e = h˜e(w, x˜) and ε
⋆. As a first step we reinforce
the identifier basic requirement by asking an additional strong
stability property of the ideal steady-state z⋆.
Requirement 3 (Identifier strong stability requirement)
The identifier (14) is said to satisfy the identifier strong
stability requirement if it satisfies the identifier basic
requirement and, in addition, there exist βz ∈ KL and
ρz ∈ K such that, for every integrable δ : R → R
pd, all the
solutions of the system (14) with input η⋆ + δ satisfy
|z(t)− z⋆(t)| ≤ βz(|z(0)− z
⋆(0)|, t) + ρz(|δ|[0,t))
for all t ∈ R≥0.
The next Lemma claims that for an appropriate choice of the
quantities Gi, and with ψ(·, ·) fulfilling certain properties, the
system (26)-(27) can be robustly stabilised by the input-output
pair (e, η˜1). The design of the Gi is done following a standard
high-gain paradigm ([13,29]) by letting
Gi := hig
iIp , i = 1, . . . , d (28)
where g ≥ 1 is a tuning parameter to be fixed and h1, . . . , hd ∈
R are such that the roots of the polynomial p(s) := sd +
h1s
d−1 + · · ·+ hd−1s+ hd have negative real part.
Lemma 1 Suppose that there exists a Lψ > 0 such that
|ψ˜(η˜, z˜, η⋆, z⋆, ε⋆)| ≤ Lψ
(
|η˜|+ |z˜|+ |ε⋆|
)
for all (η⋆, z⋆) and (η˜, z˜, η⋆). Assume that the identifier fulfils
the identifier strong stability requirement. Then there exist
g⋆ > 0, ρi > 0, πi > 0 and βi ∈ KL, such that for all
g ≥ g⋆ the trajectories of the system (26)-(27) with the Gi’s
fixed as in (28) and with the input e chosen as
e = e˜ − η˜1 (29)
where e˜ is an auxiliary input, satisfy
|(z˜(t), η˜(t))| ≤ βi(|(z˜(0), η˜(0))|, t) + ρi|e˜|[0,t) + πi|ε
⋆|[0,t)
for all t ∈ R≥0.
The proof of the lemma follows from quite standard high-gain
arguments to study the interconnection (26)-(27) and it is thus
omitted. The high value of g is chosen in order to decrease
the asymptotic gain between the input z˜ and the state η˜ of the
system (26) and thus to impose a small gain condition in the
interconnection with (27). Furthermore, we observe that the
globally Lipschitz property of ψ˜ required in the Lemma can
be simply obtained by assuming a locally Lipschitz property
and saturating the right-hand side of (22) with a saturation
level fixed according to the set where φ˙(η⋆, z⋆) is expected to
range. This, however, requires an a priori knowledge of bounds
of (η⋆, z⋆), which can be seen as quantitative manifestation
of the chicken-egg dilemma. We now shift the attention to
system (25), regarded as a system with input η˜ and, with an
eye to (29), with output
e˜ = he(w, x˜ + x
⋆) + η˜1 .
The overall closed-loop system is thus given by the intercon-
nection of system (26)-(27), with input (e˜, ε⋆) and output η˜,
and system (25), with input η˜ and output e˜. It comes thus
natural to design the stabiliser to induce a small-gain condition
in the aforementioned interconnection. In this direction we
state the forthcoming proposition, where we make reference
to a set X˜0 × Ξ˜0 of initial conditions for (x˜, ξ˜), in order to
take into account local or semiglobal (relatively to the error-
zeroing manifold) contexts. The sets X˜0 and Ξ˜0 are obtained
by first fixing a set of initial conditions for (x, ξ) of the form
X0 × Ξ0, and then taking X˜0 × Ξ˜0 be the union of all the
points of the form (x(0) − x⋆(0), ξ(0) − ξ⋆(0)) obtained as
(w(0), x(0), ξ(0)) ranges in W ×X0 × Ξ0.
Proposition 1 Let the matrices Gi be fixed according to
Lemma 1 and let X0 × Ξ0 ⊂ R
n × Rnξ . Suppose that the
stabiliser is fixed so that the trajectories of (25) originating
from X˜0 × Ξ˜0 satisfy, for all t ∈ R≥0, the practical ISS
condition
|(x˜(t), ξ˜(t))| ≤ β′s
(
|(x˜(0), ξ˜(0))|, t) + ρ′s(|η˜|[0,t)
)
+ ν
for some βs ∈ KL, ρ
′
s ∈ K, and positive ν, and, moreover,
lim
t→∞
sup |e˜(t)| ≤ ρ′′s lim
t→∞
sup |η˜(t)|+ ν
for some positive ρ′′s such that ρ
′′
s ρi < 1. Then, the stabiliser
and the matrices Gi fulfil the stability requirement with O =
X0 × Ξ0 × R
pd ×Z .
The proof of the theorem follows by classical small gain
arguments and it thus omitted.
B. Design of a stabiliser for minimum-phase normal forms
In this section we show how for the class of minimum-
phase systems that possess a normal form a stabiliser can
be constructed to fulfil the assumptions of Proposition 1. We
consider a subclass of systems (1) with state x = col(x0, χ, ζ)
satisfying the following equations
x˙0 = f0(w, x) + b(w, x)u (30a)
χ˙ = Fχ+Hζ (30b)
ζ˙ = q(w, x) + Ωu (30c)
and with regulation errors given by
e = Cχ ,
where ζ ∈ Rp, χ = col(χ1, . . . , χp) with χi ∈
R
niχ , i = 1, . . . , p (where n1χ + · · · + n
p
χ = nχ),
F := blkdiag(F1, . . . , Fp) ∈ R
nχ×nχ and H :=
blkdiag(H1, . . . , Hp) ∈ R
nχ×p with
Fi :=
(
0niχ−1 Iniχ−1
0 01×(niχ−1)
)
, Hi :=
(
0(niχ−1)×1
1
)
.
9and C := blkdiag(C1, . . . , Cp), with
Ci :=
(
1 01×(niχ−1)
)
.
The χ subsystem is described by p chain of integrators with
ζ entering on the last equation and regulation errors given
by the first component of each chain χi. The control input u
takes values in Rm, with m ≥ p, the functions f0, b and q
are sufficiently smooth functions and Ω ∈ Rp×m, denoting the
so-called “high-frequency matrix”, is full row-rank. The form
(30) is indeed representative of many frameworks addressed in
literature. For instance, systems having a well-defined vector
relative degree with respect to the input-output pair (u, e)
and admitting a canonical normal form fit in the proposed
framework. In this case the x0 dynamics in (30) does not
depend on u and, when e = 0, it represents the zero dynamics
of the system relative to the indicated input-output pair. On
the other hand (30), with a different structure of χ and of
the matrices F and H , is also representative of systems that
are “just” (globally) strongly invertible in the sense of [30,31]
and feedback linearisable with respect to the input-output pair
(u, e) and, as such, can be transformed in partial normal
form, see [32]. In this case the dynamics (30b)-(30c) are the
partial normal form of the systems and the subsystem (30a)
is indeed the whole systems (i.e. x = x0). In the following
we assume that ym = col(χ, ζ), namely, as χ and ζ are linear
combinations of the error and its time derivatives, and we look
for a partial state feedback solution. A pure error feedback
regulator only processing e can be obtained by replacing
the time derivatives with appropriate estimates by using state
standard high-gain techniques (see [33]) not here presented.
We consider system (2), (30) under the following assumptions.
A1) For each solution w : R → W to (2) with w(0) ∈ W ,
there exist x⋆0 : R≥0 → R
n and u⋆ : R≥0 → R
m such that,
with x⋆(t) := (x⋆0(t), 0, 0), the following hold
x˙⋆0 = f0(w, x
⋆) + b(w, x⋆)u⋆
0 = q(w, x⋆) + Ωu⋆ .
A2) There exist a locally Lipschitz ρ0 ∈ K and β0 ∈ KL, such
that, for any solution (w, x) : R≥0 → W × R
n to (2), (30)
with w(0) ∈W , the following estimate holds
|x0(t)− x
⋆
0(t)| ≤ β0
(
|x0(0)− x
⋆
0(0)|, t
)
+ ρ0
(
|(χ, ζ)|[0,t)
)
for all t ≥ 0 and for all locally bounded u(·).
A3) There exists a full-rank matrix L ∈ Rm×p satisfying
LTΩT +ΩL ≥ Ip .
The equations of (x⋆, u⋆) in A1 are the specialisation of
the regulator equations (10) to this particular class of systems,
A1 is thus necessary according to [12]. A2, on the other
hand, asks for uniform detectability of (30), with the adjective
“uniform” that refers to the fact that condition (2) is required
to hold for all possible u (see [34]). In case of systems with
canonical normal form in which (30a) does not depend on u,
this assumption boils down to a conventional minimum-phase
requirement, typically assumed in the pertinent literature. Fi-
nally, A3 can be regarded as robust stabilisability requirement,
easily generalizable (see e.g. [32]) in case the high-frequency
matrix Ω is state dependent. As a first step, we let in (13)
Γ(η) := η1
and, as customary in the context of minimum-phase systems,
we look for a semiglobal stabilisation strategy based on high-
gain techniques. In particular, with X ⊂ Rn an arbitrary
compact set, we consider the class of linear static stabilisers
u = L
(
K1χ+K2ζ +K3η1
)
, (31)
with K1 ∈ R
p×(nχ−p), K2 ∈ R
p×p, K3 ∈ R
p×p gains to be
fixed and with L ∈ Rm×p fulfilling A3. For a given w(t) ∈W ,
let x⋆(t) denote the corresponding function defined by A1.
In view of A2 and from (31) and the choice of Γ above,
y⋆η = Γ(η
⋆) must satisfy
− q(w, x⋆) = ΩLK3y
⋆
η. (32)
In order to obtain differentiability of y⋆η , we constraint K3 to
be non singular, so that ΩLK3 is invertible (the invertibility
of ΩL is implied by A3). By merging (32) with the actual
knowledge about x⋆ and q, a class C⋆η for the η
⋆ can be guessed
and, according to Section II-B, an appropriate choice of the
dimension d of the internal model and of a model setM (and
hence a structure for φ) can be derived. An identifier of the
form (14) that satisfies the strong stability requirement can be
then fixed, so as the internal model can be fixed according to
Lemma 1. As for the stabiliser inside the class (31), it turns
out that the gain matrices K1, K2 and K3 can be fixed so that
the ISS requirement of Proposition 1 is fulfilled with ν = 0.
This is formalised in the following proposition.
Proposition 2 Assume A1-A3 and let X ⊂ Rn be compact.
Then there exist K1, K2 and an invertible K3 such that the
hypotheses of Proposition 1 hold with ν = 0 along all the
solutions satisfying x(t) ∈ X .
Proposition 2 is proved in Appendix B. We observe that the
result holds only as long as the trajectories of the plant remain
in the (arbitrary) compact setX . Standard high-gain arguments
typically used in the semiglobal stabilisation literature, here
omitted for reasons of space, can be used to show that the
control parameters in (31) can be chosen to ensure such a
boundedness property, thus completing the result.
C. Continuous-Time Least Squares Identifiers
In this section we give an example of an identifier of the
form (14) that fulfils the identifier strong stability requirement
(and hence also the identifier basic requirement) when the
model φ(·, θ) is a finite linear combination of known functions.
For ease of exposition we present here the case in which
p = 1, however we observe that a multivariable identifier can
be obtained straightforwardly either as the composition of p
single-variable identifiers or, as in Section III-F, by properly
augmenting the dimension of the regressor. We assume to have
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fixed the order d of the internal model unit and a structure of
φ(·, θ) of the kind
φ(·, θ) =
nθ∑
i=1
θiσi(·) ,
with nθ ∈ N and σi : R
(d−1) → R known quantities, with
σi(·) Lipschitz bounded functions. In this case Θ := R
nθ and
the model setM is the family of functions of the form σ(·)T θ,
with σ(·) := col(σ1(·), . . . , σnθ (·)) and θ := col(θ1, . . . , θnθ ).
We associate to M the following cost functional, obtained
by letting in (23) cε(t, s, ·) := λ exp(−λ(t − s))| · |
2 and
cr(θ) := θ
TΥθ, for some λ > 0 and some positive semi-
definite Υ ∈ Rnθ×nθ, thus obtaining the functional
(Jη⋆(θ))(t) = λ
∫ t
0
e−λ(t−s)
∣∣ε(s, θ)∣∣2ds+ θTΥθ (33)
where the “prediction error at time s” takes the form
ε(s, θ) := η⋆d(s)− σ(η
⋆
[1,d−1](s))
T θ .
The optimisation problem associated to (33) is recognised to
be a (weighted) least squares problem with regularisation,
where λ and Υ play the role of the forgetting factor and
the regulariser respectively. Hence, minimising (33) means
minimising a weighted squared “norm” of the prediction errors
associated with the past data, and an identifier satisfying the
requirement of Definition 1 with respect to (33) is thus called
a least squares identifier.
We construct a least squares identifier by letting in (14)
Z := Rnθ×nθ × Rnθ , by partitioning the state as z = (R, v),
with R ∈ Rnθ×nθ and v ∈ Rnθ , and by defining µ and ω to
have the following
R˙ = −λR + λσ(η[1,d−1])σ(η[1,d−1])
T
v˙ = −λv + λσ(η[1,d−1])ηd
θ = (R +Υ)†v
(34)
where ·† denotes the Moore-Penrose pseudoinverse. We equip
Z with the norm |z| := |R|+ |v|. It turns out that the identifier
(34) satisfies the identifier strong stability requirement, as
formally stated in the following.
Proposition 3 There exists c > 0 such that the system (34)
satisfies the identifier strong stability requirement (Require-
ment 3) of Definition 1 with
βz(s, t) = s exp(−λ t) , ρz(s) = cs. (35)
Proposition 3 is proved in Appendix A. We observe that the
convergence speed of the identifier can be arbitrarily governed
by the forgetting factor λ that can be thus played by trading
off the “memory” of the identifier (asking for small value of
λ) and its “speed” (asking for large value of λ).
In view of the discussion of Section II-B, in order to use the
identifier (34) in the proposed framework, we need in addition
the differentiability of the output map t 7→ (R(t) + Υ)†v(t).
This property holds for instance whenever R(t) + Υ has
constant rank in a neighbourhood of t (see [35]). As a
consequence, the use of identifier (34) is justified along the
solutions in which the state η has the following persistence of
excitation property.
Definition 1 The input η(t) of (34) is said to have the
persistence of excitation property if, along the corresponding
solution to (34), rank(R(t) + Υ) is constant.
We note that the fact that a given signal η(t) enjoys the
aforementioned property is strongly affected by the choice
of Υ and by the initial condition of R and, in particular, if
R(0) ≥ 0 and Υ > 0, then every signal η has the persistence
of excitation property. As a matter of fact, the set of positive
semi-definite matrices is invariant under the flow of the R
subsystem of (34), so that R(0) ≥ 0 implies R(t) ≥ 0 for
all t ∈ R≥0. Thus, if we let µ and pµ be respectively any
eigenvalue of R(t)+Υ and a corresponding eigenvector, then
0 ≤ pTµ (R(t)+Υ)pµ ≤ (µ−υ)|pµ|
2, being υ > 0 the smallest
eigenvalue of Υ. Thus, necessarily µ ≥ υ, i.e. R(t) + Υ is
full rank. Nevertheless, taking Υ > 0 is not always the most
convenient choice. For instance, if there exists a “true model”
inside M that relates the input data, taking Υ 6= 0 would
yields a bias in the estimate of the “real” θ. Finally, it is
worth remarking that there is no necessity for R + Υ to be
non singular, as typically required in the pertinent literature as
far as persistence of excitation conditions are concerned.
D. Dealing with additional non-vanishing outputs
In this section we present an example showing how the
high-gain strategy presented in the previous sections can be
easily extended to deal with additional outputs that need not
to vanish at the steady state2. We consider the system
x˙1 = f1(x1) + γ1(w, x2) + x3
x˙2 = γ2(w, x) + u1 + u2
x˙3 = γ3(w, x) − b(w)u1 + (1 − b(w))u2
(36)
with regulation error
e := x2,
with γi locally Lipschitz functions and with b differentiable.
We observe that if we choose the functions γi so that
∂γ2(0)/∂xi = 0, i = 1, 3, then we lose detectability from
e of the linear approximation of (36) at 0. Thus, e is not
enough to stabilise (36), and additional outputs are needed. We
specifically assume to have available for feedback the other
two variables, i.e. ym := col(x1, x3), that, however, do not
to vanish at the ideal steady state in which e = 0. We also
observe that a control strategy based on a preliminary inner-
loop that uses ym to reduce to the case of Section III-A is hard
to imagine, as u1 and u2 affect both the equations of x˙2 and
x˙3, and they both must be used in case x3 is pre-stabilised.
We observe, thus, that this case does not fit into any of the
previous pre-processing frameworks.
In the rest of the section we build a regulator based on
Proposition 1. For, we suppose to know a function κ such that
(s1 − s2)(f1(s1)− f1(s2) + κ(s2)− κ(s1)) ≤ 0. (37)
2An extension (not presented here for reason of space) to generic multi-
variable (partial) normal forms of the approach followed in this example and
in Section III-E to deal with additional non-vanishing outputs is given in [36].
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We change coordinates as
ζ2 := x3 + x1 + κ(x1), ζ1 := x2, p := x1,
transforming (36) to
p˙ = g(w, p, ζ1) + ζ2, ζ˙ = ρ(w, p, ζ) +B(w)u
with ρ and g properly defined and with
B(w) :=
(
1 1
−b(w) 1− b(w)
)
.
With α > 0 fulfilling 4α > 1 + supw∈W (1 + b(w))
2, let
L :=
(
α2 0
0 α
)
, S(w) :=
(
1 + b(w)2 b(w)
b(w) 1
)
.
Then the high-frequency matrix B(w) fulfils
LTB(w, x)TS(w) + S(w)B(w, x)L
=
(
2α2 α(1 + b(w))
α(1 + b(w)) 2α
)
=:M(w).
(38)
By definition of α, M(w) is positive definite and there exists
m > 0 such that, for all x ∈ R2,
xTM(x)x ≥ m|x|2. (39)
With yη a virtual input and k a control parameter, consider
the control law
u = −kL
(
ζ1 + yη
ζ2
)
=
(
−kα2(ζ1 + yη)
−kαζ2
)
.
It can be shown that this control law ensures bounded solutions
semi-globally, with the domain of validity that increases with
k. In these variables, the regulator equations give
ζ⋆1 = 0
p˙⋆ = g(w, p⋆, 0) + ζ⋆2
ζ˙⋆2 = ρ2(w, p
⋆, ζ⋆)− b(w)u⋆1 + (1− b(w))u
⋆
2
0 = ρ1(w, p
⋆, ζ⋆) + u⋆1 + u
⋆
2.
from which we deduce
ζ˙⋆2 = ρ2(w, p
⋆, ζ⋆) + b(w)ρ1(w, p
⋆, ζ⋆)− kαζ⋆2
y⋆η =
(
ρ1(w, p
⋆, ζ⋆)− kαζ⋆2
)
/(α2k).
From the latter equations, and by letting, as in Section III-B,
yη = Γ(η) := η1, we can thus infer a possible class C
⋆
η of
ideal steady states for η defined by η⋆1 = y
⋆
η and η
⋆
i = η˙
⋆
i−1.
We then fix the identifier degrees of freedom and the matrices
Gi by following the guidelines of Section II-C and Lemma 1,
thus obtaining the ideal steady state z⋆ as detailed in Section
II-C. Consider the change of variables
p˜ := p− p⋆, η˜ := η − col
(
η⋆[1,d−1], φ(η
⋆
[1,d−1], θ
⋆)
)
ζ˜2 := ζ2 − ζ
⋆
2 , z˜ := z − z
⋆, ζ˜1 := ζ1 + η˜1
that yields
˙˜p = g˜(w, p˜, ζ˜, p⋆) + ζ˜2
η˜ = Φ˜(η˜, z˜, η⋆, z⋆, ε⋆) +Gζ˜1
z˜ = µ˜(z˜, η˜, η⋆, z⋆)
ζ˜ = ρ˜(w, p˜, ζ˜, p⋆, ζ⋆)− kB(w)Lζ˜
with ρ˜ and g˜ that, in view of (37), fulfil
|ρ˜(w, p˜, ζ˜, p⋆, ζ⋆)| ≤ r1(|ζ˜|+ |p˜|+ |η˜[1,2]|)
p˜g˜(w, p˜, ζ˜, p⋆) ≤ −
1
2
|p˜|+
1
2
r2(|ζ˜1|+ |η˜1|) +
1
2
|ζ˜2|
(40)
for some r1, r2 ∈ K that are locally Lipschitz. Thus, as
S(w) > 0, quite standard high-gain arguments can be used
to show that, considering the function
V := |p˜|+
√
ζ˜TS(w)ζ˜ ,
and noting that (38), (39) imply −k2ζ˜TS(w)B(w)Lζ˜ ≤
−km|ζ|2, then, in view of (40), for each compact set of initial
conditions X ⊂ R3, we can find k⋆ > 0 such that, for all
k > k⋆, the hypotheses of Proposition 1 hold with ν = 0,
which in turn yields the result of Theorem 1 with νs = 0.
E. Application to the Control of the VTOL
In this section we present an application to the regulation
of the lateral position of the VTOL aircraft. The aim of this
example is to show how the design of the identifier can be
approached in the high-gain setting developed in the previous
sections (again in presence of additional output variables not
necessarily vanishing at the steady state). For compactness we
disregard the equations of the vertical dynamics, as it can be
controlled in a separate control loop. The dynamics of the
lateral (x1, x2) and angular (x3, x4) positions of the VTOL
aircraft can be described by the equations [37]
x˙1 = x2
x˙2 = q(w)− g tanx3 + v
x˙3 = x4
x˙4 = Bu .
(41)
with M > 0 the VTOL mass, g > 0 the gravitational
constant and B = 2LJ−1 > 0, with L > 0 the length of
the wings and J the moment of inertia (typically uncertain).
The input u is the force on the wingtips, v is a vanishing
input taking into account the (controlled) vertical dynamics
and q(w) := M−1q0(w), with q0(w) that is the lateral
force produced by the wind. The control goal is to eliminate
the wind action from the lateral position dynamics, i.e. the
regulation error is defined as e(t) = x1(t). We also suppose
to have available for feedback the entire state, namely y = x.
We stress that, although it is usually the case in practice to
have the whole state available for feedback, previous output
regulation solutions (see e.g. [14]) allow to use only e as
a control variable. Here instead we take advantage from the
additional information. Let w(t) be generated by an exosystem
of the form (2). The corresponding solution (x⋆, u⋆) to the
regulator equations fulfil x⋆1 = x
⋆
2 = 0, x
⋆
3 = tan
−1(q(w)/g),
x⋆4 = gLsq(w)/(g
2 + q(w)2) and u⋆ = gB−1(L2sq(w)/(g
2 +
q(w)2) − 2(Lsq(w))
2q(w)/(g2 + q(w)2)2). We consider the
change of coordinates x 7→ χ, where
χ1 := x1, χ2 := x2,
χ3 := −g tanx3 + q(w), χ4 = Lsq(w) − gx4/(cosx3)
2
that yields
χ˙1 = χ2
χ˙2 = χ3
χ˙3 = χ4
χ˙4 = b(w, χ)− Ω(w, χ)u
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with b(w, χ) and Ω(w, χ) opportunely defined. With yη an
auxiliary input, c ∈ R4 and k, ℓ > 0 design parameters we
think of a control law of the kind
u = ℓ
(
c1k
4(x1 + yη) + c2k
3x2
+ c3k
2(−g tanx3) + c4k(−gx4/ cos
2 x3)
)
.
that in the χ coordinates reads as
u = ℓ
(
c1k
4(χ1 + yη) + c2k
3χ2 + c3k
2χ3 + c4kχ4
− c3k
2q(w) − c4kLsq(w)
)
.
Therefore the ideal steady-state value of y⋆η is given by
y⋆η :=
c3
c1k2
q(w) +
c4
c1k3
Lsq(w) +
1
c1ℓk4
Ω(w, 0)−1b(w, 0) .
(42)
We approach the design of the internal model unit by letting
as before yη = η1, with η1 the first component of an adaptive
internal model unit of the form (12), with the order d, the
function φ(η, θ) and the identifier subsystem z that are chosen
on the basis of the class C⋆η of functions that, in view of (42),
are linear combinations of q˙(w), q(w) and Ω(w, 0)−1b(w, 0).
For clarity of exposition, details on the choice of φ are
postponed to the end of the section. Once fixed φ, we fix
the matrices Gi and ψ according to Lemma 1 and, in the
following, we approach the design of k and ℓ so as to fulfil
the hypotheses of Proposition 2. For, we define η˜ according
to (24) and, with c ∈ R4 chosen so that c4 = 1 and
p(s) := s3 + c3s
2 + c2s + c1 is an Hurwitz polynomial, we
further change variables as χ 7→ (χ˜, ζ˜), with
χ˜1 := χ1 + η˜1, χ˜2 := k
−1χ2
χ˜3 := k
−2χ3, ζ˜ := k
−3χ4 + c1χ˜1 + c2χ˜2 + c3χ˜3 .
In the new coordinates we obtain
˙˜χ = kMχ˜+ f(χ˜, ζ˜ , η˜)
˙˜
ζ = −ℓkΠ(w, χ˜, ζ˜, η˜)ζ˜ +∆(w, χ˜, ζ˜, η˜)
where M is Hurwitz, f(χ˜, ζ˜ , η˜) := col(η˜2 − G1η˜1 +
G1χ˜1, 0, kζ˜), being G1 is the same matrix of the internal
model unit (12) and Π(w, χ˜, ζ˜, η˜) and ∆(w, χ˜, ζ˜, η˜) are prop-
erly defined functions, with Π(w, χ˜, ζ˜, η˜) that depends on
(χ˜, ζ˜ , η˜) only throughout χ˜3 and it is bounded by above and
below in each compact subset of Rnw+4+d and ∆(w, χ˜, ζ˜, η˜)
is locally Lipschitz and vanishes when (χ˜, ζ˜, η˜) = 0, for any
w ∈ Rnw . By standard high-gain arguments, it is thus possible
to conclude that, for any compact subset X ⊂ R4, there exist
k⋆, ℓ⋆(k) > 0 such that for all k > k⋆ and ℓ > ℓ⋆(k) the
assumptions of Proposition 1 hold with ν = 0.
We propose now a design example for the internal model
unit and the identifier in the case in which q(w(t)) is a
quasi-periodic signal characterised by a stronger dominant
frequency component and weaker higher harmonics, and the
goal is to learn and compensate the dominant harmonic. We
first observe that the constants that multiply the terms Lsq(w)
and Ω(w, 0)−1b(w, 0) in the expression (42) of y⋆η are much
smaller than those multiplying q(w). In order to simplify the
problem, and to have better insight on y⋆η , we thus approximate
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Figure 2. Simulation results: figure (a) shows the error trajectory with
and without (i.e. with uη = 0) adaptive internal model unit. Figure (b)
instead shows the comparison between the steady state regulation error when
adaptation is used and when instead ψ(η, θ) = 0. Figure (c) shows the
trajectory of the parameter θ(t).
the class C⋆η as C
⋆
η ≈ Ĉ
⋆
η := {η
⋆ : y⋆η = η
⋆
1 = αq(w) , η˙
⋆
i =
η⋆i+1 , α ∈ (0, 1)} (we assumed without loss of generality that
k2 > c3/c1). The approximate class Ĉ
⋆
η contains thus signals
with the same frequency content of q(w). In order to fix the
identifier, we infer a prediction error model of the kind
y¨⋆η = −θy
⋆
η , θ ∈ R ,
which captures the dynamical model of a single harmonic. In
view of the discussion developed in Section II, we choose the
order of the internal model as d = 2 + 1 = 3 and we use a
least-squares identifier of the kind introduced in Section III-C,
with nθ = 1 and σ(η) := η1. This yields a function φ given
by φ(η, θ) = θη1. We conclude the design by defining ψ by
any opportunely saturated version of (22) and, as mentioned
before, by designing the matrices Gi according to Lemma
1. Figure 2 shows the result of a simulation obtained with
M = 5 · 104Kg, L = 2m, J = 1.25 · 104Kg/m2 and where we
let q0(w) = 2 ·10
7w1+10
6w3, with w ∈ R
4 that is generated
by the system
w˙1 = w2 w˙3 = w4
w˙2 = −w1 w˙4 = −4w3 .
with initial condition w(0) = col(1,−1, 0,−1). Thus q0(w)
is a periodic signal with a dominant harmonic at frequency 1
rad/s and such that q(w) = q0(w)/M has the same order of
magnitude of the weight of the VTOL. The control parameters
have been chosen as: G1 = 15, G2 = 75, G3 = 125, k = 170,
ℓ = 250, λ = 0.2 and Γ = 10−8. Figure (b) shows how the
dominant component of q(w) is “learned”, thus leading to a
considerable compensation of the corresponding harmonic in
the regulation error, in which only high frequency components
can be observed.
F. Adaptive regulation of linear systems via slow identifiers
In this section we consider the problem of adaptive output
regulation for general multivariable linear systems. Unlike the
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design examples proposed so far, in this case we do not rely
on a “high-gain” strategy to fit into the hypotheses of Theorem
1 and, rather, we leverage on the separation of the time-scales
obtained by letting the identifier to be slow enough compared
to the controlled plant. We consider systems of the form
w˙ = Sw
x˙ = Ax +Bu+ Pw
e = Cex+Qew
(43)
with w ∈ Rnw , x ∈ Rn, u ∈ Rm, e ∈ Rp, being
n, nw,m, p, q ∈ N such that m ≥ p, and with S that is an
unknown matrix. For simplicity, we address the state feedback
case, as output feedback can be obtained by means of the same
arguments, and we assume that S is simply stable and (A,B)
is stabilisable. By following the procedure of Section II, we
exploit linearity to fix the structure of the internal model unit
and the stabiliser. In particular, in view of Section I-B, we let
in (12), (13) d = nw + 1, Γ(η) = η, Gd = Ip and Gi = 0 for
i = 1, . . . , d − 1. We then fix the class of stabilisers (15) as
the class of static state-feedback control laws of the kind
u = Kxx+Kηη (44)
with K :=
(
Kx Kη
)
to be fixed. To set up the identification
problem, we let the model set M be the set of functions φ :
R
p(d−1) × Rnθ → Rp of the form
φ(η[1,d−1], θ) = (θ
T ⊗ Ip)η[1,d−1],
and we fix a multivariable version of the least-squares identi-
fier of Section III-C, with nθ = d−1, σi(η) = ηi ∈ R
p for i =
1, . . . , d − 1, and with σ(η) = col(σ1(η)
T , . . . , σd−1(η)
T ) ∈
R
(d−1)×p and λ > 0 that is a small number to be tuned.
By following Section II-B, we consider an expression of ψ
obtained according to (22), obtaining a function of the form
ψ(η, z) := λρ0(z, η) + (θ
T ⊗ Ip)η[2,d], (45)
for some ρ0. Here, however, instead of (45) we implement the
following modified function:
ψ(η, z) := λρ(z, η) + (pE(θ)
T ⊗ Ip)η[2,d],
where ρ is a bounded function obtained by saturating ρ0, E is
a compact set to be fixed and pE denotes any selection of the
projection map from Rnθ onto E . We can write the internal
model unit in the compact form
η˙ = Ψ(θ)η +Ge+ λGρ(z, η), (46)
for some Ψ : Rnθ → Rpd×pd and, by letting ξ := col(x, η), for
appropriate Pξ , ℓ and ρξ we can write the closed-loop system
(34), (43), (44), (46) as
z˙ = λℓ(z, η),
w˙ = Sw
ξ˙ = (Aξ(θ) +BξK)ξ + Pξw + λρξ(z, ξ)
(47)
where
Aξ(θ) :=
(
A 0
GCe Ψ(θ)
)
, Bξ :=
(
B
0
)
.
Let ΘH be the set of θ for which Aξ(θ) +BξK can be made
Hurwitz (i.e. for which the non-resonance conditions hold). It
can be shown that Rnθ \ΘH is of null Lebesgue measure, so
that we can find arbitrarily large compact sets E inside ΘH.
In the following we denote by A¯ξ the map Aξ with the set E
taken equal to ΘH. Fix ǫ, r > 0 such that r > ǫ and θ¯ ∈ ΘH
arbitrarily, and let K ∈ Rm×(n+pd) be such that A¯ξ(θ¯)+ rI+
BξK is Hurwitz
3. Then the eigenvalues of A¯ξ(θ¯)+BξK have
real part smaller than −r. Moreover, with µ¯ the eigenvalue of
A¯ξ(θ¯) +BξK with largest real part, we observe that the map
θ 7→ Λ(θ) := max
µ∈σ(Aξ(θ)+BξK)
|ℜ[µ¯]−ℜ[µ]|,
where ℜ[µ] denotes the real part of µ, is continuous. Therefore,
since the difference (A¯ξ(θ¯) + BξK) − (Aξ(θ) + BξK) =
A¯ξ(θ¯)−Aξ(θ) is a function only of θ− θ¯, there exists a non-
empty compact set E ⊂ ΘH such that θ¯ ∈ E and, for all θ ∈ E
and all µ ∈ σ(Aξ(θ)+BξK), we have |ℜ[µ]−ℜ[µ¯]| ≤ r− ǫ,
and hence
ℜ[µ] = ℜ[µ¯] + (ℜ[µ]−ℜ[µ¯]) ≤ −r + (r − ǫ) ≤ −ǫ.
We remark that the procedure described above leads to a local
existence result of E , once fixed K , ǫ and r. Nevertheless, r
can be taken arbitrarily large, thus potentially allowing E to be
taken arbitrarily large. We also observe that the boundedness
of ρ implies that the trajectories of the closed-loop system (47)
are uniformly ultimately bounded.
The only parameter that remains to fix is λ. We approach
its design by noting that low values of λ induce a small gain
condition in the interconnection of the systems z and (w, ξ),
and in a consequent separation of the time-scales. Let Π(θ)
be the unique (smooth in θ) solution to the Sylvester equation
Π(θ)S − (Aξ(θ) + BξK)Π(θ) = Pξ . Then, when λ = 0, the
subsystem (w, ξ) of (47) has a globally exponentially stable
attractor given by the graph of w 7→ Π(θ)w. Let Πη(θ) ∈
R
pd×nw be such that Π can be partitioned as Π = col(Πx,Πη)
for some Πx(θ) ∈ R
n×nw . Then, when ξ = Π(θ)w, the input
to the identifier is η = Πη(θ)w. Let Πηi(θ) ∈ R
p×nw , i =
1, . . . , d, be such that we can write Πη = col(Πη1 , . . . ,Πηd).
The structure of Ψ(θ) gives
ΠηiS = Πηi+1 , i = 1, . . . , d− 1
Πηi = Πη1S
i−1 i = 1, . . . , d.
(48)
As d− 1 = nw, by letting ci, i = 1, . . . , nw be such that
snw + cnw−1s
nw−1 + . . .+ c1s+ c0 (49)
coincides with the characteristic polynomial of S, from (48)
and by the Cayley-Hamilton Theorem we also have
Πηd = Πη1S
d−1 = Πη1S
nw = −Πη1
nw∑
i=1
ci−1S
i−1
= −
nw∑
i=1
ci−1Πη1S
i−1 = −
nw∑
i=1
ci−1Πηi .
(50)
Since the input to the least squares identifier (34) in the
reduced system reads as
η[1,d−1] = col(Πη1(θ), . . . ,Πηd−1(θ))w, ηd = Πηd(θ)w,
(51)
3This is possible as stabilisability of (A¯ξ(θ), Bξ) implies those of
(A¯ξ(θ) + rI,Bξ).
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then (50) implies that the least squares problem (33) with Υ =
0 has a global solution given by
θ◦ := − col(c0, . . . , cnw−1).
The quantity θ◦ is also the unique along the solutions that
satisfy the following strong persistence of excitation property:
Definition 2 With ǫR > 0 the input η is said to have the ǫR-
strong persistence of excitation property if there exists T > 0
such that, along the solutions to (34) with input η, it holds
that minσ(R(t)) ≥ ǫR for all t ≥ T .
Clearly, if η has the ǫR-strong persistence of excitation
property it also has the persistence of excitation property of
Definition 1 for t ≥ T . Thus, Proposition 3 and the continuity
of R as a function of η can be invoked to claim that the
identifier (34) with input (51) is such that θ → θ◦. Suppose
that θ◦ ∈ E , then by definition of Ψ, G and Πη, and by using
again (48) and the Cayley-Hamilton Theorem, we obtain that,
if θ = θ◦, then the quantity Πe := CeΠx +Qe fulfils
Πe(θ
◦) = Πηd(θ
◦)S −
d−1∑
i=1
θ◦iΠηi+1(θ
◦)
= −
d−1∑
i=1
(ci−1 + θ
◦
i )ΠηiS = 0.
Moreover, we observe that Π is continuous in θ and that the
function ρξ in (47) is vanishing in z = z
⋆ (where θ⋆ = θ◦ is
constant), locally Lipschitz with a Lipschitz constant possibly
depending on the particular ǫR for which Definition 2 holds,
and it is multiplied by λ in the equation of ξ˙. Therefore,
standard small-gain arguments and Proposition 3 can be used
to show that, if λ is taken sufficiently small, then the stability
requirement holds with ε⋆ = 0 and with ν = 0 along the
solutions for which η has the strong persistence of excitation
property with a fixed ǫR. We summarize the result in he
following proposition.
Proposition 4 The closed-loop system (34), (43), (44), (46)
has bounded trajectories. If in addition there exists c ∈ E
such that (49) holds, then for any ǫR > 0 there exists λ
⋆ > 0
such that, for all λ ∈ (0, λ⋆), any solution of the closed-loop
system for which η has the ǫR-strong persistence of excitation
property also fulfils
lim
t→∞
e(t) = 0.
IV. CONCLUSION
The paper presented a general post-processing design pro-
cedure hinging on a “non-equilibrium” framework ([12]),
in which the regulator equations (10) are allowed to admit
solutions (x⋆, u⋆) that are not necessarily dependent only on
the exosystem variables. The uncertainties typically character-
ising (x⋆, u⋆) and the need to face the chicken-egg dilemma
motivated the adoption of an adaptive internal model, in which
adaptation is cast as an identification problem. The chicken-
egg dilemma is taken on by moving the overall uncertainty
on (x⋆, u⋆) (coming from the uncertainties in the plant and
exosystem and form the fact that the stabiliser is still floating
when the structure of the internal model is fixed) to the identi-
fication level, where algorithms can be developed to deal with
it. In line with the identification viewpoint, we considered a
more suitable approximate, rather than asymptotic, regulation
objective, and the prediction error ε of the identified model was
shown in Theorem 1 to be directly related to the bound on the
asymptotic regulation error, with asymptotic regulation that is
obtained only in the idealistic case in which a “true model”
exists in the model set. General requirements are introduced
to guide the design of the identifier (Requirements 1 and
3) and the other degrees of freedom related to stabilisation
(Requirement 2), with the performances of the final regulator
that result to be dependent on the “quality” of the internal
model, influencing ε⋆, and that of the stabiliser, influencing
the asymptotic distance to the ideal steady state (Theorem 1).
In the second part of the paper we presented some rep-
resentative design examples to illustrate how the proposed
framework can embrace different regulation problems. A high-
gain strategy was proposed to systematically deal with the
class of systems possessing a (partial) normal form, with the
dimension of the input not necessarily equal to those of the
regulation errors. Two examples have been given to show how
additional measured outputs can be easily included in the
stabilisation loop, thus showing how in this post-processing
approach we can solve problems that do not fit in the previous
pre-processing framework (even in the non-adaptive case).
We presented a possible least-squares design that fulfils the
identifier requirements and we used it to present an adaptive
regulator for general multivariable linear systems.
The material presented in the paper is far from being a
complete answer to the problem of multivariable nonlinear
output regulation, which is definitely an open and challenging
research field. The strength of the framework of Section II is
that the solution to the regulator equations are just used in
a “qualitative” way in order to select the most appropriate
internal model and identifier, this being in sharp contrast
with existing design principles that have definitely a “friend
centric” nature. Moreover, many research directions are open
by the proposed vision. Large emphasis has to be put in better
supporting the identifier and stability requirements so as to
enlarge the class of systems that can be dealt with by using
the general approach of Section II. For what concerns the iden-
tification problem, a road that is definitely worth to investigate
is the adoption of universal approximators (such as Wavelets
and Neural Networks), which permit to further weaken the
chicken-egg dilemma, dealing to practical regulation without
virtually any a-priori knowledge on the system.
APPENDIX A
PROOF OF PROPOSITION 3
With δ : R≥0 → R
d an integrable function, define for
convenience
Σ(η⋆, δ) := σ
(
η⋆[1,d−1] + δ[1,d−1]
)
σ
(
η⋆[1,d−1] + δ[1,d−1]
)T
π(η⋆, δ) := σ
(
η⋆[1,d−1] + δ[1,d−1]
)(
η⋆d + δd
)
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and let z⋆ = (R⋆, v⋆) be given by
R⋆(t) := λ
∫ t
0
e−λ(t−s)Σ(η⋆(s), 0)ds
v⋆(t) := λ
∫ t
0
e−λ(t−s)π(η⋆(s), 0)ds.
Then z⋆ solves (34) with z(0) = 0 and η = η⋆. Moreover, for
fixed t ∈ R≥0, differentiating (33) with respect to θ yields
∇θ(Jη⋆(θ))(t)
= −2λ
∫ t
0
e−λ(t−s)
(
σ(η⋆[1,d−1](s))ǫ(s, θ)
)
ds+ 2Υθ
= 2
(
(R⋆(t) + Υ)θ − v⋆(t)
)
As the set ϑ◦η⋆(t) of minimisers of (Jη⋆(θ))(t) is given by
ϑ◦η⋆(t) = {θ ∈ R
nθ : ∇θ(Jη⋆(θ))(t) = 0}, we have
θ⋆(t) := (R⋆(t) + Υ)†v⋆(t) ∈ ϑ◦η⋆(t)
so that identifier basic requirement holds. Let now (34) be
driven by η = η⋆ + δ. As σ is bounded and Lipschitz, there
exists Lσ > 0 such that
|Σ(η⋆, δ)− Σ(η⋆, 0)| ≤ Lσ|δ|, |π(η
⋆, δ)− π(η⋆, 0)| ≤ Lσ|δ|
hold for all δ ∈ Rd. By direct solution and since R⋆(0) = 0,
we then obtain
|R(t)−R⋆(t)| ≤ e−λt|R(0)−R⋆(0)|
+ λ
∫ t
0
e−λ(t−s)|Σ(η⋆(s), δ)− Σ(η⋆(s), 0)|ds
≤ e−λt|R(0)−R⋆(0)|+ Lσ|δ|[0,t)
and a similar bound holds for |v(t) − v⋆(t)|, so that the
identifier strong stability requirement holds with βz(s, t) and
ρz(s) given by (35) with c := 2Lσ.
APPENDIX B
PROOF OF PROPOSITION 2
For each i = 1, . . . , p, consider the change of variables
χi1 7→ χ˜
i
1 := χ
i
1 + η˜
i
1,
χij 7→ χ˜
i
j := χ
i
j , j = 2, . . . , n
i
χ
(52)
and let χ˜ := col(χ˜1, . . . , χ˜p), with χ˜i := col(χ˜i1, . . . , χ˜
i
niχ
). In
the new variables, we have
e˜ := e− η˜1 = Cχ˜ .
Moreover, from (26) we obtain
˙˜χ = (F + gh1C
TC)χ˜+Hζ + CT (η˜2 − gh1η˜1) . (53)
The following result follows from standard high-gain argu-
ments in presence of arbitrary vector relative degree.
Lemma 2 For any ǫ > 0, there exist K ∈ Rp×nχ , with
KCCT invertible, βχ, β˜e ∈ KL and aχ > 0 such that (53)
with ζ = ζ˜ +Kχ˜, being ζ˜ ∈ Rp an auxiliary input, satisfies
|χ˜(t)| ≤ βχ(|χ˜(0)|, t) + aχ
(
|ζ˜|[0,t] + |η˜|[0,t]
)
|e˜(t)| ≤ β˜e(|χ˜(0)|, t) + ǫ|ζ˜|[0,t] + ǫ|η˜|[0,t] .
We keep ǫ as a degree of freedom for now, and, with K
produced by Lemma 2, we change variables according to
ζ 7→ ζ˜ := ζ −Kχ˜ . (54)
In view of (30c), ζ˜(t) fulfils
˙˜
ζ = δ(η˜, χ˜, ζ˜) + q(w, x) + Ωu (55)
where
δ(η˜, χ˜, ζ˜) := −K
(
(F + gh1C
TC +HK)χ˜+Hζ˜
+ gCT (η˜2 − h1η˜1)
)
.
With ℓ > 0 a design parameter to be fixed, in (31), let
K1 := ℓK, K2 := −ℓIp, K3 := ℓKCC
T .
In view of Lemma 2, K3 is invertible. Moreover exists ℓ
⋆
1 > 0
such that for all ℓ > ℓ⋆1 |K
−1
3 | ≤ 1. Developing (31) yields
u = −ℓL
(
ζ −Kχ−KCCT η1
)
= −ℓLζ˜ + LK3y
⋆
η
In view of (32), substituting this latter relation in (55) yields
˙˜
ζ = δ(η˜, χ˜, ζ˜) + q˜(w, x, x⋆)− ℓΩLζ˜ .
where q˜(w, x, x⋆) := q(w, x) − q(w, x⋆). We will fix ℓ later
according to the following Lemma, whose proof, implied by
A3, follows from simple computations and is thus omitted.
Lemma 3 There exist βζ ∈ KL, aζ > 0 ℓ
⋆
2 > ℓ
⋆
1 such that,
for all ℓ > ℓ⋆2 and as long as x(t) ∈ X , the following holds
|ζ˜(t)| ≤ βζ(|ζ˜(0)|, t)+
aζ
ℓ
(
|x˜0|[0,t)+ |χ˜|[0,t)+ |η˜|[0,t)
)
. (56)
As (w, x) ∈ W × X , there exists a01 > 0 for which the
function ρ0(·) of A2 fulfils ρ0(|(χ, ζ)|[0,t]) ≤ a01(|χ|[0,t] +
|ζ|[0,t]). By letting a02 := (1+ |K|)a01, in view of (52), (54),
A2 yields
|x˜0(t)| ≤ β0(|x˜0(0)|, t) + a02|χ˜|[0,t) + a01
(
|η˜|[0,t] + |ζ˜|[0,t]
)
and, as a trivial small-gain condition between χ˜ and x˜ holds,
as long as x(t) ∈ X , we obtain
|(x˜0, χ˜)| ≤ β0χ(|(x˜0(0), χ˜(0))|, t) + a03
(
|ζ|[0,t) + |η˜|[0,t)
)
|e˜| ≤ β˜e(|(x˜0(0), χ˜(0))|, t) + ǫ
(
|ζ|[0,t) + |η˜|[0,t)
)
(57)
for some β0χ ∈ KL and a03 > 0. Thus, standard small-
gain arguments can be used to claim that, for any ℓ > ℓ⋆3 :=
max{ℓ⋆2, aζa03}, the following estimate holds
|(x˜0, χ˜, ζ˜)| ≤ βx(|(x˜0(0), χ˜(0), ζ˜(0)|, t) + ax|η˜|[0,t) (58)
for suitable βx ∈ KL and ax ∈ R≥0. Small-gain arguments
can be also used to show that, in view of (58), equations (56)
and (57) imply the existence of a ℓ⋆4 ≥ ℓ
⋆
3 (possibly dependent
on ǫ) such that, for all ℓ > ℓ⋆4, the following holds
|x˜(t)| ≤ βx(|x˜(0)|, t) + ax|η˜|[0,t)
|e˜(t)| ≤ βe(|x˜(0)|, t) + ae(ℓ, ǫ)|η˜|[0,t)
as far as x ∈ X , with βe ∈ KL and ae(ℓ, ǫ) > 0 which
can be made arbitrarily small by opportunely reducing ǫ and
consequently increasing ℓ. In particular, it can be shown that
for any ρi > 0 there exists ǫ
⋆ and ℓ⋆(ǫ) ≥ ℓ⋆4 such that, for
any ǫ < ǫ⋆ and ℓ > ℓ⋆(ǫ), ae(ǫ, ℓ)ρi < 1, and this concludes
the proof.
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