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Abstract
Classical diﬀusion theory is widely applied in natural science and has made a great
achievement. However, the phenomenon of anomalous diﬀusion in discontinuous
media (fractal, porous, etc.) shows that classical diﬀusion theory is no longer suitable.
The diﬀerential equations with fractional order have recently been proved to be
powerful tools for describing anomalous diﬀusion. Nevertheless, the analysis
methods and numerical methods for fractional diﬀerential equations are still in the
stage of exploration. In the paper, we consider the Sturm-Liouville problem and the
numerical method of a fractional sub-diﬀusion equation with Dirichlet condition,
respectively. We have given the series solution of equation and proved the stability
and the convergence of the implicit numerical scheme. It is found that the numerical
results are in satisfactory agreement with the analytical solution. Through the
robustness analysis, it is also found that the diﬀusion processes on fractals are more
sensitive to the spectral dimension than to the anomalous diﬀusion exponent.
Keywords: fractional diﬀusion equation; anomalous diﬀusion; Sturm-Liouville
problem; implicit numerical scheme; robustness
1 Introduction
In recent years, more andmore phenomena of anomalous diﬀusion were found in physics,
biology, and chemistry [–]. The theory of diﬀusion or transport on both disordered
systems and fractals has been extensively studied [–]. Nevertheless, as a new and ef-
fective tool, the fractional derivative is quite suitable for the mathematical modeling of
nonlocal processes such as fractional Brownmotion [, ], non-Newtonian ﬂuid mechan-
ics [], nonequilibrium thermodynamics [], complex ecological systems [], etc. This
is also the main advantage of fractional derivatives compared with integer order deriva-
tive models. Mathematicians and physicists have established some signiﬁcant fractional
diﬀusion equations to describe anomalous diﬀusion [, ]. The main idea is continuous
time random walks (CTRWs) with long time behavior of the mean square displacement
〈x(t)〉 ∼ tγ , where γ is the diﬀusion exponent. If γ = , it corresponds to normal diﬀusion,
otherwise, the case γ <  corresponds to sub-diﬀusion and the case γ >  corresponds to
sup-diﬀusion [–]. The classical diﬀusion equation in Euclidean space with d dimen-
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sions can be expressed by
∂










The probability density of random walker namely the solution of (.) is
u(x, t) = t–d/e– x

t . (.)
Metzler et al. [] have considered a random walk on fractal object with γ = /dω , where
dω >  is the anomalous diﬀusion exponent. The probability density of the randomwalker’s
asymptotic behavior satisﬁes
u(x, t)∼ t–df /dωe–c(x/σ )μ (t → ∞), (.)





, μ = dω/(dω – ). (.)
This kind of anomalous diﬀusion on fractals could be characterized by the macroscop-



































dω f (η)dη. (.)
The time fractional diﬀusion equation (.) can be regarded as a generalization of diﬀusion
equation (.). If dω = , equation (.) is reduced to the normal diﬀusion equation (.).
In recent years, a great deal of mathematical eﬀort in analytical and numerical method
for fractional diﬀerential equations has been devoted to FPDE’s applications, for instance,
the Fourier-Laplace transform [], theMellin transform [, ], the homotopy perturba-
tionmethod (HPM) [, ], the homotopy perturbation Sumudu transformmethod (HP-
STM) [, ], the Green’s function [, ], the Adomian decompositionmethod (ADM)
[], etc., but there is not one singlemethod that can be adapted to all fractional equations.
The non-locality of the fractional derivative operator makes it diﬃcult for mathematical
analysis and numerical computation. The objective of this paper is twofold. The ﬁrst one
is to investigate the singular Sturm-Liouville problem of (.) with the Dirichlet bound-
ary condition [–], the other is to give an implicit numerical method for fractional
diﬀusion equation with non-homogeneous Dirichlet boundary. Due to the relationship
between Caputo and Riemann-Liouville type fractional derivatives [], we can write the
equation as
C









+ f (x, t) (.)
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with the initial and boundary conditions
u(x, ) =ψ(x),  < x < L, (.)
u(, t) = u(L, t) = ,  < t <∞, (.)
where α = /dω,β = ds – , and  < α,β < . The Caputo type operator CDαt is deﬁned by
C





(t – η)–α ∂u(x,η)
∂η
dη. (.)
This paper is organized as follows. In the second part, we deal with the singular Sturm-
Liouville problem. In the third part, we discuss the numerical method, which contains
a stability and convergence analysis; the numerical results of a concrete example and a
robustness analysis are also given.
2 Sturm-Liouville problem








∂xu(x, t)),  < α,β < ,
u(x, ) =ψ(x),  < x < L,
u(, t) = u(L, t) = ,  < t <∞.
(.)





T(t) := –λ. (.)






dx ) + λxβX(x) = ,
X() = X(L) = .
(.)
The fractional order diﬀerential equation about T(t) is
C
Dαt T(t) + λT(t) = . (.)
Let p(x) = xβ ≥  and the root of p(x) belong to [,L], hence, the S-L problem is singular.
Lemma . Let u(x), v(x) ∈ C[,L], for the linear diﬀerential operator N := ddx (p(x) ddx ),
the following equation ideally holds:
∫ L






In particular, if u(x), v(x) ∈ C[,L], we have
∫ L

(vNu – uNv)dx = . (.)
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The conclusion follows from equation (.) minus equation (.). The lemma is now
proved. 
Theorem . The eigenvalue and eigenvector have the following properties.
() All of eigenvalues λj are negative real numbers.
() Eigenvectors corresponding to diﬀerent eigenvalues are orthogonal on [,L], with
respect to the weight function xβ , that is, if λj 
= λk and Xm (m = j,k) are the
corresponding eigenvectors, then we have
∫ L

p(x)Xj(x)Xk(x) =  (j 
= k).










Proof () If there are a complex number λ and η(x) ∈ C[,L] such that
Nη(x) – λp(x)η(x) = . (.)
The conjugate λ¯ and η¯ satisfy
N η¯(x) – λp(x)η¯(x) = . (.)
Following from Lemma ., the next equality holds:
∫ L






p(x)η(x)η¯(x)dx = . (.)
The fact that η(x) 
=  implies that λ = λ¯. Multiply η(x) at both sides of equation (.) and








The eigenvalue λ must be a negative real number.
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() By Lemma ., the eigenfunctions Xj and Xk satisfy
∫ L

XjNXk –XkNXj dx =  (.)
and





p(x)Xj(x)Xk(x)dx = . (.)
If λj 
= λk , the eigenvectors Xm (m = j,k) are orthogonal in L∗[,L].
() Let f (x) ∈H[,L],












p(x)y′(x)z′(x)dx; D(y) =D(y, y). (.)





By the Sobolev embedding theorem H[,L] ↪→ C[,L], limn→∞ λn = +∞, thus,





→  (N → ∞). (.)
Since the Hilbert space H is dense in L∗[,L], the proof is now complete. 
Let X(x) = xνY (x), where ν = –β , suppose X(x) =O(xν), hence equation (.) becomes
{
xY ′′(x) + xY ′(x) + (λx – ν)Y (x) = ,
Y () <∞, Y (L) = . (.)
The stretching transformation y(x) = Y ( x√
λ
) is used to convert equation (.) into the νth
order Bessel equation,
{
xy′′(x) + xy′(x) + (x – ν)y(x) = ,
y() <∞, y(√λL) = . (.)
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The solution of the νth order Bessel equation is
y(x) = CJν(x) +CJ–ν(x), (.)




















Combinedwith the boundary conditions, setμ(n)ν is the nth solution of the νth order Bessel
function [], and  < μ()ν < μ()ν < · · · < μ(n)ν < · · · , limn→∞ μ(n)ν = +∞. Then, the eigenval-

































(sα + γ )n+ ,
where F(s) is the Laplace transform for f (x), γ is a real number, and the Mittag-Leﬄer





(αk + β) .
Proof See []. 
By the Laplace transform, Lemma ., and the inverse Laplace transform, the solution
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For the non-homogeneous equation
C









+ f (x, t). (.)
Let the non-homogeneous term f (x, t) and the solution u(x, t) and the initial value ψ(x)
be of the following form of a series expansion:












where fn(t) is the general Fourier series of f (x, t), ψn is the general Fourier series of ψ(x).
Insert series (.) into the non-homogeneous equation (.) and the initial value condi-
tion, then we have
{
C
Dαt Tn(t) + λnTn(t) = fn(t),
Tn() =ψn.
(.)






































where the generalized Fourier coeﬃcients are
fn(t) =
∫ L
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3 Numerical method








∂xu(x, t)) + f (x, t),  < α,β < ,
u(x, ) =ψ(x),  < x < L,
u(, t) = u(L, t) = ,  < t <∞.
(.)
We use a uniform grid for spatial axis with grid spacing h = L/M, the points in the grid xj
are given by
xj = jh, j = , , , . . . ,M. (.)
Likewise, we take a grid on the temporal axis with grid spacing τ , the grid points tn are
given by
tn = nτ , n = , , , . . . . (.)
Let unj be the numerical approximation to the solution of (.) at the point (jh,nτ ). Simi-
larly, f nj = f (jh,nτ ). Using the forward diﬀerence, we have a ﬁnite diﬀerence approximation





































where ωk;α = ( + k)–α – k–α ,k = , , , . . . ,n– . The expression of the forward diﬀerence
tu(xj, tn–k–) is
tu(xj, tn–k–) = u(xj, tn–k) – u(xj, tn–k–). (.)
According to Abelian summation method by part, we have
n∑
k=
ωk;αtu(xj, tn–k) = u(xj, tn+) –ωn;αu(xj, t) +
n–∑
k=
(ωk+;α –ωk;α)u(xj, tn–k). (.)
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Hence, we obtain a numerical scheme for (.)








h ; rj =
βτα( – α)
jh , j = , , . . . ,M, (.)
with the initial and boundary conditions
uj =ψ(jh), j = , , , . . . ,M,
un = unM = , n = , , , . . . .
(.)
When n =  the numerical scheme of (.) becomes
( + r – rj)uj = uj + ruj+ + (r – rj)uj– + τα( – α)f j . (.)
Instead of equations (.) and (.), the diﬀerence scheme can be rewritten in the follow-
ing matrix form:
{
Du = u + τα( – α)f,
Dun+ = ωn;αu +
∑n–






 + r – r –r  · · ·  
r – r  + r – r –r · · ·  







   · · ·  + r – rM– –r

























We consider the stability of (.) in the following supremum norm:
∥∥un+∥∥∞ = max≤j≤M–
∣∣un+j ∣∣, ‖f‖∞ = max≤j≤M,n≥
∣∣f nj ∣∣. (.)
Lemma . The coeﬃcients ωk;α , rj, r satisfy
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. r > rj > , j = , , . . . ,M,
. ωk;α >  and ω–k;α =O(kα),k → ∞,
. ωk;α > ωk+;α ,k = , , , . . . ,n – .
Proof See [, ]. 
Theorem . The diﬀerence scheme (.) satisﬁes
∥∥un+∥∥∞ ≤
∥∥u∥∥∞ +C‖f‖∞,
where C is a positive constant.
Proof We use mathematical induction to show it. Suppose that |uj | = max{|u|,u, . . . ,
|uM–|}. Applying Lemma ., we have
( + r – rj)
∣∣uj





∣∣ + (r – rj)∣∣uj–
∣∣ + τα( – α)∣∣f j ∣∣
≤ ∣∣uj
∣∣ + r∣∣uj
∣∣ + (r – rj)∣∣uj
∣∣ + τα( – α)∣∣f j ∣∣
≤ ∥∥u∥∥ + (r – rj)∣∣uj




where the positive constant C is ω–n τα( – α). We assume that
∥∥um∥∥∞ ≤
∥∥u∥∥∞ +C‖f‖∞, m = , , . . . ,n. (.)
We havem = n + . From (.) we obtain






(ωk;α –ωk+;α)un–kj + ru
n+
j+ + (r – rj)u
n+
j– + τ









∣∣ + (r – rj)∣∣un+j–






∥∥u∥∥∞ + (r – rj)
∥∥un+∥∥∞ +ω–n;ατα( – α)‖f‖∞
≤ ∥∥u∥∥∞ + (r – rj)




We complete the proof. 
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Theorem. The numerical schemes (.) and (.) for FPDEare unconditionally stable.
Proof Suppose that u˜nj is an approximate solution of the numerical schemes (.) and
(.). Let εnj = u˜nj – unj , εnj satisfy
( + r – rj)εn+j = ωn;αεj +
n–∑
k=
(ωk;α –ωk+;α)εn–kj + rεn+j+ + (r – rj)εn+j– . (.)




We denote the solution of IBVP (.) with u(x, t) and set znj = unj – u(jx,nt), and we
see that znj satisﬁes









Using ‖z‖∞ =  and Theorem ., we have
∥∥zn+∥∥∞ ≤ Cτ a(τ + h). (.)
Therefore, we obtain the global convergence theorem.
Theorem. The diﬀerence scheme (.) for approximating the partial diﬀerential equa-
tion (.) is a convergent scheme.










∂xu(x, t)) + f (x, t),
u(x, ) = ,  < x < ,
u(, t) = u(, t) = ,
(.)
where the non-homogeneous term f (x, t) satisﬁes
f (x, t) = t
–α sinπx
( – α) – π t
(
β
x cosπx – π sinπx
)
.
The series solution can be yield by equation (.) and the exact analytical solution of
(.) is given by
u(x, t) = t sinπx. (.)
While α =  (i.e., the anomalous diﬀusion exponent is large enough), the fractional Caputo
operator is the identity operator and equation (.) is changed into the ordinary diﬀerential
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Table 1 The maximum absolute error E∞ between the numerical solution and the exact
solution, at time t = 1.0, α = 0.5
τ h β = 0.4 β = 0.6 β = 0.8
0.1 0.1 5.2E-2 8.3E-2 1.2E-1
0.05 0.05 2.6E-2 4.3E-2 6.5E-2
0.025 0.025 1.3E-2 2.2E-2 3.3E-2
0.0125 0.0125 6.5E-3 1.1E-2 1.7E-2
Table 2 The maximum absolute error E∞ between the numerical solution and the exact
solution, at time t = 1.0, β = 0.5
τ h α = 0.4 α = 0.6 α = 0.8
0.1 0.1 6.6E-2 6.6E-2 6.6E-2
0.05 0.05 3.4E-2 3.4E-2 3.4E-2
0.025 0.025 1.7E-2 1.7E-2 1.7E-2
0.0125 0.0125 8.6E-3 8.5E-3 8.5E-3
Figure 1 Numerical results for time fractional diffusion equation at time t = 1.0, α = 0.5,β ∈ [0, 1],
from top to bottom: τ = h = 0.1, 0.05, 0.025, 0.0125.
equation (ODE)







+ f (x, t). (.)
The maximum absolute errors between the exact solution and numerical solution
E∞(τ ,h,α,β) = max≤j≤M,n≥
∣∣unj – u(xj, tn)∣∣ (.)
are shown in Table  and Table . From Table , we can see that the maximum absolute
error increases drastically as the parameter β increases. While in Table , the maximum
absolute error is almost constant when the fractional order α changes in (.). In Figure ,
the numerical results for the time fractional diﬀusion equation with diﬀerent parameters
τ ,h,β are provided. In Figure , the numerical results for the time fractional diﬀusion
equation with diﬀerent parameters τ ,h,α are also given. We assume that uα,β (x, t) is the
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Figure 2 Numerical results for time fractional diffusion equation at time t = 1.0, β = 0.5,α ∈ [0, 1],
from top to bottom: τ = h = 0.1, 0.05, 0.025, 0.0125.
solution of (.). The robustness parameter α used to quantify the shift of the solution
uα,β (x, t) at x position t time when α changes then is
α = ∂uα,β (x, t)
∂α
. (.)
Similarly, β is deﬁned by
β = ∂uα,β (x, t)
∂β
. (.)
It is diﬃcult to calculate the robustness parameters as above because we usually cannot
get its exact solution uα,β (x, t). As an alternative, we explore the eﬀects of dω and ds on the
maximum absolute error E∞, through the robustness parameters ˜ds and ˜dω , which are
deﬁned as follows:








As shown in Figure , it is observed that the maximum absolute error increases drastically
as the spectral dimension ds increases. However, in Figure , with a change in the anoma-
lous diﬀusion exponent dω , the maximum absolute error is almost constant. It shows that
the inﬂuence of the spectral dimension ds on the maximum absolute error E∞ is larger
than that of the anomalous diﬀusion exponent dω . Moreover, it is interesting to see that
˜ds (τ ,h) decreases as the parameter ds increases for ﬁxed τ and h, and that ˜ds (τ ,h) de-
creases as the parameters τ and h decrease for ﬁxed ds. In strong contrast to this case,
˜dω (τ ,h) is almost constant, namely zero. Figure  shows the numerical solution of the
time fractional diﬀusion equation. In Figure  the absolute error between the exact solu-
tion and numerical solution is presented. All of our tests are performed with MATLAB.
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Figure 3 The effect of spectral dimension ds on the maximum absolute error, from top to bottom:
τ = h = 0.1, 0.05, 0.025, 0.0125.
Figure 4 The effect of anomalous diffusion exponent dω on the maximum absolute error, from top to
bottom: τ = h = 0.1, 0.05, 0.025, 0.0125.
4 Conclusion
In summary, we have presented the Sturm-Liouville problem and the series solution of
the fractional sub-diﬀusion equation on fractals, and an implicit numerical scheme is also
given. Furthermore, we have proved that the implicit numerical scheme is uncondition-
ally stable and convergent. The computational examples show that the results from the
numerical method agree quite well with the analytical solution. Previous research focuses
only on analytical methods and numerical methods for fractional diﬀerential equation.
However, the robustness analysis of the parameters, which is concerned with the frac-
tional derivative order, is not considered. Through the numerical analysis, we found that
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Figure 5 Numerical solution of time fractional diffusion equation at time t = 1.0,
α = 0.5,β = 0.4,h = τ = 0.0125.
Figure 6 The absolute error between the exact solution and numerical solution at time
t = 1.0,α = 0.5,β = 0.4,h = τ = 0.0125.
the maximum error for the numerical solution is more sensitive to the spectral dimension
in comparison with the anomalous diﬀusion exponent. The physical meaning is that the
diﬀusion processes on fractals depend more on the value of the ratio of the fractal Haus-
dorﬀ dimension to the anomalous diﬀusion exponent than on the anomalous diﬀusion
exponent. This work is helpful for researchers dealing with similar fractional diﬀerential
equations in physics and engineering.
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