Abstract. In this paper we treat null-controllability properties for the linear Kuramoto-Sivashinsky equation on a network with two types of boundary conditions. More precisely, the equation is considered on a star-shaped tree with Dirichlet and Neumann boundary conditions. By using the moment theory we can derive null-controllability properties with boundary controls acting on the external vertices of the tree. In particular, the controllability holds if the anti-diffusion parameter of the equation does not belong to a critical countable set of real numbers. We point out that the critical set for which the null-controllability fails differs from the first model to the second one.
Introduction
In this paper, we consider two control problems on the same simple network formed by the edges of a tree. The problem we address here enter in the framework of quantum graphs. The name quantum graph is used for a graph considered as a one-dimensional singular variety and equipped with a differential operator. Those quantum graphs are metric spaces which can be written as the union of finitely many intervals, which are compact or [0, ∞) and any two of these intervals are either disjoint or intersect only at one of their endpoints.
Our main goal is to study boundary null-controllability properties for the KuramotoSivashinsky (KS) equation (1) y t + λy xx + y xxxx = 0, on a star-shaped tree denoted Γ. More precisely, Γ is a simplified topological graph with N ≥ 2 edges e i , i ∈ {1, . . . , N }, of the same given length L > 0 and N + 1 vertices. Besides, all edges intersect at a unique endpoint which is the interior vertex of the graph. The mathematical formulation of the control problems that we address on Γ stands for a system of N -KS equations on the interval (0, L) coupled through the left endpoint x = 0 as follows 
For system (2) we study two types of boundary control conditions:
:
Next in the paper we will refer to (2)-(I) for system (2) subject to the boundary conditions (I) and to (2)-(II) for system (2) with boundary conditions (II). In system (2), λ is a positive constant, the functions y k = y k (t, x) are real-valued for any k ∈ {1, . . . , N }, t denotes the time variable, x denotes the space variable and the subscripts for both t and x indicate partial differentiation with respect to each one. The boundary functions u k , a k and b k are considered as control inputs acting on the external nodes. In model (2)-(II) we impose two controls to act on the same vertex whereas in model (2)-(I) we only require one control. Our main aims are to see whether we can force the solutions of system (2) to have certain properties by choosing appropriate control inputs. The focus here is on the following null-controllability issue:
Given any finite time T > 0 and any initial state y 0 = (y k 0 ) k=1,N , can we find proper control inputs in (I) or (II) (u = (u k ) k=1,N and a = (a k ) k=1,N , b = (b k ) k=1,N , respectively) to lead the solution of system (2) to the zero state, i.e., (3) y k (T, x) = 0, for all x ∈ (0, L) and k ∈ {1, . . . , N }?
For parabolic control problems, in general, it is not possible to steer the system to an arbitrary prescribed state. Thus, we do not expect the exact controllability to be true neither for the KS control system. Our motivation for studying such control systems goes back to the quasilinear KS equation (4) y t + λy xx + y xxxx + yy x = 0, which was derived independently by Kuramoto and Tsuzuki in [17, 18] as a model for phase turbulence in reaction-diffusion systems and by Sivashinsky in [19, 20] as a model for plane flame propagation. The real positive number λ in (4) is called the anti-diffusion parameter. This nonlinear partial differential equation also describes incipient instabilities in a variety of physical and chemical systems (see, for instance, [9] and [16] ).
The linear control problem on the interval (0, 1) has been first studied in [4] considering Dirichlet boundary conditions. By using the moment theory developed by Fattorini and Russell in [13] , it was proved that this system is null controllable if two controls act at one endpoint of the interval. If one control is removed the system is controllable if and only if the anti-diffusion parameter λ does not belong to the following countable set of critical values: (5) N 0 := π 2 (m 2 + n 2 ) : (m, n) ∈ N 2 , 1 ≤ m < n, m and n have the same parity .
More precisely, there exists a finite-dimensional space of initial conditions that cannot be driven to zero with only one control. We point out that the results in [4] could be extended to intervals of any length L > 0 by re-scaling the set N 0 in terms of L accordingly. Later on, the boundary controllability to the trajectories of (4) was proved in [6] when two controls act on the left Dirichlet boundary conditions. We also refer to [2, 5, 7, 8, 21, 10, 14, 15] for related problems and results on the subject. Particularly, the strategy used in [21] can be regarded as a possibility to study the nonlinear problem for the systems under consideration in this paper.
To our knowledge, the study of the controllability properties of KS systems in the context of quantum graphs has not been yet addressed in the literature neither for the linear equation (1) . At this respect, the program of this work was carried out for a choice of classical boundary conditions and aims to establish as a fact that the models under consideration inherit the interesting controllability properties initially observed for the KS equation posed on a bounded interval.
In order to present our main results, we introduce the following countable sets To simplify the presentation of our main results let us also introduce the notations
Observe that (6) N 1 ∪ N odd = N 0 4L 2 . A priori, for the models we study here each control possesses N components but some of the inputs might not be necessary and could vanish completely. In fact, in the case when the system is null-controllable the goal is to intend the controls to act on a minimal number of components. In both cases the control properties are obtained under some restrictions on the parameter λ. Roughly speaking, for problem (2)-(I) we prove that when λ / ∈ N 0 /4L 2 the null controllability property holds with N −1 control inputs which is the optimal number of controls in this case. When λ ∈ N 0 /4L 2 the system is not controllable even if we act with N -controls. For model (2)-(II) when λ / ∈ N mixt the controllability holds with 2N − 2 controls, number which is optimal if λ ∈ N odd . The number of controls can be reduced to 2N − 3 if λ / ∈ N mixt ∪ N odd . For our purposes we need to work in a rigorous functional framework in which Sobolev spaces play a crucial role, namely L 2 (Γ) and H m (Γ) for m ∈ N ⋆ . By L 2 (Γ) and H m (Γ) we understand the Hilbert spaces
endowed with their natural norms:
Our main results will be stated accurately in the following.
Theorem 1.1 (Null-controllability for model (2)-(I)). Let T > 0 be fixed and λ ∈ N 1 ∪ N odd . Then
(1) For any given edge e i with i ∈ {1, . . . , N } and any initial state
N with u i (t) = 0 for all t ∈ (0, T ), such that the solution of system (2)-(I) satisfies
(2) For any given two edges e i0 and e j0 , with i 0 , j 0 ∈ {1, . . . , N }, there exist an initial state y 0 = (y
for some k 0 ∈ {1, . . . , N }. Theorem 1.2 (Null-controllability for model (2)-(II)). Let T > 0 be fixed and λ ∈ N mixt . Then
(2) If λ ∈ N odd then for any given two edges e i0 and e j0 , with i 0 , j 0 ∈ {1, . . . , N }, there exist an initial state y 0 = (y
∈ N odd and N ≥ 3 for any given two edges e i0 and e j0 , with i 0 , j 0 ∈ {1, . . . , N } and any initial state y 0 = (y
The first statement in Theorem 1.1 asserts that for any λ ∈ N 1 ∪N odd system (2)-(I) can be driven to the zero state acting with controls only on N − 1 components within the N edges of the tree. The inactive control input could be taken on any edge of the tree independently of the choice of the initial data y 0 . The second statement in Theorem 1.1 ensures that the minimal number of control inputs needed to control system (2)-(I) is exactly N − 1. Similarly, Theorem 1.2 says that it is sufficient to act only on 2N −2 components of the system within the all 2N components to ensure the null-controllability of the problem. The second part of Theorem 1.2 represents the optimality of acting on 2N − 2 components to control any initial data of system (2)-(II) when λ ∈ N odd . However, for some values of λ / ∈ N mixt , more precisely when λ / ∈ N odd , the number of the non-vanishing controls may be reduced. The third statement of Theorem 1.2 asserts that in this case we can obtain null-controllability with 2N − 3 active controls.
In order to prove Theorems 1.1 and 1.2 we make a careful spectral analysis of the corresponding elliptic differential operator which allows us to transform the controllability problem into an equivalent moment problem. The later will be solved combining the general moment theory developed by Fattorini and Russell [13] and the asymptotic analysis of the eigenvalues and the corresponding eigenfunctions. One of the main difficulty in applying directly the method in [13] appears in both systems (2)-(I) and (2)-(II) and is represented by the presence of multiple eigenvalues for the corresponding eigenvalue problems as shown with precision in Lemma 2.5 and Lemma 3.6. At that point it is important to note that, for making possible the existence of the controls, the choice of the parameter λ plays an important role. It is also worth mentioning that the general theory in [13] allows to build solutions to the moment problem in L 2 (0, T ) but in any space H s (0, T ), s ≥ 0, and in consequence in C ∞ (0, T ). The extension of the above results to the case when the edges of the star shaped tree have different lengths needs a different approach. Following [12] , other coupling conditions may be imposed at the internal node. The analysis of the controllability properties for the KS system with other coupling conditions at x = 0 remains to be considered elsewhere.
The analysis described above is organized in two sections: in Section 2 we study problem (2)-(I) and prove Theorem 1.1. Section 3 is devoted to problem (2)-(II) and the proof of Theorem 1.2. The main effort we put in this paper concerns the proofs of Theorem 1.1 and Theorem 1.2 where we focus to obtain control results with minimal number of active control inputs. On the other hand we may also wonder in which conditions we can obtain control properties with no restrictions on the number of the control components. We answer to these questions in section 4.1. Besides, in view of the spectral results in sections 3.1 and 3.2 we are able to obtain new control results for the linear KS on an interval which were not analyzed in [4] . These aspects will be detailed in section 4.2.
The KS equation of type (I)
The controllability problem (2)-(I) will be studied by using the method of moments due to Fattorini and Russell [13] . Therefore, a careful spectral analysis of the involved elliptic operator is necessary.
Spectral analysis.
For any λ > 0 let us consider the following spectral problem on Γ:
To begin with, we introduce the fourth order operator
given by (10)
Remark that spectral problem (9) is equivalent to
To study this eigenvalue problem we firstly claim that Proposition 2.1. For any µ > λ 2 /4 the operator
is a non-negative self-adjoint operator with compact inverse. In particular, it has a pure discrete spectrum consisted by a sequence of nonnegative eigenvalues {σ µ,n } n∈N satisfying lim n→∞ σ µ,n = ∞. Moreover, up to a normalization, the corresponding eigenfunctions {φ µ,n } n∈N form an orthonormal basis of L 2 (Γ).
Proof. Firstly, it is easy to observe that D(A) is dense in L 2 (Γ). Next the proof will be done in several steps.
Step 1: A is a symmetric operator. Indeed, after integrations by parts, we get
Step 2: A + µI is maximal monotone for any µ > λ 2 /4. Firstly, let us show the monotonicity property
Indeed, (12) (
On the other hand for u ∈ D(A) we have
Therefore, from the inequality of arithmetic and geometric means it holds
Combining (12) and (13) we obtain
which is nonnegative for µ > λ 2 /4. Next we emphasize that A + µI is maximal, i.e., for any f ∈ L 2 (Γ) there exists a unique u ∈ D(A) such that (A + µI)u = f. To do that, first we consider the variational formulation
where V denotes the Hilbert space
It is easy to see that a(·, ·) is symmetric and continuous. In addition, it is also coercive. Indeed, let δ > 0 small enough such that µ > λ 2 /(4 − 4δ). Then, arguing as in (13) we obtain
which together with (12) leads to
and so a is coercive. Applying Lax-Milgram lemma we ensure the existence of a unique u ∈ V satisfying the variational problem (14) . In order to justify the maximality of A + µI it is sufficient to show that the solution u of (14) belongs actually to D(A). For that, we refer to the classical regularity arguments for elliptic operators (see, for instance, [1] ).
Step 3: A is a self-adjoint operator with compact inverse.
is a symmetric operator and maximal monotone, it is a self-adjoint operator (see, e.g., [1] ).
Moreover, we have that the linear operator (A + µI)
for some positive constant C > 0. Since the embedding H 2 (Γ) ֒→ L 2 (Γ) is compact it follows that (A+µI) −1 is a compact operator. Then applying the classical spectral results for compact self-adjoint operators we conclude the proof of Proposition 2.1.
Remark 2.2. The spectrum {σ n } n∈N of problem (11) is obtained by shifting the spectrum of A + µI in Proposition 2.1, i.e.,
with the corresponding eigenfunctions
In particular, it holds that
The following proposition will be also very useful in our analysis.
Proposition 2.3. The lower bound −λ 2 /4 is not an eigenvalue for the operator A.
Then, integration by parts leads to
Therefore, for any k ∈ {1, . . . , N } the component φ k must satisfy the equation
x (L) = 0. These conditions allow us to obtain φ k ≡ 0, for all k ∈ {1, . . . , N } which is in contradiction with φ ≡ 0.
2.2.
Qualitative properties of the eigenvalues. The main goal of this section is to provide an asymptotic formula for the behavior of eigenvalues of system (9) . Particularly, this result will play an important role to prove the null-controllability of problem (2)-(I).
For any fixed λ > 0 let us firstly consider the following two eigenvalue problems on the interval (0, L):
respectively. As in Section 2.1 we can easily show that both systems (16) and (17) possess a sequence of eigenvalues {σ n } n≥0 which tends to infinity and is strictly bounded from below by −λ 2 /4. Before going through let us fix some notations which will be useful in the forthcoming sections. For any λ > 0 we denote
4 < σ < 0 for which we have the relations
Coming back to our spectral problem (9), we introduce the functions
The motivation for analyzing systems (16) and (17) is due to the fact that S verifies (16) whereas D k satisfies (17) for all k ∈ {1, . . . , N }. Next we state and prove some preliminary results. Proof. First we show that problems (16) and (17) have no common eigenvalues. Let us assume that there exists σ and two functions Ψ and Φ not identically vanishing, satisfying (16) and (17), respectively.
The boundary conditions at x = 0 in (16) and (17) allow to introduce the even and odd extensions of Ψ, respectively Φ, with respect to x = 0. More precisely, we consider
Then Ψ and Φ verify (23)
respectively. Finally, let us denotê
In view of (23) and (24) it follows thatΨ andΦ satisfy the same eigenvalue problem
The arguments in [4] show that problem (25) admits simple eigenvalues. This means thatΦ = αΨ for some constant α = 0 and, equivalently, we have Φ = αΨ. Since Ψ is an even function and Φ is an odd function (both of them vanishing on the boundary) we necessarily have Ψ = Φ ≡ 0, which contradicts our assumption. Then the first part of lemma is proved. The fact that the eigenvalues of both (16) and (17) are simple is a consequence of the construction above. Indeed, if (σ, Ψ 1 ) and (σ, Ψ 2 ) are eigenpairs for (16) we get that (σ,Ψ 1 ) and (σ,Ψ 2 ) are eigenpairs of (25). Since any eigenvalue of (25) is simple there exists a constant c = 0 such thatΨ
Hence σ is a simple eigenvalue for (16) . With a similar argument we get that each eigenvalue of (17) is also simple.
For the last part of the proof let us assume that (σ, Ψ) is an eigenpair of (16).
With the notations above, applying [4, Lemma 2.1] for (25) under the assumption λ(2L)
2 ∈ N 0 it followsΨ xx (0) = 0. Due to the symmetry of the boundary conditions we notice that the function x →Ψ(1 − x) is also an eigenfunction of problem (25) and therefore we also haveΨ xx (1) = 0. This gives us the desired property for Ψ, Ψ xx (L) = 0. Analogously, it follows that Φ xx (L) = 0 for any eigenfunction of (17) . The proof of Lemma 2.4 is finished.
As a consequence of Lemma 2.4 we have the following partition for the eigenvalues of system (9). Lemma 2.5. For any given λ > 0, σ is an eigenvalue for system (9) if and only if σ is an eigenvalue for either (16) or (17) . More precisely
is an eigenpair of (9) we have the alternative: (a) There exists Ψ with (σ, Ψ) eigenpair of (16) and φ = (Ψ, . . . , Ψ), or (b) There exists Φ with (σ, Φ) eigenpair of (17) and there exist constants c 1 , . . . , c N (not all vanishing) with
is an eigenpair of (9) whereas if (σ, Φ) is an eigenpair of (17) then, for any constants c k (not all vanishing) such that
is also eigenpair of (9).
Proof. The "if" implication is a consequence of (2) whose proof is trivial. Let us prove the "only if" implication. For that, let us assume that (σ, φ = (φ k ) k=1,N ) is an eigenpair of (9). Then σ verifies (16) for Ψ = S in (21) . In addition, σ verifies (17) for any Φ = D k in (22). By Lemma 2.4 we distinguish two cases: either S ≡ 0 and
If S ≡ 0 then (σ, S) is an eigenpair for (16) and D k ≡ 0 for all k ∈ {1, . . . , N }. Then we obtain φ = (Ψ, . . . , Ψ) where Ψ = S/N is an eigenfunction for problem (16) and (1a) is proved.
Otherwise, if S ≡ 0 then D k = φ k for all k ∈ {1, . . . , N }. From the initial assumption there exists k 0 ∈ {1, . . . , N } such that Φ := φ k0 = 0, and therefore, (σ, Φ) is an eigenpair for (17) . We know that (σ, φ k ) also verifies (17) for any k = 1, . . . , N . In view of Lemma 2.4 the eigenspace of σ in (17) has dimension 1. Thus, there exist some constants c k such that φ k = c k Φ for any k ∈ {1, . . . , N }. Then, since S ≡ 0 we get N k=1 c k = 0. This proves (1b) which completes the proof of Lemma 2.5.
Proof. This is a trivial consequence of Lemma 2.4 and Lemma 2.5.
Lemma 2.7. The positive eigenvalues {σ n } n≥n0 of problem (9) can be partitioned into
where {σ 1,n } n≥0 are the different eigenvalues of (16) each of them being simple, whereas {σ 2,n } n≥0 are the different eigenvalues of (17) each of them having multiplicity N − 1. Moreover, they satisfy the following asymptotic properties:
Therefore,
Proof. Partition (26) and the multiplicity of the eigenvalues are consequences of Lemma 2.5. Since there exists a finite number of non-positive eigenvalues we just concentrate on the positive eigenvalues σ when we analyze their asymptotic behaviour. Let us consider (σ, φ) an eigenpair of (9) with σ > 0. In view of Lemma 2.5 we distinguish two cases. Case 1. We have φ = (Ψ, . . . , Ψ) where (σ, Ψ) is an eigenpair for (16) . Since σ > 0, with the notations in (18) we have
where C 1 , C 2 , C 3 , C 4 are such Ψ satisfies the boundary conditions in (16) and Ψ ≡ 0.
From the conditions at x = 0 we get C 2 = C 4 = 0. From the conditions at x = L we obtain Ψ ≡ 0 when the compatibility conditions
are satisfied. This is equivalent to β tan(βL) = −α tanh(αL), cos(βL) = 0 or equivalently (in view of (18))
It is not difficult to note that the function (0, ∞) ∋ α → −α tanh(αL) is strictly decreasing whereas the function (0,
is increasing on each interval of the domain (for that to be proved we just have to look at the sign of the corresponding derivatives, see also [11] for similar arguments). So, there exists two strictly increasing sequences {α 1,n } n≥0 and {β 1,n } n≥0 with β 2 1,n = λ + α 2 1,n , solutions for (28), where β 1,n L ∈ (nπ − π/2, nπ + π/2) . Then the sequence of positive eigenvalues {σ 1,n } n≥0 is given by
.
Passing to the limit we obtain
Then we get
which combined with (30) gives the asymptotic behavior of {σ 1,n } n≥0 in the present lemma.
Case 2. We have φ = (c 1 Φ, . . . , c N Φ) for some constants c k with N k=1 c k = 0, where (σ, Φ) is an eigenpair of (17) . The requirement for σ to be an eigenvalue of (17) is equivalent to (32) β sinh(αL) cos(βL) − α cosh(αL) sin(βL) = 0 or equivalently
In the same way as in the previous case it is not difficult to prove that the function (0, ∞) ∋ α → tanh(αL)/α is decreasing whereas the function (0,
is strictly increasing on each open interval of the domain. Thus we obtain two sequences {α 2,n } n≥0 and {β 2,n } n≥0 satisfying (33) with β 2,n L ∈ (nπ−π/2, nπ+π/2). Rewriting (32) as
and passing to the limit as n tends to infinity we obtain similarly as in Case 1 that
Since σ 2,n = β 2 2,n α 2 2,n we obtain the asymptotic behaviour. On the other hand let us observe that σ 1,n < σ 2,n < σ 1,n+1 < σ 2,n+1 , ∀n ∈ N.
Let n 0 be such that σ n0 is the first positive eigenvalue of (9) .
By concatenating the sequences {σ 1,n } n≥0 and {σ 2,n } n≥0 we obtain σ n0+2n = σ 1,n and σ n0+2n+1 = σ 2,n for all n ≥ 0 which implies the asymptotic behavior of the sequence {σ n } n≥n0 Thus the present lemma is proved.
As a consequence of Lemma 2.7 we easily obtain the spectral gap Corollary 2.8. Let {σ n } n≥n0 the increasing set of positive eigenvalues of problem (9) . There exists a constant c gap > 0 such that
For our next purposes we also need to prove some asymptotic properties for the eigenfunctions evaluated at x = L as follows.
Lemma 2.9. For any n ≥ n 0 let φ n = (φ k n ) k=1,N be an eigenfunction of problem (9) with φ n L 2 (Γ) = 1 corresponding to the positive eigenvalue σ n . There exist the constants a, b > 0 depending only on L and N such that for all n ≥ n 0
holds and for all nontrivial components φ k n , k ∈ {1, . . . , N }.
Proof. As in the proof of Lemma 2.7 we distinguish two cases as follows. Case 1. This case corresponds to eigenfunctions φ n which have the form φ n = (Ψ n , . . . , Ψ n ) where (σ n , Ψ n ) are eigenpairs of problem (16) . Let {α 1,n } n≥0 , {β 1,n } n≥0 be the sequences defined in the proof of Lemma 2.7 satisfying the compatibility condition (28). Then in view of the boundary conditions at x = 0 in (16), we get
In view of (28) observe that cos(β 1,n L) = 0 and since Ψ n (L) = 0 we obtain
Due to (28) after expanding the square within the integral of C 3 we notice that the cross term is vanishing, i.e.
Indeed, using integration by parts we have the formula
Applying it two times for (α, β) = (α 1,n , β 1,n ) and (α, β) = (−α 1,n , β 1,n ), respectively, we obtain the validity of (37) taking into account (28). Therefore, due to (37), (36) and the election of C 3 we obtain (38)
In consequence we get (39)
Then, in view of the behavior of {α 1,n } n≥0 , {β 1,n } n≥0 in (31) we successively have
On the other hand, since cos(β 1,n L) = 0 by (31) we also have
Finally, combining (39)- (41) and the behavior of the sequences α 1,n , β 1,n (as n → ∞) we obtain the behavior of |Ψ n,xx (L)| which give us the desired one for all com-
Case 2. This case corresponds to eigenfunctions of the form
with N k=1 c k = 0, where (σ n , Φ n ) are eigenpairs of the eigenvalue problem (17) . Let {α 2,n } n≥0 , {β 2,n } n≥0 be the sequences built in the proof of Lemma 2.7 satisfying the compatibility condition (32) to ensure Φ n ≡ 0. Imposing the boundary conditions at x = 0 in (17) we get
Taking into account the normalization of the L 2 -norm for Φ n , using similar steps as in Case 1 we finally obtain (43)
where
Similarly as in Case 1, one can show that (45)
which concludes the proof of the lemma.
2.3. Well-posedness. In order to study the well-posedness of problem (2)-(I) we apply the semigroup theory. First, let us consider the polynomial
. . , N }. For our purpose it is more convenient to analyze first the equation satisfied by z = (z k ) k=1,N . Indeed, it is easy to see that z satisfies the following nonhomogeneous problem with zero boundary conditions:
Problem (48) can be written as an abstract Cauchy problem. Indeed, it follows that
where A is the operator defined in (10), whereas
respectively,
for any k ∈ {1, . . . , N }. In the previous section we have proved that (A, D(A)) generates a semigroup in L 2 (Γ). Therefore, applying the Hille-Yosida theory for the Cauchy problem (49) (see, e.g., [3, Proposition 4.1.6 and Lemma 4.1.5]) we finally obtain
In our case the regularity of F is ensured by the regularity of the controls we construct, namely u ∈ H s (0, T ) for any s > 0. Proposition 2.10 can be extended for solutions of (2) with initial data y 0 ∈ D(A) or y 0 ∈ L 2 (Γ).
2.4. Controllability problem. Next we address the controllability problem (2)-(I) by using the method of moments [13] . In view of that, let us consider the so-called adjoint problem, that is (50)
Then, we have the following characterization of the null-controllability property.
Lemma 2.11. System (2)-(I) is null-controllable in time T > 0 if and only if, for any initial data y 0 = (y
where q is the solution of (50).
Proof. We proceed as in the classical duality approach. We first multiply the equation in (2) by q = (q k ) k=1,N , the solution of (50) to obtain 
"Only if" implication. Since (2)-(I) is null-controllable (i.e. y(T, x) = 0 for any x ∈ Γ) it follows from (53) that condition (51) holds true.
"If" implication. Let us assume the validity of (51). In this case, due to (53) we get
. This implies y(T ) = 0.
As a consequence of Lemma 2.11 and the spectral analysis developed in subsection 2.1 the controllability problem reduces to the following moment problem. Lemma 2.12. Let {σ n } n≥0 be the distinct eigenvalues of system (9) and denote by m(σ n ) the multiplicity of each eigenvalue σ n whose eigenspace is generated by the linear independent eigenvectors {φ n,l } l=1,m(σn) , normalized in L 2 (Γ). System (2)-(I) is null-controllable in time T > 0 if and only if for any initial data y 0 ∈ L 2 (Γ),
Proof. For any q T ∈ L 2 (Γ) we write
|q n,l | 2 < ∞. Then, seeking for solutions of system (50) in separable variable
the time coefficients q n,l satisfy q ′ n,l − σ n q n,l = 0, q n,l (T ) = q n,l . Then, we obtain q(t, x) = n≥0 m(σn) l=1 e (−T +t)σn q n,l φ n,l (x), and therefore
Plugging (56) and (54) in the controllability condition (51) we obtain that the existence of a function u satisfying the moment problem (55) is equivalent to the null-controllability property.
2.5. Proof of Theorem 1.1. We show that a control acting on N − 1 nodes is sufficient to obtain the null-controllability of system (2)-(I). According to Lemma 2.12 we have to solve the moment problem (55) by constructing a control u ∈ (H 1 (0, T )) N . In order to do that we settle one of the components of u = (u k ) k=1,N to be identically zero. For simplicity, without loss of generality we assume u N ≡ 0. Then the problem of moments (55) becomes (57)
In fact, in view of the analysis done in the proof of Lemma 2.7 we have m(σ n ) ∈ {1, N − 1}. More precisely, if σ n is simple eigenvalue (i.e. m(σ n ) = 1) then, in view of Lemma 2.5 we choose φ n,1 = (Ψ n , . . . , Ψ n ) where (σ n , Ψ n ) is an eigenpair of problem (16) such that φ n,1 L 2 (Γ) = 1. On the other hand, if m(σ n ) = N − 1 we choose for any l ∈ {1, . . . , N − 1} (58) φ n,l = Φ n e l − Φ n e l+1 , where {e i } i=1,N is the canonical basis of the euclidian space R N and (σ n , Φ n ) is an eigenpair of problem (17) such that φ n,l L 2 (Γ) = 1. Then {φ n,l } l=1,N −1 form an orthonormal basis of the eigenspace of σ n . If m(σ n ) = 1 then (57) becomes
Therefore, it suffices that the control inputs u k ∈ L 2 (0, T ), k ∈ {1, . . . , N − 1} satisfy the following moment problems
where, by convention, the second line in (60) is not taken into account when N = 2.
On the other hand, if σ n is a multiple eigenvalue (i.e. m(σ n ) = N − 1) then (57) becomes
where we make the convection that when N = 2 the first relation in (61) does not appear. Equivalently we can write
where matrix M is given by
Let us denote by
To summarize, the moment problems to be solved are 
, if m(σ n ) = N − 1, respectively, for any k ≥ 2 (only when N ≥ 3)
In view of [13, (3.9) ], to solve the moment problem (64), it is enough to show that the series
is absolutely convergent. Indeed this is a consequence of the asymptotic behavior of the positive eigenvalues {σ n } n≥n0 given in Lemma 2.7 and the asymptotic properties of the corresponding eigenfunctions {φ n } n≥n0 in Lemma 2.9. Thus we are able to build the controls (u k ) k=1,N −1 verifying (64) and finalize the proof.
Optimality of N − 1 controls. For the proof of the second statement in Theorem 1.1 let us consider without loss the generality that i 0 = 1 and j 0 = 2 and assume that we can control system (2)-(I) with N − 2 controls, i.e. u 1 ≡ u 2 ≡ 0. We consider as the initial datum y 0 = (Φ, −Φ, 0, . . . , 0), where Φ is an eigenfunction of system (17) corresponding to some eigenvalue σ. Then system (55) to be solved
has no solution since the right hand side above is vanishing. Therefore, such y 0 cannot be driven to zero by any control u = (u k ) k=1,N with the first two components vanishing. The proof of the theorem is now complete.
The KS equation of type (II)
The results obtained in this section are based on a careful analysis of the eigenvalues for the corresponding elliptic operator of system (2)-(II). In the previous section we addressed this problem for system (2)-(I) by using specific spectral results obtained in [4] . In the present case such results are not applicable. Therefore, to take advantage of the strategy implemented in the previous case an additional work has to be done by determining explicitly the spectrum and the eigenfunctions for two different eigenvalue problems as follows.
Preliminaries I.
In this subsection we analyze the following eigenvalue problem
Again, as in section 2.1 we can employ spectral analysis tools to show that system (65) has a sequence of eigenvalues which tends to infinity and is bounded from below by −λ 2 /4. where C i are real constants, i = 1, . . . , 4. Imposing the boundary conditions at x = 0 we easily obtain that C 2 = C 4 = 0. The boundary conditions at x = L provide a nontrivial solution φ if sinh(αL) sin(βL) = 0. Since α > 0 this is equivalent to the compatibility condition sin(βL) = 0. Then, we get a sequence {β n } n≥1 of positive solutions, β n = nπ/L. In view of (18) we obtain that the sequence of positive simple eigenvalues is given by
The corresponding eigenfunctions are
Case II: σ = 0. The general solution of the equation in (65) is
From the boundary conditions at x = 0 we deduce that C 2 = C 4 = 0. According to the boundary conditions at x = L we have the following alternatives:
(1) If sin( √ λL) = 0, i.e. λ ∈ N 2 , then σ = 0 is an eigenvalue with multiplicity two and the eigenfunctions are φ 0 (x) = C 1 + C 3 cos( √ λx), C where β = γ. The boundary conditions at x = 0 lead to C 2 = C 4 = 0. Defining the quantity δ := sin(βL) sin(γL), from the boundary conditions at x = L we obtain that φ is an eigenfunction if and only if δ = 0. From δ = 0 we deduce that that all the eigenvalues are
We distinguish the following cases for δ = 0.
(1) The case sin(βL) = sin(γL) = 0, i.e. λ ∈ N 1 . We obtain two sequences of solutions, β n = nπ/L and γ m = mπ/L with n = m (since β = γ), n, m ≥ 1. From (19) this is equivalent to
and in this case σ n = σ m and has multiplicity two with the corresponding eigenfunctions
(2) The case δ = 0, such that sin 2 (βL) + sin 2 (γL) > 0, i.e. λ / ∈ N 1 . In this case all the eigenvalues σ n are simple and the corresponding eigenfunctions are
From the spectral analysis developed above it is easy to check the following lemma that will play an important role in the proof of Theorem 1.2.
Lemma 3.1. Let λ > 0 and (σ, φ) be an eigenpair of system (65). The following holds: 
Again, the spectrum of (66) is pure discrete, strictly bounded from below by −λ 2 /4 and tends to infinity. Making use of the notations (18) we distinguish the following cases. From the boundary conditions at x = 0 we easily obtain that C 1 = C 3 = 0. The conditions at x = L say that φ is an eigenfunction under the constraint cos(βL) = 0.
We get a sequence {β n } n≥0 of positive solutions, β n = (2n + 1)π/2L. In view of (18)- (19) we obtain the sequence of simple eigenvalues σ n = β 2 n (β 2 n − λ), i.e.
with the corresponding family of eigenfunctions
Case II: σ = 0. The general solution for the equation in (66) is
From the boundary conditions at x = 0 we deduce that C 1 = C 3 = 0. Then, the boundary conditions at x = L produce the following cases:
(1) If cos( √ λL) = 0, which is equivalent to λ ∈ N 3 , then σ = 0 is a simple eigenvalue with the corresponding eigenfunctions The boundary conditions at x = 0 give C 1 = C 3 = 0. Then, from the conditions at x = L we obtain that φ is an eigenfunction if and only if δ := cos(βL) cos(γL) = 0. We deduce that the eigenvalues are
We distinguish the following cases for δ = 0:
(1) The case cos(βL) = cos(γL) = 0, i.e. λ ∈ N odd . We obtain β n = (2n + 1)π/2L and γ m = (2m + 1)π/2L, with n = m (since β = γ) and
In this case the eigenvalues σ n = σ m have multiplicity two and the corresponding eigenfunctions are
The case cos 2 (βL) + cos 2 (γL) > 0, i.e. λ ∈ N odd . In this case all the eigenvalues σ n are simple and the corresponding eigenfunctions are given by
Combining the spectral results of this section we conclude 3.3. Spectral analysis. In this section we aim to discuss some general properties of the following spectral problem
which governs our control system (2)-(II). This is equivalent to study the spectral properties of the fourth order operator
Similar to the operator induced by the model (2)-(I) we obtain the following characterisation of A + µI.
Proposition 3.3. For any µ > λ 2 /4 the operator
is a non-negative self-adjoint operator with compact inverse. In particular, it has a pure discrete spectrum formed by a sequence of nonnegative eigenvalues {σ µ,n } n≥0 satisfying lim n→∞ σ µ,n = ∞. Moreover, up to a normalization, the corresponding eigenfunctions {φ µ,n } n≥0 form an orthonormal basis of L 2 (Γ).
In consequence the spectrum of A has the following properties.
Proposition 3.4. The spectrum {σ n } n≥0 of problem (67) verifies
The details of the proof of Propositions 3.3 and 3.4 are similar as in model (2)-(I), therefore they will be omitted here.
3.4.
Qualitative properties of the eigenvalues. In this section we apply the preliminary results shown in subsections 3.1 and 3.2 to obtain useful spectral properties of system (67) which will play a crucial role for proving the null-controllability of problem (2)
-(II).
For any fixed λ > 0 let us first consider the following two eigenvalue problems which have been already analyzed in subsections 3.1 and 3.2:
respectively. Recall that Lemma 3.1 applies to (70) whereas Lemma 3.2 applies to (71). Coming back to our spectral problem (67), we introduce the functions
The motivation for analyzing systems (70) and (71) is due to the fact that S verifies (70) whereas D k satisfies (71) for all k ∈ {1, . . . , N }. Next we state and prove some preliminary lemmas. Proof. Assume that σ > 0 is a common eigenvalue for (70) and (71). Then, according to the precise analysis in subsections 3.1 and 3.2 we must necessary have sin(βL) = cos(βL) = 0, which never may happen. Again, in view of the subsections above we obtain that σ = 0 is an eigenvalue of (70) but it cannot be an eigenvalue of (71) unless λ ∈ N 3 . Moreover, if some σ < 0 was a common eigenvalue we should have sin(βL) sin(γL) = cos(βL) cos(γL) = 0, which is equivalent to the alternatives sin(βL) = cos(γL) = 0 or sin(γL) = cos(βL) = 0. This is equivalent with λ ∈ N 4 .
In consequence when λ / ∈ N mixt = N 3 ∪ N 4 we obtain that there is no common eigenvalue of systems (70) and (71). This allows us to give a precise characterisation of the eigenvalues of system (67).
where σ p (A), σ p (E 1 ) and σ p (E 2 ) denote the set of eigenvalues for the spectral problems (67), (70) and (71), respectively. In addition, we can precisely describe the eigenpairs of (67) as follows. If (σ, φ = (φ k ) k=1,N ) is an eigenpair of (67) we have the following possibilities:
(1) If σ > 0 then we have the alternative: (a) either σ is an eigenvalue of (70) and there exists Ψ an eigenfunction of σ in (70) such that φ = (Ψ, . . . , Ψ).
In this case σ is a simple eigenvalue of (67) (i.e. m(σ) = 1) and a basis for its eigenpspace is given by
(b) or σ is an eigenvalue of (71), situation in which there exists an eigenpair (σ, Φ) of (71) and a nontrivial vector
In this case σ, as an eigenvalue of (67), has multiplicity m(σ) = N −1.
A basis for the eigenspace of σ is given by
(2) If σ = 0 then σ is an eigenvalue of (70). We distinguish two cases:
• If λ ∈ N 2 then σ has multiplicity m(σ) = 2 and its eigenspace in (67) is induced by the basis
where 1 and Ψ are two linear independent eigenfunctions of σ in (70).
• If λ ∈ N 2 then σ has multiplicity m(σ) = 1 and a basis for its eigenspace in (67) is
(3) If σ < 0 then we have the alternative: (a) either σ is eigenvalue of (70), situation in which we distinguish two cases:
• if λ ∈ N 1 , σ as an eigenvalue of (67) has multiplicity m(σ) = 2 and a basis for its eigenspace is given by
where Ψ andΨ are two linear independent eigenfunctions of σ in (70).
• if λ / ∈ N 1 then σ is simple and the basis of its eigenspace is given by
where Ψ is an eigenfunction of σ in (70). (b) or σ is an eigenvalue of (71), situation in which we distinguish two cases:
• If λ ∈ N odd then there exists two linear independent eigenfunctions Φ,Φ of σ in (71) and there exists two vectors
In this case σ has multiplicity m(σ) = 2(N − 1) and a basis for its eigenspace is given by
• If λ ∈ N odd there exists an eigenpair (σ, Φ) of (71) and there exists a nontrivial vector
In this case σ has multiplicity m(σ) = N − 1 and a basis for its eigenspace is given by
Remark 3.7. The analysis in the preliminary sections 3.1 and 3.2 allows us to say more about the eigenfunctions Ψ,Ψ, Φ,Φ in Lemma 3.6 since they are actually sinus or cosinus type functions.
Proof of Lemma 3.6. First we prove the partition of the eigenvalues (74). The fact that σ(E 1 ) ∩ σ(E 2 ) = ∅ is a consequence of Lemma 3.5. Now, assume that (σ, φ = (φ k ) k=1,N ) is an eigenpair of (67). Then σ verifies (70) for Ψ = S in (72). In addition, σ verifies (71) for any Φ = D k in (73). If S ≡ 0 then (σ, S) is an eigenpair of (70). Otherwise, if S ≡ 0, according to Lemma 3.5 we have D k = φ k for all k ∈ {1, . . . , N }. Consequently, there exists k 0 ∈ {1, . . . , N } such that φ k0 = 0 and therefore (σ, φ k0 ) is an eigenpair for (71).
Conversely, let (σ, Ψ) be an eigenpair for (70). Then (σ, φ = (Ψ, . . . , Ψ, Ψ)) is an eigenpair for (67). Let (σ, Φ) be an eigenpair for (71). Then (σ, φ = (0, . . . , 0, −Φ, Φ)) is an eigenpair for (67), which completes the first part of Lemma 3.6.
The rest of the proof follows in each one of the cases σ > 0, σ = 0 and σ < 0 from the preliminary analysis in sections 3.1 and 3.2.
The previous results allow us to conclude the following lemma.
Proof. With the same notations as above we have that S and D k , k ∈ {1, . . . , N }, satisfy (70) and (71). We distinguish two cases as follows.
The case S ≡ 0. Using the first part of Lemma 3.6 we must have D k ≡ 0, for all k ∈ {1, . . . , N }. This means that φ = (S/N, . . . , S/N ) where S is an eigenfunction of problem (70). So, from Lemma 3.1 it holds that S(L) = 0 or λS(L)+S xx (L) = 0. This gives the desired result.
The case S ≡ 0. In this case we have
On the other hand, from the hypothesis we know that there exists k 0 ∈ {1, . . . , N } such that φ k0 ≡ 0. This implies that φ k0 is an eigenfunction for (71). Applying Lemma 3.1 we must have φ
xx (L) = 0, which leads to a contradiction. In the following we obtain useful spectral asymptotic properties of problem (67).
Lemma 3.9. Let {σ n } n≥n0 be the family of positive eigenvalues for the operator A in (68) and let φ n ∈ B σn be a corresponding eigenfunction of the spectral problem (67) with φ n L 2 (Γ) = 1. We have:
(1) The positive eigenvalues of problem (67) satisfy the asymptotic property 
where the limit is taken over all the eigenfunctions (φ k n ) n≥n0 ∈ B σn whose the k-th component does not vanish identically.
Proof of Lemma 3.9. First let us make the notation m 0 (λ) =
2L
√ λ π + 1. According to sections 3.1-3.2 and Lemma 3.6 we have the partition of the positive eigenvalues
where σ 1,n are the positive eigenvalues of (65) whereas σ 2,n are the positive eigenvalues of (66). Let us now define the sequencẽ
Finally we remark that σ n =σ n−n0+m0(λ) , n ≥ n 0 , and the asympotic formula is proved. The rest of the proof of Lemma 3.9 is a direct consequence of the analysis done in sections 3.1 and 3.2. We omit further details here since both the eigenvalues and eigenfunctions are explicitly determined in sections 3.1 and 3.2 and easy computations are just to be checked.
3.5. Controllability problem. The control problem (2)-(II) is reduced to solve the following moment problem. Similarly as in Lemma 2.12 we can show Lemma 3.10. Let {σ n } n≥0 be the set of distinct eigenvalues of system (67) and denote by m(σ n ) the multiplicity of σ n whose eigenspace is generated by linear independent eigenfunctions normalized in
and any time T > 0, there exist controls
3.6. Proof of Theorem 1.2. In view of Lemma 3.10 it is sufficient to ensure the existence of controls u = (a k , b k ) k=1,N satisfying (75). The construction of such controls is again based on the method of moments of Fattorini-Russell [13] implemented in the proof of Theorem 1.1.
Step I. First we focus on the first statement in Theorem 1.2. Without loss of generality, we assume for simplicity that the control does not act on the N -th component, i.e. u N = (a N , b N ) ≡ (0, 0). Then the problem (75) becomes
We now explain how we construct the sequences {a k }, {b k }, depending if σ is eigenvalue of problem (70) or (71). In view of Lemma 74 with have various situations as follows.
Case I. σ n is eigenvalue of (70).
(1) σ n > 0, m(σ n ) = 1, φ k n,1 = Ψ, k = 1, . . . , N . In view of Lemma 3.1 both terms Ψ(L) and λΨ(L) + Ψ xx (L) do not vanish so we can choose
Computing explicitly the determinant in the left hand side we find that equals ±1 and the system is compatible.
. . , N . We make the same choice as in the case σ n > 0 replacing Ψ with constant function 1.
. With the same choice as in the previous case we obtain that the determinant in the left hand side satisfies
so the system is compatible.
. In view of Lemma 3.1 both terms Ψ(L) and λΨ(L) + Ψ xx (L) do not vanish so we can make the choice as in the case σ > 0. Case II. σ n is eigenvalue of (71). In this case σ n = 0 since λ / ∈ N 3 . (1) σ n > 0, m(σ n ) = N − 1, and a basis for the associated eigenspace is given by {Φe l − Φe l+1 } l=1,N −1 where Φ solves (71). In this case our system becomes
where M is the matrix introduced in the proof of Theorem 1.1 and
In view of Lemma 3.2 both terms Φ(L) and λΦ(L) + Φ xx (L) do not vanish so we choose
We remark that the following choice is also possible
The construction is the same as in the case II (1) above. (3) σ < 0, λ ∈ N odd , m(σ n ) = 2(N −1) and a basis for the associated eigenspace is given by {Φe l −Φe l+1 } l=1,N −1 , {Φe l −Φe l+1 } l=1,N −1 where Φ ≡ sin(β n x), Φ ≡ sin(β m x) for some m = n. In this case a and b solve the system
where y 1 = (y 0,n,1 , . . . , y 0,n,N −1 ) T and y 2 = (y 0,n,N , . . . , y 0,n,2(N −1) ) T . Explicit computations show that
where y = ( y 1 , y 2 ) T .
Summarizing, in order to finish the proof of the main part of Theorem 1.2 it is enough to solve a moment problem for each a
for precised sequences {c n,k } n , {d n,k } n determined in the analysis above. In consequence, similar as in the proof of Theorem 1.1 in view of Lemma 3.9 such moment problems can be solved. Then, in view of [13] we obtain the null-controllability for system (2)-(II).
Step II. Optimality of (2N-2) controls. Let us suppose that we can control with 2N − 3 controls. Without loss of generality we can consider the following two cases:
In both cases we prove that for λ ∈ N odd and σ < 0 eigenvalue of (67) initial data of the type 
Choosing y 01 = 0 and y 02 = 1 leads to a contradiction.
In this case system (76) becomes
m . Choosing y 01 = 0 and y 02 = 1 leads again to a contradiction.
Step III. Null-controllability with (2n − 3) controls. When λ / ∈ N odd we can easily adapt the proof given in the Step I in order to construct the controls. The details are left to the reader.
Further control results

Null-controllability of systems (2)-(I) and (II).
In the fist part of the paper we have been concerned with studying controllability problems acting with a minimal number of control inputs. However, we have to mention that we can also address the question for which values λ > 0 systems (2)-(I) and (2)-(II) are nullcontrollable for a maximal number of control inputs. In fact, we are able to prove that system (2)-(II) is null-controllable for any λ / ∈ N 3 if we act with 2N controls. In contrast with that, system (2)-(I) is not null-controllable for λ ∈ N 1 ∪ N odd even if we act with N controls. More precisely we obtain Theorem 4.1 (Null-controllability for model (2)-(I)). Let T > 0.
(1) For any λ ∈ N 1 ∪N odd and y 0 = (y
for some k 0 ∈ {1, . . . , N }. 
(2) For λ ∈ N 3 there exist an initial state y 0 = (y
for some k 0 ∈ {1, . . . , N }.
Here we avoid the details of the proof of Theorem 4.2 since they follow similar ideas and steps as the main theorems proved in the paper. The details are let to the reader.
Next we sketch the proof of Theorem 4.1.
The main ingredient in the proof of Theorem 4.1 is the following proposition. (
It is then obvious that the proof of (1) in Theorem 4.1 is a trivial consequence of the first part of Theorem 1.1. The statement (2) in Theorem 4.1 is a consequence of Proposition 4.3. Indeed, if (σ, Ψ) is an eigenpair of (16) then the initial state y 0 = (Ψ, . . . , Ψ) cannot be leaded to the zero state when λ ∈ N odd in view of (55) and the fact Ψ xx (L) = 0. If (σ, Φ) is an eigenpair of (17) then the initial state y 0 = (Φ, −Φ, 0, . . . , 0) cannot be leaded to the zero state when λ ∈ N 1 in view of (75) and the fact Φ xx (L) = 0.
Proof of Proposition 4.3. The case (σ, Ψ) is an eigenpair of (16) . Assume that Ψ xx (L) = 0. Then Ψ in satisfies the overdetermined problem
Next we distinguish several cases in terms of the sign of σ. Case σ > 0. As in section 3.1 the boundary conditions at x = 0 lead to
Imposing the conditions at x = L in (79) we get
Observe that rank M = 2 since cos(βL) and sin(βL) cannot vanish simultaneously. Therefore Ψ ≡ 0, which is a contradiction with the fact that Ψ is an eigenfunction. Case σ = 0. From section 3.1 and the conditions at x = 0 we necessary have Ψ(x) = C 1 + C 3 cos( √ λx).
From the conditions at x = L we get It is easy to see that rank R = 1 if and only if cos(γL) = cos(βL) = 0 which is equivalent to λ ∈ N odd . In other words, rank R = 2 if and only if λ ∈ N odd in which case we get Ψ ≡ 0. Contradiction. Therefore Ψ xx (L) = 0 in all the situations stated in Proposition 4.3. If σ < 0 and λ ∈ N odd then we obtain cos(γL) = cos(βL) = 0 which implies from above that Ψ xx (L) = 0.
Thus the proof of (1) is finished. The case (σ, Φ) is eigenpair of (17) . We proceed as in the previous case: for the proof of (2) we first assume that Φ xx (L) = 0 and then Φ verifies Since rank N = 2 we obtain D ≡ 0 which is in contradiction with the fact that φ is an eigenfunction. Case σ = 0. Going back to section 3.2 from the first conditions in (83) we get that D(x) = C 2 x + C 4 sin( √ λx).
Applying the conditions at x = L in (83) we obtain
Since rank Q = 2 we obtain Φ ≡ 0. Contradiction. Case σ < 0. Again, in view of section 3.2 we have Φ(x) = C 2 sin(γx) + C 4 sin(βx).
Imposing the conditions at x = L in (83) we obtain We easily deduce that rank S = 1 if and only if sin(γL) = sin(βL) = 0 which is equivalent to λ ∈ N 1 . Therefore, rank S = 2 if and only if λ ∈ N 1 in which case we get Φ ≡ 0. Contradiction. Therefore Φ xx (L) = 0 in all the situations stated in Proposition 4.3. If σ < 0 and λ ∈ N 1 then we obtain sin(γL) = sin(βL) = 0 which implies from above that Φ xx (L) = 0.
This ensures the proof of (2) and thus, the proof of Proposition 4.3 is finished.
4.2.
New control results for the linear KS on an interval. In this section we present some new control results for a single linear KS equation which are direct consequences of the spectral analysis developed in Section 3. For the sake of clarity we will not insist too much on the rigorousness of the technical details since we already did it in the previous sections. We consider the system (87)
y t + λy xx + y xxxx = 0, (t, x) ∈ (0, T ) × (0, L) y x (t, 0) = u 1 (t), t ∈ (0, T ) y xxx (t, 0) = u 2 (t), t ∈ (0, T ) y x (t, L) = y xxx (t, L) = 0, t ∈ (0, T ) y(0, x) = y 0 (x), x ∈ (0, L).
where u 1 , u 2 are control inputs. We then obtain Theorem 4.4. The system (87) is null-controllable for any λ > 0: for any time T > 0 and any initial data y 0 ∈ L 2 (0, L) there exist two controls u 1 , u 2 ∈ H 1 (0, T ) which steer the solution of (87) to the zero state, i.e. y(T, x) = 0, for all x ∈ (0, L).
Roughly speaking, the null-controllability of (87) Note that the spectral problem corresponding to the adjoint system (88) is precisely the eigenvalue problem (65) in subsection 3.1.
Therefore, in view of the method of moments such controls u 1 , u 1 satisfying (89) can be build if any eigenfunction φ of system (65) verifies φ(0) and λφ(0) + φ xx (0) cannot vanish simultaneously. This is true as a consequence of Lemma 3.1 applied at the point x = 0 instead of x = L (we let the details to the reader to check that Lemma 3.1 is also valid when replacing L with 0).
Another direct application of our spectral results in Section 3 regards the following system We easily observe that the spectral problem corresponding to system (91) is nothing else than the eigenvalue problem (66) in subsection 3. This is equivalent to verify if each eigenfunction φ of (66) satisfies that φ x (0) and λφ x (0) + φ xxx (0) do not vanish simultaneously. Indeed, as a consequence of the complete determination of the eigenfunctions of (66) in subsection 3.2, this is true for any λ > 0. Therefore, we obtain the following controllability result.
Theorem 4.5. The system (90) is null-controllable for any λ > 0: for any time T > 0 and any initial data y 0 ∈ L 2 (0, L) there exist two controls u 1 , u 2 ∈ H 1 (0, L) which steer the solution of (90) to the zero state, i.e. y(T, x) = 0, for all x ∈ (0, L).
