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This dissertation aims at solving the consensus control problem of multi-agent sys-
tems with Lipschitz nonlinearity. This depends on the design of the controller that
enables each agent or subsystem in multi-agent systems with Lipschitz nonlinearity to
reach consensus; using the understanding of the agents’ connection network from the
knowledge of graph theory as well as the control system design strategy.
The objective is achieved by designing a type of distributed control, namely the
consensus control, which manipulates the relative information of each agent in a multi-
agent systems in order to arrive at a single solution. In addition, containment control
is also developed to solve containment problem. It is an extension of consensus control
via leader-follower configuration, aimed at having each agent contained by multiple
leaders in a multi-agent systems with Lipschitz nonlinearity.
Four types of controllers are proposed - state-feedback consensus controller, observer-
based consensus controller, state-feedback containment controller and observer-based
containment controller; each provides the stability conditions based on Lyapunov sta-
bility analysis in time domain which enabled each agent or subsystem to reach con-
sensus. The observer-based controllers are designed based on the consensus observer
that is related to Luenberger observer. Linear Matrix Inequality (LMI) and Algebraic
Riccati Equation (ARE) are utilized to obtain the solutions for the stability conditions.
The simulation results of the proposed controllers and observers have been carried
out to prove their theoretical validity. Several practical examples of flexible robot arm
simulations are included to further validate the theoretical aspects of the thesis.
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Chapter 1
Introduction to Consensus Control
1.1 Brief Overview
Application of control systems to human life cannot be quantified, this varies in dif-
ferent automated devices such as cars, refrigerators, air-condition systems, etc. Ad-
vancement in technology, has made control system applications cheaper, simpler, and
more cost effective, making the appliances more desirable, and affordable.
‘Control systems’ is an important topic in the engineering field. It is known as a
system that consists of subsystems and process (plants) assembled to perform a specific
task in order to get the desired output given a specific input [1]. At the lowest level it
can be classified as centralized and decentralized control system. Decentralized control
system, also known as distributed control system can be defined as component in each
system contributing to the global, complex behaviour by acting on local information,
unlike centralized control system where each component of the system depends on a
central controller for its outcome.
In recent years there has been an increasing need of advanced techniques for con-
trol and optimization of complex large-scale dynamical systems. In line with increase
in complexity there have been great technological improvement in the fields of com-
munication networks and embedded computer technology. The natural approach to
control such complex systems is by distributing the computational burden among dif-
ferent agents, through appropriate communication, cooperatively achieve system-wide
15
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goals, in turn contributes to the development of distributed control system. Due to the
lack of dependence on a central controller, the agent is working as part of cooperative
control system which enables each agent or subsystem to have its own ‘brain’ which
evaluates and processes the parameters to generate the required output. With the
smaller and faster processing unit, it is possible to have a group of agents that make
decisions on simple control instructions in large dynamical systems. Compared to the
traditional control system, which requires a central controller for all processes, the
distributed approach offers many advantages, such as lower operational costs, reduced
system requirements, greater robustness, strong adaptivity and flexible scalability.
The distributed control system has its origins in distributed computing [2], man-
agement science [3], and statistical physics [4]. In distributed control, the consensus
concept was from the area of computer science [5]. Meanwhile, the works in [6] and [7]
among others were the basis of the pioneering activities in the field of control systems,
where an asynchronous agreement concept was studied for distributed decision-making
problems. Since then, consensus algorithms have been extensively studied under vari-
ous information-flow constraints in [8–12].
A number of publications described the development of consensus control in the
control research community. Initially, Vicsek [4] was influenced by the work by
Reynolds [5] and proposed an algorithm that represented his work. Then Jadbabaie
et.al [8] explained the observed behavious of the graphic example of the models pro-
posed in Vicsek [4] from the theoretical aspects by using the nearest neighbour rule
despite the absence of centralized coordination together with each agents set of nearest
neighbors change with time as the system evolves. The relationship between consensus
control and graph theory was explored first by a number of publications. Analysis in
Olfati-Saber et.al [10] connected the consensus control to algebraic graph theory [13],
matrix theory [14] and control theory where they established a connection between
the performance of a linear consensus protocol on a directed network and the Fiedler
eigenvalue of the mirror graph of the information flow that is obtained via a mirror
operation. Another publication from Fax et.al [9] also used tools from algebraic the-
ory stated that a Nyquist criterion that uses the eigenvalues of the graph Laplacian
CHAPTER 1. INTRODUCTION TO CONSENSUS CONTROL 17
matrix to determine the effect of the communication topology on formation stability
and a method for decentralized information exchange between vehicles which in the
end leads to proving that a separation principle that decomposes formation stability
into two components: Stability of the is achieved information flow for the given graph
and stability of an individual vehicle for the given controller.
From graph theory, researchers tried to simplify the focus of control to information
consensus. This can be grouped into three categories; first-order (single integrator),
second-order (double integrator) and higher-order consensus. Detailed explanations
of each group will be presented in the next chapter. Based on first-order consensus
algorithm, Ren [15] proposed consensus algorithms with constant and time-varying
reference state using graph theoretical tools, and extended to achieve relative state
deviations among agents. By looking at consensus tracking problems, namely bounded
control effort and directed switching interaction topologies, Ren [16] proposed the con-
sensus tracking algorithms when the time-varying consensus reference state is available
to a dynamically changing subgroup of the team under directed switching inter-vehicle
interaction topologies. Sun et.al [17] studied consensus problems for continuous- time
multi-agent systems in directed networks with dynamically changing topologies and
nonuniform time-varying delays where they analyzed consensus problems in directed
networks for dynamically changing topologies and nonuniform time-varying delays;
intermittent communication and data packet dropout; and with dynamically changing
topologies and nonuniform time-varying delays.
Ren et.al [18] extended the first-order protocols from literature by introducing
second-order consensus protocols which considered the general case where information
flow may be unidirectional due to sensors with limited fields of view or vehicles with
directed, power-constrained communication links. Another publication, [19] studied
synchronization of coupled second-order linear harmonic oscillators with local inter-
action and provide convergence conditions for directed fixed and switching network
topologies by using tools from algebraic graph theory, matrix theory, and nonsmooth
analysis. Xi et.al [20] studied of consensus problems for the second-order multi-agent
systems with external disturbances, switching topology and communication time-delay
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and gave a design criterion in terms of bilinear matrix inequality for the control pro-
tocol in the presence of disturbances. Yu et.al [21] considers a second-order consen-
sus problem for multiagent systems with nonlinear dynamics and directed topologies
where each agent is governed by both position and velocity consensus terms with a
time-varying asymptotic velocity and defined new concept about the generalized alge-
braic connectivity for strongly connected networks and then extended to the strongly
connected components of the connection network.
Second order consensus are extended to higher-order consensus. In one of the pub-
lications, Li et.al [22] introduced a distributed observer type consensus protocol based
on relative output measurements is proposed where a new framework was introduced to
address in a unified way the consensus of multiagent systems and the synchronization
of complex networks. Li et.al [23] further proposed a multi-step consensus protocol
design procedure which yields an unbounded consensus region and at the same time
maintains a favourable decoupling property. Zhang et.al [24] showed that unbounded
synchronization regions that achieve synchronization on arbitrary digraphs containing
a spanning tree can be guaranteed by using linear quadratic regulator based optimal
control and observer design methods at each node. Zhang et.al [25] proposes an im-
pulsive consensus protocol and provide sufficient conditions are obtained for the states
of follower agents converging to the state of leader asymptotically.
Attempts on using consensus control in nonlinear systems can be observed in a
number of publications. For example, Liu et.al [26] presented the consensus prob-
lem via distributed nonlinear protocols for directed networks is investigated where its
dynamical behaviors are described by ordinary differential equations (ODEs). Hui
et.al [27] developed a thermodynamic framework for addressing consensus problems
for nonlinear multiagent dynamical systems where they proposed the controller ar-
chitectures predicated on system thermodynamic notions resulting in controller ar-
chitectures involving the exchange of information between agents that guarantee the
closed-loop dynamical network that was consistent with basic thermodynamic princi-
ples and presented in distributed nonlinear static and dynamic controller architectures
for multiagent coordination. Xue et.al [28] introduced a new decentralised formation
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strategy based on artificial potential functions (APF) in view of the complexity of the
framework with switching coupling topology and non-linearity where a new concept
of relative-position based formation stability is defined. Due to huge interest in con-
sensus control over the years, there are a lot of references for consensus in the control
research community. For more information, readers are encouraged to explore several
surveys [29] [30] [31].
As part of distributed control system, the concept of consensus control is explained
in Figure 1.1 [9], where the information between agents is utilized to produce an agreed
output (consensus output) based on relative information of each agent as shown in Fig-
ure 1.2 [9]. The word ‘relative’ indicates the measurement that only related to each
agent and not the exact measurement or position of the agent. Based on the intersec-
tion of system theory and graph theory, an agreement or consensus protocol can be
obtained; that is governed by the interconnection topology and the initial condition
for each agent. Hence, the concept of consensus control is based on the convergence
of a group of agents or subsystems - known as multi-agent systems - in deciding the
outcome of a certain operation or instruction. The agreement between agents can
be realized by the consensus algorithm, which uses the relative information of each
agent to generate a single outcome. This concept already exists in nature, for example
among flock of birds as shown in Figure 1.3 and swarm of bees as shown in Figure
1.4. It is very interesting to see that flock of birds or swarm of bees are able to fly in
a single formation while keeping the same distance between each other and avoiding
collision by only looking at relative distance of other birds or bees.
Containment control can be seen as an extension of consensus control. Unlike
consensus control, where multi-agent systems normally work with single leader; con-
tainment control involves multiple leaders that operate in a forest connection topology,
and the outcome of such a control strategy is the containment of the followers by the
leaders.
Our interest in this thesis is to utilize the relative output feedback information
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Figure 1.1: The Concept of Consensus Control.
Figure 1.2: The Multi-agent Positions.
Figure 1.3: The Flock of Birds.
from each agent in the case that not all agents’ states are measureable in a multi-
agent system. This requires the application of observer. In our case, we are going to
apply the observer that is based on Luenberger’s observer [32]. The information from
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Figure 1.4: The Swarm of Bees.
this observer, known as the observed signal is then utilized by the controller, hence the
controller is known as the observer based controller. It is a standard type of controller
and can be easily found in any control system textbook. When applied to a single
linear system, the stability is best explained by the Separation Principle [33], where
the stability of the observer does not affect the stability of the controller.
However, this does not apply to the nonlinear systems. Owing to the nonlinearity
element, the stability of the system relies on the system stability of both observer and
controller. Lyapunov stability theory can be used to analyze the system’s stability
and provide the solution to the design of the controller and observer. To relate it to
the multi-agent system, using the knowledge of graph theory and Lyapunov stability
approach, the system analyzed and the observer based controller can be designed to
make the system stable. A stable multi-agent system with consensus control strategy
guarantees consensus outcome from each agent. This strategy can also be applied to
to the design of the consensus state feedback controller and consensus observer.
Hence, the main challenge of this thesis is to prove that the application of the
observer-based controller in multi-agent systems is stable thus guarantee the consen-
sus outcome from each agent. This requires careful study of graph theory that relates
to the connections and communication structure of the agents’ network. On top of
that, the common knowledge of control system in terms of stability such as Lyapunov
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stability theory needs to be utilized. From the theory, stability analysis are to be
done with conditions of stability shown. Finally, simulations of the findings need to
be presented.
This thesis aims to design the controllers that can solve the consensus and con-
tainment problem of multi-agent systems with Lipschitz nonlinearity. Four types of
controllers are proposed - a state-feedback consensus controller, an observer-based
consensus controller, a state-feedback containment controller and an observer-based
containment controller that enable each agent to reach consensus. These controllers
utilize the relative state and relative output information of each agent or subsystem.
The observer-based consensus and containment controller are based on the design of
the consensus and containment observers which are related to Luenberger observer.
With careful study of Laplacian structure on the connection network of each agent or
subsystem, the stability of the systems are analysed with Lyapunov stability analysis.
Simulation examples are given to prove the validity of the theoretical results.
1.2 Outline of the thesis
Chapter 1 gives an overview of consensus control and the aim of the research. While
Chapter 2 presents the mathematical preliminaries of consensus control, it covers the
mathematical aspects and notations that are needed for consensus control to work.
These include some points on graph theory, which also detail the adjacency matrix,
Laplacian matrix and Kronecker product. This chapter also includes the fundamental
of Lyapunov stability theorem, in relation to the design of controller and observer in
a single linear system. The chapter then explains the mathematical description of
the consensus control, which is divided into three categories: first-order (single inte-
grator), second order (double integrators) and higher-order consensus with the recent
publications that relate to each category. Publications related to Lipschitz nonlinear
system in single system are also provided as the basis of the aim of this report. The
method on getting the stability conditions for the system mentioned are briefly de-
scribed. It is also noted that the analysis of this system is performed via Lyapunov
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stability analysis. With these information, the Lipschitz nonlinearity is introduced to
the multi-agent system and the stability conditions are listed. This is backed by a
recent publication mentioned at the end of the Chapter 2.
Chapter 3 presents the first result of this thesis which is the solution to the con-
sensus problem in multi-agent systems with Lipschitz nonlinearity. This relates to
the proposed consensus controllers for the respective systems under a directed span-
ning tree connection topology. A leader-follower state-feedback consensus controller
is proposed based on the study of graph theory and Lyapunov stability analysis. The
stability of the system is then analysed and discussed in detail. Simulations are pre-
sented and discussed in relation to the stability of the system with the aforementioned
controller. Next, an observer-based consensus controller is proposed. It is based on
the design of a consensus observer that is related to Luenberger observer. Similar to
the previous controller, Lyapunov stability analysis is also performed, with simulation
examples presented as evidence of its effectiveness. Note that all solutions for the
stability analysis are obtained with the Linear Matrix Inequality (LMI) and Algebraic
Riccati Equation (ARE) standard routines. The concluding section summarizes the
outline and concludes the outcome of Chapter 3.
Chapter 4 presents the next result of this thesis. One of the objectives of this thesis
is to solve the containment problem of multi-agent systems with Lipschitz nonlinear-
ity. Therefore, this chapter proposes two controllers - a state-feedback containment
controller and an observer-based containment controller for the aforementioned system
under directed spanning forest connection topology. Similar to the previous chapter,
the observer-based containment controller is based on the consensus observer designed
in relation to Luenberger observer. The differences between containment and consen-
sus controllers are explained in detail, with respect to the structure of the Laplacian
matrices together with the output of the system. Again, the stability of the system
is analysed using a Lyapunov based approach. Simulation examples with detailed
discussions are presented in the following section, in other words to prove that the
controller is working accordingly. In this chapter, the solution of P obtained from the
LMI procedure could not guarantee that the containment is reached as shown in the
