Abstract-We consider the multi-user lossy source-coding problem for continuous alphabet sources. In a previous work, Ziv proposed a single-user universal coding scheme which uses uniform quantization with dither, followed by a lossless source encoder (entropy coder). In this paper, we generalize Ziv's scheme to the multi-user setting. For this generalized universal scheme, upper bounds are derived on the redundancies, defined as the differences between the actual rates and the closest corresponding rates on the boundary of the rate region. For the mean-square error distortion measure, it is shown that this scheme can achieve redundancies of no more than 0.754 b per sample for each user. These bounds are obtained without the knowledge of the multiuser rate region, which is an open problem in general. As a direct consequence of these results, the inner and outer bounds on the rate-distortion achievable region are obtained.
I. INTRODUCTION

C
ONSIDER the case where two correlated sources are observed separately by two non-cooperative encoders which communicate with one decoder. The decoder needs to reconstruct both sources and the distortions between the reconstructions and the corresponding sources should not exceed some given values. The general version of this problem has remained open for several decades, even under the assumption of memoryless sources. However, many special cases have been solved. When no distortion is allowed, this is the problem considered by Slepian and Wolf [1] . Their well-known result states that two discrete sources X 1 and X 2 can be losslessly reproduced if and only if
where R 1 is the rate of the encoder observing X 1 and R 2 is the rate of the encoder observing X 2 . Returning to the lossy case, the setting in which one of the variables is known to the decoder, is the original Wyner-Ziv problem [2] . This setting was generalized to continuous alphabet sources by Wyner [3] . Other examples include the source coding problem with side information of Ahlswede-Körner [4] , where an arbitrary distortion is allowed for one of the sources and the other source should be reconstructed losslessly. Berger and Yeung [5] considered a setting where one of the sources is to be perfectly reconstructed and the other source should be reconstructed with a distortion constraint (their setting subsumes all previous examples). Zamir and Berger [6] characterized the rate-distortion region in the high-SNR limit. Wagner and Anantharam [7] presented a new outer bound which is better than the previous outer bounds in the literature. Recent results for specific sources and distortion measures include the works of Wagner et al. [8] , who determined the rate region for the quadratic Gaussian multiterminal source coding problem, by showing that the Berger-Tung [9] inner bound is tight. Wang et al. [10] derived a general lower bound on the sum rate of the Gaussian multiterminal source coding problem and established a set of sufficient conditions under which the lower bound coincides with the Berger-Tung upper bound. Then, they showed that these sufficient conditions are satisfied for a class of sources and distortion constraints. In addition, Wang and Chen [11] , [12] derived a lower bound on each supporting hyperplane of the rate region which is tight in the high-resolution and the weak-dependence regimes. A characterization of the rate region of the multiterminal source coding problem under logarithmic loss was given by Courtade and Weissman [13] . A version of this problem, where both users and the decoder must operate with zero-delay, was considered by Kaspi and Merhav [14] , who characterized the rate region in this case.
A closely related problem is the Chief Executive Officer (CEO) problem, which was first introduced in [15] . In the CEO setting, similarly to the setting of this paper, a set of non-cooperative encoders communicate with one decoder. The encoders observe independently corrupted versions of the same source sequence X n . Given that the sum rate of the encoders is limited to R, the goal is to reconstruct X n with minimal distortion. The quadratic Gaussian case of the CEO problem, where the source X and the independent noises that corrupt X n are Gaussian, was studied by Viswanathan and Berger in [16] . The rate-distortion region of the Gaussian CEO problem was completely characterized in [17] and [18] . Recent results include [10] - [12] . In [10] , lower bounds on the Gaussian CEO problem were given. In [11] and [12] , an outer bound for the rate was derived and was shown to be tight in the high-resolution regime, by showing that it coincides with the Berger-Tung upper bound in this case.
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Another related problem is the Multiple Description (MD) problem. In its simple version, a set of two non-cooperative encoders communicate with a set of three non-cooperative decoders. The encoders observe the same source sequence X n . Two decoders have access to the output of only one of the encoders (where each decoder observes the output of a different encoder) whereas the third decoder has access to the output of both encoders. Each one of the decoders reconstructs X n under some distortion constraint. The first general result was given by El Gamal and Cover [19] who presented an achievable rate region for this setting. Frank-Dayan and Zamir [20] proposed a class of MD schemes which use entropy-coded dithered (lattice) quantizers (ECDQ) for encoding and examined their optimality for Gaussian sources. A general framework for designing efficient MD quantization schemes, which are also based on ECDQ and are universal in some sense was given in [22] . A singleletter outer bound for the two-descriptions problem which is universally close to the El Gamal and Cover inner bound was given in [21] . Other results with the same spirit, where the gap between the achievable region and an outer bound is bounded by a constant, are also available for multiple other settings such as successive refinement and more (e.g., [23] - [25] ).
Turning back to the standard source coding setting, in [26] , Ziv presented a universal coding scheme for the single-user case. This scheme is composed of a uniform, one-dimensional quantizer with dither, followed by a noiseless variable-rate encoder (entropy encoder). Using the mean-square error distortion measure, he showed that this scheme yields a rate that is, for every positive integer n, no more than 0.754 bits per sample higher than the best possible rate associated with the optimal n-dimensional quantizer. This result was later revisited and further developed by Zamir and Feder [27] , [28] , who also gave a redundancy upper bound which depends on the source distribution. However, their derivation of the global upper bound relies on the known formula of the single-user rate-distortion function. In addition, a dithered scheme for the multi-user setting, which is similarly to the scheme in this paper, was given in [6] . Redundancy upper bounds can be derived by bounding the difference between the dithered scheme rate region and the outer bound on the multi-user rate region given in [6] . These bounds depend on the divergence between the source distribution and a Gaussian distribution. As a result, they are not uniformly bounded (for every source distribution) in contrast to the bound of Ziv and the bounds presented in this paper. In addition, only the redundancy of the sum of the rates can be upper bounded using the methods of [6] .
In this paper, we investigate a generalized scheme for the multi-user setting. In this scheme, each user uses dithered quantizer followed by universal Slepian-Wolf encoder. For the mean-square error distortion measure, we show that the rates achieved by this scheme are no more than 0.754 bits per sample away from the boundary of the achievable rate region, for each user. This is done regardless of the characterization of the achievable region, which is, as mentioned before, unknown in general. As a direct consequence of these results, inner and outer bounds on the achievable region are obtained.
Finally, similarly to the results of [26] , it is straightforward to show that using multi-dimensional lattice quantizers instead of scalar ones would decrease the redundancy to about 0.5 bits per sample for high lattice dimension.
The remainder of this paper is organized as follows. In Section 2, we present the problem formulation and give basic results regarding the performance of the dithered scheme. In Section 3, we revisit the redundancy upper bound of [26] . In Section 4, we enhance the results of Section 2 by adding an estimation stage to the dithered scheme. We conclude this work in Section 5.
II. PROBLEM FORMULATION AND BASIC RESULTS
Throughout the paper, random variables will be denoted by capital letters and their alphabets will be denoted by calligraphic letters. Random vectors (all of length n) will be denoted by capital letters in the bold face font.
In this section, we present the multi-user setting we deal with and describe the dithered coding scheme we use. Then, we give upper bounds on the performance of this scheme, compared to the boundary of the optimal rate region.
We begin with defining the multi-user rate region. Let (X 1 , X 2 ) be a continuous alphabet memoryless source, characterized by the joint probability density P X 1 X 2 . We assume that P X 1 X 2 has bounded support, i.e., there exist 
and a decoder g
such that 1 n
where
. Our scheme works as follows. We have two encodersf 1 ,f 2 :
and a decoderg
, where Z i denotes a vector of dimension n composed of n repetitions of the same realization of Z i . For convenience, the random variable Q i (X i + Z i ) and the random vector Q i (X i + Z i ) will be denoted by Y i and Y i , respectively. The dither RV's, Z 1 and Z 2 , are available to the respective encoders and to the decoder and are independent. As is shown in [26, Lemma 1] ,
where the expectation is taken over Z i . Eq. (8) 
where we used the following, for every value of n
To see why (10a) is true, consider the following chain
where the second equality stems from the fact that Y 1 and Y 2 are memoryless given Z 1 and Z 2 and the third equality stems from the stationarity of the source. The same can be done for
The rate region of Eq. (9) is achievable for n sufficiently large and it is denoted by R(
higher rate can always be reduced to this range. The same is true for R 2 . Notice that
and Z 2 are independent. The universal decoder first decodes Y 1 and Y 2 (correctly with high probability), and then subtracts the corresponding dithers to obtain the reconstruction vectorŝ
The universal Slepian-Wolf decoder is described in Appendix A. The dithered coding scheme is presented in Fig. 1 . Remark: The Slepian-Wolf mechanism can be applied, in general, to sources with countably-infinite alphabets. However, a universal Slepian-Wolf scheme for such sources is not known. Trying to preserve universality in the case of infinite alphabets would require the assignment of infinite number of sequences into bins. Thus, even the codebook generation does not seem to be feasible in this case. This is not surprising, considering the fact that even in the singleuser case, diminishing redundancy cannot be achieved for universal lossless coding of sources with infinite alphabets (see, e.g., [29] ). Therefore, for the sake of universality, we assumed that the source alphabets have bounded supports so the outputs of the quantizers have finite alphabets. From the above, this assumption is also needed for the original singleuser scheme of Ziv [26] . The inner and outer bounds on the achievable rate-distortion region, which are obtained as a direct consequence of Theorems 1-4 below, are also valid, of course, for sources with unbounded support, as they do not depend on the universality.
We begin with a simple result. 
where c = 0.754 bits/sample. Moreover, for any R
Proof of Theorem 1:
are the outputs of the optimal decoder g, and
. The last inequality can be obtained in the same way as in [26] . The left-hand side is achievable for sufficiently large n. Therefore, for any rate pair
, we can always take R 1 = R * 1 and obtain:
The same can be done, of course, when the roles of the two users are interchanged. This completes the proof.
The following theorem suggests another result regarding the relation between the boundary of R(
Theorem 2: For any rate pair
Notice that Theorems 1 and 2 also provide outer bounds on R * (D 1 , D 2 ). Theorem 1 asserts that the straight line D 2 ). In addition, Theorem 2 bounds the distance between the boundary of R(
Before proving Theorem 2, we first prove a simple auxiliary result regarding the source-coding problem where side information is available only to the encoders but not to the decoder. The setting is as follows. A rate pair (R 1 , R 2 ) is achievable for a memoryless source (Y 1 , Y 2 , P Y 1 ,Y 2 ) and some side information S ∈ S which depends statistically on (Y 1 , Y 2 ) through the joint probability distributions P Y 1 ,Y 2 ,S , if for any δ > 0 and sufficiently large n, there exists a block code of length n consisting of two encoders
such that
and
The set of achievable rate pairs is denoted byR. The regular Slepian-Wolf region (without side information) is denoted by R SW . Obviously, R SW ⊆R. We have the following lemma.
Lemma 1: Any rate pair (R 1 ,R 2 ) ∈R must satisfy the following constraint:
Therefore, side information available only to the encoders cannot improve the performance ifR
Proof of Lemma 1: The proof follows directly from the fact that even one encoder, which has access to (Y 1 , Y 2 , S), cannot do better than H (Y 1 , Y 2 ) , when the side information S is not available to the decoder.
The generalization of Lemma 1 to our case where, in addition, a dither is available to the encoders and decoder, is straightforward. We can now prove Theorem 2.
Proof of Theorem 2: Assume that the optimal code ( f 1 , f 2 , g) , which achieves the rate pair (R * 1 , R * 2 ), is known, and that the encoders of the dithered scheme, which transmit Y 1 , Y 2 at rates (R 1 , R 2 ) to the decoder, have access to
. Consider the following auxiliary coding scheme: User i compresses T i = f i (X i ) using n R * i bits, i ∈ {1, 2}. Then, the first user uses Slepian-Wolf coding to compress
bits. The second user uses Slepian-Wolf coding to compress
The rate pair of this scheme, (R 1 , R 2 ), satisfies
The upper bounds on H (Y i |X opt i , Z i ) can be obtained in the same way as in [26] . Notice that the Slepian-Wolf coding part in the proof requires long blocks of ( D 2 ) (or higher and thus can be reduced to this range). Using the auxiliary scheme above, the rate pair (R 1 , R 2 ) = (R * 1 + c, R * 2 + c) can be achieved. Therefore, it can also be achieved by the dithered scheme, since D 2 ) (or higher), and in this range the regions of the auxiliary scheme and the dithered scheme coincide. Notice that any rate pair in R(D 1 , D 2 ) can be achieved in practice by time-sharing the two edge points of R (D 1 , D 2 ).
III. REVISITING THE UPPER BOUND ON H Y|X opt , Z
In this section, we revisit the proof of [26] for the upper bound on H Y|X opt , Z . This is done for completeness and since we point and modify some of the steps in the next section. The result of this section involves only one source X. The width of the quantization cell is denoted by 2 √ 3D ⇒ D = 2 /12. First, we show that for each coordinate X k , k ∈ {1, . . . , n},
This follows from the following consideration:
The distortion associated with X k is given by:
where the inequality must be achieved by the optimal quantizer. Otherwise, we could add a constant toX opt k
to obtain E X k −X opt k = 0 and thus smaller total distortion, in contradiction to the optimality of the quantizer.
We now rederive the upper bound on H Y|X opt , Z . Using a method similar to [27] , we show the following for the conditional entropy of each coordinate:
where the second equality follows sinceX opt k and Z are independent. By definition:
Given , z) is the probability density function of Y k givenX opt k and Z . Calculating:
where f X |X opt k (·|q) is the probability density function of X 
where in the fifth equality we used the independence of X k and Z and in the sixth equality we used the fact that
This completes the derivation of Eq. (29) . Now, we can upper
in the following way.
where in the first inequality we upper bounded the differential entropy by using the maximum-entropy property of the Gaussian random variable and the second inequality is due to Jensen. Using these results, we can upper bound
where the third inequality is due to Jensen, and in the fourth we used the following.
which stems from the independence of X and Z . This completes the proof of the upper bound on H Y|X opt , Z .
IV. IMPROVING THE BOUNDS BY ADDING AN ESTIMATION STAGE The goal of this section is to enhance the results of Section 1 by improving the coding scheme described there. The idea is to decrease the distortion by adding an estimation stage at the decoder side. The new scheme works as follows. After producing Y 1 , Y 2 and instead of just using them as outputs, the decoder uses them to estimate each one of the source vectors (X 1 , X 2 ). Since the sources and the quantization process (given Z ) are memoryless, the estimation can be done on a symbol-by-symbol basis.
We begin with the following lemma: Lemma 2: For the multi-terminal setting described in Section 1, we have (i ∈ {1, 2}):
Notice that the results above are true for each coordinate k ∈ {1, . . . , n}. The proof of Lemma 2 is given in Appendix B.
The improved decoder described below requires the knowledge of the second-order statistics of the source. However, as Lemma 2 shows, these statistics can be estimated from
, so universality can still be maintained. The decoder of the multi-terminal setting uses the optimal linear estimator, under the MMSE criterion, of
. The estimation error is calculated by using the results of Lemma 2. From now on, without loss of generality, we assume that
and the inverse matrix is:
The vector E X 1 · Y † is given by:
It can be shown by direct calculation that
Therefore, the optimal linear estimator of X 1 given the vector Y is:
The error of the optimal linear estimator is given by:
It is shown in Appendix C that the estimation error takes the following form:
1 is the distortion of X 1 in the multiterminal setting, where we add the above estimation stage after decoding (Y 1 , Y 2 ) . It can be easily seen that the fraction in the brackets is less than 1 and thus D * 1 ≤ D 1 as desired. The same can be done, of course, for X 2 . Since the distortion of X i in the improved scheme is D * i , we should compare the rate pair (R 1 , R 2 ) of this scheme, to the optimal rate pair (
. This fact immediately improves on the results of Theorems 1 and 2. Revisiting the derivation of the upper bound for H Y|X opt , Z in Eq. (36), it can be shown that (i ∈ {1, 2}):
by using the following:
Notice that when X 1 and X 2 are independent, E[X 1 X 2 ] = 0 and we have
The maximum interesting value of D * i is, of course, E[X 2 i ]. This value is obtained for D i → ∞. It is not hard to see that the range of the upper bound in (51) is [0.255, 0.755] and that it is a decreasing function of D 1 . For the high-SNR limit, i.e., D i → 0, it is well known that the redundancy is 0.255 bits/sample (cf. [30] ). We define (i ∈ {1, 2}):
We can now state Theorems 3 and 4. 
Theorem 4: For any rate pair
Remark: Generalizing the results of this paper to the k-user case is straightforward. The generalization of Theorem 1, which handles the sum rate gap, will result, of course, in a bound which grows linearly with the number of users and equals k · 0.754 bits per sample. In addition, generalizing Theorem 3, it can be shown that the distance in each coordinate is still bounded by 0.754 bits per sample. Theorem 2 and 4 can be generalized accordingly. However, one should remember that our dithered scheme defines a specific rate region which might be small (even as one point), depends on the statistics of the sources and the given distortions. The results of this paper refer to this specific region. Therefore, for certain special cases (e.g., 'two help one' situations etc..), the results of Theorems 1-4 might be less useful.
APPENDIX A UNIVERSAL SLEPIAN-WOLF CODING
In this appendix we describe the universal Slepian-Wolf decoder used in our coding scheme. The following results are similar to those of [31] . For convenience, we omit the notation of the conditioning on the dither variables Z 1 and Z 2 . The results below can be applied for any realization of these continuous variables. Remember that our coding scheme, unlike the scheme presented in [6] , requires only one realization of Z 1 and Z 2 in each round.
We 
where M j = 2 n R j , j = 1, 2. The probability of error of the code is defined as
We will prove the following result: Theorem 5: Let (R 1 , R 2 ) be given. Then, there exists a sequence of (2 n R 1 , 2 n R2 , n) Slepian-Wolf source codes with probability of error P e (n) → 0 as n → ∞ for every memoryless source that satisfies Eq. (1a).
Proof: Throughout the proof, the cardinality of a set A is denoted by |A|. The empirical joint entropy H y 1 ,y 2 (Y 1 , Y 2 ) and the empirical conditional entropy H y 1 ,y 2 (Y 1 |Y 2 ) induced by the sequences y 1 ∈ Y n 1 , y 2 ∈ Y n 2 are defined as
where P y 1 ,y 2 (y 1 , y 2 ), P y 1 ,y 2 (y 1 |y 2 ) are the empirical joint and conditional distribution functions, respectively, induced by y 1 and y 2 (see [32, Ch. 11] ).
To prove the theorem, we use the following random-binning mechanism:
• Codebook Generation: Assign every y 1 ∈ Y n 1 to one of 2 n R1 bins independently according to a uniform distribution on {1, 2, . . . 2 n R1 }. Similarly, randomly assign every y 2 ∈ Y n 2 to one of 2 n R2 bins. Reveal the assignments f 1 and f 2 to the encoders and the decoder.
• Encoding: User j sends the index of the bin to which Y j belongs, j = 1, 2.
• Decoding:
Given the received index pair 
where A n , > 0, is the strongly typical set with respect to the 
are the empirical conditional entropies induced by (y 1 , y 2 ) and (y 1 , y 2 ), respectively. We have an error if there is another pair of sequences in the same bin such that the empirical joint entropy induced by this pair is smaller than the empirical joint entropy induced by
whereP e (n) E[P e (n)] is the expected probability of error where the expectation is taken with respect to the random choice of the code. The first inequality follows from the fact that we treat E 0 as error event and the second inequality is due to the union bound. We first consider E 0 . By the asymptotic equipartition property (AEP), Pr {E 0 } → 0 and hence for n sufficiently large, Pr {E 0 } < . To bound Pr(E 1 ), we have
where the set B(y 1 , y 2 ) is defined as .10) and the last equality simply follows from the definition of the random-binning coding scheme. Using the method of types (see [32, Ch. 10 and 11]), we have
where V y 1 |y 2 is the conditional type of y 1 given y 2 (see [32, Ch. 10] ). The second equality follows from the fact that the event y 1 ∈ B(y 1 , y 2 ) depends only on the type V y 1 |y 2 . In the first inequality, we used the known upper bound on the size of the conditional type. The second inequality stems from the definition of B(y 1 , y 2 ). In the third inequality we used a known upper bound on the number of conditional types. The last inequality follows since (see [32, Ch. 10 ) + 2 , we have P(E 1 ) < , P(E 2 ) < and P(E 12 ) < for sufficiently large n. SinceP e (n) ≤ 4 , there exists at least one universal code ( f * 1 , f * 2 , g * ) with P e (n) ≤ 4 . Thus, we can construct a sequence of universal codes with P e (n) → 0, and the proof of achievability is complete.
Remark: It can be shown that the universal decoder presented in the proof above also achieves the optimal error exponent.
APPENDIX B PROOF OF LEMMA 2
We now prove Lemma 2. We first show that the random vector (Y 1 − Z 1 , Y 2 − Z 2 ) is equivalent to the random vector (X 1 + N 1 , X 2 + N 2 ) where N 1 , N 2 are independent of X 1 , X 2 and of each other and N i ∼ U[− √ 3D i , √ 3D i ], i ∈ {1, 2}. Therefore, the dithered quantization process can be viewed as passing X 1 , X 2 through independent noisy memoryless channelsX 1 = X 1 + N 1 andX 2 = X 2 + N 2 , respectively. We start with the following conditional probability distribution. N 2 |X 1 ,X 2 (N 1 , N 2 |X 1 , X 2 ) = f (N 1 |X 1 ) f (N 2 |X 2 ) (B.1) where we have defined
The equality stems from the fact that (Y 1 − Z 1 − X 1 ) is independent of X 2 given X 1 and (Y 2 − Z 2 − X 2 ) is independent of X 1 given X 2 , since (Z 1 , Z 2 ) are independent of (X 1 , X 2 ). In addition, it can be easily seen that for every value of X i , N i is uniformly distributed over [− √ 3D i , √ 3D i ]. Therefore, N i is independent of X i and we have
Lemma 2 follows directly from this result:
APPENDIX C CALCULATION OF THE ESTIMATION ERROR
In this appendix we calculate the estimation error given in Eq. (49). The optimal linear estimator of X 1 given the vector Y is:
Calculating the second term:
