The performance and construction of a new algorithm for the calculation of infrared cooling rates and fluxes in terrestrial general circulation models are described in detail. The computational method, which is suitable for use in models of both the troposphere and the middle atmosphere, incorporates effects now known to be important, such as an extended water vapor e-type continuum, careful treatment of water vapor lines, of water-carbon dioxide overlap, and of Voigt line shape. The competing requirements of accuracy and speed are both satisfied by extensive use of a generalization of the simplified exchange approximation of Fels and Schwarzkopf (1975 The conflict between speed and accuracy is particularly acute in the calculation of longwave radiative cooling rates and fluxes, the subject of this paper. Usually, the computation of infrared radiative quantities in general circulation models takes far longer than the corresponding shortwave calculations. The reasons for this are rather complex, and the situation may well change as more complete calculations of scattering are incorporated in numerical models, but they primarily are caused by two factors: first, longwave radiation has sources at every level of the atmosphere, while shortwave radiation has only one source; second, longwave radiation depends strongly on atmospheric temperature, while shortwave radiation is, to good accuracy, independent of temperature.
INTRODUCTION
The construction of a radiation code for use in general circulation models involves a balance between conflicting considerations of speed and accuracy. The requirement for speed may be formulated, in general terms, as a demand that the time spent in computing radiative cooling rates and fluxes be reasonably short with respect to the computation time of the rest of the model. This condition forces the use of highly parameterized, approximate approaches in the radiative computations. The requirement for accuracy is less simple to quantify, but clearly radiation codes should reflect up-to-date understanding of the important contributors to the determination of cooling rates and fluxes. Systematic errors in the radiative algorithm can lead to errors in general circulation model climatologies, which, while unimportant for short range forecasts, have serious effects in longer range predictions and in climate studies.
The conflict between speed and accuracy is particularly acute in the calculation of longwave radiative cooling rates and fluxes, the subject of this paper. Usually, the computation of infrared radiative quantities in general circulation models takes far longer than the corresponding shortwave calculations. The reasons for this are rather complex, and the situation may well change as more complete calculations of scattering are incorporated in numerical models, but they primarily are caused by two factors: first, longwave radiation has sources at every level of the atmosphere, while shortwave radiation has only one source; second, longwave radiation depends strongly on atmospheric temperature, while shortwave radiation is, to good accuracy, independent of temperature.
In an attempt to resolve these difficulties, Fels and Schwarzkopf [1975] (hereinafter referred to as FS75) introduced the simplified exchange approximation (SEA), a 1Deceased October 22, 1989. This paper is not subject to U.S. copyright. Published in 1991 by the American Geophysical Union.
Paper number 89JD01598. method which produces accurate and rapid computations of infrared cooling rates and fluxes, particularly those resulting from water vapor line absorption. Subsequently, the authors formulated methods for calculating carbon dioxide cooling rates and fluxes by interpolation from precomputed CO2 transmissivities [Fels and Schwarzkopf, 1981 (FS81); Schwarzkopf and Fels, 1985 (SF85) ]. Using the techniques discussed in the above papers, a computer program calculating longwave cooling rates and fluxes was written for inclusion in general circulation models at the Geophysical Fluid Dynamics Laboratory (GFDL). This program is now in use in several operational numerical models both at GFDL and elsewhere. The performance of these operational radiation codes is discussed by Fels et 
al. [this issue].
Since the development of this procedure, several advances in the field of longwave radiative transfer have taken place, which suggest the need for a major reconsideration of the above methods. New experimental data for line strengths, widths, and positions are readily available, due to publication of revisions to the Air Force Geophysics Laboratory (AFGL) catalog of lines in the infrared spectrum [McClatchey et al., 1973; Rothman, 1981 ; Rothman et al.,methods do not need scaling approximations to treat temperature and pressure variations over optical paths, such as are required by random models. Also, the line data used for the LBL calculations are directly applicable to atmospheric concentrations, temperatures and pressures of interest, whereas broad-band measurements, especially for water vapor, are generally taken at conditions not found in actual terrestrial atmospheres.
Benchmark calculations have been used to gain insight into a number of problems removed from the calibration of operational models. For example, Ramanathan and Downey [1986a] have shown that the use of wide bands in random models leads to large errors in upper tropospheric cooling rates as compared to the LB L results. LB L calculations have been used to determine the most accurate methods for handling H20-CO 2 overlap in the 15 /•m frequency region [Schwarzkopf, 1986] . An important and continuing use of LBL calculations is in determining the accuracy of scaling approximations, particularly for ozone, for which current methods are inaccurate [Rodgers, 1968] .
All of these developments have taken place in parallel with spectacular advances in computer power occurring since the radiation codes used at GFDL were written. As a result, operational radiation codes are now expected to include more sophisticated calculations of the effects of longwave radiation; in addition, these codes are being used in general circulation models that possess increased horizontal and vertical resolution, and which may, in certain applications, compute longwave cooling rates at short time intervals. It thus is vital that any revised radiation algorithm possess sufficient speed to permit unrestricted use in future operational models.
In subsequent sections of this paper, we outline a method which, we believe, meets the tests of both increased accuracy and adequate speed. Section 2 is an overview of the approach, including differences and similarities to the methods of FS75. In section 3, we discuss the accuracy of the new method by showing overall results for five standard ICRCCM soundings. The results from this section represent the heart of this paper. The reader who is not concerned with details of the model may skip sections 4 and 5, which provide details of model construction and model performance in the troposphere and stratosphere, respectively. Section 6 is a brief discussion of the vital question of the model speed. The concluding section consists of a summary and cautionary note.
OVERVIEW OF THE METHOD
In the absence of scattering, the clear-sky radiative cooling rate Q at pressure p is readily obtained from monochromatic transmissivities, using the following expressions: A number of approximations to the LB L method have been developed which allow the replacement of the monochromatic calculations with averages over intervals of between 5 and 10 cm -1 (narrow-band random models), the use of homogeneous paths to replace the inhomogeneous paths encountered in the atmosphere (scaling methods), and the use of a diffusivity factor to replace the integration over zenith angle. The resulting parameterizations have been shown to suffer little loss of accuracy relative to LBL calculations [Ramanathan and Downey, 1986a; Crisp et al., 1986] . Although these methods are far more rapid than the LBL method, they still are too time consuming for use in most large-scale numerical models. First, they still require a relatively large number (50-100) of frequency bands. Also, in many of these frequency bands (such as around the 15 region) the calculations are rather complex, often involving absorption arising from several physically distinct mechanisms.
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Further increases in the speed of the radiative calculations would result if two additional approximations were made: neglecting less important absorption processes at a particular frequency interval, and ignoring some of the complexities of the narrow-band random model calculations to allow the use of wider frequency bands. In a given frequency interval, there usually will be a primary absorption mechanism which dominates over others. In Table 1 , we decompose the infrared spectrum extending from 0 to 2200 cm -1 into a series of frequency ranges, indicating in each the primary and secondary absorption mechanisms. The neglect of the secondary mechanisms, and the use of approximate methods allowing an entire frequency range to be computed as one band, would reduce the number of required frequency intervals to as few as five to ten. Of course, calculations using these approximations are less accurate than the narrow-band computations; clearly, we desire a method which incorporates the increased speed obtained by these approximations, yet retains the accuracy of the narrow-band methods.
One method for achieving this goal of rapid, accurate radiative calculations is the SEA, first introduced in FS75. The SEA recognizes that, in many circumstances, the dominant contribution to cooling rates at a given height comes from the "cool-to-space" (CTS) term [Rodgers and Walshaw, 1966] . The cool-to-space cooling rate (QcTs) is relatively easy to compute, since it requires only the transmission function between the level in question and space, as opposed to the full calculation, which requires the transmission between this level and all other levels: In the case of the first two terms (Q•x pp) this is due to the use of highly simplified physics, which allows the calculations to be performed on a few very wide frequency bands. The random CTS term is obtained using methods developed in section 4; in this case, although a larger number of relatively narrow frequency bands must be used, the simplicity of the calculation in each frequency interval permits rapid evaluation. As a result, the SEA provides a compromise approach providing both sufficient speed and accuracy for operational numerical model calculations.
QCTS = Cp 1• B •(T)
Before turning to a discussion of the techniques used to obtain Q•x pp, we present an example which demonstrates the accuracy of the SEA hypothesis (6). We do so by comparing a LBL calculation of the cooling rate terms of (5) to a similar computation using (7), with Qapp and Q•x pp obtained using an extremely rapid, approximate method to be described subsequently. The principal results are displayed in Figures l a and lb. We observe that in the troposphere neither Qapp nor Qcxs is close to Q(LBL); however, the SEA hypothesis is very successful. It is useful to note that Qex is small compared to Q(LBL) for all pressures greater than --•0.1 mbar. Above this level, Qex is an important contributor to Q(LBL), in general agreement with Leovy [1984] . The original form of the SEA (described in detail in FS75 and denoted here as SEA75) consisted simply of the use of an emissivity calculation for Q•x pp in those parts of the spectrum for which water vapor lines are the primary absorbing mechanism. In this paper, we describe a generalization of the SEA (denoted as SEA88) which permits application of the SEA to all frequency ranges in the infrared spectrum. The exchange term in SEA88 is an approximate calculation for the primary absorption mechanism in each of the frequency ranges given in Table 1 . The random CTS term includes both the primary and the less important (secondary) mechanisms. Since this term is computed on relatively narrow frequency bands, it may also be used to correct for errors caused by the use of wide frequency bands in the approximate calculations.
It is important to realize that the composition of the approximations used for the exchange term in SEA88 can vary from spectral interval to spectral interval. Similarly, the additional effects included in the random CTS term will differ As the above discussion suggests, application of SEA88 in each frequency range involves considerable computational detail. We postpone such details to sections 4 and 5 in order to first display overall results for benchmark cases over the entire longwave spectrum.
OVERALL RESULTS
As discussed in section 1, the existence of benchmark values for longwave cooling rates and fluxes now permits rigorous checking of any parameterized method, at least in the absence of clouds. We therefore have computed cooling rates and fluxes for the five standard ICRCCM profiles using the radiation algorithm given in this paper. These cooling rates (denoted henceforth as SEA88) are displayed in Figures 2a-6b , together with cooling rates for the same profiles obtained using LBL methods. Also shown are cooling rates computed using the operational radiation code based on FS75 (denoted as SEA75). For each calculation we show two figures, one emphasizing the troposphere and one the stratosphere and mesosphere (middle atmosphere). The appendix provides details of the methods for obtaining pressure, temperature, water vapor and ozone profiles from the AFGL data. The pressure level structures used in the LBL and operational model calculations are also described in this appendix.
Tropospheric cooling rates for the five standard cases are displayed in Figures 2a-6a . In all five cases, at nearly all pressures, cooling rates obtained using the new radiation algorithm (SEA88) are substantially closer to the LBL values than those obtained using SEA75. Errors in cooling rates computed using SEA88 are generally 0.1 K/d. The most noticeable differences (up to 0.2 K/d) occur in the 250-to 350-mbar pressure range. Much of this difference is artificial, resulting from comparing LBL calculations using high (20 mbar) vertical resolution at these pressures with calculations of the operational models (with --•70-mbar vertical resolution). To eliminate this effect, we have obtained "degraded" LBL cooling rates for the operational model pressure levels, using techniques outlined in the appendix. Figure 7a The excellent agreement in tropospheric cooling rates suggests that fluxes obtained using the new method should also agree closely with fluxes obtained using LBL methods. We have computed the net fluxes at the top of the atmosphere, the tropopause and the ground for the five ICRCCM cases, and display results in Table 2 . As expected, results from SEA88 agree much more closely with the LBL results than those from SEA75.
Middle atmosphere cooling rates for the same five cases are shown in Figures 2b-6b . As in the troposphere, cooling rates computed using the new radiation algorithm are generally in excellent agreement with the LBL results. In this case, the agreement is less surprising, since both SEA88 and SEA75 obtain CO2 cooling rates using the methods given in further discussion of these differences, and of the small but important errors noticeable in the lower stratosphere.
TROPOSPHERIC ISSUES AND COMPUTATIONAL

METHODS
Water vapor absorption is the most important contributor to tropospheric infrared cooling rates. As noted in Table 1 , absorption due to either water vapor lines or the e-type H20 continuum is significant at all frequencies in the thermal infrared. Our main focus, in this section, is on cooling rates due to water vapor only. The inclusion of CO2 cooling rates is discussed in a subsection on 15 /am band cooling rates; radiative effects of ozone, significant only in the middle atmosphere, are discussed in section 5.
We begin by displaying cooling rates due to water vapor (including the e-type H20 continuum) for the MLS and T soundings (Figures 8a and 9a We next break down the tropospheric water vapor cooling rates into values for various frequency domains. As noted in Table 1 , the infrared spectrum may be divided into several frequency ranges, each with differing radiative properties. In the 0-560 and 1200-2200 cm -1 ranges, water vapor is the -1 only significant absorbing mechanism. The 800-1200 cm range has the H20 continuum as the principal absorbing mechanism, with the H20 lines and ozone playing a secondary role. In the 560-800 cm -1 region, both H20 (lines and continuum) and CO2 are important absorbing mechanisms.
The contribution from each frequency range to cooling rates varies with altitude. We show this in Figure 11 In the subsections below, we describe the methods used to obtain the SEA88 results in each frequency range, using the LBL results of Figures 11-13 for purposes of validation.
Water Vapor Lines-Only Region
Absorption due to water vapor lines is the principal mechanism contributing to cooling rates in the 0-560 and 1200-2200 cm -1 frequency ranges. We therefore may apply (9) in these frequency regions by taking Qapp to be simplified calculation of H20 cooling rates. In SEA88, just as in SEA75, we have employed an emissivity calculation applied to a Goody random model.
The emissivity approximation ignores the variation of line intensity with temperature along the path between two pressures. Further, it assumes that the strong-line approximation may be used to compute transmissivities. In the strong-line approximation, the transmission function for an inhomogeneous path depends only on the pressure-scaled absorber amount U(p, p'): The tropical case is denoted as T, the mid-latitude summer case as MLS, the mid-latitude winter case as MLW, the sub-Arctic summer case as SAS, and the sub-Arctic winter case as SAW. Models •app as the cooling rate computed using the emissivity approximation evaluated on 10 cm -1 wide bands, and The problem with this calculation is that far too many bands are required in the random CTS computation, thus making the method unacceptably slow. We have been able to reduce the number of bands required to a number suitable for practical computations by employing a number of strategems. First, we assume that the CTS correction to Qavv is unimportant in the 0-160 and 1200-2200 cm -1 regions. To justify this approximation, we note that the temperature dependence of water vapor lines of frequencies greater than 1000 cm -1 is known to be small [Rodgers and Walshaw, 1966 ]. The emissivity approximation should thus be sufficiently accurate at these frequencies. In addition, LBL cooling rates in the 0-160 and 1200-2200 cm -1 region are small (cf. In creating these combined narrow bands, a deliberate effort was made to separate bands with frequencies greater than 400 cm-1 from those of smaller frequencies. Above 400 cm -• , water vapor absorption in excess of that attributable to lines is observed, and denoted as H20 continuum absorption. The LBL calculations displayed in Figures 11-13 indicate that this mechanism should be significant between 700 mbar and the surface. We include this absorption in the random CTS computation, using the same expressions that are used for the 10-/•m region, discussed below. This approach is consistent with the overall philosophy of inclusion of secondary effects in the random CTS calculations. In Figure 18 we show the error in the SEA88 calculation made by including this effect in the random CTS term, as well as than in the lines-only region. In SEA88, we have employed four frequency bands in the random CTS calculation. The frequency range of these bands is given in Table 3 . We now compare the SEA88 results with the LBL values in this frequency range. In practice, some modifications to the parameterization described above are required, owing to the existence of the strong absorption band of ozone at 9.6/xm. As indicated in Table 1 lated by Drayson [1973] has been used to obtain LBL transmission functions for a standard temperature profile. The methods given in FS81 and SF85 are then used to obtain transmissivities appropriate for the particular temperature and pressure profile. The H20 continuum is included in a manner similar to the one-band calculation for the 10-/am band, with the continuum coefficient averaged over the
560-800 cm -• interval using (22). Transmissivities for H20
lines are obtained using the emissivity approximation (12) and (13), with all band parameters evaluated at 250 K. We assume that errors due to the neglect of variation of band parameters with temperature will be corrected by inclusion of these effects in the random CTS calculation.
The principal function of the random CTS calculation is to account for errors resulting from the use of only one band in the Qapp calculation, which results in an overly crude treatment of H20-CO 2 overlap. In general, band models obtain the transmission function in frequency intervals containing more than one gaseous absorber by multiplication of the band transmissivities computed for each absorber. In the 15-/am region, this procedure is as follows: ra12(p, p')= ra12(H20)ra12 ( to obtain ray( p, p') separately for H20, CO2, and the continuum. Integration over a specified bandwidth, as in (25), yields band transmissivities for each absorber, obtained by the LBL technique, but otherwise comparable to the band transmissivities obtained using band models. Multiplication of these transmissivities, as in (23), produces a combined transmissivity r•v(p, p') comparable to that obtained by the band model calculation. By using (t) and (2), we may obtain t5-/xm band cooling rates for the specified bandwidth. Differences between these cooling rates and the benchmark LBL values may then be attributed to the bandwidth used for this calculation.
To determine the desired bandwidth, cooling rates have been computed for the 600-800 cm -1 interval, using the Figure  23b . Considerable improvements in lower tropospheric heating rates are evident, a result which appears to justify the additional computational time spent in this region.
MIDDLE ATMOSPHERE ISSUES AND COMPUTATIONAL METHODS
Infrared cooling in the middle atmosphere is primarily caused by absorption due to lines in the 15-ttm band complex of CO2 and in the 9.6-ttm band of 03. Absorption by water vapor lines also contributes significantly to cooling, especially in the tO-to t00-mbar region, but cooling rates due to H20 are always smaller than that due to the other two absorbers. Contributions of other gases (CH4, N20, etc.) are of minor importance and will not be considered in this paper.
The design of algorithms for the computation of middle atmospheric cooling rates in general circulation models raises a number of issues that do not arise in the tropospheric computations described in section 4. Radiative computations in the middle atmosphere differ from tropospheric computations in three important ways. First, ozone is an important contributor to middle atmospheric cooling rates, especially in the lower stratosphere and near the stratopause. Second, at low pressures, it becomes necessary to use the Voigt line shape rather than the Lorentz line shape to obtain accurate MLS COOLING RATE ERRORS transmissivities. The pressure at which these Voigt effects become important is different for each absorber (since the Doppler width is proportional to wave number); in general, these Voigt effects become significant above about 10 mbar. Third, these narrowed line widths at low pressures allow the radiative computations to neglect the effect of overlap, and to calculate the effect of each absorber separately. Paradoxically, this effect introduces an additional complication in middle atmosphere computations; it becomes necessary to consider the contributions of a number of minor CO2 and O3 bands to middle atmosphere cooling rates, particularly near the stratopause. By contrast, the tropospheric radiative effects of these bands are obscured by overlap with H20, or with the major CO2 or O3 bands. To determine how fully to parameterize these effects in the radiative algorithm, we may exploit the fact that the thermal structure of the middle atmosphere, unlike the troposphere, is largely under radiative control. It may be shown that an error in computation of radiative cooling rates at pressure p induces an error in the equilibrated temperature profile at that pressure according to the following approximate formu- Cooling rate errors in the remaining altitude regions may be attributed to the approximations used by SEA88 in accounting for the middle atmosphere radiative effects discussed above. In the subsections below we discuss the treatment of the lower stratosphere in SEA88, with particular emphasis on the 9.6 •m ozone band computation, the sources of error in SEA88 at the stratopause region, and the effect of including Voigt effects in the H20 and 03 computations.
Lower Stratosphere Results and Issues
As noted above, the lower stratosphere is the region of the atmosphere where radiative formulations require the greatest accuracy. To investigate in greater detail the radiative processes responsible for cooling rates in this region, we have obtained cooling rates for the MLS profile separately for water vapor (lines plus continuum), CO2 and 03, using both the LBL method and the SEA88 algorithm. Figure 24a gives the LBL cooling rates for H20 in the middle atmosphere, with errors due to the SEA88 formulation shown in The situation regarding 03 is far more complex. In the first place, ozone contributes a heating at this pressure, rather than a cooling. The difference arises from the sharp increase In view of the errors in the 9.6-/zm cooling rates shown in Figure 26b , it is necessary to justify the SEA88 ozone parameterization. In general, the computation of ozone cooling is a very complicated matter. A major factor in this complexity is that the use of pressure-scaled ozone amounts and mean pressures computed with the Curtis-Godson method appears to cause significant errors in ozone cooling rates [Rodgers, 1968] . Also, one-band Malkmus random models for ozone [Malkmus, 1967] are of questionable accuracy. It is especially unfortunate that the largest percentage errors in the pressure scaling occur at the very altitudes for which the radiative computations require the greatest accuracy. Moreover, it is impossible to use a CTS correction to handle this complication, since that correction is inapplicable when the dominate contribution to radiative cooling rates is heating from the ground. A number of investigators [Rodgers, 1968; Goody, 1964; Kuriyan et al., 1977] have introduced improvements to the pressure scaling, or have employed multi-band Malkmus random models to obtain improved values for ozone cooling rates. Unfortunately, these changes are very costly in computer time. In the SEA88 formulation, we have therefore retained the one-band Malkmus random model formulation as a method for ozone computation. The band model parameters are obtained using the 1982 AFGL catalog. We intend to discuss improvements to these methods in a future paper.
Results and Issues at the Stratopause
Cooling rates for the MLS profile near the stratopause are displayed in Figure 3b (for the three-gas case) and in to incorporate Voigt effects in computing H20 and 03 cooling rates. These techniques will be discussed in the next subsection.
As noted above, errors in radiative cooling rates at altitudes near the stratopause result in much smaller changes in general circulation model temperature profiles than result from errors made in the lower stratosphere. In the present SEA88 calculations, we have excluded the contributions of the minor bands of 03 and CO2. To include these mechanisms in the future (at some cost in computation time) we may compute cooling rates due to these bands in the random CTS calculation. As indicated in Figure 1 , most cooling at these altitudes is indeed due to escape of photons to space; furthermore, pressure scaling is likely to be more accurate in this region than in the lower stratosphere, as CO2 and 03 mixing ratios are constant with altitude, or decrease. Overall LBL cooling rates are given for the 0-3000 cm -1 frequency range. In addition, LBL cooling rates for CO2 and 0 3 are broken down by major absorption bands, with the frequency ranges given in cm -1 . Overlap is the difference between the cooling rate for all gases and the cooling rate obtained by summing the cooling rates due individually to H20, CO2, and 03. The LBL cooling rates are degraded from high vertical resolution calculations using procedures given in the appendix.
Voigt Effects in Middle Atmosphere
Radiative Calculations
An important problem in middle atmospheric radiative calculations is determining a method for inclusion of the additional cooling resulting from the fact that the spectral line width at low pressures is wider than that expected by a Lorentz profile. Except for CO2, it is entirely impractical to use the actual (Voigt) profile, and thus approximate treatments must be sought.
One of the simplest means for capturing the effect of the Voigt profile has been suggested by Fels [1979] . In that paper an analytic line shape profile was introduced and applied to ozone computations. Even this method is too timeconsuming for use in general circulation models. However, a second crude approximation is also suggested in the paper; this consists of adding a constant to the pressure (in atmospheres) used in the line width computation:
In ( Overall LBL cooling rates are given for the 0-3000 cm -• frequency range. In addition, LBL cooling rates for CO2 and 02 are broken down by major absorption bands, with the frequency ranges given in cm -• . Overlap is the difference between the cooling rate for all gases and the cooling rate obtained by summing the cooling rates due individually to H20, CO2, and 0 3 . The LBL cooling rates are degraded from high vertical resolution calculations using procedures given in the appendix. is (9), which divides the cooling rate into the approximate, approximate CTS and random CTS cooling rates. If we determine the time spent computing each of these terms, we find that the GFDL Cyber 205 computer spends -- (between 10 -3 and 102 mbar) and 30 levels between 100 and 1000 mbar. Flux levels are also located at 0 mbar and at the surface. This level structure is identical to that described in SF85 for LB L CO2 calculations. LB L computations involving all three gases employ a level structure with 123 flux levels, with levels below 100 mbar using the CO2 structure, and levels above 100 mbar using the H20 structure. In all three cases, the data pressure level is defined as the average of adjacent flux pressure levels. These choices are designed to produce the greatest resolution at altitudes where the contribution of the absorber is most significant.
Calculations made with the new operational model use a 40-level structure normally employed at GFDL for the 40-level stratospheric model (see Fels et al. [1980] for details on this level structure). In this case, flux pressure levels are defined as the average of adjacent data pressure levels. The temperature profiles used for the LB L and the operational model profiles are interpolated from the AFGL profiles using a technique given by Fels [1986] . This method has been adopted for the ICRCCM study.
Water vapor mass mixing ratios are obtained by evaluation of analytic fits to each of the AFGL profiles at desired pressure levels. These fits have been suggested by Luther for use in the ICRCCM study. A constant mixing ratio (3.25 ppmm for the tropical profile, and 4.0 ppmm for the other profiles) is used for altitudes above the troposphere.
Ozone mass mixing ratios are obtained from the AFGL values by the following procedure: (1) the tabulated ozone values (given in g/m 3) are linearly interpolated to desired pressures, and (2) the mass mixing ratio is computed using the ideal gas law. This procedure requires knowledge of the temperature at the desired pressure level. The use of a linear interpolation results in inaccuracies in the ozone amounts above 50 km, and should not be used in future work, but the errors do not affect conclusions in this paper. It is important to note that tabulated values of air density given by McClatchey et al. [1971] for the MLS sounding are erroneous between 30 and 70 km. Therefore the more direct procedure of obtaining the ozone mixing ratio by dividing the tabulated ozone values by this density should not be used.
