ABSTRACT
INTRODUCTION
Video data has spatial as well as temporal redundancy and are removed using Video Compression Techniques [1] . Interframe predictive coding is used to eliminate the large amount of temporal and spatial redundancy that exists in video sequences and helps in compressing them. In conventional predictive coding the difference between the current frame and the predicted frame (based on the previous frame) is coded and transmitted. The encoding side estimates the motion in the current frame with respect to a previous frame. A motion compensated image for the current frame is then created that is built of blocks of image from the previous frame. The motion vectors for blocks used for motion estimation are transmitted, as well as the difference of the compensated image with the current frame is also JPEG encoded and sent. The encoded image that is sent is then decoded at the encoder and used as a reference frame for the subsequent frames. The decoder reverses the process and creates a full frame. The whole idea behind motion estimation based video compression is to save on bits by sending JPEG encoded difference images which inherently have less energy and can be highly compressed as compared to sending a full frame that is JPEG encoded. It should be noted that the first frame is always sent full, and so are some other frames that might occur at some regular interval (like every 6th frame). The standards do not specify this and this might change with every video being sent based on the dynamics of the video. The most computationally expensive and resource hungry operation in the entire compression process is motion estimation. Hence, this field has seen the highest activity and research interest in the past two decades. This paper implements and evaluates the fundamental block matching algorithm that is Three Step Search[3] (TSS) using different search criterion.
The better the prediction, the smaller the error and hence the transmission bit rate. If a scene is still, then a good prediction for a particular pixel in the current frame is the same pixel in the previous frame and the error is zero. However, when there is motion in a sequence, then a pixel on the same part of the moving object is a better prediction for the current pixel. The use of the knowledge of the displacement of an object in successive frames is called Motion Compensation. There are a large number of motion compensation algorithms for inter-frame predictive coding. In this study basic focus is only on one class of such algorithms, called the Block Matching Algorithms. These algorithms estimate the amount of motion on a block by block basis, i.e. for each block in the current frame, a block from the previous frame is found, that is said to match this block based on a certain criterion.
One of the first algorithms to be used for block based motion compensation is what is called the Full Search or the Exhaustive Search. In this, each block within a given search window is compared to the current block and the best match is obtained (based on one of the comparison criterion). Although, this algorithm is the best one in terms of the quality of the predicted image and the simplicity of the algorithm, it is very computationally intensive. 
BLOCK MATCHING ALGORITHM
The underlying supposition behind motion estimation is that the patterns corresponding to objects and background in a frame of video sequence move within the frame to form corresponding objects on the subsequent frame. The idea behind block matching is to divide the current frame into a matrix of 'macro blocks' that are then compared with corresponding block and its adjacent neighbors in the previous frame to create a vector that stipulates the movement of a macro block from one location to another in the previous frame. This movement calculated for all the macro blocks comprising a frame, constitutes the motion estimated in the current frame. The search area for a good macro block match is constrained up to p pixels on all fours sides of the corresponding macro block in previous frame. This 'p' is called as the search parameter. Larger motions require a larger p, and the larger the search parameter the more computationally expensive the process of motion estimation becomes. Usually the macro block is taken as a square of side 16 pixels, and the search parameter p is 7 pixels. The matching of one macro block with another is based on the output of a cost function. The macro block that results in the least cost is the one that matches the closest to current block.
MATCHING CRITERION
This gives the criteria on basis of that the matching blocks are searched using matching algorithm
Mean Absolute Error Criterion:
The matching criterion mostly used in the literature is minimum mean absolute error, which at point (i, j) for an NxN block and search window of size ±p, is defined as - (1) where, −p<= i , j<= +p and c(x,y) and r(x,y) are pixel values at position (x,y) in the current and reference frame respectively. Motion vector is defined as the value of (i, j) for which MAE(i, j) is minimum. Obviously, the residue error between the predicted and actual block in the current frame should be minimum for good matching.
Vector Matching Criterion:
In MAE based criterion, the average error value is considered while ignoring the individual error term. S. Wang and H. Chen proposed vector matching criterion for block matching to overcome this drawback. In this approach, each NxN block is represented by a vector. Further, each block is subdivided into smaller blocks of size like 2x2, which is represented by a component of the corresponding vector and MAE is calculated between each temporally adjacent subblock in the current and reference frame.
A threshold value is chosen by exhaustive search and vector components (out of N2 / 4 ,assuming the subblock size as 2x2) having value smaller than the threshold value are counted for a given block. Finally, the block having maximum number of such vector components within the defined search area is declared to be the best matching block.
Smooth Constrained -Mean Absolute Error Criterion:
In video data compression, the residue frame which is calculated by taking the difference of the current and the predicted frame, is coded using transform coding technique, called Discreet Cosine Transform (DCT). According to the characteristic of this transform , the number of bits required to code a smooth residue frame will be smaller than the non smooth residue frame. Therefore, X. Jing, C. Zhu and L. Chau , proposed a smooth constrained based MAE as block matching criterion for motion compensation to reduce the required number of bits for coding besides minimizing the total distortion. In this method, not only the MAE over the residue block is taken into consideration but also the maximum and minimum residue value error, denoted as MME, is taken care of as well. Since DCT is applied over 8x8 block, each residue block (16x16) is divided into four equal size subblocks (8x8) and MME is calculated for each subblock as (2)
where alpha is a weighing factor. The block which has minimum SC-MAE value in the search area, is declared as the best matched block.
Proposed Scaled Value Criterion:
Though VMC and SC-MAE based methods have partially reduced the drawbacks of MAE criterion, but they are not suitable for input video data specially with rotation and zoom effect. Further, the similarity measurement of blocks in VMC is dependent on the input threshold value. In this section, a new criterion for block matching is being proposed which not only removes all the shortfalls of MAE but also gives better results than VMC and SC-MAE based techniques. Let R and C are two frames of equal size (NxN) in the reference frame and current frame respectively. 
And }
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And (7) This gives new rescaled intensity values for all the pixels. The matching function M(R,C) between block R and block C, is defined as -
where
The function f(|( )−( )|, ) measures the degree of matching between and and the positive threshold parameter = max(( ) , ( )), determines the selection of pixels for matching purposes, i.e. for a value of only those pixels will contribute in matching for whom |( ) − ( )| ≤ . Finally, the location of any such block R in the reference frame in a given search window for which the value of M(R,C) is minimum, gives motion vector.
EXPERIMENTAL RESULTS:
In finding the results from the hardware design for the different Block matching criterions using three step search method for the block based search, three sample videos viptraffic.avi, Kamin2.avi and Susie.avi have been used for comparison. Results from all the predefined three criterions along with the proposed one are given in tabular form and also are shown using graphs for the comparison. These experiments have been performed in terms of two parametersaverage error per pixel and average search points per block on three videos. When the changes in adjacent frames are nominal, it has been observed that the proposed criterion gives the better results in comparison to that of MAD and SC-MAD. If the degree of variation in intensities of the adjacent frames is high, the proposed algorithm gives the best results, when compared with other three criterions. As for the videos Kamin2 and Susie.avi, variation in the intensities of adjacent frames are very high, experimental results are very much in favor of proposed criterion. Proposed criterion improves the results in the sequence of increasing frames distance i.e. for more frame distance proposed criterion gives better results when compared with mean absolute difference, vector matching criterion and smooth constrained-mean absolute difference. It has been observed experimentally by taking first 30 thirty frames form these mentioned videos. Detailed results are given in the tables and corresponding graphs.
CONCLUSIONS:
A new block matching criterion for motion compensation has been proposed and experimentally examined with three other existing methods in terms of average search points per block, average error per pixel for three videos (viptraffic.avi, kamin2.avi and Susie.avi) inputs with different size and varying degree of motion. The proposed algorithm gives much better results in the case when video quality fades i.e. same pels in different frames have the different intensity and this difference in intensity for the redundant pels increases by the time. 
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