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Introduction
In 1987, Jameson [J1] studied the relationship between the (2, 1)-summing norm and the 2-summing norm
for operators from lN∞. He showed that, in general, these norms are not equivalent. At the end of his paper,
he observed that the Rademacher cotype 2 constant of operators from lN∞ lay between these two summing
norms, and he asked whether it was indeed equivalent to one of them.
Answering this question proved to be very hard. By delicate averaging arguments, I managed to prove
that the Rademacher cotype 2 constant for an operator from lN∞ is very close to its (2, 1)-summing norm; they
are within about log logN of each other, and hence, in general, the cotype 2 constant and the 2-summing
norms are inequivalent. The techniques used also enabled me to compare the Rademacher and Gaussian
cotype p constants for many operators from lN∞, deducing that these are not the same.
Studying this problem also led me to consider quite a different subject. I defined new spaces which
are a common generalization of the Lorentz Lp,q and the Orlicz LΦ spaces. As well as rederiving results of
Bennett and Rudnick, I sought to calculate the Boyd indices of these new spaces.
The Structure of the Thesis
The thesis is split up into three parts, and each part is split up into three or four chapters. The first two
parts are about the cotype of operators from C(K), and the third is on the generalized Lorentz spaces.
The purpose of Part 1 is to introduce the problems that are solved in Part 2. Part 1 starts in Chapter 1A,
which introduces the notation and preliminary results to be used. Chapter 1B studies (p, q)-summing opera-
tors from C(K), and includes the result that reduces the study of (p, 1)-summing operators to consideration
of the formal identity maps lN∞ → LNp,1. Chapter 1C describes random walks and cotype, and in doing so,
motivates the main problems of this thesis. It culminates in Section 5, where the main results to be proved
are stated. Last, and least, Chapter 1D discusses other miscellaneous results.
Part 2 is devoted to proving the results of Section 1C:5. Chapter 2A proves the most difficult result
of this thesis, that is, showing that the Rademacher cotype 2 constant of an operator from lN∞ is no more
than log logN times its (2, 1)-summing norm. The techniques used are discussed in Chapter 2B, and then
Chapter 2C proves the second major result, showing that the Gaussian cotype 2 of an operator from lN∞ is
no more than
√
log logN times its (2, 1)-summing norm. Finally, Chapter 2D shows that the Gaussian and
Rademacher cotype p constants of many operators from lN∞ differ by
√
logN .
Part 3 is in many ways an appendix, and it proves some of the results about Orlicz and Lorentz spaces
needed in Parts 1 and 2. It gives new proofs and extensions of known results. It also discusses the problem
of calculating Boyd indices of the generalized Lorentz spaces.
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Introduction to Part 1
The first part of my thesis consists of four chapters. The purpose of this part is to set the scene for Part 2,
where I prove the main results.
Chapter 1A contains most of the definitions and many of the preliminary results required for Parts 1
and 2. Some of the material is standard, and is presented only to avoid any possible misunderstanding, but
I also present some new ideas.
Chapter 1B is a discussion about summing operators. It contains results due to Pietsch, Maurey and
Pisier. It also gives a finite dimensional version of Pisier’s theorem, which is of importance later on.
After this comes Chapter 1C, which gives an introduction to random walks and cotype, and culminates
in Section 5, where the main results of the thesis are stated.
Finally, Chapter 1D gives some results which are of some interest, but of no great importance to the
main arguments in this thesis. First it discusses the constants that appear in Pisier’s theorem on (p, 1)-
summing operators. Then it shows that L2,1 is not a (2, 1)-summing space. After this, it presents a proof of
Grothendieck’s Theorem. Finally it gives a result like Pisier’s theorem for (Φ, 1)-summing operators.
Throughout Part 1, the familiar and the unfamiliar are presented side by side, to aid the flow of the
arguments.
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Chapter 1A — Preliminaries
In this chapter we give definitions and preliminary results. Section 1 merely gives the most elementary
notation. Section 2 gives the notation about Banach spaces. It includes an elementary introduction to
Orlicz functions and spaces, and also gives a definition of Lorentz spaces that extends the usual definition
(so that, for example, it includes the Zygmund–Lorentz spaces (see [B–R])). It also contains results about
the so called J and K interpolation functors. Section 3 gives the notation for ideals, and is standard with
the single exception that we define the (Φ,Ψ)-summing norm.
1) Basic Notation
1.1) Constants and the Letter ‘c’
Much of the time, particularly in Part 2, we will be using numerical constants in whose precise values we are
not interested. For this reason we will reserve the lower case letter c to mean ‘a numerical constant’. This
numerical constant will not depend on any parameters, that is, it will be a universal constant, but different
occurrences of the letter c may represent different constants. The constants so represented are to be thought
of as large; a small numerical constant will be represented by c−1.
Given a number C < ∞, and functions X and Y , we say that X is approximately equal to Y , with
constant of approximation C (in symbols X
C≈ Y ), if X ≤ CY and Y ≤ CX. If the constant of approximation
is a universal constant, then we simply say that X is approximately equal to Y (in symbols, X ≈ Y ). If we
have X ≤ cY , then we say that X is approximately less than Y , or that Y is approximately greater than X.
1.2) Notation involving Integers
We write { j ∈ Z : m ≤ j ≤ n} as [m,n], and [1, n] as [n]. It should be clear from the context as to
whether [m,n] means { j ∈ Z : m ≤ j ≤ n} or { t ∈ R : m ≤ t ≤ n}. We write N for the natural numbers,
{ j ∈ Z : j ≥ 1}.
If x is a real number, we write bxc for the integer part of x, that is, the greatest integer not exceeding
x. We write dxe for −b−xc. Often we use a real number where an integer is to be expected, for example, in
the limits of a sum; this should be understood as meaning the integer part of the number. Occasionally we
make implicit use of the inequality
bxc ≥ c−1x for x ≥ 1.
If m, m′ and n are integers with n > 0, then we write
m ≡ m′ (modn)
if m − m′ is divisible by n. If m and n are integers with n > 0, then we write m mod n for the integer
m′ ∈ [1, n] such that m ≡ m′ (modn), that is,
m mod n = m− nbm−1n c.
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1.3) Notation involving Real and Complex Numbers
If x and y are real numbers, we write x ∨ y for max{x, y} and x ∧ y for min{x, y}. If x = reiθ is a complex
number (with r ≥ 0 and θ ∈ [0, 2pi)), then we set |x| = r, and sign(x) = eiθ if r 6= 0, and sign(0) = 0. We
write R+ for { t ∈ R : t ≥ 0}. If t ∈ R+, then we write log+ t = 0 ∨ log t.
We define the modified logarithm and modified exponential functions for t > 0:
lm(t) =

1 + log t for t ≥ 1
1
1 + log 1t
for t ≤ 1;
em(t) = lm−1(t) =
 e
t−1 for t ≥ 1
e−
1
t+1 for t ≤ 1.
The function lm is designed to behave very much like the function log for large values, but modified so
that it behaves well around 1, and so that lm 1t =
1
lm t . Similarly, em is just a modified version of exp.
We have the following elementary result about lm.
Proposition 1.1. If 0 < p < ∞, and α ∈ R, then there is a number C < ∞, depending on p and α only,
such that if
s = tp(lm t)α,
then
t
C≈ (s/(lm s)α) 1p .
Proof: It is easy to see that for some C <∞, we have lm s C≈ lm t, and the result follows.
We also have the following elementary results about summing various series. These results will be
heavily used throughout the thesis, especially in Part 2.
Proposition 1.2. Let 0 < p <∞, and α ∈ R.
i) If p < 1, then there is a number C <∞, depending on α only, such that
C−1N1−p(lmN)α ≤
N∑
n=1
n−p(lmn)α
≤ C 1
1− pN
1−p(lmN)α,
C−1N1−p(lm(N/N1))α ≤
N1∑
n=1
n−p(lm(N/n))α
≤ C 1
1− pN
1−p(lm(N/N1))α.
ii) If p > 1, then there is a number C <∞, depending on α only, such that
N∑
n=1
n−p(lmn)α ≤ C
(
1 ∨ 1
p− 1
)
,
N∑
n=1
n−p(lm(N/n))α ≤ C
(
1 ∨ 1
p− 1
)
(lmN)α.
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iii) If α > −1, then
c−1
(
1 ∧ 1
1 + α
)
(lmN)1+α ≤
N∑
n=1
n−1(lmn)α
≤ c
(
1 ∨ 1
1 + α
)
(lmN)1+α,
c−1
(
1 ∧ 1
1 + α
)
(lmN)1+α ≤
N∑
n=1
n−1(lm(N/n))α
≤ c
(
1 ∨ 1
1 + α
)
(lmN)1+α.
iv) If α < −1, then
N∑
n=1
n−1(lmn)α ≤ c
(
1 ∨ −1
1 + α
)
,
N∑
n=1
n−1(lm(N/n))α ≤ c
(
1 ∨ −1
1 + α
)
(lmN)α.
v)
N∑
n=1
n−1(lmn)−1 ≈ lm lmN,
N∑
n=1
n−1(lm(N/n))−1 ≈ lm lmN.
Proof: All these results come from approximating sums by integrals. For example, with (v), we have
N∑
n=1
n−1(lmn)−1 ≤ 1 +
∫ N
1
1
t(1+log t) dt = 1 + log(1 + log n)
= lm lmN,
and
N∑
n=1
n−1(lmn)−1 ≥
∫ N
1
1
t(1+log t) dt = −1 + lm lmN.
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1.4) Notation involving Sets and Functions
Let A be a set. We write |A| for the number of elements in A, and A(k) for the collection of k-subsets (that
is, subsets of size k) of A.
If a:X → C is a function and A ⊆ X, then the symbol a∣∣
A
denotes the function X → C defined by
a
∣∣
A
(x) =
{
a(x) if x ∈ A
0 if x ∈ X \A.
If A ⊆ X, then the characteristic function of A in X, χXA = χA, is defined by
χA(x) =
{
1 if x ∈ A
0 if x ∈ X \A.
If X is any set, then the identity function on X is denoted by IdX . If a:X → Y and b:Y → Z are functions,
then the composite, b ◦ a:X → Z, is the function b ◦ a(x) = b(a(x)).
IfN ∈ N, then we write SN for the symmetry group on [N ], that is, the set of permutations pi: [N ]→ [N ],
with function composition as the group operation.
1.5) Notation involving Probability
With very few exceptions, we desire to treat random variables in a naive fashion. For this reason, we make
the following conventions throughout the thesis. We assume the existence of an underlying probability space
with measure Pr. As usual, measurable functions from the probability space are called random variables,
and for any integrable random variable X, we write EX for
∫
X dPr. We suppose that there are independent
random variables γ1, γ2, . . . , ε1, ε2, . . . such that for each n ∈ N, γn is normalised Gaussian, that is,
Pr(γn > t) =
1√
2pi
∫ t
−∞
e−
1
2 s
2
ds,
and εn is Bernoulli, that is,
Pr(εn = 1) = Pr(εn = −1) = 12 .
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2) Notation involving Quasi-Banach Spaces
The notation for Banach spaces and quasi-Banach spaces is fairly standard, and is loosely based on that used
in [L–T1] and [L–T2]. We never worry as to whether the spaces are real or complex. If X is any Banach
space, than its dual is denoted X∗. The action of ξ ∈ X∗ on x ∈ X is denoted by 〈ξ, x〉. Note, we do not use
x∗ to represent a typical element of X∗. If T :X → Y is a bounded linear operator between Banach spaces,
then we denote its dual map by T ∗:Y ∗ → X∗. We denote the unit ball of a quasi-Banach space by BX .
The notation for Banach lattices is also standard, and we follow [L–T2]. In particular, we have the
functional calculus (see [L–T2 Thm.1.d.1]), so that if f , g, f1, f2, . . . , fS are elements of a lattice X, then
so are f ∨ g, f ∧ g, |f | and
(∑S
s=1 |fs|q
) 1
q
(where 0 < q <∞).
Definition. If X is a Banach lattice, then we say that X is q-concave if there is a number C <∞ such that
for all f1, f2, . . . , fS ∈ X we have
(
S∑
s=1
‖fs‖qX
) 1
q
≤ C
∥∥∥∥∥∥
(
S∑
s=1
|fs|q
) 1
q
∥∥∥∥∥∥
X
.
Practically all the quasi-Banach spaces we refer to are rearrangement invariant function spaces or 1-
symmetric sequence spaces, which we introduce here.
2.1) The C(K), L∞ and l∞ Spaces
I shall assume that the reader is familiar with the elementary properties of the L∞ spaces, which we define
here.
Symbol Vectors Norm
C(K) Continuous functions on a compact Hausdorff
space K
‖f‖∞ = sup
x∈K
|f(x)|
L∞(Ω,F , µ)
L∞(Ω, µ)
L∞(Ω)
L∞(µ)
L∞
 Essentially bounded functions on measure space(Ω,F , µ) ‖f‖∞ =ess sup
w∈Ω
|f(w)|
l∞ Bounded functions from N ‖f‖∞ = sup
n∈N
|f(n)|
lN∞ Functions from [N ] ‖f‖∞ = sup
n∈[N ]
|f(n)|
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2.2) The Lp and lp Spaces
Here we define the Lp spaces for 0 < p < ∞. The reader will recall that Lp is a normed space for p ≥ 1,
otherwise it is only a quasi-normed space.
Symbol Vectors Quasi-norm
Lp(Ω,F , µ)
Lp(Ω, µ)
Lp(Ω)
Lp(µ)
Lp
 Measurable functions on measure space (Ω,F , µ)such that ∫ |f |p dµ <∞ ‖f‖Lp = ‖f‖p =(∫ |f |p dµ) 1p
lp Functions from N such that∑∞
n=1 |f(n)|p <∞
‖f‖p =
(
∑∞
n=1 |f(n)|p)
1
p
lNp Functions from [N ] ‖f‖lNp = ‖f‖p =(∑N
n=1 |f(n)|p
) 1
p
LNp Functions from [N ] ‖f‖LNp =(
1
N
∑N
n=1 |f(n)|p
) 1
p
Note the difference between lNp and L
N
p . Both spaces consist of functions from [N ], but in the first case,
lNp , the measure on [N ] is |·|, whereas with LNp , the measure is the probability measure 1N |·|.
2.3) Orlicz Spaces
These spaces will also be discussed in Part 3, where we will prove many of the results quoted here. The
definitions here are slight extensions of those usually given (see, for example, [B–S Ch.4], [K–R], [L–T1 Ch.4],
[L–T2 p120] or [Mu]).
Definition. A normal quasi-Orlicz function is a function Φ: [0,∞)→ [0,∞) satisfying the following.
i) Φ(0) = 0, and Φ(t)→∞ as t→∞.
ii) Φ is continuous and strictly increasing.
iii) The 12 -dilatory constant of Φ, supx∈R+ Φ
−1(2x)/Φ−1(x), is finite.
If Φ is a normal quasi-Orlicz function, we write Φ˜ for the normal quasi-Orlicz function
Φ˜(x) = 1/Φ( 1x ).
We often label a function by its effect on T , for example the function Φ:x 7→ x2 is called T 2. Typical
normal quasi-Orlicz functions include T p(lmT )α and em(T p), where 0 < p < ∞ and α ∈ R. Where no
confusion can arise, we write p for the function T p. Thus Lp = LTp .
Practically all the normal quasi-Orlicz functions that we will consider will satisfy Φ˜ = Φ.
Definition. A normal quasi-Orlicz function Φ is said to satisfy the ∆2-condition if supx∈R+ Φ(2x)/Φ(x) is
finite.
Proposition 2.1. Let Φ be a convex normal quasi-Orlicz function that satisfies the ∆2-condition. Then
there are numbers 0 < q <∞, C <∞, and a normal quasi-Orlicz function Ψ such that
i) Ψ−1
C≈ Φ−1;
ii) Ψ is convex;
iii) Ψ ◦ T 1q is concave.
Proof: See Proposition 3A:2.9.
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Definition. Let Φ be a normal quasi-Orlicz function, and (Ω,F , µ) be any measure space. Then for any
measurable f : Ω→ C, we define its Φ-quasi-Orlicz norm to be
‖f‖Φ = inf
{
λ :
∫
Ω
Φ
(
|f(w)|
λ
)
dµ(w) ≤ 1
}
.
Proposition 2.2. Let Φ be a normal quasi-Orlicz function. Then ‖·‖Φ is a quasi-norm. If Φ convex, then
‖·‖Φ is a norm.
Proof: See Proposition 3A:3.5, or any of the above references.
If Φ is a normal quasi-Orlicz function, then we form the Orlicz spaces.
Symbol Vectors Quasi-norm
LΦ(Ω,F , µ)
LΦ(Ω, µ)
LΦ(Ω)
LΦ(µ)
LΦ
 Measurable functions on measure space (Ω,F , µ)such that ‖f‖Φ <∞ ‖f‖LΦ = ‖f‖Φ
lΦ LΦ(N) ‖f‖Φ
lNΦ LΦ([N ], |·|) ‖f‖Φ
LNΦ LΦ([N ],
1
N |·|) ‖f‖LNΦ
For comparing quasi-Orlicz norms, we have the following result.
Proposition 2.3. Let Φ and Ψ be normal quasi-Orlicz functions, and let 0 < C <∞.
i) If Φ˜−1(t) ≤ CΨ˜−1(t) for all t ∈ [0,∞), then ‖·‖Φ ≤ C ‖·‖Ψ.
ii) There is a constant C ′, depending on the 12 -dilatory constant of Φ only, such that the following holds. Let
(Ω,F , µ) be a measure space, and set µmin = inf{µ(A) : µ(A) > 0}. If Φ˜−1(t) ≤ CΨ˜−1(t) for µmin ≤
t ≤ µ(Ω), then ‖·‖LΦ(µ) ≤ CC ′ ‖·‖LΨ(µ).
Proof: See Propositions 3A:3.6 and 3B:3.1 (see also [K–R Thm.8.1] or [L–T1 4.a.5]).
2.4) Lorentz Spaces
These spaces are discussed in greater detail in Part 3.
Definition. Let (Ω,F , µ) be any measure space, and f : Ω → C be a measurable function. Then the
decreasing rearrangement of |f | is
f∗(t) = sup{ s : µ{|f | ≥ s} ≥ t},
that is, f∗: [0,∞)→ [0,∞) is the left continuous inverse of the function s 7→ µ{|f | ≥ s}. Thus, for example,
if we have f : [N ]→ C (where [N ] is given the counting measure), then ( f∗(n) : n ∈ [N ]) is the sequence of
numbers ( |f(n)| : n ∈ [N ]) rearranged in decreasing order.
Definition. Let Φ be a normal quasi-Orlicz function, (Ω,F , µ) be any measure space, and 0 < q ≤ ∞.
Then for any measurable f : Ω→ C, we define its LΦ,q quasi-norm to be
‖f‖Φ,q =
(∫ ∞
0
(
f∗(Φ˜(t
1
q ))
)q
dt
) 1
q
=
(∫ ∞
0
(
f∗(t)
)
d
(
Φ˜−1(t)
)q) 1q
if q <∞,
‖f‖Φ,∞ = sup
t∈R+
Φ˜−1(t)f∗(t).
Proposition 2.4. Let Φ be a normal quasi-Orlicz function, and 0 < q ≤ ∞. Then ‖·‖Φ,q is a quasi-norm.
Proof: See Proposition 3A:5.3 and 3A:5.5.
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If Φ is a normal quasi-Orlicz function, and 0 < q ≤ ∞, then we form the Lorentz spaces.
Symbol Vectors Quasi-norm
LΦ,q(Ω,F , µ)
LΦ,q(Ω, µ)
LΦ,q(Ω)
LΦ,q(µ)
LΦ,q
 Measurable functions on measure space (Ω,F , µ)such that ‖f‖Φ,q <∞ ‖f‖LΦ,q = ‖f‖Φ,q
lΦ,q LΦ,q(N) ‖f‖Φ,q
lNΦ,q LΦ,q([N ], |·|) ‖f‖Φ,q
LNΦ,q LΦ,q([N ],
1
N |·|) ‖f‖LNΦ,q
If Φ = T p, then LΦ,q = Lp,q, the familiar Lorentz quasi-norm. If Φ = T p(lmT )α, then the LΦ,q spaces
are the same as the Lorentz–Zygmund spaces described in [B–R] or [B–S Ch.4 §6].
The properties of the Lp,q norm are well documented (see for example [B–L], [B–S], [H], [L–T2] or [Lo]).
If p = q then ‖·‖p,q = ‖·‖p, and if 1 ≤ q ≤ p < ∞ then ‖·‖p,q is a norm. We also have the following
comparison result.
Proposition 2.5. Let 0 < p <∞ and 0 < q1 ≤ q2 ≤ ∞.
i) ‖·‖p,q1 ≥ ‖·‖p,q2 .
ii) ‖·‖lNp,q1 ≤
(
1 + c
(
1
p logN
) 1
q1
− 1q2
)
‖·‖lNp,q2 .
Proof of i): This is well known. See the above references (see also Theorem 3B:2.1).
Proof of ii): If f ∈ CN , then
‖f‖p,q1 =
(
q1
p
∫ N
0
t
q1
p −1(f∗(t))q1 dt
) 1
q1
≤ (2 1q1 ∨ 1)
f∗(1) +( q1p ∫ N
1
t
q1
p −1(f∗(t))q1 dt
) 1
q1

≤ ‖f‖p,q2 +
(
q1
p
) 1
q1
(
p
q2
) 1
q2
(∫ N
1
t−1 dt
) 1
q1
− 1q2 (
q2
p
∫ N
1
t
q2
p −1(f∗(t))q2 dt
) 1
q2
≤
(
1 + c
(
1
p logN
) 1
q1
− 1q2
)
‖f‖p,q2 .
Now, we will give some elementary results on calculating LΦ,q norms for spaces of functions from [N ].
Definition. Let N ∈ N, and f : [N ] → C be a function. A bijection pi: [N ] → [N ] is called an ordering
permutation for f if for all m,n ∈ [N ] we have
|f(m)| ≥ |f(n)| ⇔ pi(m) ≤ pi(n).
Thus f∗(pi(n)) = f(n).
Proposition 2.6. Let f ∈ CN , pi: [N ]→ [N ] be an ordering permutation for f , 0 < p, q <∞, and α ∈ R.
i) If q ≤ p then (
q
p
N∑
n=1
(
pi(n)
) q
p−1 |f(n)|q
) 1
q
≤ ‖f‖p,q ≤
(
N∑
n=1
(
pi(n)
) q
p−1 |f(n)|q
) 1
q
,
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and if p ≤ q then
(
N∑
n=1
(
pi(n)
) q
p−1 |f(n)|q
) 1
q
≤ ‖f‖p,q ≤
(
q
p
N∑
n=1
(
pi(n)
) q
p−1 |f(n)|q
) 1
q
.
In both cases, ‖f‖LNp,q = N
1
p ‖f‖p,q.
ii) There is a number C <∞, depending on p, q and α only, such that
‖f‖Tp(lmT )α,q
C≈
(
N∑
n=1
(
pi(n)
) q
p−1(lmpi(n))−α qp |f(n)|q) 1q ,
‖f‖LN
Tp(lmT )α,q
C≈ N− 1p
(
N∑
n=1
(
pi(n)
) q
p−1(lm(N/pi(n)))α qp |f(n)|q) 1q .
Proof of i): Clearly
N
q
p ‖f‖qLNp,q = ‖f‖
q
p,q =
N∑
n=1
((
pi(n)
) q
p − (pi(n)− 1) qp) |f(n)|q ,
and the result follows easily.
Proof of ii): Let Φ = Φ˜ = T p(lmT )α. By Proposition 1.1, there is a number C < ∞, such that Φ−1 =
Φ˜−1
C
α
p≈ (T/(lmT )α) 1p . So
‖f‖qΦ,q =
∫ ∞
0
(f∗(t))q d(Φ˜−1(t))q
C
α
q
p≈
N∑
n=1
( pi(n)(
lmpi(n)
)α
) q
p
−
(
pi(n)− 1(
lm(pi(n)− 1))α
) q
p
 |f(n)|q
C1≈
N∑
n=1
(
pi(n)
) q
p−1(
lmpi(n)
)α qp |f(n)|q .
for some number C1 <∞. The argument for ‖f‖LNΦ,q is similar.
We also have the following result, that provides some comparison between the Orlicz and Lorentz quasi-
norms.
Theorem 2.7. (Bennett and Rudnick) Let 0 < p <∞, and α ∈ R.
i) There is a number C <∞, depending on p and α, such that
‖·‖Tp(lmT )α
C≈ ‖·‖Tp(lmT )α,p .
ii) There is a number C <∞, depending on α only, such that
‖·‖em(Tp)
C≈ ‖·‖em(Tp),∞ .
Proof: See Theorem 3B:2.7. (See also [B–R] and [B–S Ch.4 §6].)
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Finally, we introduce notation for the natural embedding map.
Definition. Let (Ω,F , µ) be a measure space, and LA, LB be any of the spaces described in Sections 2.1
to 2.4 such that for some number C < ∞, we have ‖·‖LA ≥ C−1 ‖·‖LB . Then we denote the natural
embedding f 7→ f , from LA to LB , by LA ↪→ LB .
Examples are C(K) ↪→ LΦ,q(K,µ) and LNΦ1,q1 ↪→ LNΦ2,q2 .
2.5) Interpolation Norms
These norms are well known, see for example, [B–L] or [B–S].
Definition. Let ‖·‖A and ‖·‖B be two norms on CN . If 0 ≤ t <∞ then
i) the K-interpolation norm on CN is defined by
K(a, t, ‖·‖A , ‖·‖B) = inf{ ‖a′‖A + t ‖a′′‖B : a′ + a′′ = a};
ii) the J-interpolation norm on CN is defined by
J(a, t, ‖·‖A , ‖·‖B) = max{‖a‖A , t ‖a‖B}.
Proposition 2.8. Let ‖·‖A and ‖·‖B be two norms on CN , and let ‖·‖∗A and ‖·‖∗B be their dual norms
respectively, with respect to the standard duality, 〈ξ, x〉 = ∑Nn=1 ξ(n)x(n). If 0 < t < ∞, then the norms
K(·, t, ‖·‖A , ‖·‖B) and J(·, 1t , ‖·‖A ‖·‖B) are also dual to one another.
Proof: This is elementary. See [B–L Thm.2.71].
We also define a norm which we will use once in Chapter 2A. As far as I know, this norm, and the
proposition following, are new.
Definition. Let M,N ∈ N. An M -partition of [N ] is a collection of M disjoint subsets of [N ], {β1, β2, . . . ,
βM}, such that
⋃M
m=1 βm = [N ]. If 0 < p < q <∞, then the (p, q)-M -partition norm on CN is defined by
‖a‖Pp,q(M) = sup

(
M∑
m=1
∥∥∥a∣∣
βm
∥∥∥p
q
) 1
p
 ,
where the supremum is over all M -partitions of [N ].
Proposition 2.9. If M ∈ N, and 0 < p < q < ∞, then there is a number C < ∞ depending on p and q
only, such that
K(·,M 1p− 1q , ‖·‖p , ‖·‖q)
C≈ ‖·‖Pp,q(M) .
Proof: First we show that ‖·‖Pp,q(M) ≤ CK(·,M
1
p− 1q , ‖·‖p , ‖·‖q). For it is easy to see that ‖·‖Pp,q(M) ≤
‖·‖p and that ‖·‖Pp,q(M) ≤M
1
p− 1q ‖·‖q. Hence, if a ∈ CN , then
K(a,M
1
p− 1q , ‖·‖p , ‖·‖q) = inf{ ‖a′‖p +M
1
p− 1q ‖a′′‖q : a = a′ + a′′}
≥ inf{ ‖a′‖Pp,q(M) + ‖a′′‖Pp,q(M) : a = a′ + a′′}
≥ C−1 ‖a‖Pp,q(M) ,
where the last inequality follows as ‖·‖Pp,q(M) is a quasi-norm.
For the converse inequality, suppose that K(a,M
1
p− 1q , ‖·‖p , ‖·‖q) ≥ 1. We will let b = |a|p, so that
K(b,M
1
r , ‖·‖1 , ‖·‖ qp ) ≥ 1, where
1
r +
p
q = 1. By the duality given in Proposition 2.8, there is a ζ ∈ CN such
that J(ζ,M−
1
r , ‖·‖∞ , ‖·‖r) = 1 and
∑N
n=1 ζ(n)b(n) ≥ 1.
Since supn∈[N ] |ζ(n)| ≤ 1 and
∑N
n=1 |ζ(n)|r ≤M , we can choose aM -partition of [N ], {β1, β2, . . . , βM},
such that
∑
n∈βm |ζ(n)|
r ≤ 2 for each m ∈ [M ]. Hence
‖b‖P1, q
p
(M) ≥
M∑
m=1
∥∥∥b∣∣
βm
∥∥∥
q
p
≥ 2− 1r
M∑
m=1
∑
n∈βm
ζ(n)b(n) ≥ 2− 1r .
Hence ‖a‖Pp,q(M) ≥ ‖b‖
1
p
P1, q
p
(M) ≥ 2
1
q− 1p .
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2.6) Spanning Points of C(K, l1)
As the last result of this section, we give a result due to Maurey.
Definition. Let K be a compact Hausdorff space and 1 ≤ p < ∞. Then the Banach space C(K, lp) is the
space of sequences a =
(
(as)∞s=1 : as ∈ C(K)
)
such that
‖a‖C(K,lp) =
∥∥∥∥∥∥
( ∞∑
s=1
|as|p
) 1
p
∥∥∥∥∥∥
∞
<∞.
Proposition 2.10. Let T :C(K, l1) → Y be a linear operator to a normed space Y . Then ‖T‖ is equal to
the supremum of
∥∥T ((a1, a2, . . . , aS , 0, 0, . . .))∥∥, over all continuous functions a1, a2, . . . , aS from K with
disjoint support and ‖as‖∞ ≤ 1.
Proof: See [Ma2 Lem.4] or [J2 Prop.14.4].
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3) Notation involving Ideals
The notion of an operator ideal is introduced in [Pt]. Our definition is essentially the same, but for ease we
define the norm first.
Definition. A quasi-ideal norm is a function, α, from the class of all bounded linear operators between
Banach spaces, to [0,∞], such that the following hold.
i) If T is a finite rank operator, then α(T ) <∞.
ii) There is a number C < ∞ such that for bounded linear operators S, T :X → Y , we have α(S + T ) ≤
C
(
α(S) + α(T )
)
.
iii) If S is a bounded linear operator, and λ ∈ C, then α(λS) = |λ|α(S).
iv) If R:X → Y , S:Y → Z, T :Z →W are bounded linear operators, then α(T ◦ S ◦R) ≤ ‖T‖α(S) ‖R‖.
The ideal defined by α is the class of operators T such that α(T ) < ∞. If in (ii) we have C = 1, then
we say that α is an ideal norm. If X is any Banach space, we write α(X) for α(IdX).
All the ideals we will use we introduce here. They are all standard (and can be found in [Pt]) except
for the (Φ,Ψ)-summing norm.
3.1) Operators that Factor through Hilbert Space
This is one of the most elementary ideals. All the work in the first two parts of this thesis can be thought
of as having stemmed from studying this particular ideal. Its definition is very simple.
Definition. The Hilbert space factorization norm is defined by
γ(T :X → Y ) = inf{ ‖R‖ ‖S‖ : T = S ◦R, R:X → H, S:H → Y },
where H is a Hilbert space.
We note that if X is a Banach space, then γ(X) is the Banach–Mazur distance of X from Hilbert space.
3.2) The (p, q)-Summing Operators
Definition. Suppose 0 < q ≤ p < ∞. The (p, q)-summing norm of a bounded linear operator T :X → Y ,
denoted by pip,q(T ), is the least number C such that for all x1, x2, . . . , xS ∈ X we have
(
S∑
s=1
‖T (xs)‖p
) 1
p
≤ C sup

(
S∑
s=1
|〈ξ, xs〉|q
) 1
q
: ξ ∈ BX∗
 .
The (p, p)-summing norm of T is simply called the p-summing norm of T and is denoted by pip(T ). We say
an operator is (p, q)-summing (p-summing) if its (p, q)-summing norm (p-summing norm) is finite.
We give the following well known identities.
Proposition 3.1. Let X be a Banach space, and x1, x2, . . . , xS ∈ C(K).
i) sup
{
S∑
s=1
|〈ξ, xs〉| : ξ ∈ BX∗
}
= sup
{∥∥∥∥∥
S∑
s=1
ζsxs
∥∥∥∥∥ : ζs = ±1
}
.
ii) If X = C(K) and 1 ≤ q <∞, then
sup

(
S∑
s=1
|〈ξ, xs〉|q
) 1
q
: ξ ∈ BC(K)∗
 =
∥∥∥∥∥∥
(
S∑
s=1
|xs|q
) 1
q
∥∥∥∥∥∥
∞
.
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3.3) Type and Cotype of Operators
Definition. Suppose 1 ≤ p ≤ 2 ≤ q <∞. We say that a bounded linear operator T :X → Y has
i) Rademacher (or Bernoulli) type p if for all x1, x2, . . . , xS ∈ X we have(
S∑
s=1
‖T (xs)‖p
) 1
p
≤ CE
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥ ; (3.1)
ii) Rademacher (or Bernoulli) cotype q if for all x1, x2, . . . , xS ∈ X we have
E
∥∥∥∥∥
S∑
s=1
εsT (xs)
∥∥∥∥∥ ≤ C
(
S∑
s=1
‖xs‖q
) 1
q
; (3.2)
iii) Gaussian type p if for all x1, x2, . . . , xS ∈ X we have(
S∑
s=1
‖T (xs)‖p
) 1
p
≤ CE
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ; (3.3)
iv) Gaussian cotype q if for all x1, x2, . . . , xS ∈ X we have
E
∥∥∥∥∥
S∑
s=1
γsT (xs)
∥∥∥∥∥ ≤ C
(
S∑
s=1
‖xs‖q
) 1
q
; (3.4)
where C < ∞. The Rademacher type p constant, Rademacher cotype q constant, Gaussian type p constant
and Gaussian cotype q constant of the operator T :X → Y is the least number C in (3.1), (3.2), (3.3) and
(3.4) respectively, and they are denoted by Rp(T ), Rq(T ), Gp(T ) and Gq(T ) respectively.
3.4) The (Φ,Ψ)-Summing Operators
Definition. Suppose Φ and Ψ are normal quasi-Orlicz functions. The (Φ,Ψ)-summing norm of a bounded
linear operator T :X → Y , denoted by piΦ,Ψ(T ), is the least number C such that for all x1, x2, . . . , xS ∈ X
we have ∥∥(‖T (xs)‖)Ss=1∥∥Φ ≤ C sup{∥∥(|〈ξ, xs〉|)Ss=1∥∥Ψ : ξ ∈ BX∗} .
We say an operator is (Φ,Ψ)-summing if its (Φ,Ψ)-summing norm is finite.
We will work only with the (Φ, 1)-summing norm.
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Chapter 1B — Properties of (p, q)-Summing Operators from C(K)
In this chapter, we discuss how (p, q)-summing operators factorize through certain operators and spaces.
First we deal with p-summing operators, for which the theory is well known. Then we deal with the (p, q)-
summing operators for q < p, presenting a recent result due to Pisier, and some old work due to Maurey.
Finally, in Section 3, we give a finite dimensional version of Pisier’s result that will be important later on.
1) The p-Summing Operators
The following result is basic to the theory of p-summing operators, and is due to Pietsch.
Theorem 1.1. (See [P1 Thm.1.3 Rem.1.4], [Pt 17.3.2] or [J2 5.2].) Let T :X → Y be a bounded linear
operator between Banach spaces, and let K be a subset of X∗ that is norming (‖x‖X = supξ∈K〈ξ, x〉 for all
x ∈ X), and closed (and hence compact) with respect to the weak * topology. Then for 1 ≤ p < ∞ and
C <∞ the following are equivalent.
i) T is p-summing with pip(T ) ≤ C.
ii) There is a Radon probability measure µ on K such that we have the following factorization:
T :X
E→ Z U→ X,
where E:X → C(K) is the map E(x) = (ξ 7→ 〈ξ, x〉), Z is the closure of E(X) in Lp(K,µ), and
‖U‖ ≤ C.
Corollary 1.1a. (See [P1 Cor.1.5] or [Pt 17.3.3].) If T :C(K)→ Y is a bounded linear operator, then, for
1 ≤ p <∞ and C <∞, the following are equivalent.
i) T is p-summing with pip(T ) ≤ ∞.
ii) There is a Radon probability measure µ on K such that we have the following factorization with
‖U‖ ≤ C:
T :C(K) ↪→ Lp(µ) U→ Y.
Corollary 1.1b. (See [P1 Cor.1.8] or [Pt 17.3.7].) If T :X → Y is 2-summing, then it factors through a
Hilbert space, with γ(T ) ≤ pi2(T ).
For maps from C(K) we have a converse to Corollary 1.1b.
Theorem 1.2. (See [P1 Thm.5.4 and Remark following].) If T :C(K) → Y factors through Hilbert space,
then it is 2-summing, with pi2(T ) ≤ 2pi− 12 γ(T ). (The constant is
√
pi
2 if scalars are real.)
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2) The (p, q)-Summing Operators, with p > q
The analogue of Pietsch’s result for (p, q)-summing operators with p > q, is a theorem due to Pisier, which
we state here.
Theorem 2.1. (See [J2 14.1], [P3] or [P4].) Let T :C(K) → Y be a bounded linear operator to a Banach
space, and 1 ≤ q < p <∞. Then the following are equivalent.
i) T is (p, q)-summing.
ii) There is a Radon probability measure µ on K and a number C <∞ such that for all x ∈ C(K) we have
‖T (x)‖ ≤ C ‖x‖
q
p
Lq(K,µ)
‖x‖1− qp∞ . (2.1)
iii) There is a Radon probability measure µ on K and the factorization
T :C(K) ↪→ Lp,1(K,µ) U→ X (2.2)
where U is a bounded linear operator.
If we let C1 = inf{C : (2.1) holds for some µ} and C2 = inf{ ‖U‖ : (2.2) holds for some µ}, then
pip,1(T ) ≤ C1 ≤ p 1ppip,1(T ) and C2 ≤ C1 ≤ q− 1p
(
p−1
p−q
)1− 1p
C2.
Proof: For (i)⇒(ii), see the above references, or follow the methods of the proof of Theorem 1D:4.1. The
implication (ii)⇒(i) is easy. For (ii)⇒(iii), use Lemma 1D:4.2.
We show (iii)⇒(ii). Suppose that ‖x‖∞ ≤ 1. Then
‖Tx‖ ≤ C ‖x‖Lp,1(K,µ)
=
∫ 1
0
(µ{|x| ≥ s}) 1p ds
≤
(
q−
1
p−1
∫ 1
0
s−
q−1
p−1 ds
)1− 1p (
q
∫ 1
0
sq−1µ{|x| ≥ s} ds
) 1
p
≤ q− 1p
(
p−1
p−q
)1− 1p ‖x‖ qpLq(K,µ) .
From this we may easily deduce the following result of Maurey.
Corollary 2.1a. (See [Ma2 Prop.3].) If T :C(K)→ Y is a bounded linear operator to a Banach space, and
1 ≤ q < p <∞, then T is (p, q)-summing if and only if it is (p, 1)-summing, with
pip,1(T ) ≤ pip,q(T ) ≤
(
p
q
) 1
p
(
p−1
p−q
)1− 1p
pip,1(T ).
However this result cannot be extended to say that the (p, 1)-summing norm is equivalent to the p-
summing norm for operators from C(K).
Proposition 2.2. (See also [J1].) Let T be the map l∞ ↪→ LNp,1. Then pip,1(T ) = 1, whereas pip(T ) ≈
1 +
(
1
p logN
)1− 1p
.
Proof: That pip,1(T ) = 1 follows straight away from Theorem 2.1. To show that pip(T ) ≤ 1+c
(
1
p logN
)1− 1p
,
notice that we have the factorization
l∞ ↪→ LNp ↪→ LNp,1,
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where by Proposition 1A:2.5(ii) we have that
∥∥LNp ↪→ LNp,1∥∥ ≤ 1 + c( 1p logN)1− 1p .
The result then follows by Theorem 2.1.
To show the converse inequality, let x1, x2, . . . , xN be the vectors
x1 =

1−
1
p
2−
1
p
...
N−
1
p
 , x2 =

2−
1
p
3−
1
p
...
1−
1
p
 , . . . , xN =

N−
1
p
1−
1
p
...
(N − 1)− 1p
 .
Then (
N∑
s=1
‖xs‖pLNp,1
) 1
p
≈ 1 + 1p logN,
whereas ∥∥∥∥∥∥
(
N∑
s=1
|xs|p
) 1
p
∥∥∥∥∥∥
∞
≈ (1 + logN) 1p .
The result follows (note that p
1
p ≈ 1).
Calculating the (p, 1)-summing norm of a bounded linear operator from C(K) to a Banach space is
made easier by Proposition 1A:2.10.
Proposition 2.3. (See [Ma2 Cor. to Lem.4] or [J2 Prop.14.4].) Let T :C(K) → Y be a bounded linear
operator to a Banach space. Then
pip,1(T ) = sup

(
S∑
s=1
‖T (xs)‖p
) 1
p
 ,
where the supremum is over all x1, x2, . . . , xS ∈ C(K) with disjoint supports and ‖xs‖∞ ≤ 1.
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3) A Finite Dimensional Version of Pisier’s Result
The following result, which I believe to be original, shows that if we are dealing with bounded linear operators
from lN∞ rather than from C(K), then we need only consider one particular probability measure on K = [N ],
the measure 1N |·|. This result also works for Pietsch’s Theorem. Its weakness is that it does not extend to
deal with all rank N operators from C(K).
Theorem 3.1. *Let α be an ideal quasi-norm, and define the sequence of positive real numbers (αN )∞N=1
by
αN = α(lN∞ ↪→ LNp,1).
Then for any bounded linear operator T : lN∞ → Y we have
α(T ) ≤ (2p) 1p α2N pip,1(T ).
Proof: Suppose that the bounded linear operator T : lN∞ → Y satisfies pip,1(T ) = C. Then by Theorem 2.1,
T factors as
T : lN∞ ↪→ Lp,1([N ], µ)
U→ X,
where ‖U‖ ≤ p 1pC and µ is a probability measure on [N ]. Define a new probability measure, ν, on [N ];
let ν′({t}) = µ({t}) rounded up to the nearest multiple of 12N , and let ν = 1ν′([N ])ν′. It is easy to see that
ν ≥ 12µ, and so the map Lp,1(ν) ↪→ Lp,1(µ) has norm bounded by 2
1
p .
Now define the maps
I: lN∞ → l2N∞ and Q:L2Np,1 → Lp,1(ν)
in the obvious fashion: let
I(en) =
∑
mAn
em,
where
An =
{
m : ν([1, n− 1]) < m2N ≤ ν([1, n])
}
,
and let Q be the formal dual of I. It is easy to see that both I and Q are norm decreasing maps.
Then the following factorization of T gives the result.
T : lN∞
I→ l2N∞ ↪→ L2Np,1
Q→ Lp,1(ν) ↪→ Lp,1(µ) U→ X.
Corollary 3.1a. Let T : lN∞ → Y be a bounded linear operator, and p ≥ 1. Then
pip(T ) ≤ c ·
(
1 +
(
1
p logN
)1− 1p) · pip,1(T ).
Proof: Use Proposition 2.2 and Theorem 3.1.
This extends a result given in [J1] to p 6= 2. However, the result in [J1] also extends to all rank N
operators from C(K), which the above result does not.
* I would like to acknowledge a helpful suggestion made to me by G.J.O. Jameson.
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Chapter 1C — Random Walks and Cotype
This chapter comes in five sections. The first two sections give a general introduction to random walks
in Banach spaces and cotype of operators. Section 3 motivates the main problem of this thesis, that of
the cotype 2 of operators from C(K). It shows that the problem explores the ‘edge’ of established results.
Section 4 looks at the comparison between Rademacher and Gaussian cotype, setting the second problem of
this thesis. Finally, Section 5 presents solutions to these problems, deferring their proofs until Part 2.
1) Random Walks in Banach Spaces
Definition. A (finite) random walk in a Banach space X is a random variable, U =
∑S
s=1 θsxs, where
S ∈ N, x1, x2, . . . , xS ∈ X, and θ1, θ2, . . . is either γ1, γ2, . . . (in which case U is call a Gaussian random
walk) or ε1, ε2, . . . (in which case U is called a Bernoulli random walk).
Our definition of a random walk differs from that usually given, in that we define it as a random variable
and not as a sequence of random variables.
1.1) Scalar Valued Random Walks
First of all, we consider random walks in C. The Gaussian case is easy, because
∑S
s=1 γsxs is itself a Gaussian
random variable with mean 0 and standard deviation ‖(xs)‖2 =
(∑S
s=1 |xs|2
) 1
2
. Thus we get the following
simple results.
Proposition 1.1. Let x1, x2, . . . , xS ∈ C and 1 ≤ p <∞. Then
i) Pr
(∣∣∣∣∣
S∑
s=1
γsxs
∣∣∣∣∣ ≥ t ‖(xs)‖2
)
=
1√
2pi
∫ t
−∞
e−
1
2 s
2
ds;
ii)
(
E
∣∣∣∣∣
S∑
s=1
γsxs
∣∣∣∣∣
p) 1p
≈ √p ‖(xs)‖2 .
For Bernoulli random walks, we have similar results.
Proposition 1.2. *Let x1, x2, . . . , xS ∈ C and 1 ≤ p <∞. Then
i) Pr
(∣∣∣∣∣
S∑
s=1
εsxs
∣∣∣∣∣ ≥ t ‖(xs)‖2
)
≤ ce−c−1t2 ;
ii) c−1 ‖(xs)‖2 ≤
(
E
∣∣∣∣∣
S∑
s=1
εsxs
∣∣∣∣∣
p) 1p
≤ √p ‖(xs)‖2 .
Proof: See for example [Me Ch.II §59].
Corollary 1.2a. (Khinchine’s inequality.) Let x1, x2, . . . , xS ∈ C.
i) If 1 ≤ p ≤ 2 then we have (
E
∣∣∣∣∣
S∑
s=1
εsxs
∣∣∣∣∣
p) 1p
≥ c−1 ‖(xs)‖p .
ii) If 2 ≤ p <∞ then we have (
E
∣∣∣∣∣
S∑
s=1
εsxs
∣∣∣∣∣
p) 1p
≤ c√p ‖(xs)‖p .
* It may interest the reader to know that this result has applications to computer network design.
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1.2) Banach Space Valued Random Walks
More generally, Gaussian and Bernoulli random walks have two properties. Firstly, the important quantities
tend to be root mean squares. For example, we have the following.
Proposition 1.3. Let X be a Banach lattice, and x1, x2, . . . , xS ∈ X.
i) E
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥ ≥ c−1
∥∥∥∥∥∥
(
S∑
s=1
|xs|2
) 1
2
∥∥∥∥∥∥.
ii) If X is q-concave for some q <∞, then there is a number C <∞ such that
(
E
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥
q) 1q
≤ C
∥∥∥∥∥∥
(
S∑
s=1
|xs|2
) 1
2
∥∥∥∥∥∥ .
Proof: See [L–T2 Thm.1.e.13].
This result (with Corollary 1.5b) completely describes the expectation of random walks in q-concave
lattices. The second property is the concentration of measure phenomenon, that is, as a function of t,
Pr
(∥∥∥∑Ss=1 θsxs∥∥∥ ≥ t) has a very fast decay rate. From this one deduces that (E∥∥∥∑Ss=1 θsxs∥∥∥p) 1p has
essentially the same value for all 1 ≤ p < ∞, and that this value is the same as its median. First, for
Bernoulli random walks, we have the following results.
Theorem 1.4. Let X be a Banach space, and x1, x2, . . . , xS ∈ X. Then∥∥∥∥∥
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∥∥∥∥∥
Lem(T2)(Pr)
≤ cE
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥ .
Proof: See [Ka Ch.2 Thm.7].
Corollary 1.4a. Let X be a Banach space, x1, x2, . . . , xS ∈ X, and t > 0. Then
Pr
(∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥ ≥ tE
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥
)
≤ ce−c−1t2 .
Proof: Use Theorem 1A:2.7(ii).
For Gaussian random walks we have similar results.
Theorem 1.5. Let X be a Banach space, and x1, x2, . . . , xS ∈ X. Define
µ = E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ and σ = sup
E
∣∣∣∣∣
〈
ξ,
S∑
s=1
γsxs
〉∣∣∣∣∣
2
: ξ ∈ BX∗
 .
Then for all t > 0 we have
i) Pr
(∣∣∣∣∣
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥− µ
∣∣∣∣∣ ≥ tσ
)
≤ ce−c−1t2 ;
ii) Pr
(∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ≥ c−1µ+ tσ
)
≥ c−1e−ct2 .
Part (i) of this result is better than its Bernoulli counterpart, Corollary 1.4a, because we have that
σ ≤ cµ (see below). It is a deep result due to C. Borel. Part (ii) shows that we cannot improve (i).
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Proof: For (i), see [Bo] or [P2 Thm.2.1]. For (ii), we first show that σ ≤ cµ. For if ξ ∈ BX∗ , then by
Proposition 1.1(ii), we have E ∣∣∣∣∣
〈
ξ,
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
〉∣∣∣∣∣
2
 12 ≈ ( S∑
s=1
|〈ξ, xs〉|2
) 1
2
≈ E
∣∣∣∣∣
〈
ξ,
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
〉∣∣∣∣∣
≤ E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ .
Now we show that there is a universal constant 0 < α < 1 such that
Pr
(∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ≥ 12µ
)
≥ α,
This is because if α′ = Pr
(∥∥∥∑Ss=1 γsxs∥∥∥ ≥ 12µ), then
µ = E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
=
∫(∥∥∑S
s=1
γsxs
∥∥≥ 12µ)
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ dPr+
∫(∥∥∑S
s=1
γsxs
∥∥< 12µ)
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ dPr
which, as σ ≤ cµ, and by part (i) is
≤
∫ α′
0
(
µ+ cµ
√
log+ c/t
)
dt+ 12µ.
But there is a universal constant α > 0 such that for α′ < α, we have∫ α′
0
(
1 + c
√
log+ c/t
)
dt ≤ 16 ,
and we are done.
Finally we prove part (ii). If tσ ≤ 14µ, then by the above
Pr
(∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ≥ 14µ+ tσ
)
≥ α ≥ c−1e−ct2 .
If tσ > 14µ, then
Pr
(∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ≥ 14µ+ tσ
)
≥ Pr
(〈
ξ,
S∑
s=1
γsxs
〉
≥ 12 tσ
)
,
where ξ ∈ BX∗ is such that E
∣∣∣〈ξ,∑Ss=1 γsxs〉∣∣∣2 = σ2, and this dominates c−1e−ct2 by Proposition 1.1(i).
Corollary 1.5a. Let X be a Banach space, and x1, x2, . . . , xS ∈ X. Then∥∥∥∥∥
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∥∥∥∥∥
Lem(T2)(Pr)
≤ cE
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ .
Proof: Use Theorem 1A:2.7(ii).
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Thus we derive the following results for both Bernoulli and Gaussian random walks.
Corollary 1.5b. Let X be a Banach space, x1, x2, . . . , xS ∈ X, and 1 ≤ p <∞. Then
E
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥ ≤
(
E
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥
p) 1p
≤ c√pE
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥ .
Proof: This follows by Theorem 1.4 or Corollary 1.5a, and Proposition 1A:2.3(i), as for all t ≤ 1 we have√
lm t ≤ c√pt 1p .
Definition. Let U be a real valued random variable, and 0 < α < 1. Define the upper α-tile of U , Mα(U),
to be a number M such that Pr(U ≤M) ≥ 1− α and Pr(U ≥M) ≥ α. Define the median to be M 1
2
(U).
Corollary 1.5c. Given 0 < α < 1, there is a number C < ∞ such that for all Banach spaces X, and x1,
x2, . . . , xS ∈ X, we have
αMα
(∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥
)
≤ E
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥ ≤ CMα
(∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥
)
.
Proof: This follows straight away from Corollary 1.4a or Theorem 1.5.
1.3) Random Walks in lN∞
The space lN∞ is not q-concave, and hence we cannot apply Proposition 1.3(ii). However, we do have the
following simple results.
Proposition 1.6. Let x1, x2, . . . , xS ∈ lN∞. Then
i) E
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥
∞
≤ c
√
lmN
∥∥∥∥∥∥
(
S∑
s=1
|xs|2
) 1
2
∥∥∥∥∥∥
∞
;
ii) E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
≤
∥∥∥∥∥
S∑
s=1
|xs|
∥∥∥∥∥
∞
.
Proof: Part (i) follows from Proposition 1.1(i) or Proposition 1.2(i) (See also [Ka Ch.6 Thm.1]). Part (ii) is
trivial.
These results are the best possible. For example, in part (i), if N = 2S , let
xs =
(
sign cos
(
2spi n−1N−1
))N
n=1
for 1 ≤ s ≤ S.
Then
∥∥∥∑Ss=1 εsxs∥∥∥∞ = S, whereas (∑Ss=1 |xs|2)
1
2
=
√
S.
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2) Type and Cotype of Operators and Banach Spaces
If X is isomorphic to Hilbert space, then we have the well known parallelogram law: for some number C <∞
and for all x1, x2, . . . , xS ∈ X we have
C−1
(
S∑
s=1
‖xs‖2X
) 1
2
≤ E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
X
≤ C
(
S∑
s=1
‖xs‖2X
) 1
2
.
The type and cotype measure to what extent a space or operator deviates from this law. For example, the Lp
spaces obey laws weaker than the parallelogram law, as can easily be deduced from Khinchine’s inequality:
for all x1, x2, . . . , xS ∈ Lp we have
c−1
(
S∑
s=1
‖xs‖2p
) 1
2
≤ E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
p
≤ c
(
S∑
s=1
‖xs‖pp
) 1
p
, 1 ≤ p ≤ 2,
c−1
1√
p
(
S∑
s=1
‖xs‖pp
) 1
p
≤ E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
p
≤ c√p
(
S∑
s=1
‖xs‖2p
) 1
2
, 2 ≤ p <∞.
Thus Lp has type p and cotype 2 for 1 ≤ p ≤ 2, and type 2 and cotype p for 2 ≤ p <∞. Looking at the unit
vectors in Lp shows that these results are the best we can do. Indeed we have the following famous result
due to Maurey and Pisier.
Theorem 2.1. (See [Ma–P] or [Mi–Sr].) Let X be a Banach space. Let
pX = sup{ p : Rp(X) <∞} , qX = inf{ q : Rq(X) <∞},
and
S = { p ∈ [1,∞] : X contains uniformly isomorphic copies of lNp }.
Then
[pX , 2] ∪ {qX} ⊆ S ⊆ [pX , qX ].
As the names suggest, type and cotype are in some sense dual to one another. If T :X → Y is a bounded
linear operator, and 1p+
1
p′ = 1 where 1 < p ≤ 2, then Rp
′
(T ∗) ≤ Rp(T ) and Gp′(T ∗) ≤ Gp(T ). However, this
duality lies only in one direction: one cannot deduce that if T has cotype p′, then T ∗ has type p. Consider,
for example C(K). It has no type or cotype, indeed
Rp(lN∞) ≥ N
1
p (p ≥ 2),
Rp(lN∞) ≈ (lmN)1−
1
p (p ≤ 2).
However, its dual, whose finite dimensional structure is like l1, has cotype 2.
2.1) Kwapien’s Result
The parallelogram law given above (which states that X has type 2 and cotype 2) characterizes Hilbert
space. This famous result is due to Kwapien, and we state it in more generality below.
Theorem 2.2. Let S:X → Y and T :Y → Z be bounded linear operator between Banach spaces. If S
has Rademacher type 2, and T has Rademacher cotype 2, then T ◦ S factors through a Hilbert space, with
γ(T ◦ S) ≤ R2(S)R2(T ).
We can now deduce results about operators from Lp for 2 ≤ p <∞.
Corollary 2.2a. Let 2 ≤ p <∞, and T :Lp → Y be a bounded linear operator to a Banach space. If T has
cotype 2, then it factors through a Hilbert space.
This suggests similar results for bounded linear operators from C(K).
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2.2) Grothendieck’s Theorem
The space C(K) does not have type 2, but it almost does — its dual has cotype 2, and indeed the type 2
constant of lN∞ is not very big (
√
lmN). Correspondingly, there is a slightly weaker result then Corollary 2.2a.
Theorem 2.3. (See [P1 Thm.4.1].) Let X and Y be Banach spaces such that X∗ and Y have cotype 2.
Then if T :X → Y is a bounded linear operator with the approximation property (see, for example, [P1
Ch.0] or [Pt 1.3] for the definition of the approximation property; all bounded linear operators from C(K)
have this property), then T factors through a Hilbert space.
Corollary 2.3a. Let T :C(K)→ Y be a bounded linear operator to a Banach space. If T factors through
a space with cotype 2, then T factors through a Hilbert space (or, equivalently, is 2-summing).
Indeed one can show that γ(T ) ≤ cR2(Y )√lmR2(Y ), as we will show in Theorem 1D:3.1
2.3) Cotype p of Operators from C(K) for p > 2
In this section, we present work due to Maurey, which establishes equivalent conditions for an operator
from C(K) to have cotype p for p > 2. First, it is easy to relate the cotype p of such an operator to its
(p, 1)-summing and (p, 2)-summing norms as follows.
Proposition 2.4. Let T :C(K) → Y be a bounded linear operator to a Banach space. Then for p ≥ 2 we
have that pip,1(T ) ≤ Rp(T ) ≤ c pip,2(T ).
Proof: This follows from Proposition 1.3(i) and Proposition 1.6(ii).
From this, we derive the following result.
Theorem 2.5. (See [Ma2 Thm.2]) Let T :C(K)→ Y be a bounded linear operator to a Banach space, and
p > 2. Then the following are equivalent.
i) T is (p, 1)-summing.
ii) T is (p, 2)-summing.
iii) T has Rademacher cotype p.
iv) T factors through a space of Rademacher cotype p.
Proof: It follows immediately from Proposition 2.4 and Corollary 1B:2.1a that (i)⇒(ii)⇒(iii)⇒(i). Clearly
(iv)⇒(iii), and (i)⇒(iv) follows from the fact that Lp,1 has cotype p for p > 2 (see [Cr])
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3) The Problem of Cotype 2
Now, we are ready to present the main problem of this thesis. The following question was asked by Jameson
[J1].
Question 3.1. Let T :C(K)→ Y be a bounded linear operator to a Banach space. Do either of the following
hold?
i) If T is (2, 1)-summing, then T has cotype 2.
ii) If T has cotype 2, then it is 2-summing.
We see from Proposition 2.4 that if T is 2-summing, then it has cotype 2, and that if T has cotype 2,
then it is (2, 1)-summing. This question can be seen as exploring what happens in Theorem 2.5 in the case
p = 2, when, by Proposition 1B:2.2, (i) and (ii) are no longer equivalent conditions. Part (ii) would also be
an obvious common extension of Corollary 2.2a and Corollary 2.3a.
Since having cotype 2, or being 2-summing or (2, 1)-summing depends only on the finite dimensional
sub-structure, the above question is equivalent to the following.
Question 3.2. Let T : lN∞ → Y be a bounded linear operator to a Banach space. Do either of the following
hold?
i) R2(T ) ≤ c pi2,1(T ).
ii) pi2(T ) ≤ cR2(T ).
By Proposition 1B:2.2, we can immediately see that (i) and (ii) cannot both be true, indeed to have a
negative answer to (ii), we only need that R2(T ) ≤ o(√lmN)pi2,1(T ).
We can also relate this question to random walks in l∞. By Theorem 1B:2.1 and Theorem 1B:3.1,
showing (i) is equivalent to finding a positive answer to the following question.
Question 3.3. Is R2(lN∞ ↪→ LN2,1) ≈ 1, that is, is it true that
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
≥ c−1
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
for all x1, x2, . . . , xS ∈ CN?
This question can be thought of as trying to find a partial converse to Proposition 1.6(i) (as ‖·‖LN2,1 ≤
c
√
lmN ‖·‖LN2 ).
We will provide a partial answer to these problems, which we will present in Section 5.1. Part (i) of
Questions 3.1 and 3.2, and Question 3.3 almost hold; we have R2(lN∞ ↪→ LN2,1) ≤ lm lmN . Thus we have
negative answers to part (ii) of Questions 3.1 and 3.2.
Finally, as an aside, we show that we cannot ask for any more than a positive answer to Question 3.3
would provide.
Proposition 3.4. Let ‖·‖∗ be a symmetric norm on CN such that for all x1, x2, . . . , xS ∈ CN we have
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
≥
(
S∑
s=1
‖xs‖2∗
) 1
2
.
Then ‖·‖∗ ≤ c ‖·‖LN2,1 .
Proof: If k ∈ [N ], let S = bN/kc, and x1, x2, . . . , xS be the disjoint vectors xs = χ[(s−1)k+1,sk]. Then it is
easy to see that
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
= 1,
and hence
∥∥χ[1,k]∥∥∗ ≤ c√ kn . The result follows by Lemma 1D:4.2.
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We also have a similar result for Gaussian random walks.
Proposition 3.5. Let ‖·‖∗ be a symmetric norm on CN such that for all x1, x2, . . . , xS ∈ CN we have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥
(
S∑
s=1
‖xs‖2∗
) 1
2
.
Then ‖·‖∗ ≤ c ‖·‖LN
T2 lmT,1
.
Proof: If k ∈ [N ], let S = bN/kc, and x1, x2, . . . , xS be the disjoint vectors xs = χ[(s−1)k+1,sk]. Then by
Proposition 1.6(i), we have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≤
√
lm(N/k),
and hence
∥∥χ[1,k]∥∥∗ ≤ c√(lm(N/k) kn . The result follows by Lemma 1D:4.2.
We also have a similar result for random walks in Lp.
Proposition 3.6. Let ‖·‖∗ be a 1-unconditional norm on CN , and 2 ≤ p < ∞. Suppose that for all x1,
x2, . . . , xS ∈ CN , we have
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
LNp
≥
(
S∑
s=1
‖xs‖2∗
) 1
2
.
Then there is a probability measure µ on [N ], and a number C < ∞, such that ‖·‖∗ ≤ C ‖·‖L2(µ). If ‖·‖∗
is a 1-symmetric norm, then ‖·‖∗ ≤ ‖·‖LN2 .
Proof: The hypothesis of the proposition says that the map LNp ↪→ (CN , ‖·‖∗) has cotype 2 constant
bounded by 1. Hence, we can apply Corollary 2.2a and deduce that this map factors as V ◦ U through a
Hilbert space H, where for some number C <∞ we have∥∥V :H → (CN , ‖·‖∗)∥∥ ≤ C,∥∥U :LNp → H∥∥ ≤ 1.
Define a Euclidean norm ‖·‖a on CN by
‖x‖a = ‖U(x)‖H ,
so that ‖·‖∗ ≤ ‖·‖a ≤ C ‖·‖LNp . Now define the Euclidean norm ‖·‖b on CN by
‖x‖b =
E∥∥∥∥∥
N∑
n=1
εnx(n)en
∥∥∥∥∥
2
a
 12 = ( N∑
n=1
|x(n)|2 ‖en‖2a
) 1
2
,
where e1, e2, . . . , eN are the unit vectors of CN . Since ‖·‖∗ and ‖·‖LNp are 1-unconditional, we have
‖·‖∗ ≤ ‖·‖b ≤ C ‖·‖LNp . So (
N∑
n=1
‖en‖2a
) 1
2
=
∥∥∥∥∥
N∑
n=1
en
∥∥∥∥∥
b
≤ C.
If we let µ be the probability measure on [N ] defined by
µ{n} = ‖en‖
2
a∑N
n=1 ‖en‖2a
,
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then we see that ‖·‖∗ ≤ ‖·‖b ≤ C ‖·‖L2(µ).
If we also have that ‖·‖∗ is 1-symmetric, then
‖x‖∗ ≤ C
 1
N !
∑
σ∈SN
∥∥∥∥∥
N∑
n=1
enx(σ(n))
∥∥∥∥∥
2
L2(µ)
 12 = C ‖x‖LN2 .
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4) Comparison of Gaussian and Rademacher Cotype
Here we introduce the second main problem of this thesis. Most interest in cotype lies only with Rademacher
cotype. However for the operators that we are considering, it is much easier to calculate Gaussian cotype.
If we could deduce results about Rademacher cotype from results about Gaussian cotype, we would save
ourselves much work.
4.1) Comparison of Gaussian and Bernoulli Random Walks
The first result states that Bernoulli random walks do not travel as far as Gaussian random walks.
Proposition 4.1. Let X be a Banach space, and let ‖·‖A be a rearrangement invariant norm on the space
of all scalar valued random variables. If x1, x2, . . . , xS ∈ X, and t > 0, then
i)
∥∥∥∥∥
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
X
∥∥∥∥∥
A
≤ c
∥∥∥∥∥
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
X
∥∥∥∥∥
A
;
ii) Pr
(∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
X
≥ t
)
≤ cPr
(∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
X
≥ c−1t
)
.
Part (i) is usually stated in less generality as follows: for all 1 ≤ p <∞ we have(
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
p
X
) 1
p
≤ c
(
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
p
X
) 1
p
.
However, we require the greater generality in order to prove (ii). The proof of (ii) also depends heavily on
Theorem 1.5, and so it seems to be a deep result. I suspect that there is a better proof, but I cannot find it.
Proof of i): This is a slight modification of a well known method (see, for example [Mi–Sn §9.4]). Let
us write the underlying probability space as Ωγ × Ωε, where γ1, γ2, . . . depend only on Ωγ , and ε1, ε2, . . .
depend only on Ωε. Let Prγ be the projection of Pr onto Ωγ , and Prε be the projection of Pr onto Ωε, so
that Pr = Prγ ×Prε.
First we establish that the operator
LA(Ωγ × Ωε)→ LA(Ωε); V 7→
∫
Ωγ
V dPrγ
is a contraction, where LA(Ω) denotes the space of measurable functions f : Ω → C such that ‖f‖A < ∞,
with norm ‖·‖A. But, this is clearly so if ‖·‖A = ‖·‖1 or ‖·‖∞, and the general case then follows by the
interpolation result given in [L–T2 2.a.10].
Now notice that
∥∥∥∑Ss=1 γsxs∥∥∥
X
has the same law as
∥∥∥∑Ss=1 εs |γs|xs∥∥∥
X
. Also notice, that as ‖·‖X is a
norm, we have, ∫
Ωγ
∥∥∥∥∥
S∑
s=1
εs |γs|xs
∥∥∥∥∥
X
dPrγ ≥
∥∥∥∥∥
S∑
s=1
εs
∫
Ωγ
|γs| dPrγ xs
∥∥∥∥∥
X
=
√
2/pi
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
X
.
Hence ∥∥∥∥∥
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
X
∥∥∥∥∥
A
≥
∥∥∥∥∥
∫
Ωγ
∥∥∥∥∥
S∑
s=1
εs |γs|xs
∥∥∥∥∥
X
dPrγ
∥∥∥∥∥
A
≥
√
2/pi
∥∥∥∥∥
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
X
∥∥∥∥∥
A
.
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Proof of ii): First we establish some notation. If U is a scalar valued random variable, let U∗ be its
decreasing rearrangement, and U∗∗(t) =
∫ t
0
U∗(u) du. Note that the map U 7→ U∗∗(t) is a rearrangement
invariant norm on the space of random variables, for each t ∈ (0,∞].
Now let U =
∥∥∥∑Ss=1 εsxs∥∥∥ and V = ∥∥∥∑Ss=1 γsxs∥∥∥. It is sufficient to show that
U∗(t) ≤ cV ∗(c−1t) for t ∈ [0,∞].
However, by Theorem 1.5, we have that c−1
(
µ + σ
√
log+ c−1/t
) ≤ V ∗(t) ≤ c(µ + σ√log+ c/t), and hence
V ∗∗(t) ≤ cV ∗(c−1t). Furthermore, it is obvious that U∗(t) ≤ U∗∗(t). Finally, by (i), U∗∗(t) ≤ cV ∗∗(t), and
the result follows.
The converse inequalities are weaker.
Proposition 4.2. Let X be a Banach space, and x1, x2, . . . , xS ∈ X.
i) E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ≤ c√lmSE
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥ .
ii) If X has cotype q for some q <∞, then for some number C <∞, depending on X only, we have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ≤ C E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥ .
iii) If X = lN∞, then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥ ≤ c√lmN E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥ .
Proof: For (i) and (ii), see [Mi–Sn Append.II]. Part (iii) follows straight away from Proposition 1.3(i) and
Proposition 1.6(i).
4.2) Comparison of Rademacher and Gaussian Cotype
For comparison of Rademacher and Gaussian cotypes we have the following results.
Proposition 4.3. Let T :X → Y be a bounded linear operator between Banach spaces, and 1 ≤ p ≤ 2 ≤
q <∞.
i) Rp(T ) ≤ cGp(T ).
ii) Gq(T ) ≤ cRq(T ).
iii) Gp(T ) ≤ cRp(T ).
iv) If X has cotype q1 for some q1 < ∞, then there is a number C < ∞, depending on X only, such that
Rq(T ) ≤ C Gq(T ).
v) If X = lN∞, then R
q(T ) ≤ c√lmN Gq(T ).
Proof: Parts (i) and (ii) follow straight away from Proposition 4.1(i). For (iii), see [Mi–Sn §9.4]. Parts (iv)
and (v) follow straight away from Proposition 4.2.
It would be of great value if one could give a better converse to part (ii) than is provided by parts (iv)
or (v), even if we had to put some strong condition on the image of the operator T . Thus we formulate the
following question.
Question. Let 2 ≤ q < ∞, and T :C(K) → Y be a bounded linear operator to a Banach space Y , where
Y satisfies some suitable smoothness condition. Is there a number C <∞, depending on Y only, such that
Rq(T ) ≤ C Gq(T )?
In Section 5.2, we give a negative answer to this question, in fact we cannot improve on Proposition 4.3(v)
at all.
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5) The Solutions
Here we present the main results of this thesis. The whole of Part 2 is devoted to the proof of these and
similar results.
5.1) The Problem of Cotype 2
We give partial answers to the questions of Section 3, and also present similar results about Gaussian cotype
2.
Theorem 5.1. Let x1, x2, . . . , xS ∈ lN∞. Then
i) E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
≥ c−1 1
lm lmN
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
;
ii) E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1 1√
lm lmN
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
Theorem 5.2. Let T : lN∞ → Y be a bounded linear operator to a Banach space. Then
i) R2(T ) ≤ c lm lmN pi2,1(T ),
ii) G2(T ) ≤ c√lm lmN pi2,1(T ).
Proof: From Theorem 5.1, we have
R2(lN∞ ↪→ LN2,1) ≤ c lm lmN,
G2(lN∞ ↪→ LN2,1) ≤ c
√
lm lmN.
The result now follows from Theorem 1B:3.1.
Corollary 5.2a. There is a bounded linear operator T :C(K)→ Y to a Banach space that has Rademacher
cotype 2, but does not factor through Hilbert space.
5.2) Comparison of Rademacher and Gaussian Cotype
We can give a complete answer to the question of Section 4.
Theorem 5.3. Given 2 ≤ p < q <∞, for suitably large N , there is a bounded linear operator T : lN∞ → Lq
such that
Rp(T ) ≥ 1√
p
√
lmN Gp(T ).
We can also show that the left hand inequality in Proposition 2.4 does not extend to the Gaussian case.
Theorem 5.4. Given 2 < q <∞, for suitably large N , there is a bounded linear operator T : lN∞ → Lq such
that
pi2,1(T ) ≥ c−1
√
lmN G2(T ).
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Chapter 1D — Miscellaneous Results
In this chapter I shall present some extra results, which although they do not fit into the main argument,
are nevertheless of some interest.
1) The p
1
p in Pisier’s Result
Let Cp be the function of p ∈ [1,∞) defined to be the smallest number such that for all bounded linear
operators T :C(K)→ Y that are (p, 1)-summing, there is a Radon probability measure µ on K such that
‖T (x)‖ ≤ Cppip,1(T ) ‖x‖
1
p
Lp(µ)
‖x‖1− 1p∞ for all x ∈ C(K).
Pisier’s Theorem, which we presented as Theorem 1B:2.1, tells us that Cp ≤ p 1p . It is natural to ask whether
Cp is any smaller, in particular, if it is 1. We show that this is not so.
Proposition 1.1. Let Cp be defined as above. Then
i) Cp ≥
(
32p−1
2p + 1
) 1
p
;
ii) Cp ≥ (c−1(p− 1)) 1p .
Hence, if p > 1, then Cp > 1, and for all 1 ≤ p <∞ we have Cpp ≈ p.
Proof of i): Let T be the formal identity map l3∞ → (CN , ‖·‖∗), where ‖x‖∗ = x∗(1) + x∗(2). Then by
Proposition 1B:2.3 we have
pip,1(T ) = sup

(
S∑
s=1
‖χAs‖p∗
) 1
p
: A1, A2, . . . , AS aredisjoint subsets of {1, 2, 3}
 .
By trying out all the possibilities, we see that pip,1(T ) = (2p + 1)
1
p . Now suppose that µ is a probability
measure on {1, 2, 3} such that
‖x‖∗ ≤ Cpip,1(T ) ‖x‖
1
p
Lp(µ)
‖x‖1− 1p∞ .
By considering the vectors x = (1, 1, 0), (1, 0, 1) and (0, 1, 1), we see that
2p ≤ Cp(2p + 1)(µ(i) + µ(j)) for i 6= j ∈ {1, 2, 3}.
By adding these three equations we deduce that
Cp ≥ 32
p−1
2p + 1
.
Proof of ii): Let N = K(K + 1) where K ∈ N is sufficiently large. Let A be the set system consisting of
the sets
{n ∈ [N ] : n ≡ m (modK) or n ≡ m′ (modK + 1)},
where m ∈ [K] and m′ ∈ [K + 1]. Let ‖·‖∗ be the norm on CN given by
‖x‖∗ = sup
A∈A
{∑
n∈A
|x(n)|
}
,
and T be the formal identity lN∞ → (CN , ‖·‖∗). First we show that for sufficiently large K we have
pip,1(T ) ≤
(
c 1p−1
) 1
p
2K, (1.1)
and to show this, we need the following lemma.
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Lemma 1.2. Let A1, A2, . . . , AS ∈ A. Then for S ≤ K we have∣∣∣∣∣
S⋃
s=1
As
∣∣∣∣∣ ≤ S(2K + 1− S).
Proof: We may write As = Es ∪ Fs, where
Es = {n ∈ [N ] : n ≡ ms (modK)},
Fs = {n ∈ [N ] : n ≡ m′s (modK + 1)}.
For any s1, s2 ∈ [S], Es1 and Es2 are either disjoint or equal. List the distinct Ess as E′1, E′2, . . . , E′S1 with
S1 ≤ S. Similarly, list the distinct Fss as F ′1, F ′2, . . . , F ′S2 with S2 ≤ S. Observe that for s1 ∈ [S1], s2 ∈ [S2]
we have
∣∣E′s1 ∩ F ′s2∣∣ = 1. Hence∣∣∣∣∣
S⋃
s=1
As
∣∣∣∣∣ =
S1∑
s1=1
∣∣E′s1∣∣+ S2∑
s2=1
∣∣F ′s2∣∣− S1∑
s1=1
S2∑
s2=1
∣∣E′s1 ∩ F ′s2∣∣
= S1(K + 1) + S2K − S1S2
≤ S(2K + 1− S).
Now we proceed with finding pip,1(T ). By Proposition 1B:2.3 this is given by
pip,1(T ) = sup

(
S∑
s=1
‖χBs‖p∗
) 1
p
: B1, B2, . . . , BS aredisjoint subsets of [N ]
 .
Since ‖χBs‖∗ = supA∈A |A ∩Bs|, we see that
pip,1(T ) = sup

(
S∑
s=1
|Bs|p
) 1
p
: B1, B2, . . . , BS are disjoint subsets of [N ]with Bs ⊆ As for some As ∈ A
 .
Pick B1, B2, . . . , BS and A1, A2, . . . , AS so that the supremum is attained, and such that the Bss are
ordered so that |B1| ≥ |B2| ≥ . . . ≥ |BS |. Then we have
|Bt| ≤ 2K + 1− t for t ≤ K,
|Bt| ≤ N
t
for K < t ≤ S,
for if t ≤ K and |Bt| > 2K + 1− t, then |B1|, |B2| , . . ., |Bt| > 2K + 1− t. Hence
t(2K + 1− t) <
∣∣∣∣∣
t⋃
s=1
Bs
∣∣∣∣∣ ≤
∣∣∣∣∣
t⋃
s=1
As
∣∣∣∣∣ ≤ t(2K + 1− t),
which is a contradiction. The argument is similar for t > K. Therefore
S∑
s=1
|Bs|p ≤
K∑
s=1
(2K + 1− s)p +
∞∑
s=K+1
Np
sp
≤ c 1p−1 (2K)p+1,
for sufficiently large K, and we have shown (1.1).
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Now suppose that µ is a probability measure on [N ] such that for all x ∈ lN∞, we have ‖x‖∗ ≤
Cpip,1(T ) ‖x‖
1
p
L1(µ)
‖x‖1− 1p∞ . Then by considering x = χA where A ∈ A, we see that
(2K)p = |A|p ≤ Cp(pip,1(T ))p ∑
m∈A
µ(m).
Now notice that we may list the elements of A as {A + n : n ∈ [N ]}, where A ∈ A and A + n =
{ (m + n) mod N : m ∈ A}. Also notice that each n ∈ [N ] appears as an element in exactly |A| = 2K sets
in A. So
N(2K)p ≤ Cp(pip,1(T ))p N∑
n=1
∑
m∈A+n
µ(m)
= Cp
(
pip,1(T )
)p |A| .
Therefore
Cp ≥ N(2K)
p−1(
pip,1(T )
)p ≥ c−1(p− 1).
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2) The Space L2,1 is not (2, 1)-Summing
The usual way to see that a space is (p, 1)-summing is to deduce this from the following result.
Proposition 2.1. Let T :X → Y be a bounded linear operator between Banach spaces, and 2 ≤ p <∞. If
T has Rademacher cotype p, then it is (p, 1)-summing, with
pip,1(T ) ≤ Rp(T ).
Proof: This follows from Proposition 1A:3.1(i).
Hence Lp,1 is (p, 1)-summing for p > 2, and Lq is (2, 1)-summing for 1 ≤ q ≤ 2. Now the map
C(K) ↪→ L2,1(K,µ) is (2, 1)-summing, and so it is natural to ask whether the space L2,1 itself is (2, 1)-
summing. However L2,1 does not have cotype 2, and so the above argument will not work. We show
that L2,1 is not (2, 1)-summing, and note that this adds support to the conjecture that all spaces that are
(2, 1)-summing have cotype 2 (see for example [P1 Ch.6] or [Ma2 Rem.2]).
Proposition 2.2. For any N ≥ 2, we have
pi2,1(lN2
N
2,1 ) ≥ c−1
√
lmN.
Lemma 2.3. The space L2,1 is q-concave for q > 2.
Proof: See [Cr].
Proof of Proposition 2.2: Identify [N2N ] with the space [N ]×{1,−1}N . Define the functions a1, a2, . . .,
aN , ζ1, ζ2, . . ., ζN by
an(m, s1, s2, . . . , sN ) =
1√
(m+ n) mod N
,
ζn(m, s1, s2, . . . , sN ) = sn.
Then for any signs s′n = ±1 we have that
∑N
n=1 s
′
nζnan has the same distribution as
∑N
n=1 ζnan. Using
Proposition 1A:3.1(i) and Proposition 1C:1.3(ii), we see that
sup
{
N∑
n=1
|〈ξ, ζnan〉| : ξ ∈ B(LN2N2,1 )∗
}
= sup

∥∥∥∥∥
N∑
n=1
snζnan
∥∥∥∥∥
2,1
: sn = ±1

= E
∥∥∥∥∥
N∑
n=1
εnζnan
∥∥∥∥∥
2,1
≤ c
∥∥∥∥∥∥
(
N∑
n=1
|ζnan|2
) 1
2
∥∥∥∥∥∥
2,1
≤ cN 2N
√
lmN.
But (
N∑
n=1
‖ζnan‖22,1
) 1
2
≈ N 2N lmN,
and the result follows.
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3) A Proof of Grothendieck’s Theorem via Pisier’s Result
Theorem 3.1. Let T :C(K)→ Y be a bounded linear operator to a Banach space. If Y has cotype 2, then
T is 2-summing, with
pi2(T ) ≤ cR2(Y )
√
lmR2(Y ).
I do not know whether this result is new. The methods given in [P1 Ch.4] only show that pi2(T ) ≤
cR2(Y ) lmR2(Y ). The argument given below takes many of its ideas from [P1 Ch.9]. Its original feature is
in its use of Lem(T 2) ([P1 Ch.9] uses L4).
Lemma 3.2. Let µ be a Radon probability measure on K. Then for all x1, x2, . . . , xS ∈ C(K), we have
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
em(T 2)
≤ c
∥∥∥∥∥∥
(
S∑
s=1
|xs|2
) 1
2
∥∥∥∥∥∥
∞
.
Proof: First note for any x ∈ C(K) that
‖x‖em(T 2) ≤
∫
e|x|
2
dµ,
for if
∫
e|x|
2
dµ < e, then
∫
em(|x|2) dµ < 1 and so ‖x‖em(T 2) ≤ 1. But as we always have
∫
e|x|
2
dµ ≥ 1, the
result follows. If, on the other hand, we have C =
∫
e|x|
2
dµ ≥ e, then
∫ (
e| xC |2 − 1
)
dµ ≤ 1C2
∫ (
e|x|
2 − 1
)
dµ ≤ 1,
and hence ∫
e| xC |2−1 dµ ≤ 2e−1 < 1,
that is, ‖x‖em(T 2) ≤ C.
Now suppose that
∥∥∥∑Ss=1 |x|2∥∥∥∞ = 1. It follows from Proposition 1C:1.2(i) that for some number
C <∞ that for all t > 0 and w ∈ K we have
Pr
(∣∣∣∣∣
S∑
s=1
εsxs(w)
∣∣∣∣∣ ≥ t
)
≤ Ce−C−1t2 .
Hence
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
em(T 2)
≤
√
2C E
∫
e
∣∣ 1√
2C
∑
εsxs
∣∣2
dµ
≤
√
2C
∫
K
∫ ∞
t=0
e
1
2C
−1t2 d
dt
(
Ce−C
−1t2
)
dt dµ
≤ c,
and the result follows.
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Proof of Theorem 3.1: First note that by Proposition 2.1, T is (2, 1)-summing with pi2,1(T ) ≤ R2(Y ).
Hence there is a Radon probability measure µ on K such that for all x ∈ C(K) we have
‖T (x)‖ ≤
√
2R2(Y ) ‖x‖L2,1(µ) .
Now we show that for all x ∈ C(K) we have
‖T (x)‖ ≤ c
√
lmR2(Y ) ‖x‖Lem(T2)(µ) . (3.1)
For suppose that ‖x‖em(T 2) < 1. Then there is a positive simple function y such that |x| < y and ‖y‖em(T 2) ≤
1. By Theorem 1A:2.7(ii), ‖y‖em(T 2),∞ ≤ c, that is, y∗(t) ≤ c/
√
lm t. Hence
y =
N∑
n=1
anχAn ,
where A1 ⊆ A2 ⊆ . . . ⊆ AN are measurable subsets of K, and a1, a2, . . . , aN ≥ 0 are such that
∑N
n=M an ≤
c
/√
lmµ(AM ). Let N0 be the largest natural number such that for n ≤ N0 we have µ(An) ≤ 1/(R2(Y ))2,
and write x = x1 + x2 where
x1 =
x
y
N0∑
n=1
anχAn
x2 =
x
y
N∑
n=N0+1
anχAn .
Now ‖T (x)‖ ≤ ‖T (x1)‖+ ‖T (x2)‖. We have that
‖T (x1)‖ ≤
√
2R2(Y ) ‖x1‖L2,1(µ) .
Since
x∗1(t) ≤ c
χ[0,1/(R2(Y ))2](t)√
lm(t)
,
we have
‖x1‖L2,1(µ) ≤ c
∫ 1/(R2(Y ))2
0
1
2
√
t lm t
dt ≤ c
√
lmR2(Y )
/
R2(Y ).
Also
‖T (x2)‖ ≤ ‖x2‖∞ ≤
N∑
n=N0+1
an ≤ c
√
lmR2(Y ).
Thus (3.1) follows.
Therefore, for x1, x2, . . . , xS ∈ C(K), we have(
S∑
s=1
‖T (xs)‖2Y
) 1
2
≤ R2(Y )E
∥∥∥∥∥
S∑
s=1
εsT (xs)
∥∥∥∥∥
Y
≤ cR2(Y )
√
lmR2(Y )E
∥∥∥∥∥
S∑
s=1
εsT (xs)
∥∥∥∥∥
em(T 2)
≤ cR2(Y )
√
lmR2(Y )
∥∥∥∥∥∥
(
S∑
s=1
|xs|2
) 1
2
∥∥∥∥∥∥
∞
.
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4) The (Φ, 1)-Summing Norm
It is very easy to extend Pisier’s result to cover (Φ, 1)-summing operators for suitable normal quasi-Orlicz
functions Φ. I believe this result is new, but the proof is only a slight modification of that given in [P3], [P4]
or [J2 14.1].
Theorem 4.1. Let T :C(K) → Y be a bounded linear operator to a Banach space, and Φ be a convex
normal quasi-Orlicz function satisfying the ∆2-condition. Then the following are equivalent.
i) T is (Φ, 1)-summing.
ii) There is a Radon probability measure µ on K and a number C < ∞ such that for all x ∈ C(K) with
‖x‖∞ ≤ 1 we have
‖T (x)‖ ≤ CΦ−1( ‖x‖Lq(K,µ) ).
iii) There is a Radon probability measure µ on K and the factorization
T :C(K) ↪→ LΦ˜,1(K,µ)
U→ X
where U is a bounded linear operator.
Lemma 4.2. Let ‖·‖s be a semi-norm on C(K), Φ a normal quasi-Orlicz function, and µ a Radon probability
measure on K such that for all x ∈ C(K) and measurable A ⊆ K with |x| ≤ χA we have
‖x‖s ≤ Φ−1
(
µ(A)
)
.
Then for all x ∈ C(K) we have
‖x‖s ≤ ‖x‖LΦ˜,1(K,µ) .
Proof: Suppose x ∈ C(K) with ‖x‖LΦ,1 < 1. Then there is a positive simple function y:C(K) → C with
|x| ≤ y and ‖y‖LΦ,1 < 1. Write y =
∑N
n=1 anχAn , where A1 ⊆ A2 ⊆ . . . ⊆ AN are measurable subsets of K,
and an ≥ 0. Then
‖x‖s ≤
N∑
n=1
∥∥∥∥xy anχAn
∥∥∥∥
s
≤
N∑
n=1
anΦ−1
(
µ(An)
)
= ‖y‖LΦ,1
< 1.
Proof of i)⇒ii): By Proposition 1A:2.1, there is a convex function Ψ, a number C < ∞, and a number
1 ≤ q < ∞, such that Ψ−1 C≈ Φ−1 and Ψ ◦ T 1q is concave. Since, by Proposition 1A:2.3(i) we have that
‖·‖Ψ
C≈ ‖·‖Φ, it follows that T is (Ψ, 1)-summing.
So we may suppose that piΨ,1(T ) = 1, that is,
sup
{∥∥∥(‖T (xs)‖)Ss=1∥∥∥Ψ :
∥∥∥∥∥
S∑
s=1
|xs|
∥∥∥∥∥
∞
≤ 1
}
= 1.
For each  > 0, choose x1, x2, . . . , xS ∈ C(K) such that∥∥∥∥∥
S∑
s=1
|xs|
∥∥∥∥∥
∞
≤ 1 +  and
∥∥∥(‖T (xs)‖)Ss=1∥∥∥Ψ = 1.
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Since Ψ is convex, lΨ is a norm. Hence we can choose ζ1, ζ2, . . . , ζS ∈ Y ∗ such that∥∥∥(‖ζs‖)Ss=1∥∥∥∗Ψ = 1 and
S∑
s=1
〈ζs, T (xs)〉 = 1.
Define ϕ:C(K)→ C to be
ϕ(y) =
S∑
s=1
〈ζs, T (yxs)〉.
We list three properties of ϕ.
‖ϕ‖ ≤ 1 + , (4.1)
ϕ(1) = 1, (4.2)
Ψ
(
‖T (x)‖
(1+)2
)
≤ 1−
(
1
(1+)2ϕ
(
1− |x|))q for ‖x‖∞ ≤ 1. (4.3)
Properties (4.1) and (4.2) are easily established. For property (4.3), if ‖x‖∞ ≤ 1, let y = 1 − |x|, z0 = x,
and zs = yxs for s ∈ [S]. Then
∥∥∥∑Ss=0 |zs|∥∥∥∞ ≤ 1 + , and hence∥∥∥(‖T (zs)‖)Ss=0∥∥∥Ψ ≤ 1 + .
Therefore
S∑
s=0
Ψ
(
‖Tzs‖
(1+)2
)
≤ 1.
Now we show that
S∑
s=1
Ψ
(
‖T (zs)‖
(1+)2
)
≥
∥∥∥∥(‖T (zs)‖(1+)2 )Ss=1
∥∥∥∥q
Ψ
,
for if
∥∥∥∥(‖T (zs)‖(1+)2 )Ss=1
∥∥∥∥
Ψ
> u, then
∑S
s=1Ψ
(
‖T (zs)‖
(1+)2u
)
≥ 1. As Ψ◦T 1q is concave, we have∑Ss=1Ψ(‖T (zs)‖(1+)2 ) ≥
uq, and the result follows.
Therefore
Ψ
(
‖T (x)‖
(1+)2
)
= Ψ
(
‖T (z0)‖
(1+)2
)
≤ 1−
S∑
s=1
Ψ
(
‖T (zs)‖
(1+)2
)
≤ 1−
∥∥∥∥(‖T (zs)‖(1+)2 )S
s=1
∥∥∥∥q
Ψ
≤ 1−
(
1
(1+)2
S∑
s=1
〈ζs, T (zs)〉
)q
= 1−
(
1
(1+)2ϕ
(
1− |x|))q ,
and property (4.3) is established.
Now let ϕ be a weak * limit point of ϕ as → 0. Then, by (4.1) and (4.2), ϕ is a positive functional of
norm 1, and hence by the Riesz representation theorem, there is a Radon probability measure µ such that
ϕ(x) =
∫
K
x dµ for all x ∈ C(K).
Also, from (4.3) we deduce that, if ‖x‖∞ ≤ 1, then
Ψ
(‖T (x)‖) ≤ 1− (ϕ(1− |x|))q
≤ q ϕ(|x|).
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Therefore
‖T (x)‖ ≤ Ψ−1(qϕ(|x|))
≤ qΨ−1(ϕ(|x|))
≤ CqΦ−1(ϕ(|x|)),
as Ψ is convex, and as Ψ
C≈ Φ.
Proof of ii)⇒iii): This follows by Lemma 4.2.
Proof of iii)⇒i): Suppose that x1, x2, . . . , xS ∈ C(K) have disjoint supports A1, A2, . . . , AS on K, and
that ‖xs‖∞ < 1 for each s ∈ [S]. Then ‖T (xs)‖ ≤ C ‖xs‖LΦ˜,1 < CΦ
−1(µ(As)), where C = ‖U‖. Hence
S∑
s=1
Φ
(‖T (xs)‖
C
)
<
S∑
s=1
µ(As) ≤ 1,
and so
∥∥∥(‖Txs‖)Ss=1∥∥∥Φ ≤ C. By Proposition 1A:2.10, this is sufficient to show that piΦ,1(T ) ≤ C.
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Part 2 — Lower Bounds for Random Walks in lN∞
Contents
Chapter 2A The Problem of Cotype 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Outline of the Proof of Theorem 0.3 . . . . . . . . . . . . . . . . . . . . . . . . 45
Section 1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Section 2 Reducing to Independent Processes . . . . . . . . . . . . . . . . . . . . . . . . . 47
Section 3 Independent Gaussian Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Section 4 The Averaging Argument in the Gaussian Case . . . . . . . . . . . . . 52
4.1 The Cyclic Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 The L2 Averaging Argument . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .54
4.3 The Duality Argument . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Section 5 Independent Bernoulli Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.1 The Tail of the Distribution of a Bernoulli Random Walk . . . 59
5.2 Suprema of Independent Bernoulli Processes . . . . . . . . . . . . . . . . 60
Section 6 The Averaging Argument in the Bernoulli Case . . . . . . . . . . . . . 62
6.1 The Proof of Proposition 6.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .63
Chapter 2B A Discussion of the Methods of Chapter 2A . . . . . . . . . . . . . . . . .74
Section 1 The Reduction to Independent Processes . . . . . . . . . . . . . . . . . . . .74
1.1 The Cyclic Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
1.2 Lack of Unconditionality of Processes . . . . . . . . . . . . . . . . . . . . . . . 76
Section 2 The Averaging Arguments of Sections 4 and 6 . . . . . . . . . . . . . . .77
Section 3 Cotype 2 Constants of Other Operators from lN∞ . . . . . . . . . . . . 78
Chapter 2C Applications of Talagrand’s Theorem . . . . . . . . . . . . . . . . . . . . . . . 79
Section 1 The Gaussian Cotype 2 Constant of lN∞ ↪→ LNT 2 lmT,2 . . . . . . . . 80
Section 2 The Gaussian Cotype 2 Constant of lN∞ ↪→ LN2,1 . . . . . . . . . . . . . .82
Chapter 2D Comparison of Gaussian and Rademacher Cotype . . . . . . . . . . . 88
43
Introduction to Part 2
The purpose of Part 2 is to prove the results of Section 1C:5. All of this part is devoted to calculating the
cotype p constants of various operators from lN∞. That is, we prove results of the form: for all x1, x2, . . . ,
xS ∈ CN we have
E
∥∥∥∥∥
S∑
s=1
θsxs
∥∥∥∥∥
∞
≥ 1
f(N)
(
S∑
s=1
‖xs‖p∗
) 1
p
,
where θ1, θ2, . . . are either normalised Gaussians or Bernoulli random variables, ‖·‖∗ is a 1-symmetric norm
on CN , 2 ≤ p <∞, and f :N→ R+ is some function.
Briefly, Theorems 1C:5.1(i) and 1C:5.2(i) are proven in Chapter 2A, Theorems 1C:5.1(ii) and 1C:5.2(ii)
are proven in Chapter 2C, and Theorems 1C:5.3 and 1C:5.4 are proven in Chapter 2D (Chapter 2B is taken
up with a discussion of the techniques used in Chapter 2A).
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Chapter 2A — The Problem of Rademacher Cotype 2
This chapter proves the main result of the thesis, Theorem 1C:5.1(i), which we restate here.
Theorem 0.1. Let T : lN∞ → Y be a bounded linear operator to a Banach space. Then
R2(T ) ≤ c lm lmN pi2,1(T ).
As we showed in Section 5.1, by Theorem 1B:3.1, it is sufficient to prove Theorem 1C:5.2(i), that is, R2(lN∞ ↪→
LN2,1) ≤ c lm lmN . The whole of this chapter is devoted to proving this result, and for convenience, we restate
it here.
Theorem 0.2. Let x1, x2, . . . , xS ∈ lN∞. Then
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
≥ c−1 1
lm lmN
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
This seems to be difficult to prove, and so as a prelude, we first prove a weaker result.
Theorem 0.3. Let x1, x2, . . . , xS ∈ lN∞. Then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1 1
lm lmN
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
I do not know whether the lm lmN factor of Theorems 0.1 and 0.2 is the best possible. However,
Theorem 0.3 will be superseded in Chapter 2C, where we will replace the lm lmN factor by a
√
lm lmN
factor.
Outline of the Proof of Theorem 0.3
We are concerned with finding lower bounds for the l∞ norm of a random walk. The first thing we do is to
treat the random walk as a process. Much work has already been done on finding lower bounds for suprema
of Gaussian processes, and this is discussed in Chapters 2B and 2C. However, I present my own way of
handling this situation in Section 2, which also deals with Bernoulli processes. There, we reduce the problem
to finding the expectation of suprema of independent processes.
Then we find formulae for lower bounds of suprema of independent processes. For Gaussian processes,
the problem is easy, and we deal with this in Section 3. The Bernoulli case is more difficult and more
interesting, and amongst other things, requires an interesting result describing the tail of a Bernoulli random
walk. This we deal with in Section 5.
After these, an averaging argument takes over. The Gaussian case is discussed in Section 4. Two
variations of the argument are presented. The first argument is simpler, but the second argument is needed
as it generalizes to the Bernoulli case.
The Bernoulli case, given in Section 6, is a more difficult argument with many technical details.
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1) Notation
For the rest of this chapter, and indeed for Chapters 2B, 2C and 2D, we will work with a fixed x = (x1,
x2, . . . , xS) ∈ (CN )S (here (CN )S denotes the space of S-tuples of N -vectors). We associate with each xs
an ordering permutation pis: [N ]→ [N ], so that we have
‖xs‖2,1 ≈
N∑
n=1
1√
pis(n)
|xs(n)| .
Our main motivating example will be when x is cyclic on a vector a ∈ CN , that is, we have a1 ≥ a2 ≥
. . . ≥ aN ≥ 0, S = N , and
xs(n) = a((s+ n) mod N).
We write Γ(x), or simply Γ (as no confusion can arise) for the Gaussian process ( Γn : n ∈ [N ]) where
Γn =
S∑
s=1
γsxs(n).
Similarly, we write E(x) or E for the Bernoulli process (En : n ∈ [N ]) where
En =
S∑
s=1
εsxs(n).
Thus
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
= E sup
n∈[N ]
|Γn|,
and
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
= E sup
n∈[N ]
|En| .
It will be useful to write θ1, θ2, . . . to denote either γ1, γ2, . . . or ε1, ε2, . . . , and Θ(x) for Γ(x) or E(x).
We will say that the process Θ = (Θn : n ∈ [N ]) is independent if the random variables Θ1, Θ2, . . . ,
ΘN are independent, and that it has size k if |{n ∈ [N ] : Θn 6= 0}| = k.
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2) Reducing to Independent Processes
Our problem is to find a lower bound to E supn∈[N ] |Θn|, where, as stated before, Θn =
∑S
s=1 θsxs(n). This
is a difficult problem as Θ1, Θ2, . . . , ΘN are not necessarily independent. The main result of this section is
to replace Θ1, Θ2, . . . , ΘN by independent random variables.
Theorem 2.1. Let σ1, σ2, . . . , σN be disjoint subsets of [S]. Let Θσ be the process
Θσn =
∑
s∈σn
θsxs(n),
so that Θσ1 , Θ
σ
2 , . . . , Θ
σ
N are independent. Then
E sup
n∈[N ]
|Θn| ≥ 14E sup
n∈[N ]
|Θσn|.
At first sight this result appears to throw away far too much information. However this is not the case,
although it may well account for the lm lmN factor (this will be discussed in Section 2B:1).
Before proving this result, we introduce some notation which will allow us to apply it more easily.
Definition. A system of strips is a N -tuple σ = (σn : n ∈ [N ]) of disjoint subsets of [S]. It is said to be
of size k if exactly k of the subsets σ1, σ2, . . . , σN are non-empty. If σ is a N -tuple of subsets of [S], not
necessarily disjoint, then we say σ is almost a system of strips.
If Θ = (Θn : n ∈ [N ]) is a process with Θn =
∑S
s=1 θsxs(n), then Θ
σ = (Θσn : n ∈ [N ]) is the process
Θσn =
∑
s∈σn θsxs(n).
If x1, x2, . . . , xS ∈ lN∞ and σ ⊆ [S], we write xσ(n) for the vector in CS given by
xσ(n)(s) =
{
xs(n) if s ∈ σ
0 if s 6∈ σ.
For y ∈ (CN )S , and any system of strips σ, we write (with a slight abuse of the usual notation)
suppx ⊆ σ,
if for all n ∈ [N ] and s ∈ [S], we have xs(n) 6= 0 only if s ∈ σn.
Since Theorem 2.1 seemingly throws away so much information, we will have to choose our strips wisely
and make sure that they pick out the larger elements of x1, x2, . . . , xS . First we illustrate this in the case
when x is cyclic on a as follows. For each k ∈ [N ], let σ(k) = (σ1, σ2, . . . , σN ) be the system of strips of size
k given by
σn =
{
[N − n+ 1, N − n+ bN/kc] if bN/kc∣∣n
∅ otherwise.
Then E supn∈[N ] |Θσ(k)n | is the expectation of the supremum of k independent copies of
∣∣∣∑bN/kcs=1 θsa(s)∣∣∣. If
x is not cyclic things are more tricky. The first natural system of strips that one would choose is not a tuple
of disjoint subsets, that is, it is only almost a systems of strips.
Definition. Given ν ∈ [N ](k), so that ν = {n1, n2, . . . , nk} with 1 ≤ n1 < n2 < . . . < nk ≤ N , we define
σ′(ν) = (σ′1, σ
′
2, . . . , σ
′
N ) to be
σ′n =
{
{ s ∈ [S] : pis(n) ≤ bN/kc} if n ∈ ν
∅ otherwise.
Thus σ′(ν) is almost a system of strips.
The required system of strips is given by the following definition.
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Definition. Given ν ∈ [N ](k), we define the system of strips σ(ν) = (σ1, σ2, . . . , σN ) by
σn(ν) = σ′n(ν) \
⋃
n′ 6=n
σ′n′(ν).
These systems of strips will be referred to as the standard systems of strips. The following result shows
that the standard systems of strips inherit many of the properties of the σ′(ν).
Proposition 2.2. Let s ∈ [S], n ∈ [N ] and k ∈ [N/3]. Then∣∣∣{ ν ∈ [N ](k) : s ∈ σn(ν)}∣∣∣ ≥ c−1 ∣∣∣{ ν ∈ [N ](k) : s ∈ σ′n(ν)}∣∣∣ .
and ∣∣∣{ ν ∈ [N ](k) : s ∈ σ′n(ν)}∣∣∣ = { kN ∣∣[N ](k)∣∣ if pis(n) ≤ bN/kc0 otherwise.
Proof: The second equation is easy, for we have that∣∣∣{ ν ∈ [N ](k) : n ∈ ν}∣∣∣ = k
N
∣∣[N ](k)∣∣,
and that if n ∈ ν, then s ∈ σ′n(ν) if and only if pis(n) ≤ bN/kc.
So let us derive the first equation. We suppose that pin(s) ≤ bN/kc (otherwise it is clearly true). We are
interested in showing that the proportion of those ν ∈ [N ](k) with n ∈ ν that are such that pis(n′) > bN/kc
for n′ ∈ ν \ {n}, is bounded by a universal constant. In calculating this quantity, we may assume without
loss of generality that n = 1 and pis = Id[N ]. Then we are finding what proportion of ν′ ∈ [2, N ](k−1) have
ν′ ∩ [1, bN/kc] = ∅.
For k = 1 this is 1. Otherwise, it is
(N − bN/kc)(N − bN/kc − 1) · · · (N − bN/kc − k + 2)
(N − 1)(N − 2) · · · (N − k + 1) .
Remembering that k ≤ N/3, we see that this is greater than
(N −N/k)(N −N/k − 1) · · · (N −N/k − k + 2)
(N − 1)(N − 2) · · · (N − k + 1)
=
(N −N/k)
(N − k + 1)
(
1− N
(N − 1)k
)(
1− N
(N − 2)k
)
· · ·
(
1− N
(N − k + 2)k
)
≥
1
2N
N
(
1− 3
2
1
k
)k−1
≥ c−1,
as desired.
Now we prove Theorem 2.1. What follows is well known, and combines a lemma of P. Le´vy with the so
called reflection principle.
Lemma 2.3. Let v1, v2, . . ., vS be independent symmetric random variables taking values in a Banach space
X. Define the quantities
U =
∥∥∥∥∥
S∑
s=1
vs
∥∥∥∥∥ ,
V = sup
S′∈[S]
∥∥∥∥∥∥
S′∑
s=1
vs
∥∥∥∥∥∥ ,
W = sup
1≤S1≤S2≤S
∥∥∥∥∥
S2∑
s=S1
vs
∥∥∥∥∥ .
Then we have the following inequalities for all r > 0:
i) Pr(U > r) ≥ 12 Pr(V > r);
ii) 2V ≥W.
Proof of i): See [Ka, Ch.2, Lem.1].
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Proof of ii): This follows as ∥∥∥∥∥
S2∑
s=S1
vi
∥∥∥∥∥ ≤
∥∥∥∥∥
S1−1∑
s=1
vi
∥∥∥∥∥+
∥∥∥∥∥
S2∑
s=1
vi
∥∥∥∥∥ ≤ 2V.
Proposition 2.4. Let σ be a system of strips. Then for all r > 0 we have
Pr
(
sup
n∈[N ]
|Θn| ≥ r
)
≥ 12 Pr
(
sup
n∈[N ]
|Θσn| ≥ 12r
)
.
Proof: Without loss of generality we may assume that σn = [Sn, S′n] for t ≤ k, where 1 ≤ S1 ≤ S′1 < S2 ≤
S′2 < . . . < Sk ≤ S′k ≤ S is a sequence of integers, and that σn = ∅ for t > k. Then
sup
n∈[N ]
∣∣∣∣∣∑
s∈σn
θsxs(n)
∣∣∣∣∣ ≤ supn∈[N ]
∥∥∥∥∥∑
s∈σn
θsxs
∥∥∥∥∥
∞
≤ sup
1≤S1≤S2≤N
∥∥∥∥∥
S2∑
s=S1
θsxs
∥∥∥∥∥
∞
and the result follows immediately from Lemma 2.3.
Proof of Theorem 2.1: This follows straight away from Proposition 2.4.
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3) Independent Gaussian Processes
The main result of this section is easy to prove.
Proposition 3.1. Let Γ = (Γn : n ∈ [N ]) be an independent Gaussian process of size at most k such that
Γn has standard deviation an. Then for 1 ≤ p <∞ we have
E sup
n∈[N ]
|Γn| ≥ c−1 1√
p
√
lm k
k
1
p
∥∥(an)n∈[N ]∥∥p .
The proof of this theorem falls into two easy parts.
Proposition 3.2. Let Γ = (Γn : n ∈ [N ]) be an independent Gaussian process such that Γn has standard
deviation an. Then
E sup
n∈[N ]
|Γn| ≥ c−1
∥∥(an)n∈[N ]∥∥em(T 2) .
To prove this, we require the following lemma.
Lemma 3.3. Given C1 > 0, there is a C2 < ∞ such that for all 0 ≤ x1, x2 . . . , xN ≤ 1 we have that if∏N
n=1(1− xn) ≥ C1, then
∑N
n=1 xn ≤ C2.
Proof: This follows by ‘A’-level calculus.
Proof of Proposition 3.2: This is essentially a finite version of the second Borel–Cantelli Lemma.
Suppose that E supn∈[N ] |Γn| ≤ 1. Then Pr(supn∈[N ] |Γn| ≥ 2) ≤ 12 , that is,
N∏
n=1
(1− Pr(|Γn| ≥ 2)) ≥ 12 .
By Proposition 1C:1.1, this implies that
N∏
n=1
(
1− e−c−1/a2n
)
≥ c−1,
and by Lemma 3.3, this implies that
N∑
n=1
e−c
−1/a2n ≤ c.
From this, we deduce
N∑
n=1
em(c−1a2n) < 1,
that is,
∥∥(an)n∈[N ]∥∥em(T 2) ≤ c.
Proposition 3.4. If a ∈ Ck, then
‖a‖em(T 2) ≥ c−1
1√
p
√
lm k
k
1
p
‖a‖p .
Proof: This follows from Proposition 1A:2.3(ii), and the fact that for 1 ≤ t ≤ k we have
√
lm t ≥ c−1 1√
p
√
lm k
k
1
p
t
1
p .
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We also have a converse to Proposition 3.2.
Proposition 3.5. Let Γ = (Γn : n ∈ [N ]) be a Gaussian process such that Γn has standard deviation an.
Then
E sup
n∈[N ]
|Γn| ≤ c
∥∥(an)n∈[N ]∥∥em(T 2) .
Proof: This is somewhat like the proof of the first Borel–Cantelli lemma.
Suppose that
∥∥(an)n∈[N ]∥∥em(T 2) ≤ 1, that is
N∑
n=1
e−1/a
2
n ≤ e−1.
Then, by Proposition 1C:1.1, we have
Pr
(
sup
n∈[N ]
|Γn| ≥ 1
)
≤
N∑
n=1
Pr
(|Γn| ≥ 1) ≤ c.
By Corollary 1C:1.5c, it follows that E supn∈[N ] |Γn| ≤ c.
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4) The Averaging Argument in the Gaussian Case
In this section, we establish Theorem 0.3. We give two arguments, both of them based on taking suitable
averages.
4.1) The Cyclic Case
First of all we give the argument for when x is cyclic. This will illustrate many of the techniques that we
shall use.
Proposition 4.1. Suppose that x is cyclic on a. Then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1 1
lm lmN
‖a‖2,1 .
We split the proof of this proposition up into a series of smaller results. The purpose of this is not
to make it easier to understand, but rather to illustrate some of the main steps that will be used in future
proofs.
Proposition 4.2. Suppose that x is cyclic on a. Then there is a k ∈ [N/3] such that
√
lm k
∥∥∥a∣∣[N/k]∥∥∥2 ≥ c−1 1lm lmN ‖a‖2,1 .
Proposition 4.3. Suppose that x is cyclic on a. Then there is a k ∈ [N/3] such that
√
lm k
∥∥∥a∣∣[N/k]∥∥∥2 ≥ c−1 1√lm lmN√N ‖a‖LNT2 lmT,2 .
Proposition 4.4. Suppose that x is cyclic on a. Let Wk =
1
k lm k
. Then
N/3∑
k=1
Wk lm k
∥∥∥a∣∣[N/k]∥∥∥22
 12 ≥ c−1√N ‖a‖LN
T2 lmT,2
.
Proposition 4.5. Let a ∈ CN . Then
‖a‖LN
T2 lmT,2
≥ c−1 1√
lm lmN
‖a‖LN2,1 .
Proof of Proposition 4.5: By Proposition 1A:2.6(ii), we have
‖a‖LN
T2 lmT,2
≈ 1√
N
(
N∑
n=1
lm(N/pi(n)) |a(n)|2
) 1
2
,
where pi is an ordering permutation for a, and by the Cauchy–Schwartz inequality, we have
‖a‖LN2,1 ≈
1√
N
N∑
n=1
1√
pi(n)
|a(n)|
≤ 1√
N
(
N∑
n=1
1
pi(n) lm(N/pi(n))
) 1
2
(
N∑
n=1
lm(N/pi(n)) |a(n)|2
) 1
2
≈ c−1
√
lm lmN ‖a‖LN
T2 lmT,2
.
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Proof of Proposition 4.4:
N/3∑
k=1
Wk lm k
∥∥∥a∣∣
[N/k]
∥∥∥2
2
=
N/3∑
k=1
1
k
N/k∑
n=1
|a(n)|2
≈
N∑
n=1
N/n∑
k=1
1
k
|a(n)|2
≈
N∑
n=1
lm(N/n) |a(n)|2
≈
√
N ‖a‖LN
T2 lmT,2
.
Proof of Proposition 4.3: It is easy to see that
N/3∑
k=1
Wk ≈ lm lmN,
and hence
sup
k∈[N/3]
√
lm k
∥∥∥a∣∣[N/k]∥∥∥2 ≥ c−1 1√lm lmN
N/3∑
k=1
Wk lm k
∥∥∥a∣∣[N/k]∥∥∥22
 12 .
Now apply Proposition 4.4.
Proof of Proposition 4.2: This follows straight away from Propositions 4.3 and 4.5.
Proof of Proposition 4.1: Let σ(k) be the system of strips defined in Section 2. By Theorem 2.1, we have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ 14E sup
n∈[N ]
|Γσ(k)n (x)|.
By Proposition 3.1, the right hand side of this dominates
c−1
√
lm k
(
1
k
N∑
n=1
∥∥xσn(k)(n)∥∥22
) 1
2
≥ c−1
√
lm k
∥∥∥a∣∣
[N/k]
∥∥∥
2
.
Finally, the result follows from Proposition 4.2.
The choice of the weighting Wk seems somewhat arbitary, but it is going to be fundamental to the rest
of this chapter. In Chapter 2B we will show how it occurs naturally as a consequence of Fernique’s Theorem.
We will also consider the effect of other weightings.
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4.2) The L2 Averaging Argument
Now we prove Theorem 0.3 when x is not cyclic. First note that, by Proposition 4.5, it is sufficient to prove
the following.
Proposition 4.6. We have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1 1√
lm lmN
(
S∑
s=1
‖xs‖LN
T2 lmT,2
) 1
2
.
Proof: If ν ∈ [N ](k), then by Theorem 2.1. we have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ 14E sup
n∈[N ]
|Γσ(ν)n (x)|,
and by Proposition 3.1, this is greater than
c−1
√
lm k
(
1
k
N∑
n=1
‖xσn(n)‖22
) 1
2
.
Now we take a L2 average over all standard collections of strips of size k, and deduce
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1
 1∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
lm k
k
N∑
n=1
‖xσn(n)‖22
 12 ,
which is easily seen to be
= c−1
(
lm k
k
S∑
s=1
N∑
n=1
|xs(n)|2
∣∣{ ν ∈ [N ](k) : s ∈ σn(ν)}∣∣∣∣[N ](k)∣∣
) 1
2
,
which by Proposition 2.2
≥ c−1
 lm k
N
N∑
n=1
∑
{s:pis(n)≤N/k}
|xs(n)|2
 12 .
Now we take the L2 average over all k ∈ [N/3] with the weighting Wk = 1
k lm k
, remembering that∑N/3
k=1Wk ≈ lm lmN , and derive the following.
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1
 1
lm lmN
N/3∑
k=1
1
Nk
N∑
n=1
∑
{s:pis(n)≤N/k}
|xs(n)|2
 12
≈ c−1 1√
lm lmN
 N∑
n=1
1
N
S∑
s=1
N/pis(n)∑
k=1
1
k
|xs(n)|2
 12
≈ c−1 1√
lm lmN
(
N∑
n=1
1
N
S∑
s=1
lm(N/pis(n)) |xs(n)|2
) 1
2
≈ 1√
lm lmN
(
N∑
n=1
‖xs‖LN
T2 lmT,2
) 1
2
,
as desired.
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4.3) The Duality Argument
Here we give a different proof of Theorem 0.3. It can be presented as an averaging argument, where the
average over k is an L1 average, or as a duality argument. The arguments involve a parameter β, but this
can be chosen arbitarily as long as it is some number greater than 12 . Throughout, Wk will be the weighting
equal to
1
k lm k
.
As before, we first illustrate the argument in the cyclic case.
Proposition 4.7. Let x be cyclic on a. Then
N/3∑
k=1
WkE sup
n∈[N ]
|Γσ(k)n (x)| ≥ c−1 ‖a‖2,1 .
Proof: As before,
E sup
n∈[N ]
|Γσ(k)n (x)| ≥ c−1
√
lm k
∥∥∥a∣∣
[N/k]
∥∥∥
2
.
Now, let
wk(n) =

1√
n
(
lm k
lm(N/n)
)β
if n ≤ N/k
0 otherwise
so that
∥∥wk∥∥
2
≤ c
(
1 ∨ 1√
2β−1
)√
lm k for β > 12 . Then by the Cauchy–Schwartz inequality we have
√
lm k
∥∥∥a∣∣[N/k]∥∥∥2 ≥ c−1(1 ∧√2β − 1)
N∑
n=1
wk(n)a(n).
Hence
N/3∑
k=1
WkE sup
n∈[N ]
|Γσ(k)n (x)| ≥ c−1(1 ∧
√
2β − 1)
N/3∑
k=1
1
k lm k
N/k∑
n=1
wk(n)a(n)
= c−1(1 ∧
√
2β − 1)
N∑
n=1
1√
n
(lm(N/n))−β
N/n∑
k=1
1
k
(lm k)β−1
≥ c−1 1 ∧
√
2β − 1
β
‖a‖2,1 .
If we choose β = 1, say, the result follows.
Now we give the argument for the non-cyclic case. However, by rewriting the argument in a dual
formulation, we concentrate on the choice of weightings.
Proposition 4.8. Let ‖·‖Γ be a norm on (CN )S defined by
‖x‖Γ = sup
k∈[N/3]
sup
ν∈[N ](k)
√
lm k
(
1
k
N∑
n=1
∥∥xσn(ν)(n)∥∥22
) 1
2
,
and let ‖·‖∗Γ be its dual norm with respect to the duality
〈w, x〉 =
S∑
s=1
N∑
n=1
ws(n)xs(n).
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Then
‖w‖∗Γ = inf

N/3∑
k=1
∑
ν∈[N ](k)
k√
lm k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥22
) 1
2
 ,
where the infimum is over the set{
(wν ∈ (CN )S)ν∈[N ](k),k∈[N/3] : suppwν ⊆ σ(ν),
∑
ν
wν ≥ w
}
.
Proof: Let Z be the space {(xν ∈ (CN )S)ν∈[N ](k),k∈[N/3]} with norm
‖(xν)‖Z = sup
k∈[N/3]
sup
ν∈[N ](k)
√
lm k
k
(
N∑
n=1
∥∥∥xνσn(ν)(n)∥∥∥22
) 1
2
.
Then ((CN )S , ‖·‖Γ) embeds isometrically into Z via the diagonal map I:x 7→ (x)ν . The dual of I is the map
I∗:Z∗ → ((CN )S , ‖·‖∗Γ)
(wν)ν 7→
∑
ν
wν ,
where the induced quotient map I∗:Z∗/ ker(I∗)→ ((CN )S , ‖·‖∗Γ) is an isometry. But
‖(wν)‖∗Z =
N/3∑
k=1
∑
ν∈[N ](k)
√
k
lm k
(∥∥∥wνσn(ν)(n)∥∥∥22
) 1
2
,
and the result follows.
Now, if w ∈ (CN )S is given by
ws(n) = sign(xs(n))
1√
pis(n)
us, (4.1)
where us = ‖xs‖2,1
/(∑S
s=1 ‖xs‖22,1
) 1
2
, then it is easy to see that
(
S∑
s=1
‖xs‖22,1
) 1
2
≈
S∑
s=1
N∑
n=1
ws(n)xs(n). (4.2)
Now Theorem 2.1 can be stated as follows: for all x ∈ (CN )S we have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1 ‖x‖Γ .
Hence it is sufficient to show that
‖x‖Γ ≥ c−1
1
lm lmN
1√
N
(
S∑
s=1
‖xs‖22,1
) 1
2
.
But then, by Proposition 4.8 and equation (4.2), it is sufficient to prove the following proposition, to whose
proof we devote the rest of this section.
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Proposition 4.9. If w ∈ (CN )S is the vector given by (4.1), then
‖w‖∗Γ ≤ c
√
N lm lmN.
Proof: We first note that it is sufficient to prove this in the case that w ≥ 0. The proof now proceeds by
choosing a suitable sequence (wν) and checking that it has the correct properties.
For ν ∈ [N ](k), we let
wνs (n) =
ws(n)Wk
1
k
N
∣∣[N ](k)∣∣
(
lm k
lm(N/pis(n))
)β
if s ∈ σn(ν)
0 otherwise.
We need to show
i)
∑
ν
wν ≥ c−1w,
and
ii)
N/3∑
k=1
∑
ν∈[N ](k)
k√
lm k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥22
) 1
2
≤ c
√
N lm lmN.
To show (i) we note that
N/3∑
k=1
∑
ν∈[N ](k)
wνs (n)
= ws(n)
N/3∑
k=1
Wk
1
k
N
∣∣[N ](k)∣∣
(
lm k
lm(N/pis(n))
)β ∣∣∣{ ν ∈ [N ](k) : s ∈ σn(ν)}∣∣∣
≥ ws(n)
N/pis(n)∑
k=1
Wk
(
lm k
lm(N/pis(n))
)β
= ws(n)(lm(N/pis(n)))−β
N/pis(n)∑
k=1
1
k
(lm k)β−1
≈ 1βws(n).
To show (ii) we have the following chain of inequalities. The quantity
N/3∑
k=1
∑
ν∈[N ](k)
k√
lm k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥22
) 1
2
is, by the Cauchy–Schwartz inequality, less than
N/3∑
k=1
k√
lm k
∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥22
 12
=
N/3∑
k=1
k√
lm k
(∣∣[N ](k)∣∣ S∑
s=1
[
1
k
N∑
n=1
ws(n)2W 2k ×
1(
k
N
∣∣[N ](k)∣∣)2
(
lm k
lm(N/pis(n))
)2β ∣∣∣{ ν ∈ [N ](k) : s ∈ σn(ν)}∣∣∣])
1
2
.
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This, by Proposition 2.2, (and collecting terms) is approximately equal to
√
N
N/3∑
k=1
Wk
1√
lm k
 S∑
s=1
u2s
N∑
n=1
pis(n)≤N/k
1
pis(n)
(
lm k
lm(N/pis(n))
)2β
1
2
.
Now
∑S
s=1 u
2
s = 1, and hence the above is equal to
√
N
N/3∑
k=1
Wk
1√
lm k
N/k∑
n=1
1
n
(
lm k
lm(N/n)
)2β 12
which is approximately less than
(
1 ∨ 1√
2β−1
)√
N lm lmN .
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5) Independent Bernoulli Processes
We now turn our attention to Bernoulli processes, first dealing with the independent case. In contrast to
the Gaussian case, this problem is rather difficult. Firstly we are required to know something about the
tail of the distribution of a Bernoulli random walk. Secondly, the formula so obtained does not fit into an
argument like that given for Proposition 3.2, and a new approach is needed.
5.1) The Tail of the Distribution of a Bernoulli Random Walk
Here we are concerned with finding lower bounds for
Pr
(∣∣∣∣∣
S∑
s=1
εsa(s)
∣∣∣∣∣ ≥ r
)
where a ∈ CS and r > 0. To simplify things, we note that it is sufficient to consider Pr
(∑S
s=1 εsa(s) ≥ r
)
when a ∈ RS , for we have the following result.
Proposition 5.1. (See [Ka Ch.2 §6].) Let a ∈ CS , and r > 0. Then
c−1 Pr
(
S∑
s=1
εs|a(s)| ≥ cr
)
≤ Pr
(∣∣∣∣∣
S∑
s=1
εsa(s)
∣∣∣∣∣ ≥ r
)
≤ cPr
(
S∑
s=1
εs|a(s)| ≥ c−1r
)
.
Furthermore, to save writing, we write Ea for the random variable
∑S
s=1 εsa(s).
First, we consider upper bounds. We have, by Proposition 1C:1.2(i), that
Pr(Ea ≥ t ‖a‖2) ≤ ce−c
−1t2 . (5.1)
However, this cannot provide the lower bound, because we also have
Pr(Ea > ‖a‖1) = 0. (5.2)
Finding conditions on a for which (5.1) has a reverse inequality has received a great deal of attention (see,
for example [Ch Ch.7]). However we take a different approach.
If we combine equations (5.1) and (5.2), we see that whenever a = a′ + a′′, we have
Pr(Ea > ‖a‖1 + t ‖a‖2) ≤ ce−c
−1t2 .
Hence
Pr(Ea > K(a, t, ‖·‖1 , ‖·‖2)) ≤ ce−c
−1t2 ,
where K(·, t, ‖·‖1 , ‖·‖2) is the interpolation norm given in Section 1A:2.5. The surprising fact is that this
is the best result.
Theorem 5.2. If a ∈ RS and t > 0, then
Pr(Ea ≥ K(a, t, ‖·‖1 , ‖·‖2)) ≥ c−1e−ct
2
.
Lemma 5.3. (Paley–Zygmund, see [Ka Ch.3 Thm.3].) If a ∈ RS , then
Pr(Ea ≥ 12 ‖a‖2) ≥ 332 .
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Proof of Theorem 5.2: First note that it is sufficient to prove this theorem when t is a perfect square, say
t =M2. By Proposition 1A:2.9, we need only show
Pr(Ea ≥ c−1 ‖a‖P1,2(M)) ≥ e−cM ,
where ‖·‖P1,2(M) is the (1, 2)-M -partition norm described in Section 1A:2.5. But if β1, β2, . . . , βM is a
M -partition of [S] such that
‖a‖P1,2(M) =
M∑
m=1
∥∥∥a∣∣βm∥∥∥2 ,
then by Lemma 5.3, we have
Pr(Ea ≥ 12 ‖a‖P1,2(M)) ≥
M∏
m=1
Pr
(
E
a
∣∣
βm
≥ 12
∥∥∥a∣∣βm∥∥∥2
)
≥ ( 332)M .
5.2) Suprema of Independent Bernoulli Processes
Here we prove the Bernoulli analogue of Proposition 3.1.
Theorem 5.4. Let E = (En : n ∈ [N ]) be an independent Bernoulli process of size k, where En = Ean for
some an ∈ CS . Then for 1 ≤ p <∞ we have(
E sup
n∈[N ]
|En|p
) 1
p
≥ c−1 1√
p
1
k
1
p
∥∥∥(K(an,√lm k, ‖·‖1 , ‖·‖2))Nn=1∥∥∥p .
(Note that by Corollary 1C:1.5b we have
E sup
n∈[N ]
|En| ≥ c−1 1√
p
(
E sup
n∈[N ]
|En|p
) 1
p
for any 1 ≤ p <∞.)
What is this result saying? If we let Kn = K(an,
√
lm k, ‖·‖1 , ‖·‖2), so that Pr(En ≥ c−1Kn) ≥ c−1 1k ,
then this result says that the expected supremum of the Ens dominates the Lp average of the Kns. Now
this is not obvious. It is obvious that the expected supremum is greater than the median of the non-zero
Kns. For if we rearrange the ans so that the non-zero Kns are arranged 0 < K1 ≤ K2 ≤ . . . ≤ Kk, then we
see that
Pr
(
sup
n∈[N ]
|En| ≥ c−1Kk/2
)
≥ Pr
(
sup
k∈[k/2,k]
|En| ≥ c−1Kk/2
)
= 1−
k∏
k=k/2
(
1− Pr(|En| ≥ c−1Kk/2)
)
≥ 1−
(
1− c−1 1
k
)k/2
≥ c−1.
However, there is no reason why the median, Kk/2, should come anywhere near the desired Lp average.
But we can do better than this. We can show that the expected supremum is larger than the upper
1√
k
-tile, that is, Kk−√k. This is because lm k ≈ lm
√
k, and hence Pr(En ≥ c−1Kn) ≥ c−1 1√k . Therefore,
following the same argument as above, we have
Pr
(
sup
n∈[N ]
|En| ≥ c−1Kk−√k
)
≥ 1−
(
1− c−1 1√
k
)√k
≥ c−1.
This turns out to be sufficient, as we now show. To make the argument clearer, we abstract Theorem 5.4
into the following result.
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Theorem 5.5. Let Θ1, Θ2, . . . , Θk be independent random variables,M1,M2, . . . , Mk, K1, K2, . . . , Kk ≥ 0
and 1 ≤ p <∞. Suppose we have the following for each n ∈ [k]:
i) Pr(|Θn| > Kn) ≥ c−1 1√
k
,
ii) E(|Θn|p) 1p ≥ c−1Mn,
iii) Kn ≤ c
√
lm kMn.
Then (
E sup
n∈[N ]
|Θn|p)
) 1
p
≥ c−1 1√
p
∥∥(Kn)kn=1∥∥Lkp .
Proof: Suppose, first, that K1 ≤ K2 ≤ . . . ≤ Kk. From the above arguments we see that if Kpk−√k ≥
1
2
∥∥(Kn)kn=1∥∥pLkp , then we are done. Furthermore the theorem is easy to prove when k < 16. So let us assume
that none of these hold.
First we show that ∥∥∥(Kn)kn=k−√k∥∥∥pLkp ≥ 14 ∥∥(Kn)kn=1∥∥pLkp .
For, we have
1
k −√k
k−√k∑
n=1
Kpn ≤
1
2k
k∑
n=1
Kpn,
which implies
1
k −√k
k∑
n=k−√k
Kpn ≥
(
1
k −√k −
1
2k
) k∑
n=1
Kpn,
which, as k ≥ 16, gives the result.
So to prove the theorem, we see that
E sup
n∈[N ]
|Θn|p ≥ E
 1√
k
k∑
n=k−√k
|Θn|p

≥ c−p 1√
k
k∑
n=k−√k
Mpn
≥ c−p 1√
k(lm k)
p
2
k∑
n=k−√k
Kpn
≥ c−p
√
k
(lm k)
p
2
1
k
k∑
n=1
Kpn.
Since √
k
(lm k)
p
2
≥ 1
(cp)
p
2
for all k ≥ 1,
the result follows.
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6) The Averaging Argument in the Bernoulli Case
Here we prove Theorem 0.2. The arguments here take up the process we followed in Section 4.3. Once
again, we first illustrate the argument in the cyclic case. However the non-cyclic case contains many more
difficulties, which we elaborate on later.
As in Section 4.3, we work with a parameter β, which will be a number, usually greater than 12 (we
will indicate at what point this limitation is necessary). To save much writing, as in Section 1A:1.1, we will
write cβ to denote the phrase ‘a continuous function of β ∈ ( 12 ,∞), taking positive real values’.
The cyclic case is as follows.
Proposition 6.1. Let x be cyclic on a. If Wk is the weighting equal to
1
k lm k
then
N/3∑
k=1
WkE sup
n∈[N ]
|Eσ(k)n (x)| ≥ c−1 ‖a‖2,1 .
Proof: By Theorem 5.2, we have
E sup
n∈[N ]
|Eσ(k)n (x)| ≥ c−1K(a
∣∣
[N/k]
,
√
lm k, ‖·‖1 , ‖·‖2).
Now we use the duality given in Proposition 1A:2.8. Let
wk(n) =

1√
n
(
lm k
lm(N/n)
)β
for n ≤ N/k
0 otherwise.
Then J
(
wk, 1√
lm k
, ‖·‖∞ , ‖·‖2
) ≤ c(1 ∨√2β − 1) for β > 12 . So
K
(
a
∣∣
[N/k]
,
√
lm k, ‖·‖1 , ‖·‖2
) ≥ c−1β N∑
n=1
wk(n)a(n).
Now the argument proceeds as in the proof of Proposition 4.7.
In the non-cyclic case, we use a duality argument as in Section 4.3. However, whereas in Section 4.3 we
use Proposition 3.1 with p = 2, here we need to use Theorem 5.4 with p > 2 (we will indicate when this is
needed). So for the rest of Section 6, we fix p = 3, and p′ = 32 so that
1
p +
1
p′ = 1.
Proposition 6.2. Let ‖·‖E be a norm on (CN )S defined by
‖x‖E = sup
k∈[N/3]
sup
ν∈[N ](k)
(
1
k
N∑
n=1
K(xσn(ν)(n),
√
lm k, ‖·‖1 , ‖·‖2)p
) 1
p
,
and let ‖·‖∗E be its dual norm with respect to the duality
〈w, x〉 =
S∑
s=1
N∑
n=1
ws(n)xs(n).
Then
‖w‖∗E = inf

N/3∑
k=1
∑
ν∈[N ](k)
k
(
1
k
N∑
n=1
J(wνσn(ν)(n),
1√
lm k
, ‖·‖∞ , ‖·‖2)p
′
) 1
p′
 ,
where the infimum is over the set{
(wν ∈ (CN )S)ν∈[N ](k),k∈[N/3] : suppwν ⊆ σ(ν),
∑
ν
wν ≥ w
}
.
Proof: As Proposition 4.8.
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As in Section 4.2, we let w ∈ (CN )S be given by
ws(n) = sign(xs(n))
1√
pis(n)
us, (6.1)
where u2 = ‖xs‖2,1
/(∑S
s=1 ‖xs‖22,1
) 1
2
, and note that it is sufficient to prove the following.
Proposition 6.3. If w ∈ (CN )S is the vector given by (6.1), then
‖w‖∗E ≤ c
√
N lm lmN.
6.1) The Proof of Proposition 6.3
This proof is long and involved, and so it is split up into several steps. It is presented roughly in the order
in which I thought of it, that is, as a sequence of attempts to prove the result, each successive attempt being
more refined than the previous attempt, until eventually the result is established. At the end, I shall recap
briefly, indicating where the main thread of the ‘correct’ argument may be found.
The main motivating example will be when all the xss have the same L2,1 norm, that is, when u1 =
u2 = . . . = uS = 1√S . These examples will be presented in ‘preludes to steps’. Thus, for example, Step 5 will
be illustrated with this example in Prelude to Step 5.
Step 1: Setting the Scene
Since ‖·‖E is a lattice norm, we may assume that w ≥ 0. We are required to find a sequence (wν) that
satisfies the required properties:
i)
∑
ν
wν ≥ c−1w,
and
ii)
N/3∑
k=1
∑
ν∈[N ](k)
k
(
1
k
N∑
n=1
J(wνσn(ν)(n),
1√
lm k
, ‖·‖∞ , ‖·‖2)p
′
) 1
p′
≤ c
√
N lm lmN.
It is easy to see that showing (ii) is equivalent to showing both of
ii′)
N/3∑
k=1
∑
ν∈[N ](k)
k√
lm k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′2
) 1
p′
≤ c
√
N lm lmN,
and
ii′′)
N/3∑
k=1
∑
ν∈[N ](k)
k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′∞
) 1
p′
≤ c
√
N lm lmN.
Step 2: The First Guess at (wν)
For the rest of this section, we set Wk =
1
k lm k
(so that
∑N/3
k=1Wk ≈ lm lmN). Let us first consider the wν
considered in Section 4, that is, let
w(k)s (n) = ws(n)Wk
1
k
N
∣∣[N ](k)∣∣
(
lm k
lm(N/pis(n))
)β
,
and for ν ∈ [N ](k), let
wνs (n) =
w
(k)
s (n) if s ∈ σn(ν)
0 otherwise.
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Step 3: Establishing Conditions (i) and (ii′)
Condition (i) holds, exactly as in the proof of Proposition 4.9. To show (ii′), we note that the quantity(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′2
) 1
p′
is a Lp′ average (because only at most k of the terms
∥∥∥wνσn(ν)(n)∥∥∥2 are non-zero), and hence, by Ho¨lder’s
inequality, it dominates (
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥22
) 1
2
.
Hence condition (ii′) also holds as in the proof of Proposition 4.9.
Step 4: Setting the Scene for Condition (ii′′)
Condition (ii′′) is quite different. We have the following chain of inequalities. The quantity
N/3∑
k=1
∑
ν∈[N ](k)
k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′∞
) 1
p′
is, by Ho¨lder’s inequality, less than
N/3∑
k=1
k
∣∣[N ](k)∣∣
 1∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′∞
 1p′ .
With a bit of thought, we see that this is at most
N/3∑
k=1
k
∣∣[N ](k)∣∣( 1
N
N∑
n=1
∥∥∥w(k)ρn,k(n)∥∥∥p′∞
) 1
p′
, (6.2)
where ρn,k =
⋃
ν∈[N ](k) σn(ν). This, in turn, is dominated by
N/3∑
k=1
k
∣∣[N ](k)∣∣( 1
N
N∑
n=1
(
w(k)sn,k(n)
)p′) 1p′
for some sn,k ∈ ρn,k. This is the same as
N
1
p
N/3∑
k=1
Wk
 N∑
n=1
(
usn,k
1√
pisn,k(n)
(
lm k
lm(N/pisn,k(n))
)β)p′
1
p′
,
and this is less than
N
1
p
N/3∑
k=1
WkM
1
p′
k , (6.3)
where Mk is the sum of the N largest elements of(us 1√
n
(
lm k
lm(N/n)
)β)p′
: 1 ≤ s ≤ S, 1 ≤ n ≤ N
 .
So in considering condition (ii′′), we will concentrate on the quantity (6.3).
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Prelude to Step 5: Attempting to Establish Condition (ii′′)
So consider the case when u1 = u2 = . . . = uS = 1√S . For sufficiently large n (depending only on β), the
quantity
√
n(lm(N/n))β increases as n increases. Thus it is easy to see that Mk is dominated by
cβ S
N/S∑
n=1
(
1√
S
1√
n
(
lm k
lm(N/n)
)β)p′
(6.4)
≤ cβN1−
p′
2
(
lm k
lmS
)βp′
.
Hence, the right hand side of (ii′′) is dominated by
cβ
√
N
(
lmN
lmS
)β
.
Remembering that we insist that β > 12 (for (ii
′) to work), we see that, unless S is large (a power of N), we
do not get the desired result.
We also have our first indication that we require p > 2. For if we had p = 2, then (6.4) would be
dominated only by
cβ
(lm k)2β
(lmS)2β−1
,
and so the right hand side of (ii′′) would be dominated by
cβ
√
N
(lmN)β
(lmS)β−1
.
Even if S were a power of N , this would be too big by a factor
√
lmN .
Step 5: Attempting to Establish Condition (ii′′)
The above suggests that if sups∈[S] us is small, then we should get something reasonable. This is the case,
as the following result shows.
Lemma 6.4. Let M be the sum of the N largest elements of the set(us 1√
n
(
lm k
lm(N/n)
)β)p′
: 1 ≤ s ≤ S, 1 ≤ n ≤ N
 ,
where u1, u2, . . . , uS ≥ 0 with
∑S
s=1 u
2
s = 1. If sups∈[S] us ≤ 1√K then
M ≤ cN1− p
′
2
(
lm k
lmK
)βp′
.
Proof: First note that
√
n (lm(N/n))β increases with n, for n large enough (depending on β). Therefore M
must have the form given by
M = (lm k)βp
′
S∑
s=1
up
′
s f(ds),
where
f(d) =
d∑
n=1
(
1
√
n
(
lm(N/n)
)β
)p′
≤ cβ d
1− p′2
(lm(N/d))βp′
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and d1, d2, . . ., dS are non-negative integers such that
∑S
s=1 ds = N . (If we had p = 2, the last line
would only be cβ 1(lm(N/d))2β−1 , which would lose a factor
√
lmK in the final result.) Also notice that, as
f is approximately equal to a sum of a decreasing sequence, it must be approximately equal to a concave
function (here the constants of approximation depend on β only).
From the duality described in Proposition 1A:2.8 we have
S∑
s=1
up
′
s f(ds) ≤ J
(
(up
′
s ),K
p′
2 , ‖·‖ 2
p′
, ‖·‖∞
)
·K
(
(f(ds)),K−
p′
2 , ‖·‖r , ‖·‖1
)
,
where 1r +
p′
2 = 1. The first term is easy, as the hypotheses of the lemma say
J
(
(up
′
s ),K
p′
2 , ‖·‖ 2
p′
, ‖·‖∞
)
≤ 1.
For the second term, suppose without loss of generality that d1 ≥ d2 ≥ . . . ≥ dS . Then
K
(
(f(ds)),K−
p′
2 , ‖·‖r , ‖·‖1
)
≤ K− p
′
2
∥∥(f(ds))Ks=1∥∥1 + ∥∥(f(ds))Ss=K+1∥∥r .
By Jensen’s inequality we have
∥∥(f(ds))Ks=1∥∥1 ≤ Kf(N/K) ≤ cK p′2 N1− p
′
2
(lmK)βp′
.
Also, a simple argument shows that if s > K then ds ≤ N/K. Hence
∥∥(f(ds))Ss=K+1∥∥rr ≤ cβ S∑
s=K+1
 d1− p′2s
(lm(N/ds))βp
′
r
≤ 1
(lmK)βrp′
S∑
s=1
ds
=
N
(lmK)βrp′
.
The result follows.
So, if sups∈[S] us ≤ 1√K , then
N
1
p
N/3∑
k=1
WkM
1
p
k ≤
√
N
(
lmN
lmK
)β
,
and we have established a weaker form of condition (ii′′). Thus for β > 12 , we have
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
≥ c−1β
(
lm lmN +
(
lmN
lmK
)β)−1( S∑
s=1
‖xs‖2LN2,1
) 1
2
.
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Step 6: Our First Non-trivial Result about Rademacher Cotype
We now have sufficient to obtain our first non-trivial result about the Rademacher cotype of bounded linear
operators from C(K).
Theorem 6.5. Let T be the formal identity lN∞ ↪→ LN2,1. Then for β > 12 , we have
R2(T ) ≤ cβ
(√
lmK lm lmN +
(
lmN
lmK
)β)
.
In particular, if we set K = N (logN)
1/2
, we obtain
R2(T ) ≤ Cδ(lmN) 14+δ,
where Cδ depends on δ > 0 only.
Proof: Let [S] = S1 ∪ S2, where
S1 = { s ∈ [S] : us ≤ 1√
K
},
S2 = { s ∈ [S] : us > 1√
K
}.
From the above, we see that
E
∥∥∥∥∥∑
s∈S1
εsxs
∥∥∥∥∥
∞
≥ c−1β
(
lm lmN +
(
lmN
lmK
)β)−1(∑
s∈S1
‖xs‖2LN2,1
) 1
2
.
Also, by Proposition 1C:4.2(ii) and Theorem 0.3 (and noting that |S2| ≤ K) we have
E
∥∥∥∥∥∑
s∈S2
εsxs
∥∥∥∥∥
∞
≥ c−1 1√
lm |S2|
E
∥∥∥∥∥∑
s∈S2
γsxs
∥∥∥∥∥
∞
≥ c−1 1√
lmK
1
lm lmN
(∑
s∈S2
‖xs‖2LN2,1
) 1
2
.
Now we argue as follows.
E
∥∥∥∥∥
S∑
s=1
εsxs
∥∥∥∥∥
∞
=
1
2
E∥∥∥∥∥∑
s∈S1
εsxs +
∑
s∈S2
εsxs
∥∥∥∥∥
∞
+E
∥∥∥∥∥∑
s∈S1
εsxs −
∑
s∈S2
εsxs
∥∥∥∥∥
∞

≥ 1
2
max
E
∥∥∥∥∥∑
s∈S1
εsxs
∥∥∥∥∥
∞
,E
∥∥∥∥∥∑
s∈S2
εsxs
∥∥∥∥∥
∞

≥ c−1
(√
lmK lm lmN +
(
lmN
lmK
)β)−1
max

(∑
s∈S1
‖xs‖2LN2,1
) 1
2
,
(∑
s∈S2
‖xs‖2LN2,1
) 1
2

≥ c−1
(√
lmK lm lmN +
(
lmN
lmK
)β)−1( S∑
s=1
‖xs‖2LN2,1
) 1
2
as desired.
67
This result is certainly good enough to show Corollary 1C:5.2a.
Step 7: The Second Guess at (wν)
However, we can do better than this. Suppose in equation (6.1) that we could say that ρn,k ⊆ { s : us ≤ 1√k}.
Then Lemma 6.4 would give Mk ≤ cN1− p
′
2 , which would easily be sufficient. This could be achieved by
insisting that w(k)s (n) = 0 if us > 1√K . However, we then have to modify the other values of w
(k)
s (n) so that
(i) still holds. Let
w(k)s (n) =
ws(n)Wk
1
k
N
∣∣[N ](k)∣∣
(
lm k
lm((N/pis(n)) ∧ (1/u2s))
)β
f us ≤ 1√k
0 otherwise,
and define wν from w(k) as before:
wνs (n) =
w
(k)
s (n) if s ∈ σn(ν)
0 otherwise.
Step 8: Establishing Conditions (i) and (ii′′)
The argument for showing (i) is almost exactly as in the proof of Proposition 4.9:
N/3∑
k=1
∑
ν∈[N ](k)
wνs (n)
= ws(n)
N∧(1/u2s)∑
k=1
Wk
1
k
N
∣∣[N ](k)∣∣(
lm k
lm((N/pis(n)) ∧ (1/u2s))
)β ∣∣∣{ ν ∈ [N ](k) : s ∈ σn(ν)}∣∣∣
≥ ws(n)
(N/pis(n))∧(1/u2s)∑
k=1
Wk
(
lm k
lm((N/pis(n)) ∧ (1/u2s))
)β
≈ c−1β ws(n).
Also condition (ii′′) follows very much as in Step 4. We see that the quantity
N/3∑
k=1
∑
ν∈[N ](k)
k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′∞
) 1
p′
is dominated by
N
1
p
N/3∑
k=1
WkM
1
p′
k ,
where Mk is the sum of the N largest elements of(us 1√
n
(
lm k
lm((N/n) ∧ (1/u2s))
)β)p′
: 1 ≤ s ≤ S, 1 ≤ n ≤ N,us ≤ 1√
k
 .
Then condition (ii′′) follows from the next lemma.
Lemma 6.6. Let Mk be the quantity just described. Then
Mk ≤ cβN1−
p′
2 .
Proof: This follows as Lemma 6.4, with only a very few changes.
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Step 9: Setting the Scene for Condition (ii′)
However condition (ii′) is now much more difficult to prove. First let us establish the preliminary inequalities,
so that we may identify more easily where the difficulties lie. The quantity
N/3∑
k=1
∑
ν∈[N ](k)
k√
lm k
(
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′2
) 1
p′
is, by Ho¨lder’s inequality, less than
N/3∑
k=1
k√
lm k
∣∣[N ](k)∣∣
 1∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
1
k
N∑
n=1
∥∥∥wνσn(ν)(n)∥∥∥p′2
 1p′
= N
N/3∑
k=1
Wk
1√
lm k

1∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
1
k
N∑
n=1
 ∑
s∈σn(ν)
us≤ 1√
k
V (s, n, k)2

p′
2

1
p′
,
where V (s, n, k) = ws(n)
(
lm k
lm((N/pis(n)) ∧ (1/u2s))
)β
. This in turn is dominated by
N
N/3∑
k=1
Wk
1√
lm k
 1N
N∑
n=1
 ∑
s∈σn,k
V (s, n, k)2

p′
2

1
p′
, (6.5)
where σn,k = { s : pis(n) ≤ N/k and us ≤ 1√k}. It is the quantity (6.5) that we will concentrate on.
Prelude to Step 10: Establishing Condition (ii′)
We illustrate the arguments required in the case u1 = u2 = . . . = uS = 1√S . Now quantity (6.5) becomes
N
N∧S∑
k=1
Wk
1√
lm k
 1N
N∑
n=1
 ∑
{s:pis(n)≤N/k}
V (s, n, k)2

p′
2

1
p′
. (6.6)
Now, this quantity is the sum of a Lp′ average of a l2 sum. Our first attempt is to dominate this by a sum
of a L2 average of a l2 sum, to get
N
N∧S∑
k=1
Wk
1√
lm k
 1
N
N∑
n=1
∑
{s:pis(n)≤N/k}
V (s, n, k)2
 12
≈
√
N
N∧S∑
k=1
Wk
1√
lm k
 S∑
s=1
u2s
N/k∑
n=1
1
n
(
lm k
lm((N/n) ∧ S)
)2β 12 , (6.7)
where
∑S
s=1 u
2
s = 1. Now, the innermost sum evaluates to
N/S∑
n=1
1
n
(
lm k
lmS
)2β
+
N/k∑
n=N/S+1
1
n
(
lm k
lm(N/n)
)2β
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cβ≈ (lmN/S)
(
lm k
lmS
)2β
+ (lm k)2β − (lmS)
(
lm k
lmS
)2β
.
If S is, for example, 1, then this is approximately equal to
√
lmN , and the quantity (6.7) is dominated only
by
√
N
√
lmN , and the attempt has failed. (Thus we have another indication that we need p > 2).
The solution is to dominate the Lp′ average of the l2 sum by an Lqk average of an lqk sum, where qk
depends on k only, and p′ ≤ qk ≤ 2. Then (6.6) becomes
N
(
1− 1qk
) N∧S∑
k=1
Wk
1√
lm k
 S∑
s=1
uqks
N/k∑
n=1
1
n
qk
2
(
lm k
lm((N/n) ∧ S)
)qkβ 1qk .
Now it is sufficient to note that
a) for n ≤ N/k we have lm((N/n) ∧ S) ≥ lm k;
b) by Ho¨lder’s inequality we have
(
S∑
s=1
uqks
) 1
qk
≤ S
(
1
qk
− 12
) ( S∑
s=1
u2s
) 1
2
≤ S
(
1
qk
− 12
)
;
c)
N/k∑
n=1
1
n
qk
2
≤ c
(
1
qk
− 1
2
)−1
(N/k)(1−
qk
2 ).
Thus the above is dominated by
c
√
N
N∧S∑
k=1
Wk
1√
lm k
(S/k)
(
1
qk
− 12
) ( 1
qk
− 1
2
)− 1qk
.
Now let qk be such that 1qk − 12 ≈ 1lmS . Then this is approximately less than
√
N
√
lmS
N∧S∑
k=1
Wk
1√
lm k
≤ c
√
N
(
lmS
lm(N ∧ S)
) 1
2
,
and we are done in the case when all the uss are the same, and S ≤ N .
Step 10: Establishing Condition (ii′)
Now we come to what is probably the most difficult part of the thesis. We give the complete argument for
when the uss are different. This argument is essentially batching together the uss that are roughly the same
size. Our starting point is the quantity (6.5). To save space, we will write
V ′(s, n) =
V (s, n, k)
(lm k)β
= ws(n)
1
(lm((N/pis(n)) ∧ (1/u2s)))β
.
First, we split the outer sum of (6.5) to get
N
log(1+log(1+N3 ))∑
l=1
el−1∑
m=el−1
em−1∑
k=em−1
Wk
1√
lm k
 1N
N∑
n=1
 ∑
s∈σn,k
V (s, n, k)2

p′
2

1
p′
= N
log(1+log(1+N3 ))∑
l=1
el−1∑
m=el−1
em−1∑
k=em−1
(lm k)(β−
1
2−1)
k
 1N
N∑
n=1
 ∑
s∈σn,k
V ′(s, n)2

p′
2

1
p′
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≤ cN
log(1+log(1+N3 ))∑
l=1
el−1∑
m=el−1
m(β−
1
2−1)
 1N
N∑
n=1
 ∑
s∈σn,em−1
V ′(s, n)2

p′
2

1
p′
≤ cβ N
log(1+log(1+N3 ))∑
l=1
el(β−
1
2 )
 1N
N∑
n=1
 ∑
s∈σ
n,exp(el−1−1)
V ′(s, n)2

p′
2

1
p′
.
Now, let τn,l = σn,exp(el−1−1) \ σn,exp(el−1), so that σn,exp(el−1−1) =
⋃lm lmN
l′=l τn,l′ . Then by the triangle
inequality for the Lp′ and l2 norms, the above is approximately less than
N
log(1+log(1+N3 ))∑
l=1
el(β−
1
2 )
lm lmN∑
l′=l
 1N
N∑
n=1
 ∑
s∈τn,l′
V ′(s, n)2

p′
2

1
p′
which, rearranging sums, is the same as
N
lm lmN∑
l′=1
l′∧log(1+log(1+N))∑
l=1
el(β−
1
2 )
 1N
N∑
n=1
 ∑
s∈τn,l′
V ′(s, n)2

p′
2

1
p′
. (6.8)
The inner sum is given by
l′∧log(1+log(1+N))∑
l=1
el(β−
1
2 )
cβ≈ el′(β− 12 ). (6.9)
So now we will concentrate on the term 1N
N∑
n=1
 ∑
s∈τn,l′
V ′(s, n)2

p′
2

1
p′
. (6.10)
First note that if s ∈ τn,l′ , then
lm((N/pis(n)) ∧ (1/u2s)) ≥ c−1el
′
,
and so (6.10) is dominated by
cβe
−βl′
 1N
N∑
n=1
 ∑
s∈τn,l′
(
ws(n)
)2
p′
2

1
p′
.
Now  1N
N∑
n=1
 ∑
s∈τn,l′
(
ws(n)
)2
p′
2

1
p′
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≤ 1N
N∑
n=1
 ∑
s∈τ ′
n,l′
(
ws(n)
)2
p′
2

1
p′
(6.11)
+
 1N
N∑
n=1
 ∑
s∈τ ′′
n,l′
(
ws(n)
)2
p′
2

1
p′
, (6.12)
where
τ ′n,l′ =
 s :
N
exp(el′ − 1) ≤ pis(n) ≤
N
exp(el′−1 − 1)
and u2s ≤
1
exp(el′−1 − 1)
 ,
and
τ ′′n,l′ =
 s :
pis(n) ≤ Nexp(el′−1 − 1) and
1
exp(el′ − 1) ≤ u
2
s ≤
1
exp(el′−1 − 1)
 ,
so that τn,l′ = τ ′n,l′ ∪ τ ′′n,l′ .
First we estimate (6.11). We dominate the Lp′ average of the l2 sum by a L2 average of a l2 sum: 1
N
N∑
n=1
∑
s∈τ ′
n,l′
u2s
1
pis(n)

1
2
=
 1
N
S∑
s=1
u2s
∑
n:s∈τ ′
n,l′
1
pis(n)

1
2
≤
(
1
N
∫ N/ exp(el′−1−1
N/ exp(el′−1)
(1/t) dt
) 12
≤ 1√
N
e
1
2 l
′
.
Next, we dominate (6.12) by a Lq average of a lq sum, where q, depending on l′ only, is such that
p′ ≤ q ≤ 2, to get  1
N
N∑
n=1
∑
s∈τ ′
n,l′
uqs
1(
pis(n)
) q
2

1
q
≤
 1N

S∑
s=1
u2s≥ 1exp(el′−1)
uqs

(
N∑
n=1
1
n
q
2
)
1
q
≤
(
1
N
(
exp(el
′ − 1)
)(1− q2 )( S∑
s=1
u2s
)(
1− q2
)−1 (N + 1)(1− q2 )) 1q
≤ c 1√
N
exp
((
1
q − 12
)
el
′
) (
1− q2
)( 12− 1q ) (1− q2)− 12 .
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Now choose q so that 1q − 12 = e−l
′
(and note that q ≈ 2). Then this is dominated by
c 1√
N
e
(
e−l
′
)−e−l′
e
1
2 l
′ ≈ 1√
N
e
1
2 l
′
.
Hence (6.10) is dominated by cel
′( 12−β).
Now we substitute this estimate for (6.10), and also (6.9), into (6.8), and we see that (6.8) is approxi-
mately less than
√
N
lm lmN∑
l′=1
1 ≈
√
N lm lmN,
as desired. Hence condition (ii′) follows.
Step 11: Cry Victory!
Thus Proposition 6.3 is proved. Now we will recap the main steps, picking out the ‘correct’ argument. First of
all, in Step 1, we establish three conditions, called (i), (ii′) and (ii′′), that a suitable sequence
(
wν ∈ (CN )S)
has to satisfy. We choose the sequence in Step 7. Condition (i) is easily shown in Step 8. Condition (ii′′) is
established in Steps 4 and 8 (with the help of Step 5). Finally condition (ii′) is proved in Steps 9 and 10.
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Chapter 2B — A Discussion of the Methods of Chapter 2A
In this chapter, we look at the various methods used in Chapter 2A, and see to what extent they are the
best we can do. We also modify the methods to find the cotype 2 constant of other operators from lN∞.
1) The Reduction to Independent Processes
First we look at Theorem 2A:2.1. As we pointed out before, this result seems to throw away a lot of
information. Indeed it is surprising that we seem to only pick up, at worst, a lm lmN factor. We compare
this theorem (in the Gaussian case) to other well known results that find lower bounds for suprema of
Gaussian processes, specifically the theorems of Sudakov and Fernique. (There is also a recent theorem due
to Talagrand, which we discuss in the next chapter.)
We avoid a few technicalities by only quoting the theorems for finite Gaussian processes, since that is
all we are interested in. First we introduce some definitions.
Definition. Let Γ = (Γn : n ∈ [N ]) be a Gaussian process. Define the semi-metric d = dΓ on [N ] by
d(n,m) =
(
E |Γn − Γm|2
) 1
2
.
For  > 0, let N () be the size of the largest collection of disjoint d-balls of radius . (Thus N () is a
decreasing integer valued function of .)
We say that Γ is stationary if there is a group operation ◦ on [N ] (not necessarily abelian) such that for
n,m, l ∈ [N ] we have
d(n,m) = d(n ◦ l,m ◦ l).
Theorem 1.1. (Sudakov, see [F 2.3.1].) Let Γ = (Γn : n ∈ [N ]) be a Gaussian process. Then for any
S ⊆ [N ] we have
E sup
n∈[N ]
|Γn| ≥ c−1
√
log |S| inf
n 6=m∈[S]
d(n,m).
Thus
E sup
n∈[N ]
|Γn| ≥ c−1 sup
>0

√
logN ().
Theorem 1.2. (Fernique, see [F 7.2.2] or [Ka Ch.15 §5].) Let Γ = (Γn : n ∈ [N ]) be a stationary Gaussian
process. Then
E sup
n∈[N ]
|Γn| ≥ c−1
∫ ∞
0
√
logN () d.
Clearly Fernique’s theorem implies Sudakov’s theorem for stationary processes.
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1.1) The Cyclic Case
Here we shed light on the cyclic case using Sudakov’s and Fernique’s theorems. Sudakov’s theorem doesn’t
give us any new information, it simply allows us to rederive the results we have. However Fernique’s theorem
shows us why the weighting Wk =
1
k lm k
, used so often in Chapter 2A, is correct.
When x is cyclic on a, Theorem 2A:2.1 states that
E sup
n∈[N ]
|Γn(x)| ≥ 14 sup
k∈[N/3]
E sup
n∈[N ]
|Γσ(k)n (x)|. (1.1)
In Section 2A:4.2, we bounded this below by a L2 average, with weighting Wk =
1
k lm k
:
E sup
n∈[N ]
|Γn(x)| ≥ c−1
 1
lm lmN
N/3∑
k=1
Wk
(
E sup
n∈[N ]
|Γσ(k)n (x)|
)2 12 ,
and from this we obtained our result. However, in Section 2A:4.3, we used an even weaker lower bound, the
L1 average with the same weighting:
cE sup
n∈[N ]
|Γn| ≥ c−1 1lm lmN
N/3∑
k=1
WkE sup
n∈[N ]
|Γσ(k)n (x)|.
With the help of Fernique’s theorem we shall be able to derive the same result without the lm lmN factor.
To apply Sudakov’s and Fernique’s theorems, we need to calculate N (). This requires the following
technical lemmas.
Lemma 1.3. Let x be cyclic on a, and x′ be cyclic on a
∣∣
[N/2]
. Then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≤ cE
∥∥∥∥∥
S∑
s=1
γsx
′
s
∥∥∥∥∥
∞
.
Proof:
E
∥∥∥∥∥
S∑
s=1
γsx
′
s
∥∥∥∥∥
∞
≤ E
 sup
1≤S1≤S2<S3≤S4≤S
∥∥∥∥∥
S2∑
s=S1
γsxs +
S4∑
s=S3
γsxs
∥∥∥∥∥
∞

≤ 2E
 sup
1≤S1≤S2≤S
∥∥∥∥∥
S2∑
s=S1
γsxs
∥∥∥∥∥
∞
 ,
which by Lemma 2A:2.3, is
≤ 8E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
.
Lemma 1.4. Suppose x is cyclic on a, where a = a
∣∣
[N/2]
. Then for 2 ≤ k ≤ N we have
N
(∥∥∥a∣∣
[N/k]
∥∥∥
2
)
≥ k2 .
Proof: First notice that for m ≤ N/2, we have
d(1,m) = d
(
(n+ 1) mod N, (m+ n) mod N
)
=
(
N∑
n=1
|a(n)− a((n+m) mod N)|2
) 1
2
.
Therefore d(1,m) is an increasing function of m, and also d(1,m) ≥
∥∥∥a∣∣
[m]
∥∥∥
2
. Now we may observe that if
2 ≤ k ≤ N , then d(1, N/k) ≥ ⇒ N () ≥ k2 , and the result follows.
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Now we show how to derive (1.1) from Sudakov’s result. By Lemma 1.3, we may assume that a = a
∣∣
[N/2]
.
Hence, by Lemma 1.4, we have
E sup
n∈[N ]
|Γn(x)| ≥ sup
2≤k≤N
∥∥∥a∣∣[N/k]∥∥∥2√log(k/2)
≈ sup
k∈[N/3]
∥∥∥a∣∣[N/k]∥∥∥2√lm k.
Hence (1.1) follows from Proposition 2A:3.5.
Applying Fernique’s theorem is not much harder.
Proposition 1.5. Let x be cyclic on a, and Wk =
1
k lm k
. Then
E sup
n∈[N ]
|Γn(x)| ≥ c−1
N/3∑
k=1
WkE sup
n∈[N ]
|Γσ(k)n (x)|.
Proof: By Lemma 1.3 we may assume that a = a
∣∣
[N/2]
. Furthermore, as x is cyclic, Γ(x) is stationary with
respect to the group structure of Z/NZ. So, by Lemma 1.4, we have∫ ∞
0
√
logN () d ≥
N∑
k=3
√
log((k − 1)/2)
(∥∥∥a∣∣[N/(k−1)]∥∥∥2 − ∥∥∥a∣∣[N/k]∥∥∥2)
=
N∑
k=3
(√
log(k/2)−
√
log((k − 1)/2)
)∥∥∥a∣∣[N/k]∥∥∥2
≈
N/3∑
k=1
1
k
√
lm k
∥∥∥a∣∣[N/k]∥∥∥2 .
Apply Proposition 2A:3.5, and the result follows.
Thus Proposition 2A:4.7 provides us with the following corollary.
Corollary 1.5a. Let x be cyclic. Then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
This suggests that Theorem 2A:2.1 may not be the best possible result.
1.2) Lack of Unconditionality of Processes
Here we look at Theorem 2A:2.1 in a completely different way, and consider what would be a natural
generalization if it were true.
False Conjecture. Let Γ(i) = (Γ(i)n =
∑S
s=1 γsx
(i)
s : n ∈ [N ]), where i = 1, 2, be two Gaussian processes
such that for all s ∈ [S] we have |x(2)s | ≤ |x(1)s |. Then
E sup
n∈[N ]
|Γ(2)n | ≤ cE sup
n∈[N ]
|Γ(1)n |.
Counterexample: Let S = 2N , and for n ∈ [N ] and s ∈ [S], let
x(1)s (n) = 1 and x
(2)
s (n) = (n− 1)th binary digit of s.
Then clearly
E sup
n∈[N ]
|Γ(1)n | ≈
√
N,
but it follows straight away from Theorem 1.1 that
E sup
n∈[N ]
|Γ(2)n | ≥ c−1
√
logN
√
N.
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2) The Averaging Arguments of Sections 4 and 6
In Section 4, we proved that
sup
σ
(
E sup
n∈[N ]
|Γσn(x)|
)
≥ c−1 1
lm lmN
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
,
where the outer supremum is over all systems of strips σ. Section 6 gave a similar result for Bernoulli random
variables. Our purpose here is to show that this is a best possible result; we cannot remove the lm lmN
factor. We only do this in the Gaussian case, the Bernoulli case then follows by Proposition 1C:4.1(i).
We are looking for vectors x1, x2, . . . , xS ∈ lN∞ such that
sup
σ
(
E sup
n∈[N ]
|Γσn(x)|
)
≤ c 1
lm lmN
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
. (2.1)
We conduct our search amongst the cyclic x, and so we look for conditions for equality in Propositions 2A:4.2
to 2A:4.5. Proving Proposition 2A:4.5 is just a simple application of the Cauchy–Schwartz inequality, and
equality is granted when
a(n) =
1√
n(lm(N/n))
.
In the proof of Proposition 2A:4.4 all the inequalities are actually approximate identities. In the proof of
Proposition 2A:4.3, we bound a supremum below by a L2 average, and we have approximate equality if all
the
1
k
√
lm k
∥∥∥a∣∣[N/k]∥∥∥2 are approximately the same for all k. This is also granted by the same a as above.
Thus we know where to look.
Proposition 2.1. Let x be cyclic on a =
(
1√
n(lm(N/n))
: n ∈ [N ]
)
. Then (2.1) holds.
Proof: It is immediate that the right hand side of (2.1) is approximately equal to 1. As for the left hand
side, E supn∈[N ] |Γσn(x)| is maximised when σ is a strip such that
xσn(n) = some rearrangement of
(
1√
s(lm(N/s))
)dn
s=1
,
where d1, d2, . . ., dN are non-negative integers such that
∑N
n=1 dn = N . It is easy to see that ‖xσn(n)‖2 ≈
1√
lm(N/dn)
, and hence, by Proposition 2A:3.5, we have
E sup
n∈[N ]
|Γσn(x)| ≤ c
∥∥∥∥∥∥
(
1√
lm(N/dn)
)N
n=1
∥∥∥∥∥∥
em(T 2)
≈ 1.
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3) Cotype 2 Constants of Other Operators from lN∞
Here we consider the effect of choosing weightings other than Wk =
1
k lm k
.
Theorem 3.1. Let 0 < α < 1. Then
G2(lN∞ ↪→ LNT 2(lmT )α,2) ≤ c 1√α(1−α) .
Proof: Follow the proof of Proposition 2A:4.6 with the single exception of changing Wk to
1
k(lm k)2−α
.
Proposition 3.2. Let 1 < q < 2, and 2q − 1 < α < 2. Then for all a ∈ CN we have
‖a‖LN2,q ≤
(
1
α− 2q+1
)( 1q− 12 ) ‖a‖LN
T2(lmT )α,2
.
Proof: Let pi be an ordering permutation for a, and let 1r +
1
2 =
1
q . Then by Ho¨lder’s inequality, we have
‖a‖LN2,q ≈
1√
N
(
N∑
n=1
(pi(n))
q
2−1 |a(n)|q
) 1
q
≤ 1√
N
(
N∑
n=1
1
pi(n)(lm(N/pi(n)))rα/2
) 1
r
(
N∑
n=1
(lm(N/pi(n)))α |a(n)|2
) 1
2
≤ c
(
1
α− 2q+1
)( 1q− 12 ) ‖a‖LN
T2(lmT )α,2
.
Corollary 3.1a. Let 1 < q ≤ 2. Then the formal identity lN∞ ↪→ LN2,q has its Gaussian cotype 2 constant
uniformly bounded for all N .
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Chapter 2C — Applications of Talagrand’s Theorem
In this chapter we prove the following result.
Theorem 0.1. Let x1, x2, . . . , xS ∈ lN∞. Then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1
(
S∑
s=1
‖xs‖2LN
T2 lmT,2
) 1
2
.
Corollary 0.1a. Let µ be a Radon measure on a compact topological space K. Then the formal identity
map C(K) ↪→ LT 2 lmT,2(K,µ) has Gaussian cotype 2.
As a digression, this raises the following question, for which I do not know the answer.
Question. Is it true that all bounded linear operators T :C(K)→ Y with cotype 2 factor as
C(K) ↪→ LT 2 lmT,2(K,µ) U→ Y,
where µ is some Radon probability measure on K, and U is a bounded operator?
However, for our purposes the following corollary is more important, as it is Theorem 1C:5.2(ii) restated.
Corollary 0.1b. Let x1, x2, . . . , xS ∈ lN∞. Then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1 1√
lm lmN
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
In Section 2, we will investigate this corollary further, investigating whether the
√
lm lmN factor is
necessary, and giving other necessary and sufficient conditions for its existence.
All the work of this chapter depends on a recent result due to Talagrand.
Theorem 0.2. (see [T]) Let ( Γn : n ∈ [N ]) be a Gaussian process.
i) Let V1 = E supn∈[N ] |Γn|.
ii) Let V2 be the infimum of (
sup
t∈N
√
lm t
(
E |Yt|2
) 1
2
)(
sup
n∈[N ]
∞∑
t=1
|αt(n)|
)
over all Gaussian processes (Yt : t ∈ N) and all collections of numbers (αt(n) : t ∈ N, n ∈ [N ]) such
that Γn =
∑∞
t=1 αt(n)Yt.
Then V1 ≈ V2.
If we rewrite this result for the Gaussian process we are interested in, that is, Γn =
∑S
s=1 γsxs(n) (and
set Yt =
∑S
s=1 γsyt(s)), we obtain the following corollary.
Corollary 0.2a. For x1, x2, . . . , xS ∈ lT∞ we have the following.
i) Let
V1 = E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
.
ii) Let V2 be the infimum of (
sup
t∈N
√
lm t ‖yt‖lS2
)∥∥∥∥∥
∞∑
t=1
|αt|
∥∥∥∥∥
lN∞
over all collections of numbers ( yt(s) : t ∈ N, s ∈ [S]) and (αt(n) : t ∈ N, n ∈ [N ]) such that
xs(n) =
∑∞
t=1 αt(n)yt(s).
Then V1 ≈ V2.
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1) The Gaussian Cotype 2 Constant of lN∞ ↪→ LNT 2 lmT,2
In this section we establish Theorem 0.1. To aid us, we define the following spaces.
Definition. Let A, Y , Y˜ , XT 2 lmT,2 and XT lmT,1 be the vector spaces
A = { (αt ∈ lN∞)∞t=1 : αt = 0 for all but finitely many t},
Y = { (yt ∈ lS2 )∞t=1 : yt = 0 for all but finitely many t},
Y˜ = { (yt ∈ lS1 )∞t=1 : yt = 0 for all but finitely many t},
XT 2 lmT,2 = { (xs ∈ LNT 2 lmT,2)Ss=1},
XT lmT,1 = { (xs ∈ LNT lmT,1)Ss=1},
with norms
‖(αt)‖A =
∥∥∥∥∥
∞∑
t=1
|αt|
∥∥∥∥∥
∞
,
‖(yt)‖Y = sup
t∈N
√
lm t ‖yt‖lS2 ,
‖(y˜t)‖Y˜ = sup
t∈N
(lm t) ‖y˜t‖lS1 ,
‖(xs)‖XT2 lmT,2 =
(
S∑
s=1
‖xs‖LN
T2 lmT,2
) 1
2
,
‖(x˜s)‖XT lmT,1 =
(
S∑
s=1
‖x˜s‖LN
T lmT,1
) 1
2
.
For each T ∈ N, define the subspaces of Y and Y˜ :
YT = { (yt) ∈ Y : yt = 0 for t > T},
Y˜T = { (y˜t) ∈ Y˜ : y˜t = 0 for t > T}.
Proof of Theorem 0.1:
Step 1: Let m:A× Y → XT 2 lmT,2 be the bilinear map
m((αt), (yt)) = (xs),
where xs = (
∑∞
t=1 αt(n)yt(s) : n ∈ [N ]). Then by Corollary 0.2a, it follows that Theorem 0.1 holds if and
only if m is a bounded map for all S and N .
Step 2: By Proposition 2A:2.10 it follows that, in order to calculate ‖m‖, it is sufficient to consider only
those (αt) of the form αt = χIt , where I1, I2, . . . , IT are disjoint subsets of [N ]. Put another way, ‖m‖ is
the smallest number C such that for all disjoint subsets I1, I2, . . . , IT of [N ], if (yt) ∈ YT , ‖(yt)‖Y ≤ 1, then
‖(xs)‖XT2 lmT,2 ≤ C, where xs(n) = yt(s) if n ∈ It for some t ∈ [T ], and xs(n) = 0 otherwise.
Step 3: So now let us fix I1, I2, . . . , IT as disjoint subsets of [N ]. For each (yt) ∈ YT , let (y˜t) ∈ Y˜T be
defined by y˜t(s) = |yt(s)|2. Thus ‖(yt)‖2Y = ‖(y˜t)‖Y˜ . Notice that the extreme points of the unit ball of Y˜T
are vectors of the form
yt(s) =
1
lm t
δst(s) (t ≤ T ),
where δst(s) = 1 if s = st and 0 otherwise, and st ∈ [S] depends upon t only. For convenience later on, we
write Js = { t ∈ [T ] : st = s}, so that J1, J2, . . . , JS are disjoint subsets of [T ].
Step 4: Now let x˜s(n) = |xs(n)|2 so that x˜s(n) = y˜t(s) if n ∈ It for some t ∈ [T ], and xs(n) = 0 otherwise,
and also so that ‖(xs)‖2XT2 lmT,2 ≈ ‖(x˜s)‖XT lmT,1 . We see that to show Theorem 0.1, we need only show that
the map m˜: Y˜ → XT lmT,1, (y˜t) 7→ (x˜s) is bounded.
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Step 5: Since ‖·‖XT lmT,1 is a norm, it follows by the Krein–Milman theorem (See [Ru 3.2.1]) that in order
to calculate ‖m˜‖, we need only look at ‖m˜((y˜t))‖XT lmT,1 where (y˜t) is an extreme point of the unit ball of
Y˜T . So let (y˜t) have the form given in Step 3, and notice that then
x˜s =
∑
t∈Js
1
lm t
χIt .
Hence, by the triangle inequality for ‖·‖T lmT,1, we have
‖(x˜s)‖XT lmT,1 =
S∑
s=1
‖x˜s‖LN
T lmT,1
≤
S∑
s=1
∑
t∈Js
1
lm t
‖χIt‖LN
T lmT,1
≤ c
T∑
t=1
1
lm t
|It|
N
/
lm
( |It|
N
)
≤ c
∥∥∥∥∥
(
|It|
N
/
lm
( |It|
N
))∥∥∥∥∥
lT
T lmT,1
≈
∥∥∥∥∥
(
|It|
N
/
lm
( |It|
N
))∥∥∥∥∥
lT
T lmT
≈ 1,
where the second to last approximate identity is by Theorem 1A:2.7(i). The result follows.
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2) The Gaussian Cotype 2 Constant of lN∞ ↪→ LN2,1
In this section we investigate the necessity of the
√
lm lmN factor in Corollary 0.1b. Although we do not
come to any conclusions, we do find directions in which to search, and conclude that it is a hard problem.
The method is to find functions of N equivalent to, or bounding the function N 7→ G2(lN∞ ↪→ LN2,1).
First we define some spaces.
Definition. Let A and Y be defined as in Section 1, and let Y ′ and X2,1 be the vector spaces defined by
Y ′ = { (ξt ∈ lS2 )∞t=1 : ξt = 0 for all but finitely many t},
X2,1 = { (xs ∈ LN2,1)Ss=1},
with norms
‖(ξn)‖Y ′ =
∞∑
t=1
1√
lm t
‖ξt‖lS2 ,
‖(xs)‖X2,1 =
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
Definition. If µ is a probability measure on SN , let Zµ be CN with norm
‖α‖Zµ =
∫
SN
(
1√
N
N∑
n=1
1√
pi(n)
|α(n)|
)2
dµ(pi)
 12 .
Now we define several functions of N , and show relationships between them. Our first function, C1(N),
is the function that we are investigating.
Definition. Let C1(N) = G2(lN∞ ↪→ LN2,1), that is, C1(N) is the least number C such that for all x1, x2, . . . ,
xS ∈ lN∞ we have
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ 1
C
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
Definition. Let mS,N be the bilinear map
A× Y → X2,1
(αt), (yt) 7→ (xs),
where
xs(n) =
∞∑
t=1
αt(n)yt(s).
Let C2(N) = supS∈N ‖mS,N‖.
Proposition 2.1. For all N ∈ N we have C1(N) ≈ C2(N).
Proof: This follows straight away from Corollary 0.2a.
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Definition. Let C3(N) be the least number C such that for all probability measures µ on SN and for all
α1, α2, . . . , αT ∈ lN∞, we have
T∑
t=1
1√
lm t
‖αt‖Zµ ≤ C
∥∥∥∥∥
T∑
t=1
|αt|
∥∥∥∥∥
∞
.
Definition. Let C4(N) be the least number C such that for any probability measure µ on SN , there is a
probability measure λ on [N ] such that for all α ∈ lN∞ we have
‖α‖Zµ ≤ C ‖α‖LT√lmT (λ) .
Definition. Let C5(T ) be the least constant C such that the following holds. For any T ∈ N, let µ¯ be a
probability measure on ST . Then for any positive natural numbers i1, i2, . . . , iT such that
∑T
t=1 it = N we
have
1√
N
T∑
t=1
1√
lm t
(∫
ST
i2t∑σ(t)
u=1 iσ−1(u)
dµ¯(σ)
) 1
2
≤ C.
Proposition 2.2. For all N ∈ N we have
i) C2(N) = C3(N);
ii) C3(N) ≈ C4(N);
iii) C3(N) ≈ C5(N).
Proof of i): We use two elementary duality results.
a) ‖(xs)‖X2,1 = sup
{
1√
N
S∑
s=1
N∑
n=1
us
1√
pis(n)
|xs(n)|
}
,
where the supremum is over all pi1, pi2, . . . , piS ∈ SN and all u1, u2, . . . , uS ≥ 0 such that
∑S
s=1 u
2
s = 1.
b) ‖(yt)‖Y = sup
{ ∞∑
t=1
S∑
s=1
ξt(s)yt(s) : (ξt) ∈ Y ′
}
.
Now C2(N) is the least number C such that for all S ∈ N, (αt) ∈ A with αt ≥ 0, and (yt) ∈ Y with
yt ≥ 0, we have ∥∥∥∥∥
( ∞∑
t=1
αtyt(s)
)∥∥∥∥∥
X2,1
≤ K ‖(yt)‖Y ‖(αt)‖A .
So by (a), C2(N) is the least number C such that for all S ∈ N, (αt) ∈ A with αt ≥ 0, (yt) ∈ Y with yt ≥ 0,
pi1, pi2, . . . , piS ∈ SN , and u1, u2, . . . , uS ≥ 0 with
∑S
s=1 u
2
s = 1, we have
1√
N
∞∑
t=1
S∑
s=1
N∑
n=1
us
1√
pis(n)
αt(n)yt(s) ≤ K ‖(yt)‖Y ‖(αt)‖A .
Thus by (b) we see that C2(N) is the least number C such that for all S ∈ N, (αt) ∈ A with αt ≥ 0, pi1,
pi2, . . . , piS ∈ SN , and u1, u2, . . . , uS ≥ 0 with
∑S
s=1 u
2
s = 1, we have
1√
N
∞∑
t=1
1√
lm t
∥∥∥∥∥∥
(
N∑
n=1
us
1√
pis(n)
αt(n)
)
s∈[S]
∥∥∥∥∥∥
lS2
≤ K ‖(αt)‖A .
So if we put the measure µ defined by µ({pi}) =∑s:pis=pi u2s on SN , we have that∥∥∥∥∥∥
(
N∑
n=1
us
1√
pis(n)
αt(n)
)
s∈[S]
∥∥∥∥∥∥
lS2
=
∫
SN
(
N∑
n=1
1√
pis(n)
αt(n)
)2
dµ(pi)
 12 ,
and the result follows.
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Proof of ii): By Theorem 1A:2.7(i) we have
C3(N) ≈ inf{piT√lmT ,1(lN∞ ↪→ Zµ) : µ is a probability measure on SN}.
The result follows immediately from Theorem 1D:4.1.
Proof of iii): Here we make use of the approximation
n2∑
n=n1
1√
n
≈ n2 − n1√
n2
.
First, we show that C5(N) ≥ c−1C2(N). Let  > 0. From Proposition 1A:2.10, we see that there are
(yt) ∈ Y and α1, α2, . . . , αT ∈ lN∞, with |αt| ∧ |αu| = 0 for t 6= u ∈ [T ] and ‖αt‖∞ ≤ 1 for t ∈ [T ], such that
‖(xs)‖X2,1 ≥ ‖mS,T ‖ ‖(yt)‖Y − ,
where
xs(n) =
T∑
t=1
αt(n)yt(s).
Without loss of generality, we suppose that yt ≥ 0 and that αt = χIt where I1, I2, . . . , IT are disjoint sets
whose union is [T ]. We note that xs(n) = yt(s) whenever n ∈ It. Thus xs is constant on each It. Hence
‖(xs)‖X2,1 ≈
1√
N
S∑
s=1
N∑
n=1
us
1√
pis(n)
xs(n)
for some u1, u2, . . . , uS ≥ 0 with
∑S
s=1 u
2
s = 1, and some pi1, pi2, . . . , piS ∈ SN with the property that pis(It)
is an interval in [N ]. Write it for |It|, and let σ1, σ2, . . . , σS ∈ ST be such that
pis(It) =
σs(t)−1∑
u=1
iσ−1s (u) + 1,
σ(t)∑
u=1
iσ−1(u)
 .
To save space, write
Ms,t =
∑
n∈It
1√
pis(n)
so that by the observation above we have
Ms,t ≈ it(∑σ(t)
u=1 iσ−1(u)
) 1
2
.
Then
‖(xs)‖X2,1 =
1√
N
S∑
s=1
T∑
t=1
usMs,tyt(s)
≤ 1√
N
T∑
t=1
1√
lm t
(
S∑
s=1
u2sM
2
s,t
) 1
2
‖(yt)‖Y .
Now let → 0. We deduce that
‖mS,T ‖ ≤ 1√
N
T∑
t=1
1√
lm t
(
S∑
u2sM
2
s,t
) 1
2
.
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If we now define a probability measure µ¯ on ST by µ¯({σ}) =
∑
s:σs=σ
u2s, we see that the right hand side of
the above equation is dominated by
1
2
1√
N
T∑
t=1
1√
lm t
(∫
ST
i2t∑σ(t)
u=1 iσ−1(u)
dµ¯(σ)
) 1
2
.
Therefore ‖mS,T ‖ ≤ cC5(N).
Now we show that C5(N) ≤ cC3(N). Suppose we are given T ∈ N, a probability measure µ¯ on ST , and
positive natural numbers i1, i2, . . . , iT such that
∑T
t=1 it = N . For each t ∈ [N ], let
It =
[
t−1∑
u=1
iu + 1,
t∑
u=1
iu
]
,
and αt = χIt . For each σ ∈ ST , choose piσ ∈ SN such that
piσ(It) =
σ(t)−1∑
u=1
iσ−1(u) + 1,
σ(t)∑
u=1
iσ−1(u)
 ,
and define a probability measure µ on SN by setting µ({piσ}) = µ¯({σ}) and µ({pi}) = 0 if pi 6= piσ for any
σ ∈ ST . It is easily seen that
in(∑σ(t)
u=1 iσ−1(u)
) 1
2
≤ c
∑
n∈It
1√
piσ(n)
αt(n).
Therefore (∫
ST
i2t∑σ(t)
u=1 iσ−1(u)
dµ¯(σ)
) 1
2
≤ c ‖αt‖Zµ .
The result follows.
Now we consider trying to find good bounds for C1(N), and we concentrate our attention on the quantity
C5(N). First, we will look for lower bounds.
Question 2.3. Is C5(N) ≥ c−1
√
lm lmN , or at least, is it the case that C5(N) is not uniformly bounded
in N . Put another way, for each N ∈ N, can we find a T ∈ N, a probability measure µ¯ on [T ], and positive
natural numbers i1, i2, . . . , iT with
∑T
t=1 it = N , such that
1√
N
T∑
t=1
1√
lm t
(∫
ST
i2t∑σ(t)
u=1 iσ−1(u)
dµ¯(σ)
) 1
2
is large?
I have not been able to answer this question.
If we are looking for lower bounds for C5(N), the following may help.
Definition. Let C6(N) be the least constant N such that the following holds. For any positive natural
numbers i1, i2, . . . , iT such that
∑T
t=1 it = N there are positive real numbers ν1, ν2, . . . , νT such that
1
N
(
T∑
t=1
νt
lm t
)(
sup
σ∈ST
T∑
t=1
1
νt
i2t∑σ(t)
u=1 iσ−1(u)
)
≤ C2.
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Proposition 2.4. For all N ∈ N we have C5(N) ≤ C6(N).
Proof: Suppose we are given T ∈ N, a probability measure µ¯ on ST , and positive natural numbers i1, i2, . . . ,
iT such that
∑T
t=1 it = N . Then for any positive real numbers ν1, ν2, . . . , νT we have by the Cauchy-Schwartz
inequality that
1
N
 T∑
t=1
1√
lm t
(∫
ST
i2t∑σ(t)
u=1 iσ−1(u)
dµ¯(σ)
) 1
2
2
≤ 1
N
(
T∑
t=1
νt
lm t
)(
T∑
t=1
∫
ST
1
νt
i2t∑σ(t)
u=1 iσ−1(u)
dµ¯(σ)
)
=
1
N
(
T∑
t=1
νt
lm t
)(∫
ST
T∑
t=1
1
νt
i2t∑σ(t)
u=1 iσ−1(u)
dµ¯(σ)
)
≤ 1
N
(
T∑
t=1
νt
lm t
)(
sup
σ∈ST
T∑
t=1
1
νt
i2t∑σ(t)
u=1 iσ−1(u)
)
.
The result follows.
Thus we can formulate the following question.
Question 2.5. Is C6(N) uniformly bounded in N , or at least, is C6(N) = o
(√
lm lmN
)
?
Now all choices of i1, i2, . . . , iT that I have tried indicate a positive answer. For example, if i1 = i2 =
. . . = iT = NT , then choose ν1 = ν2 = . . . = νT = 1, and see that
1
N
(
T∑
t=1
νt
lm t
)(
sup
σ∈ST
T∑
t=1
1
νt
i2t∑σ(t)
u=1 iσ−1(u)
)
≈ 1
N
T
lmT
N
T
T∑
t=1
1
t
≈ 1.
This example has further applications. For we have shown that if I1, I2, . . . , IT are equal sized disjoint
subsets of [N ] and if µ is any probability measure on SN , then
T∑
t=1
1√
lm t
‖χIt‖Zµ ≤ c. (2.1)
Now we can prove the following result, which is similar to Corollary 2B:1.5a.
Proposition 2.6. Let a ∈ lN∞, and enumerate SN as {pi1, pi2, . . . , piS}. Let xs(n) = a(pis(n)). Then
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1
(
S∑
s=1
‖xs‖2LN2,1
) 1
2
.
Proof: If x has the above form, then following through all the previous definitions and proofs, we see that
in the definition of C3(N) that the only µ on SN that we need to consider is the counting measure on SN .
But then ‖·‖Zµ is a 1-symmetric norm on CN . Thus we deduce from (2.1) that
‖χI‖Zµ ≤ c
√
lmT
T
whenever |I| = N/T . But then by Lemma 1D:4.2, this is sufficient to show that for all α ∈ lN∞ we have
‖α‖Zµ ≤ c ‖α‖T√lmT ,1 ,
and the result follows by Proposition 2.2(ii).
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But at least I can show the next result, although not easily. (This gives another proof of Theo-
rem 1C:5.2(ii).)
Proposition 2.7. For all N ∈ N, we have C6(N) ≤ c
√
lm lmN .
Proof: First, without loss of generality, we may assume that N ≥ 3. Suppose we are given T ∈ N, and
positive natural numbers i1, i2, . . . , iT such that
∑T
t=1 it = N . Let
νt = it(lm(N/it)).
Then, since lmx ≤ 2√x for all x > 0, we see that νt ≤ 2
√
Nit. Hence
T∑
t=1
νt
2N(lm(2N/νt))
≤
T∑
t=1
νt
2N(lm
√
N/it)
≤
T∑
t=1
νt
N(lm(N/it))
= 1.
Therefore ‖(νt)‖T lmT ≤ 2N . So by Theorem 1A:2.7(i), we have
T∑
t=1
νt
lm t
≤ cN.
Now fix σ ∈ ST . Split [T ] into the following dlog logNe+ 1 subsets:
Ak=
{
t : N1−e
1−k ≤ it < N1−e−k
}
for 1 ≤ k ≤ dlog logNe;
Ak=
{
t : N1−e
1−k ≤ it ≤ N
}
for k = dlog logNe+ 1.
(Note that N < eN1−e
−k
for k = dlog logNe + 1.) Now, for each k, let i′k be the element of Ak such that
σ(i′k) is smallest, and let Bk = Ak \ {i′k}. Then since x−yx ≤ log x− log y for x ≥ y > 0, we have for each k
that ∑
t∈Ak
1
νt
i2t∑σ(t)
u=1 iσ−1(u)
=
∑
t∈Ak
1
lm(N/it)
it∑σ(t)
u=1 iσ−1(u)
≤ 1
1 + log(e−1Ne−k)
∑
t∈Ak
it
/
σ(t)∑
u=1
σ−1(u)∈Ak
iσ−1(u)

≤ e
k
logN
1 + ∑
t∈Bk
log
 σ(n)∑
u=1
σ−1(u)∈Ak
iσ−1(u)
/
σ(n)−1∑
u=1
σ−1(u)∈Ak
iσ−1(u)


≤ e
k
logN
(
1 + log
(∑
t∈Ak it
inft∈Ak it
))
≤ e
k
logN
(
1 + log
(
N
N1−e1−k
))
≤e2 + e.
Therefore
T∑
t=1
1
νt
i2t∑σ(t)
u=1 iσ−1(u)
≤ (e2 + e)(dlog logNe+ 1).
The result follows.
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Chapter 2D — Comparison of Gaussian and Rademacher Cotype
In this chapter we prove Theorems 1C:5.3 and 1C:5.4.
Theorem 1. Let 2 ≤ p < q <∞. Then for sufficiently large N (depending on p and q) we have
Gp(lN∞ ↪→ lNq,p) ≤ c
√
p
1√
lmN
N
1
p .
Corollary 1a. Let 2 ≤ p < q <∞. Then for sufficiently large N (depending on p and q) there is a bounded
linear operator T from lN∞ to Lq such that
Rp(T ) ≥ c−1 1√
p
√
lmN Gp(T ).
Corollary 1b. Let 2 < q < ∞. Then for sufficiently large N (depending on p and q) there is a bounded
linear operator T from lN∞ to Lq such that
pi2,1(T ) ≥ c−1
√
lmN G2(T ).
Proof of Corollaries 1a and 1b: The obvious example is T : lN∞ ↪→ lNq , as it factors through both lNq,p and
lNq,2. By considering the unit vectors we immediately see that R
p(T ) ≥ N 1p , and pi2,1(T ) ≥ N 12 .
Proof of Theorem 1: We follow the proof of Proposition 2A:4.6 almost identically. First we take the Lp
average of systems of strips of size k.
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ 14
 1∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
(
E sup
n∈[N ]
|Γσ(ν)n |
)p 1p ,
which, by Proposition 2A:3.1, is approximately greater than
1√
p
 1∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
(lm k)
p
2
1
k
N∑
n=1
‖xσn(n)‖p2
 1p ,
which, since ‖·‖2 ≥ ‖·‖p for p ≥ 2, is greater than
1√
p
 1∣∣[N ](k)∣∣ ∑
ν∈[N ](k)
(lm k)
p
2
1
k
N∑
n=1
‖xσn(n)‖pp
 1p ,
≈ 1√
p
(
(lm k)
p
2
k
S∑
s=1
N∑
n=1
|xs(n)|p
∣∣{ ν ∈ [N ](k) : s ∈ σn(ν)}∣∣∣∣[N ](k)∣∣
) 1
p
,
which, by Proposition 2A:2.2, is approximately greater than
1√
p
 (lm k) p2
N
N∑
n=1
∑
{s:pis(n)≤N/k}
|xs(n)|p
 1p .
Now we average over k with weighting Gk, to be chosen later, and write G =
∑N/3
k=1Gk.
E
∥∥∥∥∥
S∑
s=1
γsxs
∥∥∥∥∥
∞
≥ c−1 1√
p
 1
G
N/3∑
k=1
Gk(lm k)
p
2
N
N∑
n=1
∑
{s:pis(n)≤N/k}
|xs(n)|p
 1p
= c−1
1√
p
1
(GN)
1
p
 N∑
n=1
N/pis(n)∑
k=1
Gk(lm k)
p
2 |xs(n)|p
 1p .
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Now let
Gk =
1
(lm k)
p
2
k1−
p
q − (k − 1)1− pq
N1−
p
q
,
and observe that G ≈ (lmN)− p2 for sufficiently large N (depending on p and q). Then we see that the above
is bounded above by
c−1
1√
p
√
lmN
N
1
p
(
N∑
n=1
pis(n)
p
q−1 |xs(n)|p
) 1
p
which, by Proposition 1A:2.6(i), is at least
c−1
1√
p
√
lmN
N
1
p
(
N∑
n=1
‖x‖plNq,p
) 1
p
as desired.
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Introduction to Part 3
This part is really an appendix to the rest of the thesis. Its main purpose is to prove some of the results of
Sections 1A:2.3 and 1A:2.4, but it also discusses some new problems in Chapter 3C.
We start in Chapter 3A by giving the basic definitions, that is, of the rearrangement invariant positive
homogeneous functional Banach spaces (r.i. spaces) (in Section 1), and the admissible functions (in Section 2).
The r.i. spaces are an extension of the well known idea of normed rearrangement invariant spaces, and the
admissible functions generalize the notion of Orlicz functions. For both of these, I define many convexity
constants (and a few concavity constants). Then Section 3 describes Orlicz spaces and weak Orlicz spaces,
and Section 4 describes the technical notion of normal spaces and functions. Finally, in Section 5, we define
the main objects of our interest in this part, the generalized Lorentz spaces.
Chapter 3B gives some inequalities. Section 1 looks at the generalized Ho¨lder’s inequality, giving a
different approach to that usually taken. These results are then used to prove the results of Section 2, which
looks at changes in the second index of the generalized Lorentz functional. This section culminates in good
formulae for calculating certain Orlicz functionals. (This extends results of Bennett and Rudnick.) Section 3
gives a single proposition that is required in Parts 1 and 2.
Chapter 3C looks at the surprisingly non-trivial problem of whether the generalized Lorentz spaces are
quasi-normed. It also considers the Boyd indices of these spaces, and relates these to complicated conditions
on the second index.
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Chapter 3A — Definitions and Elementary Properties
1) Rearrangement Invariant Spaces
We start off by defining rearrangement invariant positive homogeneous functional Banach spaces. Although
these definitions may seem rather long, they are only extensions of the well known notion of normed rear-
rangement invariant spaces (see [L–T2 Ch.2] or [B–S Ch.4 §2]).
Definition 1.1. A measure space I is a standard measure space if I is one of the following.
i) I = I0,∞ = [0,∞) with Lebesgue measure λ.
ii) I = I0,B = [0, B] with Lebesgue measure λ, where 0 < B <∞.
iii) I = IA,∞ = AN = {An : n ∈ N} with measure λ{An} = A, where 0 < A <∞.
iv) I = IA,B = AN ∩ [0, B] with measure λ{An} = A, where 0 < A ≤ B <∞.
Definition 1.2. Let I be a measure space. Define L0 = L0(I) be the set of equivalence classes of measurable
functions f : I → C, where the equivalence relation is equality almost everywhere. Give L0(I) the measure
topology, that is, the neighbourhoods of zero are sets of the form { f : λ{ t ∈ I : |f(t)| > } < }, where  > 0.
Definition 1.3. Let I be a standard measure space. A rearrangement invariant positive homogeneous
functional on I is a function ‖·‖ :L0(I)→ [0,∞] satisfying
i) if f ∈ L0(I), then ‖f‖ = 0⇔ f = 0;
ii) if f ∈ L0(I) and α ∈ C, then ‖αf‖ = |α| ‖f‖;
iii) if f, g ∈ L0(I), then |f | ≤ |g| ⇒ ‖f‖ ≤ ‖g‖;
iv) if fn, f ∈ L0(I) for n ∈ N, then |fn| ↗ |f | ⇒ ‖fn‖ → ‖f‖, as n→∞;
v) if fn ∈ L0(I) for n ∈ N, then ‖fn‖ → 0⇒ fn → 0 in the measure topology, as n→∞;
vi) if τ : I → I is a measure preserving map and f ∈ L0(I), then ‖f‖ = ‖f ◦ τ‖.
A rearrangement invariant positive homogeneous functional Banach space on I is a pair (X, ‖·‖), where
‖·‖ is a rearrangement invariant positive homogeneous functional on I, and X = {f ∈ L0(I) : ‖f‖ < ∞}.
We abbreviate the phrase ‘rearrangement invariant positive homogeneous functional’ to r.i. functional, and
‘rearrangement invariant positive homogeneous functional Banach space’ to r.i. space. We always refer to a
r.i. space by a single letter, X say, which also denotes its subset of L0(I), and we denote its norm by ‖·‖X .
Definition 1.4. Let I be a standard measure space, and f ∈ L0(I). Define the decreasing rearrangement
of f to be the function I0,∞ → R+ given by
f∗(x) = sup{ t : λ{|f | > t} > x}.
Sometimes, with an abuse of notation, we will write f∗ for f∗
∣∣
I
. If 0 < A ≤ B < ∞, then ( f∗(x) :
x ∈ IA,B) is the sequence ( |f(x)| : x ∈ IA,B) rearranged in decreasing order. If X is a r.i. space, then
‖f‖X = ‖f∗‖X .
Definition 1.5. Let X and Y be r.i. spaces, and C < ∞. We say that X and Y are approximately equal,
with constant of approximation C (in symbols X
C≈ Y ), if ‖·‖X
C≈ ‖·‖Y . If X
c≈ Y , then we simply say that
X and Y are approximately equal (in symbols X ≈ Y ).
92
1.1) Quasi-Norms
Here we give various convexity constants.
Definition 1.6. Let I be a standard measure space, and X be a r.i. space on I.
i) We say that X is quasi-normed if there is a C <∞ such that for all f, g ∈ L0(I) we have
‖f + g‖X ≤ C(‖f‖X + ‖g‖X),
and we define the quasi factor of X to be
Q(X) = inf{C : the above holds}.
ii) Let 0 < p < ∞, p ≤ q ≤ ∞. We say that X is (p, q)-convex if there is a C < ∞ such that for all f1,
f2, . . ., fN ∈ L0(I) we have∥∥∥∥∥∥
(
N∑
n=1
|fn|q
) 1
q
∥∥∥∥∥∥
X
≤ C
(
N∑
n=1
‖fn‖pX
) 1
p
for q <∞,
∥∥∥∥∥ supn∈[N ] |fn|
∥∥∥∥∥
X
≤ C
(
N∑
n=1
‖fn‖pX
) 1
p
for q =∞,
and we define the (p, q)-convexity constant of X to be
Cp,q(X) = inf{C : the above holds}.
If p = q, we say that X is p-convex if the above holds, and call the (p, q)-convexity constant the
p-convexity constant and denote it by Cp(X).
We have the following result.
Proposition 1.7. Let X be a r.i. space. Then there is a 0 < p ≤ 1 such that X is (p, 1)-convex if and only
if X is quasi-normed.
Proof: See [K–P–R Thm.1.2].
However I do not know the answer to the following question.
Question. Let X be a quasi-normed r.i. space. Is there a 0 < p <∞ such that X is p-convex?
Proposition 1.8. Let 0 < p <∞, p ≤ q ≤ ∞, and X be a (p, q)-convex r.i. space. Then there is a r.i. space
X1 such that Cp,q(X1) = 1 and
‖·‖X1 ≤ ‖·‖X ≤ Cp,q(X) ‖·‖X1 .
Proof: Suppose that q <∞ (the argument is the same if q =∞). Define ‖·‖X1 to be
‖f‖X1 = inf

(
N∑
n=1
‖fn‖pX
) 1
p
: |f | =
(
N∑
n=1
|fn|q
) 1
q
 .
Clearly ‖·‖X1 ≤ ‖·‖X ≤ Cp,q(X) ‖·‖X1 , and clearly X1 satisfies (i) to (iii), (v) and (vi) of Definition 1.3.
We check (iv) of Definition 1.3. Suppose fn ↗ f . Let  > 0, and choose g1, g2, . . . , gM such that
|f | =
(
M∑
m=1
|gm|q
) 1
q
,
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and (
M∑
m=1
‖gm‖pX
) 1
p
≥ ‖f‖X1 − .
Let g(n)m =
fn
f
gm. Then g
(n)
m ↗ gm as n→∞, and
|fn| =
(
M∑
m=1
∣∣∣g(n)m ∣∣∣q
) 1
q
.
Therefore, as n→∞ we have
‖fm‖X1 ≥
(
M∑
m=1
∥∥∥g(n)m ∥∥∥p
X
) 1
p
→
(
M∑
m=1
‖gm‖pX
) 1
p
≥ ‖f‖X1 − .
Since  was arbitrary, we are done, and X1 is a r.i. space.
Now we check that Cp,q(X1) = 1. Let  > 0, and suppose that
|f | =
(
N∑
n=1
|fn|q
) 1
q
.
For each n ∈ [N ], choose g(n)1 , g(n)2 , . . . , g(n)M such that
|fn| =
(
M∑
m=1
∣∣∣g(n)m ∣∣∣q
) 1
q
and
(1 + ) ‖fn‖X1 ≥
(
M∑
m=1
‖gm(n)‖X
) 1
p
.
Then
|f | =
(
M∑
m=1
N∑
n=1
∣∣∣g(n)m ∣∣∣q
) 1
q
,
and so
‖f‖X1 ≤
(
M∑
m=1
N∑
n=1
∥∥∥g(n)m ∥∥∥p
X
) 1
p
≤ (1 + )
(
N∑
n=1
‖fn‖pX1
) 1
p
.
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1.2) Dilatory Factors
Here we give some other numbers that describe r.i. spaces.
Definition 1.9. Let I be a standard measure space, 0 < A ≤ B < ∞, and 0 < ρ < ∞. Define the map
dρ: I → I by
i) x 7→ ρx for I = I0,∞;
ii) x 7→
{
ρx if ρx ≤ B
B if ρx > B
for I = I0,B ;
iii) x 7→ Abρx/Ac for I = IA,∞;
iv) x 7→
{
Abρx/Ac if ρx ≤ B
AbBc if ρx > B for I = IA,B .
Let Dρ:L0(I)→ L0(I) be the map f 7→ f ◦ dρ.
Definition 1.10. Let X be a r.i. space.
i) If 0 < ρ <∞, then the ρ-dilatory factor of X is the number
Dρ(X) = sup
{ ‖Dρ(f)‖X
‖f‖X
: 0 < ‖f‖X <∞
}
.
ii) We say that X is dilatory if Dρ(X) <∞ for all 0 < ρ <∞.
iii) Let 0 < p <∞. We say that X is p-lower Boyd if there is a number C ≤ ∞ such that
Dρ(X) ≤ Cρ− 1p for all 0 < ρ ≤ 1.
The p-lower Boyd constant of X is
Bp(X) = inf{C : the above holds}.
The lower Boyd index of X is
pX = sup{ p : Bp(X) <∞}.
iv) Let 0 < q <∞. We say that X is q-upper Boyd if there is a number C ≤ ∞ such that
Dρ(X) ≤ Cρ− 1q for all 1 ≤ ρ <∞.
The q-upper Boyd constant of X is
Bq(X) = inf{C : the above holds}.
The upper Boyd index of X is
qX = inf{ q : Bq(X) <∞}.
We have the following simple results.
Proposition 1.11. Let X be a r.i. space. The following are equivalent.
i) X is dilatory.
ii) There is a ρ < 1 such that Dρ(X) <∞.
iii) pX > 0.
Proof: (iii)⇒(i)⇒(ii) is clear. We show (ii)⇒(iii). Let X be a r.i. space on the standard measure space I.
Let ρ < 1 be such that Dρ(X) <∞. Notice that for all x ∈ I and n ∈ N we have (dρ)n(x) ≤ dρn(x), and so
Dρn(f∗) ≤ (Dρ)n(f∗) for all f ∈ L0(I). Hence Dρn(X) ≤ (Dρ(X))n, and therefore Dσ(X) ≤ Dρ(X)σq for
all σ < 1, where q = logDρ(X)
/
log ρ.
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Proposition 1.12. Let 0 < p ≤ q ≤ ∞, and X be a r.i. space. If X is quasi-normed, then it is dilatory. If
X is (p, q)-convex, then pX ≥ p.
Proof: Let X be a r.i. space on IA,B . Given f ∈ L0(IA,B), and ρ = 1N , where N ∈ N, let f1, f2 . . . ,
fN ∈ L0(IA,B) be disjoint functions each of which has the same distribution as f
∣∣
[0,B/N ]
. Then for any
0 < q <∞, we have
Dρ(f∗) =
( N∑
n=1
|fn|q
) 1
q
∗
=
(
sup
n∈[N ]
|fn|
)∗
.
Thus
∥∥∥D 1
2
(f)
∥∥∥
X
≤ Q(X) ‖f‖X , and
∥∥∥D 1
N
(f)
∥∥∥
X
≤ Cp,q(X)N− 1p ‖f‖X . The results follow.
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2) Admissible Functions
In this section we define the notion of admissible functions. Again, the long definitions disguise simple ideas,
which are only meant to provide elementary extensions to the idea of Orlicz functions (see [B–S Ch.4 §8],
[K–R], L–T1 Ch.4] or [Mu]).
Definition 2.1. A function F : [0,∞]→ [0,∞] is called admissible if
i) F is increasing;
ii) F (0) = 0;
iii) F is left continuous;
iv) F is continuous at 0;
v) F (t)→∞ as t→∞.
If F satisfies only (i), (ii) and (iii), we say that F is almost admissible.
Definition 2.2. Let F be an almost admissible function. Then we define F−1 and F˜ : [0,∞]→ [0,∞] to be
F−1(t) = sup{u : F (u) < t}
F˜ (u) = sup{ 1/F ( 1t ) : t < u}.
(Here sup ∅ = 0.)
Proposition 2.3. If F is an almost admissible function, then so are F˜ and F−1. If F and G are admissible
functions, then F ◦G is almost admissible. Furthermore, we have the following identities.
i) (F ◦G)−1 = G−1 ◦ F−1.
ii) (F−1)−1 = F .
iii) F˜ ◦G = F˜ ◦ G˜.
iv) ˜˜F = F .
v) F˜−1 = F˜−1.
For comparing admissible functions we introduce the following notation.
Definition 2.4. Let F and G be admissible functions. For C < ∞ we write F C≺ G if for all t ∈ [0,∞] we
have F (t) ≤ G(Ct), and we write F C G if G C≺ F , and F C G if F C≺ G and G C≺ F . We write F ≺ G
(F  G, F  G) if there is a C < ∞ such that F C≺ G (F C G, F C G). If F  G, we say that F is
equivalent to G.
Proposition 2.5. Let F and G be admissible functions, and 0 < C <∞. Then
i) F ≤ CG⇔ G˜ ≤ CF˜ ,
ii) F
C≺ G⇔ G˜ C≺ F˜ ,
iii) F ≤ CG⇔ G−1 C≺ F−1.
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2.1) Quasi-Orlicz Functions
Definition 2.6. Let F be an admissible function.
i) Let 0 < ρ <∞. The ρ-dilatory factor of F is defined to be
Dρ(F ) = sup
{
F−1(ρ−1t)
F−1(t)
: 0 < F−1(t) <∞
}
.
ii) We say that F is dilatory if Dρ(F ) <∞ for all 0 < ρ <∞.
iii) Let 0 < p <∞. We say that F is p-quasi-Orlicz if there is a number C <∞ such that Dρ(F ) ≤ Cρ− 1p
for all 0 < ρ ≤ 1.
iv) Let 0 < p <∞. We say that F is p-convex, or p-Orlicz if F ◦ T 1p is a convex function.
Proposition 2.7. Let F be an admissible function. The following are equivalent.
i) F is dilatory.
ii) There is a 0 < ρ < 1 such that Dρ(F ) <∞.
iii) There are C1, C2 > 1 such that for all t ∈ [0,∞] we have F (C1t) ≥ C2F (t).
iv) There is a 0 < p <∞ such that F is p-quasi-Orlicz.
v) There is a 0 < p <∞ such that F is equivalent to a p-convex admissible function.
Furthermore the p that satisfy (iv) are the same as the p that satisfy (v).
Proof: (iv)⇒(i) and (i)⇒(ii) are clear. (ii)⇔(iii) is easy. (ii)⇒(iv) is a simpler version of the argument
given for Proposition 1.11. (v)⇒(iv) is trivial. We show (iv)⇒(v).
Let 0 < p <∞ and C <∞ be such that Dρ(F ) ≤ Cρ 1p , that is, for all u ≥ 1 and 0 ≤ t ≤ ∞, we have
upF (t) ≤ F (Cut). (2.1)
Define the function G: [0,∞]→ [0,∞] by
G(t) = sup
u≤t
{((
t
u
)p
− 1
)
F (u)
}
= sup
u∈R
{
0 ∨
((
t
u
)p
− 1
)
F (u)
}
.
We see that G ◦ T 1p is the supremum of convex functions, and so is itself convex. We also see that G(t) ≥
((t/2−
1
p t)p − 1)F (2− 1p t) = F (2− 1p t). Further, by equation (2.1), we have that ((t/u)p − 1)F (u) ≤ F (Ct).
Hence G  F .
That G is admissible is now trivial to check.
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2.2) Admissible Functions that Satisfy the ∆2-Condition
Definition 2.8. Let F be an admissible function. We say that F satisfies the ∆2-condition if F−1 is a
dilatory admissible function.
We see from Proposition 2.7 that this definition is the same as that given in Section 1A:2.3.
Proposition 2.9. Let 0 < p <∞, and F be an admissible function that is p-quasi Orlicz and that satisfies
the ∆2-condition. Then there is a p ≤ q <∞, C <∞, and an admissible function G such that
i) F
C G;
ii) G ◦ T 1p is convex;
iii) G ◦ T 1q is concave.
Proof: By replacing F by F ◦ T 1p , we may assume that F is 1-quasi Orlicz, and by Proposition 2.7, we may
assume that F is a convex function. In particular, we may assume that F (t)t increases as t increases.
None of this changes the fact that F satisfies the ∆2-condition. By Proposition 2.7, there is a 0 < q <∞
such that F−1 is 1q -quasi Orlicz, that is, there is a number C <∞ such that for all 0 < t <∞ and u ≥ 1 we
have
F (ut) ≤ CuqF (t).
(Thus it is clear that we must have q ≥ 1 if F is to be convex.) Define the function H to be
H(t) = sup
u≥1
F (ut)
uq
.
Clearly F (t) ≤ H(t) ≤ CF (t), and as F is convex, this implies that F C H. Furthermore, H(t)t increases
with t, and H(t)tq decreases with t.
Now define the function G to be
G(t) =
∫ t
0
H(u)
u
du.
Since H(u)u increases with u, we have
G(t) ≤ tH(t)
t
= H(t),
G(2t) ≥
∫ 2t
t
H(u)
u
du ≥ H(t),
so that G
2 H. We also have that G is convex. Furthermore,
G(t
1
q ) =
∫ t 1q
0
H(u)
u
du
= 1q
∫ t
0
H(u
1
q )
u
du,
which, being an integral of a decreasing function, is concave. It is now easy to show that H is admissible
2.3) Families of Admissible Functions
Finally in this section, we define the following for later use.
Definition 2.10. Let I be a standard measure space. A family of admissible functions on I is a sequence
(Ft : t ∈ I), where for each t ∈ I, Ft is an admissible function.
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3) Functions from Spaces and Spaces from Functions
3.1) The Fundamental Function
Definition 3.1. Let X be a r.i. space on I0,∞. Define the fundamental function ΦX : [0,∞]→ [0,∞] to be
such that
Φ˜−1X (t) =
∥∥χ[0,t]∥∥x .
Proposition 3.2. Let X be a r.i. space. Then ΦX is an admissible function. If X is dilatory, then so is
ΦX . If pX > 0, then ΦX is pX -convex.
Proof: This is trivial.
We could also define ΦX when X is a r.i. space on IA,B where (A,B) 6= (0,∞), by ‘joining the dots’.
However we never have any need to do this.
3.2) The Orlicz Functional
Some of these ideas may also be found in [B–S Ch.4 §8], [K–R], [L–T1 Ch.4], [L–T2 p120] and [Mu].
Definition 3.3. Let I be a standard measure space, and F be an admissible function. Define the LF -
functional (also called the F -Orlicz functional) ‖·‖F on L0(I) to be
‖f‖F = sup
{
x :
∫
I
F
(
|f(t)|
x
)
dλ(t) > 1
}
.
Let the F -Orlicz space be LF = LF (I) = {f ∈ L0(I) : ‖f‖F <∞}.
Proposition 3.4. Let I be a standard measure space, F be an admissible function, and f ∈ L0(I). Then
i)
∫
I
F (|f |) dλ > 1⇒ ‖f‖F ≥ 1;
ii)
∫
I
F (|f |) dλ ≤ 1⇒ ‖f‖F ≤ 1;
iii) ‖f‖F > 1⇒
∫
I
F (|f |) dλ > 1;
iv) ‖f‖F < 1⇒
∫
I
F (|f |) dλ ≤ 1.
Furthermore, if F satisfies the ∆2-condition, then
‖f‖F = 1⇔
∫
I
F (|f |) dλ = 1.
Proof: These are straightforward to check.
Proposition 3.5. Let I be a standard measure space, and F be an admissible function. Then LF (I) is
a r.i. space. If F is dilatory then LF (I) is quasi-normed, and if F is p-Orlicz then LF (I) is p-convex. If
I = I0,∞ then ΦLF = F .
Proof: First we show that LF (I) is a r.i. space. The only problems in checking Definition 1.3 are proper-
ties (iv) and (v). To check (iv), suppose that fn ↗ f , with ‖f‖F > 1. Then we have∫
I
F (|f |) dλ > 1.
Since F is left continuous, F (|fn|)↗ F (|f |), and so by the monotone convergence theorem, there is a N ∈ N
such that for all n ≥ N we have ∫
I
F (|fn|) dλ > 1.
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But this implies that ‖fn‖F ≥ 1, and we are done.
To check (v), let  > 0, and set δ = /F−1( 1 ) (notice that by property (v) of Definition 2.1 we have
δ > 0). If ‖fn‖F → 0 as n→∞, then there is a N ∈ N such that for all n ≥ N we have ‖fn‖F < δ, that is,∫
I
F
(
|fn|
δ
)
dλ ≤ 1.
Let A = { t ∈ I : F (|fn| /δ) ≥ 1 }. Then λ(A) ≤ , and if t 6∈ A, then |fn| ≤ δF−1( 1 ) = . Hence
λ{ t ∈ I : |fn(t)| > } ≤ . Thus fn → 0 in the measure topology.
Now suppose that F is p-Orlicz. We show that LF is p-convex. It is sufficient to show the following.
If ‖f1‖F , ‖f2‖F , . . . , ‖fN‖F < 1, and u1, u2, . . . , uN ∈ [0, 1] with
∑N
n=1 u
p
n = 1, then
∥∥∥∑Nn=1 un |fn|∥∥∥ ≤ 1.
But then
∫
I
F
(∑N
n=1 un |fn|
)
dλ ≤
N∑
n=1
upn
∫
I
F (|fn|) dλ
≤ 1,
and the result follows.
Proposition 3.6. Let F and G be admissible functions, and 0 < C <∞. If F C≺ G, then ‖·‖F ≤ C ‖·‖G.
Proof: This is trivial to check.
Definition 3.7. Let I be a standard measure space, X be a r.i. space on I, and F be an admissible function.
Define the X ◦ F -functional ‖·‖X◦F on L0(I) to be
‖f‖X◦F = sup
{
x :
∥∥∥F ( |f |x )∥∥∥
X
> 1
}
.
Proposition 3.8. Let I be a standard measure space, X be a r.i. space on I, and F be an admissible
function. Then X ◦ F is a r.i. space on I.
Proof: As Proposition 3.5.
3.3) The Weak Orlicz Functional
Definition 3.9. Let I be a standard measure space, and F be an admissible function. Define the LF,∞-
functional (also called the F -weak Orlicz functional) ‖·‖F,∞ on L0(I) to be
‖f‖F,∞ = sup{f∗(t)F˜−1(t) : 0 < t <∞}.
Let the F -weak Orlicz space be LF,∞ = LF,∞(I) = {f ∈ L0(I) : ‖f‖F,∞ <∞}.
Proposition 3.10. Let I be a standard measure space, and F be an admissible function. Then LF,∞(I) is a
r.i. space. If F is dilatory then LF (I) is quasi-normed, and if F is p-quasi-Orlicz then LF (I) is (p,∞)-convex.
If I = I0,∞ then ΦLF = F .
Proof: These are all elementary.
Proposition 3.11. Let F and G be admissible functions, and 0 < C <∞. If F C≺ G, then ‖·‖F ≤ C ‖·‖G.
Proof: This is trivial.
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Proposition 3.12. Let X be a r.i. space on I0,∞. Then ‖·‖ΦX ,∞ ≤ ‖·‖X .
Proof: Let f ∈ L0(I), and t ∈ I. Then
f∗(t)χ[0,t] ≤ f∗,
and the result follows by taking ‖·‖Φ of both sides.
3.4) Families of Admissible Functions.
This definition is similar to what may be found in [Mu Ch.2 §7].
Definition 3.13. Let I be a standard measure space, and (Ft : t ∈ I) be a family of admissible functions.
Define the L(Ft)-functional ‖·‖(Ft) on L0(I) to be
‖f‖(Ft) = sup
{
x :
∫
I
Ft
(
|f(t)|
x
)
dλ(t) > 1
}
.
Note that ‖·‖(Ft) will not necessarily be a r.i. functional.
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4) Un-L∞ and Normal Spaces and Functions
As far as I know, these results are new.
Definition 4.1. An admissible function F is said to be un-L∞ if F (t) = 0 only if t = 0, and F (t) =∞ only
if t =∞. We say that F is normal if in addition, F is continuous and strictly increasing.
If X is a r.i. space on I0,∞ then X is said to be un-L∞ (normal) if ΦX is un-L∞ (normal).
Proposition 4.2. Let X be an un-L∞, (p, q)-convex, r.i. space on I0,∞, where 0 < p <∞ and p ≤ q ≤ ∞.
Then there is a normal, quasi-normed, r.i. space on I0,∞, Y , such that
1
2 ‖·‖Y ≤ ‖·‖X ≤ Cp,q(X) ‖·‖Y .
Proof: By Proposition 1.8, there is a r.i. space X1 with Cp,q(X1) = 1 and ‖·‖X1 ≤ ‖·‖X ≤ Cp,q(X) ‖·‖X1 .
As Cp,q(X1) = 1, we have
∥∥χ[0,s+t]∥∥pX1 ≤ ∥∥χ[0,s]∥∥pX1 + ∥∥χ[0,t]∥∥pX1 , that is(
Φ˜−1X1(s+ t)
)p ≤ (Φ˜−1X1(s))p + (Φ˜−1X1(t))p.
Since X is un-L∞, Φ˜−1X1(t)→ 0 as t→ 0, and therefore Φ˜−1X1 is continuous.
Also, by Proposition 2.7 there is a p-convex admissible function G  ΦX1 . Since G is un-L∞, it is
continuous and strictly increasing. So let
‖·‖Y = ‖·‖X1 +  ‖·‖G,∞ ,
where  > 0 is such that  ‖·‖G,∞ ≤ ‖·‖X . Then
Φ˜−1Y = Φ˜
−1
X1
+ G˜−1,
which is continuous and strictly increasing. The result follows.
Corollary 4.2a. Let F be a un-L∞, dilatory, admissible function. Then there is an equivalent normal,
dilatory, admissible function.
Proof: Let X = LF (I0,∞), and choose Y as in Proposition 4.2. Then the desired function is ΦY .
Normal admissible functions have nice properties: if F and G are normal admissible functions, then so
is F ◦G; and if F is a normal admissible function, then so are F˜ and F−1, with F ◦F−1 = F−1 ◦F = Id[0,∞].
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5) Generalized Lorentz Spaces
Now we come to define the main object of interest of Part 3. The motivation for their definition arises as
follows. Let F be an admissible function, and X be a r.i. space on I0,∞. We desire to define a r.i. space on
I0,∞, called LF,X such that LTp,Lq is the Lorentz space Lp,q. Thus we would like ΦLX,F = F , and for LX,F
to ‘glue’ together like X. Two definitions that immediately suggest themselves are the following.
i) Let ω: I0,∞ → R+ be such that
∥∥ωχ[0,t]∥∥X = F˜−1(t). Define
‖f‖X,F = ‖ωf∗‖X .
ii) Let Ω: I0,∞ → I0,∞ be such that
∥∥χ[0,t] ◦ Ω∥∥X = F˜−1(t). Define
‖f‖X,F = ‖f∗ ◦ Ω‖X .
If X = Lq, then both definitions give the same space, (with ω(t) = ((Ω−1)′(t))
1
q ). We also have the same
space if X = LF , then both definitions give LX,F = LF .
We will make use of the second definition. This is because it is easy to see that Ω should be F˜ ◦ Φ˜−1X ;
it is not at all clear what ω should be.
Definition 5.1. Let I be a standard measure space, X be a normal r.i. space on I0,∞, and F be a normal
admissible function. Define the LF,X-functional (also called the generalized F -Lorentz functional) ‖·‖F,X on
L0(I) to be
‖f‖F,X =
∥∥∥f∗ ◦ F˜ ◦ Φ˜−1X ∥∥∥
X
.
Let the generalized F -Lorentz space be
LF,X = LF,X(I) = {f ∈ L0(I) : ‖f‖F,X <∞}.
Proposition 5.2. Let I be a standard measure space, X be a normal r.i. space on I0,∞, and F be a normal
admissible function. Then LX,F (I) is a r.i. space. Furthermore we have the following properties.
i) If I = I0,∞, then ΦLF,X = F .
ii) LΦX ,X = X.
iii) LF,LF = LF .
iv) If G is a normal admissible function, then LF,LG,X = LF,X .
Proof: These are all straightforward to check.
Proposition 5.3. Let X be a normal, quasi-normed r.i. space on I0,∞, and F be a normal admissible
function. Then LF,X is quasi-normed if and only if it is dilatory.
Proof: If f, g ∈ L0, then (f + g)∗ = f∗ ◦ d 1
2
+ g∗ ◦ d 1
2
. Thus, if LF,X is dilatory, it follows straight away
from Definition 5.1 that Q(LF,X) ≤ D 1
2
(LF,X)Q(X). The converse implication follows by Propositions 1.12
and 3.2.
Proposition 5.4. Let X and Y be normal r.i. spaces on I0,∞, and F and G be normal admissible functions.
Suppose that X and Y are approximately equal, that F and G are equivalent, and that L1,X is dilatory.
Then LF,X and LG,Y are approximately equal.
Proof: Let C <∞ be such that X C≈ Y , and F ≈ CG. Then for all f ∈ L0, we have
‖f‖G,Y =
∥∥∥f∗ ◦ G˜ ◦ Φ˜−1Y ∥∥∥
Y
≤ C
∥∥∥f∗ ◦ F˜ ◦ dC−2 ◦ Φ˜−1X ∥∥∥
X
≤ C DC−2(L1,X) ‖f‖F,X ,
and (
CDC−2(L1,X)
)−1 ‖f‖F,X ≤ C−1 ∥∥∥f∗ ◦ F˜ ◦ dC−2 ◦ Φ˜−1X ∥∥∥
X
≤
∥∥∥f∗ ◦ G˜ ◦ Φ−1Y ∥∥∥
Y
= ‖f‖G,Y .
104
We consider the problem of whether LF,X is dilatory in Chapter 3C. However, we present the following
simple result.
Proposition 5.5. Let X be a normal, quasi-normed r.i. space on I0,∞, and F be a normal admissible
function. If F satisfies the ∆2-condition, then LF,X is dilatory.
Proof: This is trivial.
Proposition 5.6. Let X be a normal r.i. space on I0,∞, and F and H be normal admissible functions.
Then LF,X ◦H = LF◦H,X◦H .
Proof: This is easy to check.
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Chapter 3B — Inequalities
1) Ho¨lder’s Inequality Generalized
In this section we investigate a well known generalization of Ho¨lder’s inequality. However, our approach is
quite different to that usually presented (see [B–S Ch.4], [K–R Ch.4 §9], [L–T1 4.b] or [Mu Ch.2 §13]).
1.1) Complementary Functions and Dual Spaces
Definition 1.1. Let F , G and H be admissible functions. We say that F and G are complementary with
respect to H if there is a number C <∞ such that
H−1
C≈ F−1G−1.
If H = Id[0,∞], we simply say that F and G are complementary.
If F is an admissible function such that F (t)t is increasing with t, we define the complementary function
F ∗ to be an admissible function such that
F−1F ∗−1 = Id[0,∞].
Definition 1.2. Let X, Y and Z be r.i. spaces. We say that X and Y are sub-dual with respect to Z if
there is a number C <∞ such that for all f , g ∈ L0 we have
‖fg‖Z ≤ C ‖f‖X ‖f‖Y .
We say that X and Y are dual with respect to Z if in addition we have
i) given f ∈ X \ {0} there is a g ∈ Y \ {0} such that ‖fg‖Z ≥ C−1 ‖f‖X ‖f‖Y ;
ii) given g ∈ Y \ {0} there is a f ∈ X \ {0} such that ‖fg‖Z ≥ C−1 ‖f‖X ‖f‖Y .
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1.2) Ho¨lder’s Inequality Generalized
Theorem 1.3. Let X be a quasi-normed r.i. space, F and G be normal admissible functions and H be a
normal dilatory admissible function. If F and G are complementary with respect to H, then X ◦ F and
X ◦ G are sub-dual with respect to X ◦ H. If, in addition, F and G satisfy the ∆2-condition, then X ◦ F
and X ◦G are dual with respect to X ◦H.
Note that we do not need F , G and H to be normal, but it does make the proof simpler to assume that
they are.
Proof: Let C <∞ be such that H−1 C≈ F−1G−1. First we show that there is a constant C1 <∞ such that
for all u, v ∈ [0,∞] we have
H(C−11 uv) ≤ F (u) +G(v).
Let s = F (u) and t = G(v). Then uv = F−1(s)G−1(t) ≤ F−1(s∨t)G−1(s∨t) ≤ CH−1(s∨t) ≤ CH−1(s+t),
and we have the result.
Now we show that there is a constant C2 <∞ such that for all f, g ∈ L0 we have
‖fg‖X◦H ≤ C2 ‖f‖X◦F ‖g‖X◦G ,
for suppose that ‖f‖X◦F , ‖g‖X◦G < 1. Then∥∥H(C−11 |fg|)∥∥X ≤ ‖F (|f |) +G(|g|)‖X
≤ Q(X)(‖F (|f |)‖X + ‖G(|g|)‖X)
≤ 2Q(X).
Hence ∥∥∥H( 1C1D(2Q(X))−1 (H) |fg|)∥∥∥X ≤ 1,
and so ‖fg‖X◦H ≤ C1D(2Q(X))−1(H), as desired.
Now suppose that F and G satisfy the ∆2-condition (so that H also satisfies the ∆2-condition). We
show that there is a number C3 < ∞ such that if f ∈ X ◦ F \ {0}, then there is a g ∈ X ◦ G \ {0} with
‖fg‖X◦H ≥ C−13 ‖f‖X◦F ‖g‖X◦G. For suppose that ‖f‖X◦F = 1. Let k = F (|f |) (so that |f | = F−1(k))
and g = G−1(k). By Proposition 3A:3.4, we have that ‖k‖X = 1, ‖g‖X◦G = 1, and
∥∥H−1(k)∥∥
X◦H = 1.
Therefore,
‖fg‖X◦H =
∥∥F−1(k)G−1(k)∥∥
X◦H ≥ C−1
∥∥H−1(k)∥∥
X◦H = C
−1.
Similarly, there is a number C4 <∞ such that if g ∈ X ◦G \ {0}, then there is a f ∈ X ◦ F \ {0} with
‖fg‖X◦H ≥ C−14 ‖f‖X◦F ‖g‖X◦G.
1.3) Families of Admissible Functions
Theorem 1.4. Let I be a standard measure space, and (Ft : t ∈ I) be a family of admissible functions on
I such that for each t ∈ I we have that Ft is normal and that Ft(u)u is increasing with u. Let (F ∗t : t ∈ I) be
a family of admissible functions, where for each t ∈ I, F ∗t is the complementary function of Ft. Then for all
f, g ∈ L0(I) we have
‖fg‖1 ≤ c ‖f‖(Ft) ‖g‖(F∗t ) .
Proof: As Theorem 1.3.
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2) The Second Index of Generalized Lorentz Functions
In this section we find inequalities between LF,G1 and LF,G2 , and between LF,G and LF,∞, where F , G, G1
and G2 are normal admissible functions. This work extends results due to Bennett and Rudnick (see [B–R]
or [B–S Ch.4 §6]).
2.1) Inequalities Between LF,G1 and LF,G2
In this section we are going to compare LF,G with LF,H◦G, where F , G and H are normal admissible
functions, and H is 1-quasi Orlicz.
Theorem 2.1. Let F , G and H be normal admissible functions such that G is dilatory, and H is 1-quasi
Orlicz. Then there is a number C <∞, depending on H and D 1
2
(G) only, such that
‖·‖F,H◦G ≤ C ‖·‖F,G .
Proof: First we show that for some number C1 <∞ that‖·‖H ≤ C1 ‖·‖H,1.
For all f ∈ L0 we have
‖f‖H,1 =
∫ ∞
0
f∗ ◦ H˜(t) dt
=
∫ ∞
0
f∗(t) dH˜−1(t)
=
∫ ∞
0
H˜−1(t) d(−f∗(t))
=
∫ ∞
0
∥∥χ[0,t]∥∥H d(−f∗(t))
and as ‖·‖H is 1-convex, there is a number C1 <∞, depending on H only, such that the above is
≤ C1
∥∥∥∥∫ ∞
0
χ[0,t] d(−f∗(t))
∥∥∥∥
H
= C1 ‖f∗‖H .
Now, as G is dilatory, we have for some number C2 <∞ that
‖·‖H◦G,H◦G = ‖·‖LH,G ≤ C2 ‖·‖LH,1◦G = C2 ‖·‖H◦G,G ,
and hence for all f ∈ L0 we have
‖f‖F,H◦G =
∥∥∥f ◦ F˜ ◦ (H˜ ◦ G˜)−1∥∥∥
H◦G,H◦G
≤ C2
∥∥∥f ◦ F˜ ◦ (H˜ ◦ G˜)−1∥∥∥
H◦G,G
= C2 ‖f‖F,H◦G .
For the next theorem, we need an elementary definition and lemma.
Definition 2.2. Suppose F is a normal admissible function. We denote by F ′ the unique left continuous
function (0,∞)→ [0,∞] such that
F (t) =
∫ t
0
F ′(u) du.
Lemma 2.3. Suppose F is a normal p-convex admissible function, where 0 < p < ∞. Then there is a
number C <∞, depending on p only, such that for all 0 < t <∞, we have
p
F (t)
t
≤ F ′(t) ≤ CF (Ct)
t
.
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Proof: Let G = F ◦ T 1p , so that G is convex. It is well known that G′ is increasing, and that F ′(t) =
ptp−1G′(tp).
First we prove the left hand inequality. For all 0 < t <∞, we have
F (t) = p
∫ t
0
up−1G′(up) du
≤ p
∫ t
0
up−1G′(tp) du
= tpG′(tp)
= 1p t F
′(t).
For the right hand inequality, for all 0 < t <∞, we have
(1− 2−p)F (2t) ≥ F (2t)− F (t)
= p
∫ 2t
t
up−1G′(up) du
≥ p
∫ 2t
t
up−1G′(tp) du
= (2p − 1) tpG′(tp)
= (2p − 1) 1p t F ′(t).
Theorem 2.4. Let F , G and H be normal admissible functions such that G is dilatory, and H is 1-convex.
If
∥∥∥ 1
H˜∗−1
∥∥∥
H∗
<∞, then there is a number C <∞ such that
‖·‖F,G ≤ C ‖·‖F,H◦G .
Proof: First we show that ‖·‖1 ≤ c
∥∥∥ 1
H˜∗−1
∥∥∥
H∗
‖·‖1,H . Suppose that ‖f‖1,H < 1. Then∫ ∞
0
H(f∗(t))H˜ ′(t) dt =
∫ ∞
0
H ◦ f∗H˜−1(t) dt ≤ 1.
So, if we let (Ht : t ∈ I0,∞) be the family of admissible functions defined by Ht(u) = H˜ ′(t)H(u), then the
above says that ‖f‖(Ht) ≤ 1. Now it is easy to see that
H∗t (u) = H˜
′(t)H∗
(
u
H˜′(t)
)
.
So by Theorem 1.4 we have
‖f‖1 ≤ c ‖f‖(Ht) ‖1‖(H∗t ) ≤ c ‖1‖(H∗t ) .
Thus we only need to show that ‖1‖(H∗t ) ≤
∥∥∥ 1
H˜∗−1
∥∥∥
H∗
. This follows, as if ‖1‖(H∗t ) > x, then by Proposi-
tion 3A:3.4, we have that
1 <
∫ ∞
0
H∗t
(
1
x
)
dt
=
∫ ∞
0
H∗
(
1
xH˜′(t)
)
dH˜(t).
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By Lemma 2.3, this is
≤
∫ ∞
0
H∗
(
t
xH˜(t)
)
dH˜(t)
=
∫ ∞
0
H∗
(
H˜−1(t)
xt
)
dt
=
∫ ∞
0
H∗
(
1
xH˜∗−1(t)
)
dt.
This implies that
∥∥∥ 1
H˜∗−1
∥∥∥
H∗
≥ x, as desired.
Finally, the result follows as in the end of the proof of Theorem 2.1.
2.2) Inequalities Between LF,G and LF,∞
By Proposition 3A:3.12, we already know that if F and G are normal admissible functions, then ‖·‖F,∞ ≤
‖·‖F,G. We also have the following result.
Theorem 2.5. Let F and G be normal admissible functions. Then
‖·‖F,G ≤
∥∥∥ 1
G˜−1
∥∥∥
G
‖·‖F,∞ .
Proof: Suppose that ‖f‖F,∞ ≤ 1. Then f∗ ≤ 1F˜−1 , and so ‖f‖F,G ≤
∥∥∥ 1
G˜−1
∥∥∥
G
.
2.3) Applications of these Inequalities
Now we prove Theorem 1A:2.7.
Lemma 2.6. Let L  em(T β), where β > 0. Then
∥∥∥ 1
L˜−1
∥∥∥
L
is finite.
Proof: It follows straight away from Definition 3A:3.3 that we need only show that for some x > 0 we have∫ ∞
0
em
((
1
x(lm t)
1
β
)β)
dt < 1.
Let us assume that x ≥ 1. Then∫ ∞
0
em
((
1
x(lm t)
1
β
)β)
dt =
∫ ∞
0
em
(
1
xβ lm t
)
dt
=
∫ e1−xβ
0
exp
(
1+log 1t
xβ
− 1
)
dt
+
∫ 1
e1−xβ
exp
(
1− xβ
1+log 1t
)
dt
+
∫ ∞
1
exp
(
1− xβ(1 + log t)) dt
≤ e(1/xβ)−1
∫ e1−xβ
0
t−1/x
β
dt+ (1− e1−xβ )e1−xβ
+ e
∫ ∞
1
(et)−x
β
dt
≤ e(2/xβ)−1−xβ x
β
xβ − 1 + e
1−xβ + e2−x
β 1
xβ − 1 ,
and this tends to 0 as x→∞.
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Theorem 2.7. (Bennett and Rudnick) Let p < 0 <∞, and α ∈ R.
i) There is a number C <∞, depending on p and α, such that
‖·‖Tp(lmT )α
C≈ ‖·‖Tp(lmT )α,p .
ii) There is a number C <∞, depending on p only, such that
‖·‖em(Tp)
C≈ ‖·‖em(Tp),∞ .
Proof of i): First we consider the case when α > 0. Let H = T (lmT
1
p )α. Then H is 1-quasi Orlicz, and so
by Theorem 2.1, we have for some C <∞ that
‖·‖Tp(lmT )α,H◦Tp ≤ C ‖·‖Tp(lmT )α,Tp .
Furthermore, H(t)t is increasing with t, and H
∗ ≡ em(T 1α ). Hence, by Theorem 2.4 and Lemma 2.6, we have
for some C <∞ that
‖·‖Tp(lmT )α,Tp ≤ C ‖·‖Tp(lmT )α,H◦Tp .
Finally, as ‖·‖Tp(lmT )α,H◦Tp = ‖·‖Tp(lmT )α , we are done.
The case α < 0 follows by a similar argument, this time using the function H such that H ◦T p(lmT )α =
T p.
Proof of ii): This follows immediately from Proposition 3A:3.12, Theorem 2.5 and Lemma 2.6.
Obviously, we could prove a great many more inequalities of this form than we have given here.
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3) A Result about Orlicz Spaces
Here we prove Proposition 1A:2.3(ii).
Proposition 3.1. (See also [K–R Thm.8.1] and [L–T1 4.a.5].) Let F and G be admissible functions such
that F is dilatory, and 0 ≤ A <∞, 0 < B ≤ ∞ with A ≤ B. Then there is a number C <∞, depending on
D 1
2
(F ) only, such that if F˜−1(t) ≤ G˜−1(t) for A ≤ t ≤ B, then for all f ∈ L0(IA,B) we have ‖f‖F ≤ C ‖f‖G.
Proof: Let f ∈ L0(IA,B) be such that ‖f‖G < 1, so that∫
IA,B
G(|f(t)|) dλ(t) ≤ 1.
First we show that supt∈IA,B G(|f(t)|) ≤ 1A , and so values of F˜−1(t) and G˜−1(t) for t < A are immaterial.
This is obvious if A = 0; otherwise the above integral becomes the sum∑
IA,B
AG(|f(t)|) ≤ 1,
and we are done.
Now, if G(|f(t)|) ≥ 1B , then F (|f(t)|) ≤ G(|f(t)|), and if G(|f(t)|) ≤ 1B , then F (|f(t)|) ≤ 1B . Let
J = { t ∈ IA,B : G(|f(t)|) ≤ 1B }.
Then ∫
IA,B\J
F (|f(t)|) dλ(t) ≤
∫
IA,B
G(|f(t)|) dλ(t) ≤ 1,
and ∫
J
F (|f(t)|) dλ(t) ≤ 1Bλ(IA,B) ≤ 1.
Therefore ∫
IA,B
F (|f(t)|) dλ(t) ≤ 2,
and so ‖f‖F ≤ D 12 (F ).
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Chapter 3C — Boyd Indices of Generalized Lorentz Spaces
1) Introduction
In this chapter, I present preliminary work on an important question about the generalized Lorentz spaces.
Question 1.1. Let X be a normal quasi-normed r.i. space on I0,∞, and F be a normal dilatory admissible
function. Is LF,X dilatory?
(We know by Proposition 3A:5.5 that this is so if ΦX satisfies the ∆2-condition.)
We will concentrate most of our investigation on the case when X = LG, where G is a normal dilatory
admissible function. We will also consider the following questions.
Question 1.2. Let X be a normal quasi-normed r.i. space on I0,∞, and F be a normal dilatory admissible
function. Is it true that pLF,X = sup{ p : F is p-quasi Orlicz}?
Question 1.3. Let X be a normal quasi-normed r.i. space on I0,∞, and F be a normal dilatory admissible
function. Is it true that qLF,X = inf{ q : F ◦ T
1
q is equivalent to a concave function}?
Positive answers to the last two questions have many applications. We do not go into this, but the
reader is referred to [B–S Ch.3] and [L–T2 2.b]. For general X, the answer to the last two questions is
negative, for we have the following result due to T. Shimogaki.
Theorem 1.4. (See [Sh].) There is a 1-convex r.i. space X such that ΦX = T 2, but pX = 1 and qX =∞.
In considering all these questions, it is sufficient to look only at L1,X , for we have the following result.
Proposition 1.5. LetX be a normal quasi-normed r.i. space on I0,∞, and F be a normal dilatory admissible
function.
i) If L1,X is dilatory, then so is LF,X .
ii) If pL1,X = 1, then pLF,X = sup{ p : F is p-quasi Orlicz}.
iii) If qL1,X = 1, then qLF,X = inf{ q : F ◦ T
1
q is equivalent to a concave function}.
Proof: First we show that pLF,X ≤ sup{ p : F is p-quasi Orlicz}. For if 0 < ρ ≤ 1, then
Dρ(LL,F ) = sup
{ ‖Dρ(f)‖F,X
‖f‖F,X
: 0 < ‖f‖F,X <∞
}
≥ sup
{ ∥∥Dρ(χ[0,t])∥∥F,X∥∥χ[0,t]∥∥F,X : 0 < t <∞
}
= sup
{
F˜−1(ρt)
F˜−1(t)
: 0 < t <∞
}
= sup
{
F−1(ρt)
F−1(t)
: 0 < t <∞
}
= Dρ(F ).
The result follows.
Now we note that
Dρ(LF,X) = sup
{ ‖Dρ(f)‖F,X
‖f‖F,X
: 0 < ‖f‖F,X <∞
}
= sup

∥∥∥f∗ ◦ dρ ◦ F˜∥∥∥
1,X∥∥∥f∗ ◦ F˜∥∥∥
1,X
: 0 < ‖f‖F,X <∞
 .
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However dρ ◦ F˜ ≤ F˜ ◦ dDρ(F ), and hence the above is bounded by
= sup

∥∥∥f∗ ◦ F˜ ◦ dρ∥∥∥
1,X∥∥∥f∗ ◦ F˜∥∥∥
1,X
: 0 < ‖f‖F,X <∞
 ,
and this is bounded by DDρ(F )(L1,X).
Hence we have (i). Furthermore, it is now easy to deduce (ii), for suppose that F is p-quasi Orlicz, so
that there is a C <∞ such that Dρ(F ) < Cρ− 1p for 0 < ρ ≤ 1. If pLF,X = 1, then for each  > 0 there is a
C <∞ such that Dρ(LF,X) ≤ Cρ1+ for 0 < ρ ≤ 1. Hence
Dρ(LF,X) ≤ DDρ(F )(L1,X) ≤ C(Cρ−
1
p )1+,
and the result follows.
The proof of (iii) is entirely similar (note that, by a similar argument to that presented in the proof of
Proposition 3A:2.7, F ◦ T 1q is equivalent to a concave function if and only if there is a number C <∞ such
that Dρ(F ) ≤ Cρ− 1q for all 1 ≤ ρ <∞.)
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2) The Boyd Indices of L1,G
In this section we attempt to find the Boyd indices of L1,G where G is a normal dilatory admissible function.
We do not solve this problem, but we do indicate that this problem is difficult. We try to tackle this problem
by finding sufficient conditions on G to calculate the Boyd indices. But first we give an example to show
that we cannot rely on Dρ(L1,G) being proportional to ρ−1.
Proposition 2.1. Suppose that 0 < p, q <∞. Let G be the normal dilatory admissible function given by
G(t) =
{
tp if t ≤ 1
tq if t ≥ 1.
Then there is a number C < ∞, depending on p and q only, such that Dρ(L1,G) ≥ ρ−1(lm ρ−1) 1p− 1q for
0 < ρ <∞.
Sketch Proof: If 0 < ρ ≤ 1, then let f ∈ L0(I0,∞) be defined by
f(t) =
{
ρ−1 if t ≤ ρ
1
t if ρ < t ≤ 1
0 if 1 < t.
Then
‖f‖1,G ≈ ‖f‖1,q ≈
(
1
q
lm ρ−1
) 1
q
,
whereas
‖Dρ(f)‖1,G ≈ ρ−1
(
1 ∨
(
1
q
lm ρ−1
) 1
q
)
,
and hence Dρ(L1,G) ≥ q
1
q
p
1
p
ρ−1(lm ρ)
1
p− 1q , as desired.
The argument for 1 ≤ ρ <∞ is very similar.
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2.1) Equivalent Quantities Describing the Boyd Indices
Now we define another quantity that is approximately greater than Dρ(L1,G).
Definition 2.2. Let G be a normal admissible function, and 0 < ρ <∞. Define Eρ(G) to be the infimum
over all E such that there is a function u: I0,∞ → R+ with
∫∞
0
u(t) dt ≤ 1, and
G−1
(
u(t)
G˜′(t)
)
G−1
(
u(t)
ρG˜′(ρt)
) ≤ E for all 0 < t <∞.
Theorem 2.3. Let G be a normal dilatory admissible function. Then there is a number C <∞, depending
on D 1
2
(G) only, such that for all 0 < ρ <∞ we have that Dρ(L1,G) ≤ C Eρ(G).
Proof: First we note that
‖Dρf‖1,G = ‖f∗‖(Gρt ) ,
where Gρt (u) = ρG˜′(ρt)G(u). If we could find a family of admissible functions (Ht : t ∈ I0,∞) such that for
some C1 < ∞ we had (Gρt )−1
C1≈ H−1t · (G1t )−1, then we could say by something like Theorem 3B:1.3 that
there was a number C2 <∞ such that ‖Dρf‖1,G ≤ C2 ‖1‖(Ht) ‖f‖1,G. We produce a rigorous version of this
argument, and show that Dρ(L1,G) ≤ 2
(
D 1
2
(G)
)2
Eρ(G), as follows.
Define the functions (Lt : t ∈ I0,∞) by
Lt(u) =
(Gρt )−1(u)
(G1t )−1(u)
for u ∈ [0,∞].
It is easy to see that Lt(u) · (G1t )−1(v) ≤ (Gρt )−1(u + v) for u, v ∈ [0,∞]. Now, by the definition of Eρ(G),
there is a function u: I0,∞ → R+ such that
∫∞
0
u(t) dt ≤ 1, and
Lt(u(t)) ≥ 12Eρ(G) .
Suppose that ‖f‖1,G < 1, so that if v(t) = G1t
(
f∗(t)
)
then
∫∞
0
v(t) dt ≤ 1. Then
∫ ∞
0
Gρt
 f∗(t)
2
(
D 1
2
(G)
)2 · Eρ(G)
 dt ≤ 14 ∫ ∞
0
Gρt
(
L
(
u(t)
) · (G1t )−1(v(t))) dt
≤ 14
∫ ∞
0
(
u(t) + v(t)
)
dt
≤ 12 ,
and the result follows.
Thus Questions 1.1, 1.2 and 1.3 have positive answers if the following do.
Question 2.4. Let G be a normal dilatory admissible function. Is there a 0 < ρ < 1 such that that Eρ(G)
is finite?
Question 2.5. Let G be a normal dilatory admissible function. Is it true that for all p < 1 there is a
number C <∞ such that for all 0 < ρ < 1 we have Eρ(G) ≤ Cρ− 1p ?
Question 2.6. Let G be a normal dilatory admissible function. Is it true that for all q > 1 there is a
number C <∞ such that for all 1 < ρ <∞ we have Eρ(G) ≤ Cρ− 1q ?
These are somewhat difficult conjectures to check. However, if G satisfies the ∆2-condition, then we
can write these conjectures in terms of sequences rather than functions. Obviously Question 1.1 then has a
positive answer, and it is not hard to see that Question 2.4 also has a positive answer. However we still have
the Boyd indices to contend with.
The technique is to see that the problem is simplified by considering only the values that G takes at 2n
(n ∈ Z).
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Definition 2.7. Suppose G is a normal admissible function. Define the function αG:Z→ Z to be such that
2αG(n) ≤ G(2n) < 2αG(n)+1.
Definition 2.8. If α:Z→ Z is an increasing function, define α−1:Z→ Z to be
α−1(n) = sup{m : m ≤ α(n)}.
Proposition 2.9. Let G be a normal dilatory admissible function that satisfies the ∆2-condition. Then
there is a number C <∞ such that∣∣IdZ − α ◦ α−1∣∣ and ∣∣IdZ − α−1 ◦ α∣∣ ≤ C.
Proof: As G is dilatory and satisfies the ∆2-condition, there are numbers C1 <∞ and 0 < p ≤ q <∞ such
that for all 0 < t <∞ and u ≥ 1 we have
C−11 u
pG(t) ≤ G(ut) ≤ C1 uq G(t).
Hence there is a number C2 <∞ such that for all n ∈ Z and m ∈ N we have
−C2 + αG(n) + pm ≤ αG(n+m) ≤ C2 + αG(n) + qm.
It is now easy to see the result.
Definition 2.10. Let G be a normal admissible function, and r ∈ Z. Define Fr(G) to be the infimum over
all F such that there is a function υ:Z→ Z, with ∑∞n=−∞ 2υ(n) ≤ 1, and
α−1G
(
υ(n) + αG(−n)
)− α−1G (υ(n) + αG(−n− r)) ≤ F for all n ∈ Z.
Theorem 2.11. Let G be a normal dilatory admissible functionthat satisfies the ∆2-condition. Then there
is a number C <∞, depending on G only, such that for all r ∈ Z we have
E2r (G) ≤ C 2Fr(G).
Proof: Choose υ:Z→ Z with ∑∞n=−∞ 2υ(n) ≤ 1, and
α−1G
(
υ(n) + αG(−n)
)− α−1G (υ(n) + αG(−n− r)) ≤ 1 + Fr(G).
Let u: I0,∞ → R+ be defined to be
u
∣∣
[2n,2n+1)
= 2υ(n)−n,
so that
∫∞
0
u(t) dt =
∑∞
n=−∞ 2
υ(n) ≤ 1. By Lemma 3B:2.3, there is a number C1 <∞ such that
G−1
(
u(t)
G˜′(t)
)
G−1
(
u(t)
G˜′(2rt)
) ≤ G−1
(
C1
tu(t)
G˜(t)
)
G−1
(
C−11
tu(t)
G˜(C12rt)
) ,
and as G satisfies the ∆2-condition, we have for some C2 <∞ that this is
≤
G−1
(
C1
tu(t)
G˜(t)
)
G−1
(
C−12
tu(t)
G˜(2rt)
) .
Now, if t ∈ [2n, 2n+1), then u(t) = 2υ(n)−n, and G˜(t) 2≈ 2−αG(−n). Hence the above is
≤ G
−1 (2C1 21+υ(n)−αG(−n))
G−1
(
1
2C
−1
2 2υ(n)−αG(−n−r)
) .
As G is dilatory and satisfies the ∆2-condition, we have for some C3 <∞ that the above is
≤ C3
G−1
(
2υ(n)−αG(−n)
)
G−1
(
2υ(n)−αG(−n−r)
) .
Now, by Proposition 2.9, we have for some C4 <∞ that G−1(2n) C4≈ 2α−1G (n), and hence the above is
≤ C3 C24 2
(
α−1
G
(
υ(n)−αG(−n)
)
α−1
G
(
υ(n)−αG(−n−r)
))
≤ C3 C24 21+Fr(G),
as desired.
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Thus Questions 2.5 and 2.6 become the following.
Question 2.12. Let G be a normal dilatory function satisfying the ∆2-condition. Is it true that for all
p < 1 there is a number C <∞ such that for all r ∈ Z with r < 0, we have Fr(G) ≤ C − 1pr.
Question 2.13. Let G be a normal dilatory function satisfying the ∆2-condition. Is it true that for all
q > 1 there is a number C <∞ such that for all r ∈ Z with r > 0, we have Fr(G) ≤ C − 1q r.
I have not made much headway in answering these questions. Part of the difficulty lies in that, as a
consequence of the work of Section 3B:2, simpler normal dilatory admissible functions, G, that one might
consider, satisfy L1,G = L1,p for some 0 < p ≤ ∞.
To recap, we are interested in characterizing the Boyd indices of the LF,G spaces purely in terms of F ,
where F and G are normal dilatory admissible functions. We reduce this to showing that the Boyd indices
of L1,G are 1, and this is tackled by considering new quantities that depend on G, which we call Eρ(G) and
Fr(G) (0 < ρ <∞, r ∈ Z).
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