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Optimal Triggering of Networked Control Systems
Ali Heydari1
Abstract—The problem of resource allocation of nonlinear
networked control systems is investigated, where, unlike the
well discussed case of triggering for stability, the objective
is optimal triggering. An approximate dynamic programming
approach is developed for solving problems with fixed final times
initially and then it is extended to infinite horizon problems.
Different cases including Zero-Order-Hold, Generalized Zero-
Order-Hold, and stochastic networks are investigated. After-
wards, the developments are extended to the case of problems
with unknown dynamics and a model-free scheme is presented
for learning the (approximate) optimal solution. After detailed
analyses of convergence, optimality, and stability of the results,
the performance of the method is demonstrated through different
numerical examples.
I. INTRODUCTION
Unlike conventional control systems, the control loop is
closed through a communication network with a limited band-
width [1] in a Networked Control System (NCS), [2]–[9]
as shown in Fig. 1. While a traditional feedback controller
requires constant (or periodic) access to the sensor, and hence,
to the network for receiving state measurements, several dif-
ferent tasks are competing for transmitting their data through
the same network in an NCS. Therefore, designing schemes
which decrease the communication load of the network while
maintaining the desired performance is beneficial, [3], [10].
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Fig. 1. Schematic of an NCS with the
sensor connected to the controller through a
network. Dash lines transmit data only when
the network is scheduled/triggered.
As a real-world
example, smart power
grids with small-scale
electricity generators
may be mentioned,
in which not only
the sensors located
at points of common
coupling are spatially
distributed throughout the network, but also, the generators
are distributed, [11]. This leads to a flow of electricity and
information in the power network. As another example,
different control systems of an airplane, e.g., flight control,
engine control, etc., can be considered. Replacing the wire
harnesses of the sensors, which are spatially distributed
throughout the plane, with a unified, potentially wireless,
communication medium leads to a dramatic decrease in the
weight and hence, the operation cost. Simultaneously, it
will facilitate the maintenance and improve the monitoring
and fault detection capabilities, [12]. In a simple and small
airplane (Cessna 310R) this change was reported to increase
the range by 10%, [12].
Considering the literature, the main developed approaches
are a) decreasing the need for continuous state measurement
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through designing periodic [5], [6], [13] or aperiodic event
triggering schemes [4], [10], [14]–[24] where the network is
utilized only when an event is triggered, b) decreasing the
size of the data packets for reducing the network load [25],
[26], and c) designing controllers which ‘deal’ with the busy
network and its consequences including induced delays [2],
[27]–[35] or quantization errors [36], [37] which exist anyway
in digital networks [13]. While the idea of compressing data
packets was observed not to be as effective as the idea of
transmitting less frequently [10], the first and last approaches
have been very popular, especially if the two approaches can
be combined to both transmit less frequently and account for
the losses and delays, [10].
Event triggering, as opposed to periodic sampling, has been
typically conducted through monitoring the error between the
current state of the system and the state information expected
to be available on the other side of the network and triggering
the system (or scheduling the network) when the error exceeds
a certain limit. The state information available on the other
side of the network could be the last state measurement
transmitted through the network as in Zero-Order-Hold (ZOH)
based methods [16], [19], [21], [22] or an estimation of
the current system state made based on the last transmitted
state measurement, as in Generalized ZOH (GZOH) or Model
Based NCS schemes [6], [10], [17], [20], [38]. In any case,
the controller is designed a priori with the assumption of
constant access to the sensor, i.e., without considering the
event triggering nature, and the triggering/scheduling policy
(sometimes called the event function) is designed such that
the system is stabilized, in the cited papers.
Reviewing the available literature, the area of triggering
optimally as opposed to triggering for stability is rarely inves-
tigated due to its difficulties, despite its natural advantages.
The published studies in this area, to the best of the author’s
knowledge, includes results in [39]–[41] for linear systems.
This study is aimed at this pursuit.
The contribution of this study is extending the applications
of Approximate Dynamic Programming (ADP) [42], [43] and
Reinforcement Learning (RL) [44], [45] to (near) optimal
triggering of NCSs. Initially the case of finite-horizon cost
functions with the simplifying assumption of applying no
control, when no state feedback is received by the controller
is investigated. This assumption simplifies the problem to
a switching problem, hence, the method developed in [46]
is directly applicable. Once the idea behind the solution is
clarified, the more advanced cases of ZOH and GZOH are
covered and the outline of the process for extending the
results to stochastic networks with random delays and losses
is given. Afterwards, the schemes are extended to the case of
infinite-horizon problems and both model-based and model-
free schemes are developed. These methods are supported by
rigorous analyses on convergence, optimality, and stability.
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The developed methods lead to low online computational
load. Also, they are valid for different initial conditions of the
system. Moreover, the schemes are scalable and decentralized.
That is, when implemented on systems with several sensor-
controller-plant sets sharing the same network, the scheduling
is based solely on the states of the respective plant for each
set, so, it can be conducted in parallel for every set.
As for the approach of this study, ADP has already been
investigated for control of NCSs in [34], [41], [47]. However,
ADP was used for finding the control law in [34] and [47] un-
der some ADP-independent triggering policies. Also, the use
of ADP in adjusting the transmission power (which changes
continuously) was presented in [41]. In here, though, ADP
will be used for optimal design of the event function. Finally,
an ADP based approach to optimal intermittent feedback was
presented in [48]. The approach involves an online gradient
descent search for finding the next optimal time for triggering,
based on the value function representing the cost. While the
authors presented their initial and interesting developments to
the problem in that paper, no further work appeared from them
in deeper analysis of the method, to the best of this author’s
knowledge.
The rest of this paper is organized as follows. The problem
is formulated in the next section, followed by the idea for
solving it. Afterward, the extensions of the work to ZOH,
GZOH, stochastic networks, infinite-horizon problems, and
problems with modeling uncertainty are presented in the
subsequent sections. Numerical examples are presented in
Section XI, followed by some concluding remarks.
II. PROBLEM FORMULATION
The problem of scheduling an NCS can be presented as
follows. Let the discrete-time dynamics of the plant in Fig. 1
be given by
xk+1 = f(xk, uk), ∀k ∈ K := {0, 1, ..., N − 1}, (1)
where f : Rn × Rm → Rn is a continuous function versus
its both inputs, i.e., the state and control vectors, x and u,
respectively, with f(0, 0) = 0. Sub-index k represents the
discrete time index, N denotes the fixed final time, and positive
integers n and m denote the dimensions of the continuous state
and control spaces.
Let the piecewise constant function vk : Rn → {0, 1}
denote the scheduling/triggering policy, where vk(x) = 1
means the event is triggered or equivalently, the network is
scheduled to be utilized for transmitting state information
through the dash lines in Fig. 1, and vk(x) = 0 means the
network is not scheduled (event is not triggered). Assume cost
function
J = ψ(xN ) +
N−1∑
k=0
U(xk, vk), (2)
where continuous positive semi-definite function ψ : Rn →
R
+ assigns a final cost to the last state vector and positive
semi-definite U : Rn × {0, 1} → R+, continuous versus the
first argument, assigns a running cost to the states during the
horizon and to each network scheduling. For example, one
may select U(x, v) = Q(x) + cv for a some Q : Rn → R+
and a positive constant c, where the latter assigns a weight to
the cost of usage of the resource, i.e., the network. The set of
non-negative reals is denoted with R+.
Moreover, let function h : Rn → Rm denote a known
continuous feedback control policy, i.e., uk = h(xk), ∀k, such
that it asymptotically stabilizes the system if the network
is always scheduled. The problem is designing a feedback
triggering policy vk(.), ∀k ∈ K, such that cost function (2)
is minimized, subject to plant (1) under control policy h(.).
III. BASIC IDEA FOR THE SOLUTION
In order to demonstrate the basic idea behind the solution
presented in this study, let the control be zero when the
network is not scheduled, i.e., vk = 0 ⇒ uk = 0, or simply
uk = vkh(xk), called No Feedback, No Control (NFNC), in
this study. Also, the dynamics of the system are assumed to
be known and the sensor node is assumed to have a copy of
control policy h(.). Moreover, The network is assumed to be
delay-free and loss-free.
Motivated by switching systems [46], the operation of the
system can be modeled by switching between two different
modes; F0(.) and F1(.), respectively, for the case of vk = 0
and vk = 1,
xk+1 = F0(xk) := f
(
xk, 0
)
,
xk+1 = F1(xk) := f
(
xk, h(xk)
)
.
(3)
The idea for solving this switching problem is using the
Bellman equation [49]. Let the optimal value function, some-
times called optimal cost-to-go, at current state xk and time
k which leads to time-to-go τ := (N − k), be denoted
with V ∗τ (xk) for some V ∗τ : Rn → R+, ∀τ ∈ K ∪ N .
By definition, optimal value function V ∗τ (xk) represents the
incurred cost from the current time to the final time if optimal
decisions are made throughout the remaining τ time steps.
Considering Eq. (2) the value function satisfies recursion
V ∗τ (xk) = U(xk, v
∗
k) + V
∗
τ−1
(
Fv∗
k
(xk)
)
, where v∗k ∈ {0, 1}
denotes the optimal decision at time k. Based on the Bellman
equation, one has
V ∗0 (x) = ψ(x), ∀x, (4)
V ∗τ (x) = min
v∈{0,1}
(
U(x, v)+V ∗τ−1
(
Fv(x)
))
, ∀x, ∀τ 6= 0. (5)
If the value function is available, then, the optimal triggering
policy at time k (which leads to the time-to-go τ = N − k)
with current state x is simply given in a feedback form by
v∗k(x) = argmin
v∈{0,1}
(
U(x, v) + V ∗N−(k+1)
(
Fv(x)
))
. (6)
Interestingly, Eqs. (4) and (5) can be used for approximating
the desired value function. Utilizing any parametric func-
tion approximator, e.g., Neural Networks (NN), with time-
dependent parameters/weights for approximating the time-
dependent value function, the approximation can be done in a
backward fashion, from k = N to k = 0, or equivalently from
τ = 0 to τ = N . Eq. (4) can be used for finding the parameters
of V ∗0 (.) approximator, e.g., using least squares as detailed in
[46], within some selected compact domain of interest Ω, i.e.,
∀x ∈ Ω. Afterwards, having V ∗0 (.), Eq. (5) can be used for
approximating V ∗1 (.). Repeating this process all the functions
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can be approximated in the offline phase. Afterwards, the
optimal triggering can be conducted in realtime using Eq. (6).
This calculation is as simple as evaluating two scalar valued
functions and selecting the v which corresponds to the smaller
number.
This method depends on the approximation accuracy of the
function approximator. NN, as parametric function approxi-
mators, are known to provide uniform approximation with any
desired accuracy providing the function subject to approxima-
tion is a continuous function, [50], [51]. Considering Eq. (4),
the continuity of the function subject to approximation follows
from the continuity of ψ(.). For Eq. (5), however, due to the
switching between v = 0 and v = 1, the continuity versus x is
not obvious. This continuity is established in an earlier work
on optimal switching, in [46].
IV. EXTENSION TO ZERO-ORDER-HOLD
In Section III the simplified problem of having uk = 0
when vk = 0, NFNC, was investigated. In most of the case,
this is not as good as at least applying the previously calculated
control when no new feedback information is received, called
Zero-Order-Hold (ZOH), [16], [19], [21], [22]. Let the last
state measurement received by the controller as of time k, be
denoted with dk . In ZOH one has uk = h(dk) when vk = 0,
and has uk = h(xk) when vk = 1. Also, let the finite-horizon
cost-function (2) be assumed. The objective is designing the
scheduling policy vk such that cost function (2) is minimized,
under the ZOH policy of the controller node.
Once the controller has a memory to store the last received
state measurement dk, it can be seen that the value function
will be dependent on the stored dk as well as on time and xk.
To clarify this point, two cases may be considered, where, in
both cases the current states and times are the same, but, the
last received state measurements, i.e., dks are different. The
cost-to-go can then be different, because, if the schedulers
decide not to schedule the network in both cases, then, the
controls that the controllers will apply on their respective
plants will be different due to the different dks, and this
can lead to different xk+1s. Another way of looking at this
dependency, is considering dk also as a part of the state of
the system. The overall state vector, denoted with yk ∈ R2n,
which is supposed to uniquely identify and characterize the
current status of the system includes both the current physical
state, xk , and the last transmitted state measurement, dk,
i.e., yk := [xTk , dTk ]T . Considering this argument, the value
function of the NCS with ZOH may be denoted with V ∗τ (yk)
for some V ∗τ : R2n → R+, ∀τ ∈ K ∪N .
Let the dynamics of yk under the two events of the network
not being scheduled and being scheduled, be denoted with
modes F0(.) and F1(.), respectively. Then,
yk+1 = F0(yk) :=
[
f
(
xk, h(dk)
)
dk
]
,
yk+1 = F1(yk) :=
[
f
(
xk, h(xk)
)
xk
]
.
(7)
For example, as seen in F1(.), when the network is scheduled
one has dk+1 = xk, i.e., the memory will be updated. The
Bellman equation may be adapted as
V ∗0 (y) = ψ(x), ∀y, (8)
V ∗τ (y) = min
v∈{0,1}
(
U(x, v) + V ∗τ−1
(
Fv(y)
))
, ∀y, ∀τ 6= 0. (9)
The abovementioned two equations can be used for calculating
the parameters of the respective function approximators, step
by step from V ∗0 (.) to V ∗N (.), as seen earlier in Section III.
Once the functions are approximated, the following real-time
scheduler conducts feedback scheduling for each given y and
k ∈ K
v∗k(y) = argmin
v∈{0,1}
(
U(x, v) + V ∗N−(k+1)
(
Fv(y)
))
. (10)
Note that the scheduling will be conducted on the sensor
side (see Fig. 1). Hence, the scheduler needs to know dk,
that is the last successfully transmitted state information to
the controller. Utilizing an acknowledgment based network
communication protocol, e.g., Transmission Control Protocol
(TCP) [52], it can be assured that the dks will be identical
on both sides of the network, at each instant (of course if the
acknowledgments themselves are not lost, [41]). The reason
is the sensor will be notified whether or not the controller
receives each transmitted xk , in order to update its (sensor’s)
own copy of dk accordingly.
V. EXTENSION TO GENERALIZED ZERO-ORDER-HOLD
One applies the constant control h(dk) during the time
interval in which no new sensor information is received, in
ZOH. This section is aimed at using a (possibly imperfect)
model of the system on the controller side to update dk and
hence the control in the no-communication periods, called
Generalized ZOH (GZOH), [10]. To this end, let fˆ(., hˆ(.)) be
the possibly imperfect model of the plant and its control pol-
icy, i.e., f
(
., h(.)
)
. Let k¯ denote the time at which the last state
measurement was received, i.e., dk¯ = xk¯ . Updating dk may be
conducted using dk+1 = fˆ
(
dk, hˆ(dk)
)
, ∀k = k¯, k¯+1, ... when
no new state information is received. Once new information
is received, the variable resets to the received current value of
the state.
Considering the reason for claiming the dependency of the
value function on dk in ZOH, it can be observed that if a
model is used for updating dk, then, the value function will
depend on the current (updated) value of dk. In other words,
the ‘overall state’ of the system will include xk, which is the
physical state of the system, and dk which is the updated
value of dk¯, where k¯ is the last time that the network has
been scheduled. The reason for the latter dependency is the
fact that the control that the controller will apply, if no new
sensor information is received, will be directly dependent on
the current dk. The same relations and derivations of Section
IV apply, except that Eq. (7) will need to be changed to
yk+1 = F0(yk) :=
[
f
(
xk, h(dk)
)
fˆ
(
dk, hˆ(dk)
)
]
,
yk+1 = F1(yk) :=
[
f
(
xk, h(xk)
)
fˆ
(
xk, hˆ(xk)
)
]
.
(11)
Note that fˆ(., .hˆ(.)) will be required in both the sensor and
the controller nodes, because, not only the controller needs
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it to update its dk, but also, the sensor needs to know the
current value of dk stored in the controller node. Using
acknowledgment-based network communication protocols as
described in Subsection IV, this condition can be fulfilled.
It is interesting to note that the idea presented in Section
III can be simply extended to ZOH and GZOH, as done in
the last two sections. This feature shows the potential of the
idea of using ADP for triggering NCSs with their different
challenging issues.
VI. EXTENSION TO NCS WITH RANDOM DELAY AND
PACKET LOSS
The network communications have been assume to be delay-
free and loss-free, so far. The developed theories, however,
can be naturally extended to the case of stochastic NCSs, e.g.,
networks with random delays and packet losses. The idea is
utilizing the potential of the ADP/RL in handling stochastic
processes [45], [53], [54], if the probability distribution func-
tions of the delays and losses are known and using expected
value operators in the Bellman equation. While the details
are skipped due to the page constraints, interested reader are
referred to the available studies both for conventional systems
[55], [56] and NCSs [34].
Besides the mentioned analytical way of handling the
stochastic behaviors of the network, it is interesting to note
that the feedback scheduling nature of the presented ideas by
itself is capable of handling moderate disturbances, including
delays and packet losses, as shown in Section XI.
VII. EXTENSION TO INFINITE-HORIZON PROBLEMS
The fact that the problems so far had a fixed and finite final
time helped in developing the training algorithms. In other
words, both having the final condition given by Eq. (4) and
the point that having V ∗τ (.), function V ∗τ+1(.) can be found
using Eq. (5) helped in developing the solution proposed in
the previous sections, i.e., calculating the parameters/weights
in a backward-in-time fashion. In many applications, however,
the cost function has an infinite horizon, e.g., regulation of
states. For such a case, with a cost function similar to
J =
∞∑
k=0
U(xk, vk), (12)
the objective is developing an ADP-based solution which
optimizes the infinite-horizon cost function (12), subject to
the dynamics given in Eq. (1) and the given control policy
h(.).
Considering the infinite horizon of the problem, the concern
of possible unboundedness of the cost function arises. For
example, even if the network is always scheduled, a stabilizing,
or even an asymptotically stabilizing, control policy h(.) may
lead to an unbounded cost-to-go. Therefore, motivated by the
ADP literature, the definition of admissibility is presented next
and the control policy h(.) is assumed to be admissible.
Definition 1. A control policy h(.) is defined to be admissible
within a compact set if a) it is a continuous function of x
in the set with h(0) = 0, b) it asymptotically stabilizes the
system within the set, and (c) the respective ‘cost-to-go’ or
‘value function’ starting from any state x0 in the set, denoted
with Vh : Rn → R+ and defined by
Vh(x0) :=
∞∑
k=0
U
(
xhk , 0
)
, (13)
is continuous in Ω. In Eq. (13) one has xhk :=
f
(
xhk−1, h(x
h
k−1)
)
, ∀k ∈ N − {0}, and xh0 := x0. In other
words, xhk denotes the kth element on the state trajec-
tory/history initiated from x0 and propagated using control
policy h(.). Set N denotes non-negative integers.
The main difference between the defined admissibility and
the ones typically presented in the ADP/RL literature, includ-
ing [57], is the assumption of continuity of the respective
value function, instead of the assumption of its finiteness in
the set. The continuity requirement is added to guarantee the
possibility of uniform approximation of the function using
parametric function approximators, [50], [51]. It should be
noted that continuous functions are bounded in a compact set
[58], hence, the continuity of the value function leads to its
boundedness as well, which is an essential requirement for an
admissible control.
Another concern is the infinite sum over the scheduling
cost, that is, the contribution of v = 1 in the running
cost of U(x, v). It should be noted that the running cost
of U(x, v) = Q(x) + cv for a constant c, which was an
option for fixed-final-time problems, is not desired for infinite-
horizon problems. The reason is, such a cost function may
become unbounded due to infinite sum of non-zero cvk’s. An
option for infinite-horizon cost functions is discounting such
a running cost, by multiplying the running cost evaluated at
kth time step with γk for some γ ∈ (0, 1), which leads
to the contribution of cv’s to be bounded by a convergent
geometric series. However, it cancels the feature of utilizing
the optimal value function as a Lyapunov function for proof
of stability of the resulting overall system. Another option is
utilizing a state-dependent scheduling weight, which changes
continuously versus the state and vanishes at the origin. For
example, let U(x, v) := Q(x) + c(x)v, where c : Rn → R+
is a positive semi-definite function. If c(.) is such that there
exists a finite α ∈ R+ which leads to c(x) ≤ αQ(x), ∀x, then,
the admissibility of h(.) guarantees the finiteness of (12).
Denoting the optimal value function of the infinite-horizon
problem at state x with V ∗(x) for some V ∗ : Rn → R+, the
Bellman equation for such a problem reads
V ∗(x) = min
v∈{0,1}
(
U(x, v) + V ∗
(
Fv(x)
))
, ∀x, (14)
and the optimal triggering policy is given by
v∗(x) = argmin
v∈{0,1}
(
U(x, v) + V ∗
(
Fv(x)
))
, ∀x. (15)
It should be noted that in infinite-horizon problems the
optimal value function is not a function of time. Unlike Eq.
(5), the unknown value function exists on both sides of Eq.
(14). Therefore, instead of a recursion, one ends up with an
equation to solve for the unknown value function. Motivated
by the Value Iteration (VI) scheme in ADP/RL for solving
conventional problems [45], [56], starting with a guess on
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V 0(.), for example V 0(.) = 0, the iterative relation
V i+1(x) = min
v∈{0,1}
(
U(x, v) + V i
(
Fv(x)
))
, ∀x ∈ Ω, (16)
may be used for obtaining the value function of the infinite-
horizon problem within compact set Ω, where the superscript
on V i(.) denotes the index of iteration. Considering the
successive approximation nature of (16), several fundamental
questions arise; 1) Does the iterative relation converge? 2)
What initial guess on V 0(.) guarantees convergence? 3) If
it converges, does it converge to the optimal value function?
4) Is the limit function, i.e., the function to which sequence
{V i(.)}∞0 converges, a continuous function, in order to use
NN for uniformly approximating it?
In a previous work of the author on the convergence analysis
of ADP, these questions are answered, [59], [60]. For example,
it is shown that any 0 ≤ V 0(x) ≤ U(x, 0) leads to the
convergence of the VI to the optimal value function. The idea
is establishing an analogy between the ith iteration of Eq. (16)
and the time-to-go of the respective finite-horizon problem,
i.e., Eq. (5). Selecting V 0(.) = ψ(.), it directly follows that
V i(.) = V ∗i (.), ∀i, by comparing Eq. (16) with Eq. (5). Hence,
the convergence questions 1 to 3 simplify to whether or not the
value function of the finite-horizon problem converges to the
value function of the infinite-horizon problem, as the horizon
extends to infinity. The answer is positive following the line
of proof presented in [59]. As for the fourth question, even
though each V ∗i (.) and hence, each V i(.) is a continuous
function, it should be noted that unless the convergence of
the sequence is uniform, [58], the continuity of the limit
function V ∗(.) does not follow necessarily. This concern also
is addressed through establishing a sufficient condition for
uniform convergence of the sequence in [60], motivated by
[61], [62].
While, for simplicity, the abovementioned (infinite-horizon)
results are presented for the case of NFNC, they are applicable
to the more advances schemes of ZOH and GZOH as well, by
utilizing y = [xT , dT ]T as the state of the system instead of
x, in the VI. The reason is, as the horizon extends to infinity,
the fixed-final-time solutions converge to the infinite-horizon
solutions. This can be seen by noting that recursive relation
(9), applicable to both ZOH and GZOH, is actually a VI.
VIII. STABILITY ANALYSIS OF THE SCHEME FOR
INFINITE-HORIZON PROBLEMS
Some theoretical results regarding the stability of the trig-
gering policy resulting from the VI are given in this section.
The results address three different issues that will exist in
almost any implementation; 1) the dynamics of the system
will not be perfectly known, 2) the iterations of VI will be
terminated at a finite i, and 3) approximation errors will exist
in approximating the value functions. Before going through
the analyses, an assumption needs to be made.
Assumption 1. The intersection of the set of n-vectors x at
which U(x, v) = 0 with the invariant set of Fv(.) only contains
the origin, ∀v ∈ {0, 1}.
Assumption 1 assures that there is no set of states (besides
the set containing only the origin) in which the state trajectory
can hide forever, in the sense that the running cost evaluated
at those states is zero, and hence the optimal value function
is zero, without convergence of the states to the origin.
When using ZOH and GZOH, however, it should be noted
that the state vector will be y = [xT , dT ]T . If x = 0 then for
any y = [xT , dT ]T one has U(x, v) = 0, ∀v. Hence, especial
care needs to be taken for satisfaction of Assumption 1. For
example, if f(., .) and h(.) are such that f
(
0, h(d)
)
6= 0 for
any non-zero d, then, satisfaction of Assumption 1 for NFNC
case leads to its satisfaction for the cases of ZOH and GZOH.
The reason is, if xk = 0 but dk 6= 0 for some k, then, selecting
vk = 1, leads to dk = 0 and selecting vk = 0 leads to yk 6=
F0(yk), because xk+1 6= 0, hence, the trajectory cannot stay
in {y = [xT , dT ]T ∈ R2n : x = 0, d 6= 0} with U(x, v) = 0.
Theorem 1. Let the actual dynamics of the overall system,
including the dynamics of the plant f(., .), the selected control
policy h(.), and the model of the plant and its control policy
fˆ
(
., hˆ(.)
) (if GZOH is implemented) be given by Fv : Rn →
R
n, v ∈ {0, 1}, where the imperfect model Fv(.) = Fv(.) +
Fˆv(.) is used for approximating the value function through the
value iteration given by (16). If the resulting optimal value
function for the imperfect model, is Lipschitz continuous with
the Lipschitz constant of ρ, in the compact set Ω, then, the
resulting triggering policy v∗(.) given by (15) asymptotically
stabilizes the system if
ρ‖Fˆv(x)‖ ≤ U(x, v), ∀x, ∀v. (17)
Proof : Function V ∗(.), being the limit function to the
recursion in (16), satisfies (14). By Lipschitz continuity of the
value function one has V ∗
(
Fv(x)
)
−ρ‖Fˆv(x)‖ ≤ V
∗
(
Fv(x)
)
.
Therefore,
V ∗
(
Fv∗(x)(x)
)
− V ∗(x) ≤
− U
(
x, v∗(x)
)
+ ρ‖Fˆv∗(x)(x)‖, ∀x.
(18)
If (17) holds, Inequality (18) leads to asymptotic stability,
as V ∗(.) will be a Lyapunov function for v∗(.). Note that,
by Assumption 1, no non-zero state trajectory can stay in
{x ∈ Rn : U(x, v) = 0, v ∈ {0, 1}}, hence, the asymptotic
stability of v∗(.) follows from negative semi-definiteness of the
difference between the value functions in (18), using LaSalle’s
invariance theorem, [63].
Assume the approximation of each value function V i+1(.)
through (16) leads to the approximation error of ǫi(.). De-
noting the approximated value function with Vˆ i(.), it is
propagated using the approximate VI given by
Vˆ i+1(x) = min
v∈{0,1}
(
U(x, v)+ Vˆ i
(
Fv(x)
))
+ǫi(x), ∀x. (19)
Once the approximation errors exist, the convergence of the
value functions to the optimal value function is no longer
guaranteed. As a matter of fact, it is not even guaranteed
that the iterations converge. Following the line of proof in
[64], it can be proved that if |ǫi(x)| ≤ cU(x, 0), ∀x, ∀i, for
some c ∈ [0, 1), then each Vˆ i(.) is lower and upper bounded,
respectively, by V i(.) and V i(.) at each i, if V 0(x) ≤
Vˆ 0(x) ≤ V
0
(x), ∀x, where,
V i+1(x) = min
v∈{0,1}
(
U(x, v) − cU(x, 0) + V i
(
Fv(x)
))
, ∀x,
(20)
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V
i+1
(x) = min
v∈{0,1}
(
U(x, v) + cU(x, 0) + V
i(
Fv(x)
))
, ∀x.
(21)
In other words, V i(.) and V i(.) correspond to the exact value
iteration for cost functions
J =
∞∑
k=0
(
U(xk, vk)− cU(xk, 0)
)
, (22)
J =
∞∑
k=0
(
U(xk, vk) + cU(xk, 0)
)
. (23)
The next theorem provides a sufficient condition for stability
of both having an approximation error and/or terminating the
iterations after a finite i.
Theorem 2. Let the approximate value iteration given by
(19) be conducted using a continuous function approxima-
tor with the approximation error bounded by |ǫi(x)| ≤
cU(x, 0), ∀x, ∀i, for some c ∈ [0, 1). Let the iteration ter-
minate at the ith iteration when
|Vˆ i(x) − Vˆ i+1(x)| ≤ δ(x), ∀x ∈ Ω, (24)
for some positive (semi-)definite real-valued function δ(.). The
resulting triggering policy vˆi(x) = argminv∈{0,1}
(
U(x, v)+
Vˆ i
(
Fv(x)
))
asymptotically stabilizes the system if
δ(x) < (1− c)U(x, 0), ∀x ∈ Ω− {0}. (25)
Proof : By (19) and (24) one has
Vˆ i(x) + δ(x) ≥ U
(
x, vˆi(x)
)
+ Vˆ i
(
Fvˆi(x)(x)
)
+ ǫi(x), ∀x.
(26)
or
Vˆ i
(
Fvˆi(x)(x)
)
− Vˆ i(x) ≤ −U
(
x, vˆi(x)
)
− ǫi(x) + δ(x), ∀x.
(27)
Considering |ǫi(x)| ≤ cU(x, 0) and (25), the foregoing
inequality along with Assumption 1 lead to the asymptotic
stability of the system. Note that the lower boundedness of
Vˆ i(.) by V i(.) guarantees the positive definiteness of the
candidate Lyapunov function, and its continuity follows from
the continuity of the selected function approximator.
Considering the point that the approximation errors exist,
inequality (24) may never be satisfied. In this case, one needs
to decrease the approximation error, through selecting a richer
function approximator. Such an action is helpful, because of
the lower and upper boundedness of Vˆ i(.), by the exact value
functions and the convergence of the exact value functions to
the same optimal value function as c→ 0 and i→∞.
IX. EXTENSION TO MODEL FREE SCHEMES
All the previously discussed ideas require the knowledge of
the dynamics of the plant. For example, considering the simple
case of NFNC, Section III, the model will be required in two
places. 1) In offline training, because of the existence of Fv(.)
in Eq. (5). 2) In online scheduling, because of the existence
of Fv(.) in Eq. (6). The objective in this section is developing
completely model free methods. An idea toward this goal is
utilizing two separate concepts from the ADP/RL literature in
control of conventional problems; a) learning action-dependent
value functions [42] which is called Q-function in Q-learning
[44] and b) conducting online learning [55], [57].
Consider the infinite-horizon problem discussed in Section
VIII. Let the action-dependent value function V ∗(x, v) denote
the incurred cost if action v is taken at the current time and
the optimal actions are taken for the future times, for some
V : Rn × {0, 1} → R+. Then, by definition, one has
V ∗(x, v) = U(x, v) + min
w∈{0,1}
V ∗
(
Fv(x), w
)
, ∀x, ∀v. (28)
Motivated by VI and the previous section, the solution to (28)
can be obtained through selecting an initial guess V 0(., .) and
conducting the successive approximation given by
V i+1(x, v) = U(x, v) + min
w∈{0,1}
V i
(
Fv(x), w
)
, ∀x, ∀v. (29)
This learning process is called Q-Learning, [42], [44].
For simplicity, the idea of NFNC is being considered here
for deriving a model free algorithm; however, other schemes,
e.g., ZOH, directly follow, by replacing x with y. The inter-
esting feature of action dependent value functions is the fact
that the scheduler does not require the model of the system,
since,
v∗k(xk) = argmin
v∈{0,1}
V ∗(xk, v), ∀xk. (30)
Note that, V ∗(x) = V ∗
(
x, v∗(x)
)
, where V ∗(x) is the (action
independent) value function presented in Section VIII which
satisfies Eq. (14). Therefore, using this idea, the need for
the model in the scheduling stage can be eliminated. As for
the need for the model in the training, i.e., in Eq. (29), the
following idea can be utilized. If the learning is conducted ‘on
the fly’, i.e., online learning, then, no model of the system
is required for training also. The reason is, instead of using
f(x, u) for finding xk+1 to be used in the right hand side of
Eq. (29), one can wait for one time step and measure xk+1
directly. As a matter of fact, this is how we learn, for example,
to drive a car, i.e., by waiting and observing the outcomes of
the taken actions, [44], [45], [55].
Let V ∗(., 0) and V ∗(., 1) be approximated using two sep-
arate function approximators (because of the possible dis-
continuity of V (., .) with respect to its second argument).
Considering Eq. (29), the outline of the online learning process
is presented in Algorithm 1.
Algorithm 1
Step 1: Select initial guesses V 0(., 0) and V 0(., 1) and set
k = 0.
Step 2: Randomly select vk ∈ {0, 1}.
Step 3: Apply vk on the system, i.e., trigger or don’t trigger
based on the selected vk.
Step 4: Wait for one time step and measure xk+1.
Step 5: Update the action dependent value function corre-
sponding to the selected vk using
V k+1(xk, vk) = U(xk, vk) + min
w∈{0,1}
V k
(
xk+1, w
)
, (31)
and keep the value function of the action which was not taken
constant, i.e.,
V k+1(xk, v) = V
k(xk, v), for v 6= vk.
Step 6: Go back to Step 2.
An important point is, the proposed scheme is entirely
model-free and does not need any model identification, un-
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like the (model-free) methods that conduct a separate model
identification phase to identify the model and then use the
result in the learning or control process, e.g. [24].
It is worth mentioning that the presented algorithm fits in
the category of exploration in the RL literature, [45]. This is
equivalent of the condition of persistency of excitation [57]
in conventional optimal and adaptive control. The point is,
through the random selection of the decisions, the algorithm
gives the chance to the parameters of every function approxi-
mator to learn different ‘behaviors’ of the system.
X. STABILITY OF MODEL-FREE SCHEMES
Section IX presented the idea for a model-free scheduler,
which calls for online learning. However, the stability of the
system during the online learning can be at stake, considering
the point that the decisions are made randomly. Motivated
by ADP/RL, one may conduct exploitation as well, through
replacing Step 2 of Algorithm 1 with the following step, in
some iterations.
Step 2: Select vk = argminv∈{0,1} V k(xk, v).
It should be noted that one will still need to do exploration
occasionally, through selecting different random vk’s. A reason
is, if a particular v is not selected in Step 2 of the exploitation
algorithm, the respective value function will never get the
chance to be learned, i.e., the parameters of the function
approximator corresponding to that action will never be up-
dated in Step 5. While the selection of the decisions through
the exploitation phase decreases the concern (as compared
with the random selection of the decisions), the stability
concern still exists. The reason is, the decisions made in
the exploitation actions are based on the current, possibly
immature, version of the value function,
vi(x) = argmin
w∈{0,1}
V i(x,w), ∀x ∈ Ω, ∀i. (32)
As long as V i(., .) is not optimal, its resulting policy, vi(.),
may not even be stabilizing. This concern can be addressed
through utilizing the value function of a stabilizing triggering
policy as the initial guess, presented in a previous work in [64].
Ref. [64], however, investigated conventional optimal control
problems (where the decision variable changes continuously)
with an action-independent value function. The rest of this sec-
tion is devoted to adapting the stability and convergence results
presented in that work to both the decision making/switching
case and the case of action dependence, i.e., the problem at
hand. The adaptation of the results is not trivial, hence, the
proofs of the theorems, along with some required lemmas, are
included in the Appendex of this paper. These results can also
be extended to the case of having approximation errors, using
the derivations in [64] as the basis (skipped due to the page
constraints).
Considering the definition of the (action independent) value
function of a control policy h(.) assuming constant access to
state measurement, given in Definition 1 and denoted with
Vh(.), the action dependent value function of a triggering
policy given by w(.) may be defined as
Vw(x0, v) := U(x0, v) +
∞∑
k=1
U
(
xwk , w(x
w
k )
)
,
∀x0 ∈ Ω, ∀v ∈ {0, 1},
(33)
where xwk := Fw(xk−1)(xk−1), ∀k ∈ N − {1, 0}, and xw1 :=
Fv(x0). In other words, xwk denotes the kth element on
the state trajectory initiated from x0 and propagated using
triggering decision v for the first time step and then using
triggering policy w(.) for the rest of the times. Obviously
Vw(., .) depends on the control policy h(.) as well, but, as long
as it is clear, the inclusion of ‘h’ is skipped in the notation
for the value function, for notational simplicity. Considering
(33), it can be seen that Vw(., .) solves
Vw(x, v) = U(x, v) + Vw
(
Fv(x), w
(
Fv(x)
))
, ∀x, ∀v. (34)
Definition 2. The triggering policy w(.) whose action depen-
dent value function Vw(., v) is continuous and hence bounded
in a compact set, ∀v ∈ {0, 1}, is called an admissible
triggering policy.
Definition 3. The action-dependent value iteration (ADVI)
scheme given by recursive relation (29) which is initiated
using the action dependent value function of an admissible
triggering policy is called stabilizing action dependent value
iteration (SADVI).
Besides the theoretical stability analyses, presented next,
for practice however, how can one find an initial admissible
triggering policy, especially if the dynamics of the system
is not known? To address this question, the fact that we
already have an admissible control policy h(.) on the controller
side should be considered. The simple triggering policy of
w(x) = 1, ∀x is an admissible triggering policy. Once an
admissible triggering policy is selected, its action dependent
value function can be obtained using Theorem 3.
Let V (., v) ∈ C(x) (respectively, V (., .) ∈ C(Ω × {0, 1}))
denote that function V (., v) is continuous at point x for the
given v ∈ {0, 1}, (respectively, within Ω for every given v).
Theorem 3. If w(.) is an admissible triggering policy within
Ω, then selecting any V 0w(., .) ∈ C(Ω× {0, 1}) which satisfies
0 ≤ V 0w(x, v) ≤ U(x, v), ∀x ∈ Ω, ∀v ∈ {0, 1}, the iterations
given by
V i+1w (x, v) = U(x, v) + V
i
w
(
Fv(x), w
(
Fv(x)
))
, ∀x ∈ Ω,
(35)
converge uniformly to the action dependent value function of
w(.), in compact set Ω.
The next theorem proves the convergence of SADVI to the
optimal action dependent value function.
Theorem 4. The stabilizing action dependent value iteration
converges to the optimal action dependent value function of the
infinite-horizon problem within the selected compact domain.
Theorem 5. Let the compact domain Bir for any r ∈ R+ be
defined as Bir := {x ∈ Rn : V i
(
x, vi(x)
)
≤ r} and let r¯i > 0
be (the largest r) such that Bi
r¯i
⊂ Ω. Then, for every given
i ∈ N, triggering policy vi(.) resulting from stabilizing action
dependent value iteration asymptotically stabilizes the system
about the origin and Bi
r¯i
will be an estimation of the region
of attraction for the system.
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Theorem 5 proves that each single vi(.) if constantly applied
on the system, will have the states converge to the origin.
However, in online learning, the triggering policy will be
subject to adaptation. In other words, if vi(.) is applied at
the current time, triggering policy vi+1(.) will be applied at
the next time-step. It is important to note that even though
Theorem 5 proves the asymptotic stability of the autonomous
system xk+1 = F (xk) := Fvi(xk)(xk) for every fixed i, it
does not guarantee the asymptotic stability of the time varying
system xk+1 = F (xk, k) := Fvk(xk)(xk). Therefore, follow-
ing a similar discussion in [64] for conventional problems, it
is required to have a separate stability analysis to show that
the trajectory formed under the adapting/evolving triggering
policy also will converge to zero. An idea for doing that is
finding a single function to be a Lyapunov function for all
the triggering policies. The proof of the following theorem,
however, uses another approach.
Theorem 6. If the system is operated using triggering policy
vk(.) at time k, that is, the policy subject to adaptation in the
stabilizing action dependent value iteration, then, the origin
will be asymptotically stable and every trajectory contained
in Ω will converge to the origin.
Finally, the next theorem provides an idea for finding an
estimation of the region of attraction (EROA) for the evolving
triggering policy.
Theorem 7. Let Bir := {x ∈ Rn : V i
(
x, vi(x)
)
≤ r} and
B∗r := {x ∈ R
n : V ∗
(
x, v∗(x)
)
≤ r} for any r ∈ R+.
Also, let the system be operated using triggering policy vk(.)
at time k, that is, the control subject to adaptation in the
stabilizing value iterations. If B∗r ⊂ Ω for an r > 0 then B0r
is an estimation of the region of attraction of the closed loop
system.
Before concluding the theoretical analyses on the stability
of the system operated under SADVI (online learning), it
should be added that Algorithm 1 updates V k+1(., .) only at
the current state at each time. But, the presented theory on
the stability of the system under online learning is based on
(29), i.e., each new value function is calculated based on the
entire Ω. A possible scenario for satisfying such a condition
is having multiple similar sensor-controller-plant sets evolving
together and sharing their ‘observations’ at different respective
states with each other, to end up with one new V k+1(., .)
at each time step. If this condition is not satisfied, one
may still utilize the pointwise update given by Algorithm 1,
however, the stability will then depend on the generalization
capability of the function approximator and is not directly
guaranteed. In this case, an idea is monitoring the states to
switch to an available stabilizing triggering policy within Ω,
(e.g., w(x) = 1, ∀x) if the states approached the boundaries
of Ω, which is an EROA for the stabilizing policy. However,
once the learning converges for different states within Ω, the
stability of the proposed scheme is guaranteed by Theorem 5,
with the respective EROA.
XI. NUMERICAL EXAMPLES
In order to demonstrate the potential of the schemes in
practice, a few simple examples are simulated in this section.
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Fig. 2. Simulation results for the ZOH scheme under a random disturbance
term acting on the plant.
A. ZOH
The simulated plant is a scalar system with the dynam-
ics of x˙ = sin(x) + u and the selected control policy is
h(x) = − sin(x)−x. The problem is discretized with sampling
time 20 ms and N = 300. The ZOH scheme is implemented
using Q(x) = x2, c = 0.01, ψ(x) = 25x2. The function
approximator was selected in a polynomial form made of x
and d, up to the fourth order, where the coefficients are the
tunable parameters. The approximation domain was selected as
Ω := {y = [x, d]T ∈ [−2, 2]×[−2, 2]} ⊂ R2. 100 new random
ys were selected from Ω in each evaluation of (9) to conduct
least squares for finding the parameters. The approximation of
the value functions took less than 3 seconds in a computer with
the CPU of Intel Core i7, 3.4 GHz running MATLAB in single
threading mode. The result was utilized for controlling initial
condition x0 = 1. In order to simulate real-world conditions, a
random time-varying disturbance force uniformly distributed
between 0 and 0.01 was applied on the system through its
control input. The disturbance is selected large enough to
destabilize the system when operated in an open loop fashion,
that is, when the control is calculated ahead of time, from
an assumed disturbance-free state trajectory resulting from
x˙ = sin(x)+h(x) = −x. The simulation results, as presented
in Fig. 2, show that the scheduler has been able to control
the state of the system through only 5 network transmissions.
For comparison purposes, the state history if the network is
always scheduled and the state history if it is operated in the
described open loop fashion are also plotted. The proposed
method calls for the communication load which is less than
2% of what the always scheduled case requires.
B. GZOH with Random Packet Losses
To see the performance of the method in GZOH and also
in dealing with lossy networks even without incorporating
the stochastic nature of the problem with random losses as
in [34], the previous example is modified as follows. The
imperfect model x˙ = −0.25 sin(x) + u and imperfect control
policy hˆ(x) = −0.5x, instead of the actual system and control
policy, are utilized for GZOH. Moreover, it is assumed that the
transmitted packets will be dropped with a 90% chance. The
random disturbance force of the previous simulation is also
applied. The results, presented in Fig. 3, show the capability
of the controller in controlling the state and dealing with the
very high packet loss probability. As seen in the history of
data transmission, when the scheduler tries to send a state
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Fig. 3. Simulation results for the GZOH scheme under a random disturbance
term acting on the plant and the packet loss probability of 0.9.
measurement to the controller if it fails, the scheduler keeps
trying to send until it is successful. Another important feature
of the result is utilization of the GZOH, which lead to updating
dk in Fig. 3, instead of keeping it constant as in Fig. 2.
C. Model Free GZOH
In order to simulate the performance of the model-free
scheme, the dynamics of Van der Pol’s oscillator, z¨ = (1 −
z2)z˙ − z + u, and the (feedback linearization based) policy
h(z) = −(1 − z2)z˙ + z − 2z − 2z˙ was chosen. The problem
was taken into state space by defining x = [x1, x2]T := [z, z˙]T
and discretized with sampling time 25ms. The GZOH scheme
was implemented using Q(x) = 0.625xTx and c(x) = 2Q(x)
with the imperfect model z¨ = u and imprecise control policy
hˆ(z) = −z − z˙. The function approximator was selected in a
polynomial form made of elements of x and d = [d1, d2]T ,
up to the third order. The approximation domain was selected
as Ω := {y = [x, d]T : x, d ∈ [−2, 2] × [−2, 2]} ⊂ R4. The
action dependent value function of h(.) was calculated, using
Theorem 3, as the initial guess for our online SADVI.
A disturbance, uniformly distributed between 0 and 0.01
and acting on x1 as an additive term, was applied, which
destabilizes the system in case of no feedback information.
Using w(x) = 1, ∀x, the system initially at the origin,
will be stabilized, as shown by the red plots in Fig. 4.
This policy however requires network communications for the
entire time. Using online learning through SADVI, without
using the dynamics of the system, the control policy, or their
respective models used in GZOH, the value function was
updated within the first 3 seconds through both the exploration
and exploitation algorithms (chosen randomly at each time
step). Afterward, the updated triggering policy was utilized
for scheduling the network. The resulting state trajectory
(including the first 3 seconds of learning) is depicted in Fig.
4. by the black plot. The history of the respective d1 is also
plotted. As seen, after the end of the learning, the network
0 2 4 6 8 10
0
0.1
0.2
 
 
0 2 4 6 8 10
No
Yes
Time (s)
D
at
a 
Tr
an
s.
x1 if always scheduled
x1 under evolving policy
d1 under evolving policy
Fig. 4. Simulation results for online learning with GZOH scheme under a
random disturbance term.
communication is decreased to a fraction of the times. This
leads to a considerable saving of the network bandwidth,
compared with the initial admissible triggering policy.
XII. CONCLUSIONS
ADP was shown to be very promising in designing trig-
gering policies which provide (near) optimal solutions to the
networked control problems. The approach is very versatile
in extending to ZOH, GZOH, stochastic networks, infinite-
horizon problems, and problems with unknown/uncertain dy-
namics. These features along with the low realtime computa-
tional load of the scheme make it very desirable. However, the
approach calls for more theoretical rigor, for proof of stability
and optimality. While this study took several steps to this end,
many questions are left to be answered, particularly for sta-
bility of systems during online learning and the generalization
capability of the function approximators.
APPENDIX
This Appendix includes the proofs of Theorems 3 to 7.
Proof of Theorem 3: Eq. (35) leads to
V iw(x0, v) = U(x0, v)+
i−1∑
k=1
U
(
xwk , w(x
w
k )
)
+V 0h
(
xwi , w(x
w
i )
)
.
(36)
Comparing (36) with (33) and considering 0 ≤ V 0w(x, v) ≤
U(x, v) one has 0 ≤ V iw(x, v) ≤ Vw(x, v). Therefore, se-
quence {V iw(x, v)}∞i=0 is upper bounded by Vw(x, v), for each
given x and v. The limit function V∞w (., .) is equal to Vw(., .),
since, the admissibility of w(.) leads to xwi → 0, and hence,
V 0w(x
h
i , v) → 0 as i → ∞, due to 0 ≤ V 0w(x, v) ≤ U(x, v).
Hence, (36) converges to (33) as i→∞. This proves pointwise
convergence of the sequence to Vw(., .).
But, this convergence is monotonic. Note that for any
arbitrary positive integers i1 and i2, if i1 ≤ i2, then
V i1w (x0, v)− V
i2
w (x0, v) = V
0
w
(
xwi1 , w(x
w
i1
)
)
−
V 0w
(
xwi2 , w(x
w
i2
)
)
−
i2−1∑
k=i1
U
(
xwk , w(x
w
k )
)
≤ 0, ∀x, ∀v,
(37)
since 0 ≤ V 0w
(
xwi1 , w(x
w
i1
)
)
≤ U
(
xwi1 , w(x
w
i1
)
)
, and the last
term in the foregoing inequality is only one of the non-
negative terms in the summation in the right hand side of (37).
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Therefore, sequence of functions {V iw(x, v)}∞i=0 is pointwise
non-decreasing. On the other hand, the limit function is
continuous, by admissibility of the triggering policy, and also,
each element of the sequence is continuous, as it is a finite sum
of continuous functions. These characteristics lead to uniform
convergence of the sequence in the compact set, by Dini’s
uniform convergence theorem (Ref. [58], Theorem 7.13).
The following lemma establishes a monotonicity feature to
be used in the proof of Theorem 4.
Lemma 1. Sequence of functions {V i(x, v)}∞i=0 :=
{V 0(x, v), V 1(x, v), ...} resulting from stabilizing action de-
pendent value iteration is a pointwise non-increasing se-
quence.
Proof of Lemma 1: The proof is done by induction.
Considering (34), which gives V 0(., .), and (29), which (for
i = 0) gives V 1(., .), one has
V 1(x, v) ≤ V 0(x, v), ∀x ∈ Ω, ∀v ∈ {0, 1}, (38)
because V 1(., .) is the result of minimization of the right hand
side of (29) instead of being resulted from a given triggering
policy w(.). Now, assume that for some i, we have
V i(x, v) ≤ V i−1(x, v), ∀x ∈ Ω, ∀v ∈ {0, 1}. (39)
Considering the definition of vi−1(.) given by (32) and using
(39) as well as the fact that vi−1(x) is not necessarily the
minimizer used in the definition of V i+1(., .), lead to
V i+1(x, v) = U(x, v) + min
w∈{0,1}
V i
(
Fv(x), w
)
≤ U(x, v) + V i
(
Fv(x), v
i−1
(
Fv(x)
))
≤ U(x, v) + V i−1
(
Fv(x), v
i−1
(
Fv(x)
))
= V i(x, v),
∀x ∈ Ω, ∀v ∈ {0, 1}.
(40)
Therefore, V i+1(x, v) ≤ V i(x, v) which completes the proof.
Proof of Theorem 4: Considering finite-horizon cost func-
tion (2), the action dependent optimal value function V ∗N (x, v)
is defined as the cost of taking action v at the first time step
and taking the (history of) time-dependent optimal actions with
respect to the cost function with the horizon of N−1 for the re-
maining time steps. In other words, minv V ∗N (x, v) = V ∗N (x).
Therefore,
V ∗1 (x, v) = U(x, v) + ψ
(
Fv(x)
)
, ∀x, (41)
V ∗τ (x, v) = U(x, v) + min
w∈{0,1}
V ∗τ−1
(
Fv(x), w
)
,
∀x, ∀v, ∀τ = 2, 3, ....
(42)
Selecting ψ(x) such that V 0(x, v) = U(x, v) + ψ
(
Fv(x)
)
,
one has
V i−1(x, v) = V ∗i (x, v), ∀x, ∀v, ∀i ∈ N− {0}. (43)
The foregoing equation corresponds to the analogy between
the finite horizon and infinite horizon action-independent value
functions, discussed earlier and detailed in [59].
By the non-increasing (cf. Lemma 1) and non-negative (by
definition) nature of value functions under SADVI, they con-
verge to some limit function V∞(., .). Considering (43), the
limit function is the optimal action dependent value function
to cost function (12). This can be observed by noticing that
due to the convergence of SADVI, one has limi→∞ xi → 0
using decision sequence {v, v∗1(x1), v∗2(x2), ..., v∗i−1(xi−1)}
which is the sequence of decisions taken in evaluating cost-to-
go V ∗i (x, v). Otherwise, V∞(., v) becomes unbounded. Note
that per Assumption 1 the state trajectory cannot hide in
the invariant set of Fv(.) with zero cost, to lead to a finite
cost-to-go without convergence to the origin. Therefore, by
limi→∞ xi → 0 one has
lim
i→∞
ψ(xi)→ 0, (44)
in calculation of V ∗i (., .). Comparing finite-horizon cost func-
tion (2) with infinite-horizon cost function (12) and consider-
ing (44), one has
V ∗(x, v) = V∞(x, v), ∀x ∈ Ω, ∀v ∈ {0, 1}. (45)
Otherwise, the smaller value among V ∗(x, v) and V∞(x, v)
will be both the optimal action dependent value function
(evaluated at x) for the infinite-horizon problem and the
greatest lower bound of the sequence of value function of the
fixed-final-time problems resulting from N = 0, 1, 2, ....
The next lemma proves the continuity of each action de-
pendent value function resulting from SADVI, to be used for
stability analysis, in proof of Theorem 5.
Lemma 2. Each element of the sequence of functions
{V i(x, v)}∞i=0 := {V
0(x, v), V 1(x, v), ...} resulting from sta-
bilizing action dependent value iteration is a continuous
function of x, ∀v ∈ {0, 1}.
Proof of Lemma 2: The continuity of each action-
independent value function V i(.) initiated from a continuous
initial guess and generated using (16) for the general case of
switching problems is proved in [60]. Considering (32) and
comparing (29) with (16) one has
V i
(
., vi(.)
)
= V i(.), ∀i. (46)
From V i(.) ∈ C(Ω) for every finite i, U(., .) ∈ C(Ω×{0, 1}),
Fv(.) ∈ C(Ω), ∀v, and Eq. (46), it follows that V i(., .) ∈
C(Ω× {0, 1}) by Eq. (29).
Proof of Theorem 5: The proof is done by showing that
V i
(
., vi(.)
)
is a Lyapunov function for vi(.), for each given i.
Denoting the value function of the initial admissible triggering
policy with V 0(., .), it is continuous by definition of admissi-
bility, and positive definite by positive semi-definiteness of
U(., .) and Assumption 1. Note that, there is no x 6= 0
with the value function of zero under any triggering policy.
If V i(., .) for some i is positive definite, it directly follows
from (29) that V i+1(., .) will also be positive definite, because,
if U(x, v) = 0 for some x 6= 0 and v, then Fv(x) 6= x
by Assumption 1. Hence, by induction, V i+1(., .) is positive
definite for every i ∈ N. Also, as shown in the proof of Lemma
2 it is a continuous function in Ω. By (29)
V i+1
(
x, vi+1(x)
)
= U
(
x, vi+1(x)
)
+
V i
(
Fvi+1(x)(x), v
i
(
Fvi+1(x)(x)
))
, ∀x ∈ Ω.
(47)
One has V i+1
(
x, vi+1(x)
)
≤ V i+1
(
x, vi(x)
)
, by (32). More-
over, V i+1
(
x, vi(x)
)
≤ V i
(
x, vi(x)
)
by Lemma 1. Hence,
V i+1
(
x, vi+1(x)
)
≤ V i
(
x, vi(x)
)
, ∀x ∈ Ω, ∀i. (48)
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Therefore,
V i
(
x,vi(x)
)
≥ U
(
x, vi+1(x)
)
+ V i
(
Fvi+1(x)(x), v
i
(
Fvi+1(x)(x)
))
, ∀x ∈ Ω,
(49)
which leads to
∆V i(x) := V i
(
Fvi+1(x)(x), v
i
(
Fvi+1(x)(x)
))
− V i
(
x, vi(x)
)
≤ −U
(
x, vi+1(x)
)
, ∀x ∈ Ω.
(50)
Hence, the asymptotic stability of the system operated by vi(.)
follows considering Assumption 1 and LaSalle’s invariance
theorem, [63].
Set Bi
r¯i
is an estimation of the region of attrac-
tion (EROA) [63] for the closed loop system, because,
V i
(
xk+1, v
i(xk+1)
)
≤ V i
(
xk, v
i(xk
)
by (50), hence, xk ∈
Bi
r¯i
leads to xk+1 ∈ Bir¯i , ∀k ∈ N. Finally, since Bir¯i is
contained in Ω, it is bounded. Also, the set is closed, because,
it is the inverse image of a closed set, namely [0, r¯i] under a
continuous function, [58]. Hence, Bi
r¯i
is compact. The origin
is an interior point of the EROA, because V i
(
0, vi(0)
)
= 0,
r¯i > 0, and V i
(
., vi(.)
)
∈ C(Ω).
Proof of Theorem 6: Eqs. (29) and (32) and the monotonic-
ity feature established in Lemma 1 lead to
V 2
(
x∗0, v
0(x∗0)
)
=U
(
x∗0, v
0(x∗0)
)
+
V 1
(
Fv0(x∗
0
)(x
∗
0), v
1
(
Fv0(x∗
0
)(x
∗
0)
))
≤
V 1
(
x∗0, v
0(x∗0)
)
, ∀x∗0 ∈ Ω,
(51)
and similarly
V 3
(
x∗1, v
1(x∗1)
)
= U
(
x∗1, v
1(x∗1)
)
+
V 2
(
Fv1(x∗
1
)(x
∗
1), v
2
(
Fv1(x∗
1
)(x
∗
1)
))
≤
V 2
(
x∗1,v
1(x∗1)
)
≤ V 1
(
x∗1, v
1(x∗1)
)
, ∀x∗1 ∈ Ω,
(52)
Let x∗k+1 := Fvk(x∗k)(x
∗
k), ∀k ∈ N and x∗0 := x0. Replacing
V 1
(
x∗1, v
1(x∗1)
)
in the left hand side of the inequality in (51)
with the left hand side of (52), which is smaller per (52), one
has
U
(
x∗0, v
0(x∗0)
)
+ U
(
x∗1, v
1(x∗1)
)
+ V 2
(
x∗2, v
2(x∗2)
)
≤
V 1
(
x∗0, v
0(x∗0)
)
, ∀x∗0 ∈ Ω, ∀v ∈ {0, 1},
(53)
Repeating this process by replacing V 2
(
x∗2, v
2(x∗2)
)
in (53)
using
V 4
(
x∗2, v
2(x∗2)
)
= U
(
x∗2, v
2(x∗2)
)
+
V 3
(
Fv2(x∗
2
)(x
∗
2), v
3
(
Fv2(x∗
2
)(x
∗
2)
))
≤
V 3
(
x∗2,v
2(x∗2)
)
≤ V 2
(
x∗2, v
2(x∗2)
)
, ∀x∗2 ∈ Ω,
(54)
leads to
U
(
x∗0,v
0(x∗0)
)
+ U
(
x∗1, v
1(x∗1)
)
+ U
(
x∗2, v
2(x∗2)
)
+
V 3
(
x∗3, v
3(x∗3)
)
≤ V 1
(
x∗0, v
0(x∗0)
)
, ∀x∗0 ∈ Ω, ∀v.
(55)
Similarly by repeating this process one has
i−1∑
k=0
U
(
x∗k, v
k(x∗k)
)
+ V i
(
x∗i , v
i(x∗i )
)
≤ V 1
(
x∗0, v
0(x∗0)
)
, ∀x∗0 ∈ Ω, ∀i ∈ N− {0}.
(56)
Since V i(., .) is positive definite, it can be dropped from the
left hand side of the foregoing inequality. The result is, the
sequence of partial sums in the left hand side is upper bounded
by the right hand side and because of being non-decreasing,
it converges, as i→∞, [58]. Therefore, U(x∗k, vk(x∗k))→ 0
as k →∞. Considering Assumption 1, this leads to x∗k → 0,
as long as the entire state trajectory is contained in Ω.
Proof of Theorem 7: As the first step we show that for any
given r one has
xk ∈ B
k
r ⇒ xk+1 = Fvk(xk)(xk) ∈ B
k+1
r , ∀k ∈ N, ∀r ∈ R
+.
(57)
From (50) one has V k(xk+1, vk(xk+1)) ≤ V k(xk, vk(xk)).
Therefore,
xk ∈ B
k
r ⇒ xk+1 ∈ B
k
r , ∀k ∈ N, ∀r ∈ R
+. (58)
By (48) and the definition of Bkr one has Bkr ⊂ Bk+1r .
Therefore,
xk+1 ∈ B
k
r ⇒ xk+1 ∈ B
k+1
r , ∀k ∈ N, ∀r ∈ R
+. (59)
Finally (58) and (59) lead to (57). Now that (57) is proved,
one may use mathematical induction to see
x0 ∈ B
0
r ⇒ xk ∈ B
k
r , ∀k ∈ N, ∀r ∈ R
+. (60)
The next step is noting that V ∗
(
x, v∗(x)
)
≤
V k
(
x, vk(x)
)
, ∀x. This inequality leads to Bkr ⊂ B∗r , ∀k, by
definition of Bkr and B∗r . Therefore, (60) leads to
x0 ∈ B
0
r ⇒ xk ∈ B
∗
r , ∀k ∈ N, ∀r ∈ R
+. (61)
The result given by (61) proves the theorem, because, if r is
such that B∗r ⊂ Ω then any trajectory initiated within B0r will
remain inside Ω, and hence, by Theorem 6 will converge to
the origin.
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