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This article gives an introduction to the realization of effective quantum magnetism with ultracold
molecules in an optical lattice, reviews experimental and theoretical progress, and highlights future
opportunities opened up by ongoing experiments. Ultracold molecules offer capabilities that are
otherwise difficult or impossible to achieve in other effective spin systems, such as long-ranged
spin-spin interactions with controllable degrees of spatial and spin anisotropy and favorable energy
scales. Realizing quantum magnetism with ultracold molecules provides access to rich many-body
behaviors, including many exotic phases of matter and interesting excitations and dynamics. Far-
from-equilibrium dynamics plays a key role in our exposition, just as it did in recent ultracold
molecule experiments realizing effective quantum magnetism. In particular, we show that dynamical
probes allow the observation of correlated many-body spin physics, even in polar molecule gases that
are not quantum degenerate. After describing how quantum magnetism arises in ultracold molecules
and discussing recent observations of quantum magnetism with polar molecules, we survey prospects
for the future, ranging from immediate goals to long-term visions.
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I. INTRODUCTION
The realization of a Bose-Einstein condensate (BEC) in an ultracold, dilute gas of alkali atoms1–3 was a landmark
achievement in several respects. For one, the production of an atomic BEC required significant technical advances
in cooling and trapping atoms with electromagnetic radiation, as well as evaporative cooling. In addition, atomic
BECs provided the most direct evidence for a many-body phenomenon predicted more than 80 years prior. The fact
that nearly all aspects of the atomic system are amenable to experimental control not only enabled the realization of
this new state of matter, but also facilitated the study of its properties out of equilibrium, such as the dynamics of
vortices4 and solitons5. As we shall see, ultracold molecules parallel this, providing entirely new phases of matter and
non-equilibrium behaviors that are otherwise unrealized in ultracold matter.
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2Since the realization of a BEC the field of many-body physics with ultracold atoms has grown steadily6, including
degenerate fermionic gases7 as well as many non-alkali species8–11. A burgeoning subfield of research involves optical
lattices, standing wave arrangements of laser light that form a periodic potential for atoms or molecules12. Such
a periodic potential mimics the crystal potential felt by electrons in a solid, enabling the atoms to "simulate" the
behavior of interacting electrons in a crystal lattice. The power of the atom-electron analogy comes from the fact
that characteristics of the atomic system, such as lattice geometry, degree of disorder, and strength of interactions,
are all highly tunable. This enables the atoms to behave as a quantum simulator, a quantum system that behaves
analogously to another system (which may be much harder to microscopically control or measure)13, and has led
to many spectacular observations, such as the transition from a weakly-interacting gas to a Mott insulator for both
bosonic14 and fermionic15,16 atoms.
In spite of the successes of ultracold atom experiments, some phenomena remain difficult to manifest and probe in
cold atoms. One such phenomenon is quantum magnetic interactions between effective spins. Quantum magnetism,
which studies the many-body physics of coupled spins, is of key importance in condensed matter physics (see Sec. II).
In atomic realizations of quantum magnetism, usually the "spin" is formed from some discrete set of internal states, for
example hyperfine sublevels. The reason why realizing effective magnetic interactions between such spins is difficult,
as Sec. II B describes in more detail, is that the dominant interactions between neutral atoms are short ranged;
this requires any effective spin-spin interactions between internal states to be mediated by motion. Hence, magnetic
correlations become visible only when the motional temperature is less than the effective spin-spin coupling energy.
To date, such temperatures are extraordinarily difficult to reach.
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FIG. 1: Regimes of quantum magnetism in ultracold polar molecules in optical lattices, encompassing ongoing experiments
(lower left) and directions being pursued (upper right). The vertical "lattice filling" axis represents the fraction of occupied
lattice sites, that is the molecule density relative to the lattice spacing. Higher fillings generally correspond to lower motional
entropies and temperatures. Current experiments reach filling fractions in the range of 10%-20%. Interesting physics exists in
this regime, but exciting prospects also occur as one increases the filling fraction towards unity. The horizontal "complexity"
axis represents complexity in two senses: the molecules’ degrees of freedom and the experimental requirements to harness
them. Diverse, rich, and novel phenomena at the forefront of modern quantum many-body physics occur in all of the indicated
regimes.
Ultracold molecules are a newly realized platform for quantum magnetism in which the magnetism arises in a
qualitatively distinct way from atoms, and this underlies the molecules’ many favorable qualities. As opposed to
3atoms, polar molecules have strong, long-range electric dipole-dipole interactions1. The basic idea is to encode effective
degrees of freedom in long-lived, low-lying, and easily accessible internal degrees of freedom such as rotational and
vibrational modes. Dipole-dipole interactions can mediate coupling between these effective spins even when molecules
are pinned in a lattice (i.e. when their tunneling is completely suppressed). One consequence is that polar molecules
can be used to study far-from-equilibrium quantum magnetism even in non-degenerate quantum gases. Such far-
from-equilibrium dynamics has been observed in ultracold polar molecule experiments and will play a central role
in our exposition. Additionally, taking a broad view of molecular diversity and experimental constraints such as
temperature and lattice-scale probe resolution, we provide an overview of the "quantum simulation landscape" of
quantum magnetic phenomena achievable with ultracold molecules, summarized in Fig. 1. This figure shows the
new regimes of quantum magnetism that become available both as the motional entropy and temperature decrease
(vertical axis) and as the complexity of the internal molecular structure increases (horizontal axis). This figure will
be discussed in more detail in Sec. V.
Our paper is organized as follows. Sec. II derives effective spin Hamiltonians describing the internal state dynamics
of polar molecules in optical lattices (Sec. II A) and neutral atoms in optical lattices for comparison (Sec. II B),
focusing on the simplest scenarios. Sec. III describes recent experiments in which effective quantum magnetism has
been experimentally probed via far-from-equilibrium dynamics, as well as new theoretical tools that were developed to
verify and understand the experimental observations. In Sec. IV we explore molecules with complex internal structure,
review methods of producing ultracold molecules, and go over basic molecular structure. In Sec. V we identify future
directions for quantum magnetism with ultracold molecules, considering both advances in experimental technology
and the structural complexity of molecules on the experimental horizon. Finally, in Sec. VI, we conclude.
II. QUANTUM MAGNETISM WITH ULTRACOLD MOLECULES AND ATOMS
Exploring quantum magnetism with ultracold matter is a particularly fruitful direction of research, as quantum
magnetic phenomena lie at the core of condensed matter physics. Moreover, despite the apparent simplicity of many
models of quantum magnetism, these models are in general extraordinarily hard to solve with classical resources. This
makes them excellent candidates for “quantum simulation" with ultracold systems. Although quantum magnetism is
a vast field that is well beyond the capacity of this review to cover, we mention here some of the broad ideas that
motivate its study. More complete reviews and introductions can be found, e.g., in Refs. 17–19.
One reason for the intense study of quantum magnetism is its relevance to materials and experimental phenomena
– for example, antiferromagnets, multiferroic materials, spin glasses, and spin nematics – and the frequent proximity
of quantum magnetism to unconventional superconductivity. Another motivation is the numerous exotic phenomena
that are theoretically predicted, including topologically ordered phases and (algebraic) spin liquids. These harbor
physics which cannot be described within the “Landau paradigm" of symmetry breaking, as is also the case with
the fractional quantum Hall effect. Observing a broader range of such phenomena which lie outside of conventional
classification would clearly deepen our knowledge of quantum many-body physics. Finally, an understanding of
quantum magnetism can have a great impact in advancing current technology including better and faster hard drives,
computers and spintronic devices.
Quantum magnetism in the solid state usually refers to interactions between electron spins localized in a crystal
lattice. As the Coulomb interaction, which provides the microscopic interaction between electrons, is spin-independent,
interactions between spins should be interpreted as effective interactions which arise from Coulomb interactions in
conjunction with Fermi statistics, i.e. the required antisymmetry of electrons under exchange. In Sec. II B, we show
how such effective magnetic interactions arise from particles with short-range interactions when they can tunnel in a
lattice. This spin interaction mechanism, known as superexchange, is the most common mechanism by which effective
magnetic phenomena arise in cold atomic gases loaded in optical lattices. Before we discuss the superexchange
mechanism, however, Sec. II A describes the simplest example of effective quantum magnetism mediated by dipole-
dipole interactions in polar molecules, the main focus of this review. As we shall see, the resulting models for
dipole-mediated quantum magnetism and the superexchange mechanism are very similar, even though the physical
mechanism is very different. Finally, Sec. II C discusses control and experimental consequences of the terms appearing
in the effective spin models.
1 Homonuclear molecules are not polar, and so are not amenable for simulating quantum magnetism in the fashion discussed in this work.
4A. Effective magnetism with polar molecules
Let us now consider how effective quantum magnetism arises for polar molecules20–23. For clarity, we discuss the
simplest manifestation in this section before discussing how more complex magnetic interactions may be engineered
in Secs. IVB and V. Our starting point is shown schematically in the top left panel of Fig. 2. Here, molecules are
pinned in a deep optical lattice with exactly one molecule per lattice site. By "pinned" we mean that molecules do
not move between lattice sites on the timescales of an experiment. We now wish to encode an effective spin-1/2 in
the internal degrees of freedom of the molecule. Considering 1Σ molecules, in which there are no unpaired spins or
orbital angular momentum2, and neglecting hyperfine structure, the lowest-lying degrees of freedom to encode spin
in are the rotational degrees of freedom3. The rotational states are described by a rigid rotor Hamiltonian24 and
can be labeled by |NMN 〉, where N is the rotational angular momentum quantum number and −N ≤ MN ≤ N is
the projection of the rotational angular momentum along a space-fixed quantization axis. In the absence of external
fields, the rotational energy spectrum is ENMN = BNN (N + 1), where BN is called the rotational constant and is
proportional to the inverse moment of inertia of the molecule. Typical rotational constants are a few GHz, which is
much larger than the dipolar interaction energies of molecules at typical ∼ 500nm optical lattice spacings, and also
much larger than ultracold temperatures. These facts, together with the anharmonic spectrum and very long (> 10s)
lifetimes of rotational excitations, imply that the number of molecules in excited rotational states is conserved over
the timescale of an experiment4.
The (2N + 1)−fold degeneracy of rotational excited states makes isolating a pair of rotational levels in which to
encode a spin-1/2 challenging, and so we would like to split this degeneracy. One way to do so is to introduce a DC
electric field EDC; the resulting splitting is illustrated in Fig. 2. The key feature that we need in order to understand
rotational levels
spin-1/2..
.
time
dipolar spin exchange
FIG. 2: Quantum magnetism of ultracold molecules in a lattice. Molecules in a deep lattice (top left) realize lattice spin
models (top right), when the lattice is deep enough to suppress tunneling. The spin degree of freedom is encoded in rotational
states of the molecule (bottom left). Two types of interactions occur naturally: a "spin exchange" interaction that exchanges
pairs of spin states (illustrated, bottom right) and, in the presence of a dc electric field, an "Ising" interaction that splits the
energies of aligned and anti-aligned pairs of spins [see Eq. (17)]. Both processes are capable of correlating and entangling spins.
2 A review of molecular structure and terminology is given in Sec. IVB.
3 In fact, these non-rotational degrees of freedom can sometimes be neglected in molecules with more complex molecular structures under
appropriate circumstances.
4 Provided, of course, that rotational excitations are not generated by external means, e.g. by a microwave field.
5the emergence of quantum magnetism is that states such as |0, 0〉 and |1, 0〉 in Fig. 2, are now well-isolated from all
other states, and so we can use them to encode a spin-1/2. The details of the coupling and notation will be explained
below.
Now that we have isolated an effective spin-1/2, we investigate the effect of dipole-dipole interactions within this
subspace of states. The dipole-dipole interaction between molecules i and j is
HˆDDI =
dˆi · dˆj − 3
(
dˆi · er
)(
dˆj · er
)
r3
, (1)
where er is a unit vector connecting molecules i and j, r is the distance between these molecules, and dˆi is the dipole
operator of molecule i. Within the subspace of states {| ↓〉, | ↑〉} ≡ {|0, 0〉, |1, 0〉} forming our spin-1/2, and in the
limit of the interaction being much smaller than the rotational splitting, the interaction Eq. (1) is simple; for example
HˆDDI |↑↓〉 = a |↑↓〉+ b |↓↑〉 (2)
with a = 〈↑↓| HˆDDI |↑↓〉 and b = 〈↓↑| HˆDDI |↑↓〉. Processes that change the total magnetization, such as |↑↓〉 → |↑↑〉,
are energetically far off-resonant and therefore negligible. This implies that the spin-spin interaction of the molecules
will be
Hˆij =
[
J⊥(dˆi, dˆj , ri − rj)
2
(
Sˆ+i Sˆ
−
j + h.c.
)
+ Jz(dˆi, dˆj , ri − rj)Sˆzi Sˆzj
]
(3)
with S±,zi the usual spin-1/2 operators acting on molecule i. We will derive below the forms of J⊥(dˆi, dˆj , ri− rj) and
Jz(dˆi, dˆj , ri−rj) and their dependence on electric field and choice of rotational states, as well as determine additional
single spin terms that are omitted in Eq. 3 [see Eq. (11) for the final result].
However, before giving a more complete derivation of Eq. (3) and determination of the coefficients in it, we first will
describe how an electric field may be used to achieve the level splitting required to energetically isolate the spin-1/2
degree of freedom. This also provides useful background for how the interactions in Eq. (3) may be manipulated with
electric fields.
The coupling Hamiltonian of the molecule’s dipole operator, dˆ, with the external field is −d · EDC . We take EDC
to set the space-fixed z axis, EDC = EDCez and thus the coupling Hamiltonian has matrix elements
〈N ′M ′N | − dˆzEDC|NMN 〉 = −EDCδM ′N ,MN 〈N ′M ′N |dˆ0|NMN 〉 (4)
where
〈N ′M ′N |dˆp|NMN 〉 = d (−1)MN
√
(2N ′ + 1) (2N + 1)
(
N 1 N
−MN p MN
)(
N ′ 1 N
0 0 0
)
(5)
are the matrix elements of the dipole operator in the basis of rotational states. In Eq. (5), (. . . ) is a 3j-symbol and
dˆ±1 = ∓(dˆx ± idˆy)/
√
2 and dˆ0 = dˆz are spherical components of the dipole operator. Only the p = 0 component is
used above, but the p = ±1 components will be useful to us later. The electric field mixes rotational states while
preserving their projection MN on the field axis. Because the electric field does not cause level crossings, we can still
label the eigenstates of rotation in the presence of a DC field with |NMN 〉, where N is now interpreted as a label
corresponding to the number of rotational quanta if the field were to be ramped adiabatically to zero. The energies
of these states in weak fields, calculated to lowest order in the small parameter βDC = dEDC/BN , are
ENMN /BN = N (N + 1) +
β2DC
2
N (N + 1)− 3M2N
(2N − 1) (2N + 3)N (N + 1) . (6)
As shown in Fig. 2, all states with the same value of |MN | remain degenerate, and are separated from all other states
with the same value of N by an energy ∼ β2DCBN .
Now turning to the full derivation of how the dipole-dipole interaction, Eq. (1), projects onto the spin-1/2 degree
of freedom we note that the dipolar interaction Eq. (1) is the contraction of two rank-two tensors, one acting on
the internal state of the molecules through the dipole operators and one acting on the orbital motion of the two
molecules through the angular dependence of Eq. (1). Hence, the dipole-dipole interaction can be written as a sum
of terms which transfer q units of rotational angular momentum projection to orbital angular momentum projection
with −2 ≤ q ≤ 2. Since our spin-1/2 is comprised of states with MN = 0, there is no way to change the rotational
6projection quantum number within this set of states (as is implicit in Eq. (2)). Hence, only the q = 0 terms are
important. Explicitly, these terms are
HˆDDI;q=0 =
1− 3 cos2 θ
r3
[
dˆ0dˆ0 +
dˆ1dˆ−1 + dˆ−1dˆ1
2
]
(7)
with θ the angle between the quantization axis and the vector connecting the two molecules. Within the subspace of
states {| ↓〉, | ↑〉} = {|0, 0〉, |1, 0〉} the expectations of dˆ±1 all vanish due to selection rules. The matrix elements of the
dˆ0 operator, computed using Eq. (5) to lowest order in βDC, are
〈↓ |dˆ0| ↓〉 = βDC
3
≡ d↓ , 〈↑ |dˆ0| ↑〉 = −βDC
5
≡ d↑ , (8)
〈↑ |dˆ0| ↓〉 = 〈↓ |dˆ0| ↑〉 = 1√
3
(
1− 43β
2
DC
360
)
≡ d↓↑ . (9)
The resonant dipole moments in Eq. (8) describe the degree of orientation of the states | ↓〉 and | ↑〉 in the presence
of the external field. Importantly, these resonant dipole moments vanish in zero field, which says that the average
dipole moment of a pure rotational state along any direction fixed in space is zero. In contrast, the transition dipole
moments in Eq. (9) are nonzero even in zero field.5 These encapsulate the strength of a dipole-allowed transition from
| ↓〉 to | ↑〉 and vice-versa. For example, these transition dipole matrix elements determine the Rabi frequency of the
transition from | ↓〉 to | ↑〉 when a molecule is illuminated with near-resonant microwave radiation. Fig. 3 shows the
behavior of these dipole moments, going beyond the perturbative βDC  1 limit.
Let us now consider two molecules at lattice sites i and j, and write the dipole-dipole interaction, Eq. (7), in the
basis {| ↑i↑j〉, | ↑i↓j〉, | ↓i↑j〉, | ↓i↓j〉}. We find
Hˆij =
1− 3 cos2 θij
|ri − rj |3

d2↑ 0 0 0
0 d↓d↑ d2↓↑ 0
0 d2↓↑ d↓d↑ 0
0 0 0 d2↓
 , (10)
with ri the location of molecule i measured in units of the lattice spacing a. If we define the spin-1/2 operators
Sˆzi =
1
2 (| ↑i〉〈↑i | − | ↓i〉〈↓i |), Sˆ+i = | ↑i〉〈↓i |, Sˆ−i = (Sˆ+i )† obeying the commutation relations6
[
Sˆzi , Sˆ
±
j
]
= ±δijSˆ±i ,
we can re-write Eq. (10) as a spin Hamiltonian:
Hˆij =
1− 3 cos2 θij
|ri − rj |3
[
J⊥
2
(
Sˆ+i Sˆ
−
j + h.c.
)
+ JzSˆ
z
i Sˆ
z
j +W
(
IiSˆzj + Sˆzi Ij
)
+ V IiIj
]
, (11)
where
J⊥ ≡ 2d2↓↑ , (12)
Jz ≡ (d↑ − d↓)2 , (13)
W ≡ (d2↑ − d2↓)/2 , (14)
V ≡ (d↑ + d↓)2/4 , (15)
and I is the identity operator in spin space. This result gives the full determination of the Hamiltonian motivated in
Eq. (3). Eq. (11) readily generalizes to a many-site lattice in which each site can be filled with ni = 0 or 1 molecules:
one sums over all pairs i and j, replaces the identity operator in spin space with the total molecular density operator
Ii → nˆi ≡
∑
σ=↑,↓ aˆ
†
iσaˆiσ, and replaces the spin operators by their second-quantized counterparts
Sˆai =
1
2
∑
µν
aˆ†iµ [σ
a]µν aˆiν . (16)
5 Physically, the dipole operator is a vector operator, and so is odd under parity. The parity of the state |NMN 〉 is (−1)N , and so nonzero
matrix elements in the absence of an electric field can exist only between states N and N ± 1.
6 Note that Sˆ± = (Sˆx ± iSˆy) is the "raising operator" form of the spin operators, but the dipole operators dˆ±1 = ∓(dˆx ± idˆy)/√2 are
written in the standard form for spherical tensor operators (with the overall minus sign on dˆ1).
7Here, aˆiν is a fermionic or bosonic operator in second quantization destroying a particle at site i in spin state ν and
σa is a Pauli matrix. The term proportional to V represents coupling of the molecule density to itself, and so is a
constant for pinned molecules and may be ignored. Similarly, in a unit-filled lattice the term proportional to W is a
constant of the motion (to the extent the density is homogeneous) and may be ignored. The resulting effective spin
model description for pinned molecules in a unit-filled lattice reads
Hˆ =
1
2
∑
i 6=j
1− 3 cos2 θij
|ri − rj |3
[
J⊥
2
(
Sˆ+i Sˆ
−
j + h.c.
)
+ JzSˆ
z
i Sˆ
z
j
]
. (17)
The Hamiltonian Hˆ is called an XXZ spin model, for reasons that we will clarify in Sec. II C. The effective magnetic
interactions are long ranged, decaying as 1/r3 with the distance between lattice sites, and inherit the (1 − 3 cos2 θ)
anisotropy characteristic of the dipole-dipole interaction, Eq. (7). The relative importance of the Jz and J⊥ terms can
be tuned by the strength of the external field, in accord with the βDC-dependence of the dipole matrix elements in
Fig. 3. In particular, the Jz term (as well as the W and V terms, which can be neglected under some circumstances)
vanishes in zero electric field. We will investigate more complex means to tune effective magnetic interactions, even
beyond the form in Eq. (17), in Sec. V.
The spin-spin interactions can also be modified by varying the choice of the two rotational levels used to encode the
spin-1/2. To demonstrate this, let us perform the same analysis as above using the states {| ↓〉, |↑˜〉} ≡ {|0, 0〉, |1, 1〉}.
The relevant dipole matrix elements, analogous to Eqs. (8)-(9), are
〈↓ |dˆ0| ↓〉 = βDC
3
≡ d↓ , 〈↑˜|dˆ0|↑˜〉 = βDC
10
≡ d↑˜ , (18)
〈↑˜|dˆ1| ↓〉 = −〈↓ |dˆ−1|↑˜〉 = 1√
3
(
1− 49β
2
DC
1440
)
≡ d↓↑˜ , (19)
where we have again used Eq. (5). Two differences are apparent when comparing to Eqs. (8)-(9). Namely, d↑˜ is
positive while d↑ was negative in Eq. (8) and the transition dipole matrix elements d↓↑˜ are due to the operators dˆ±1
instead of dˆ0. Another consequence of this is that when we project the q = 0 part of the dipole-dipole interaction,
Eq. (7), into the space of our effective spin-1/2, both the ∝ dˆ0dˆ0 and ∝ (dˆ1dˆ−1 + dˆ−1dˆ1) terms contribute7. Projecting
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FIG. 3: Tuning spin-spin interactions with an electric field. An applied electric field with dimensionless strength βDC =
dEDC/BN alters the expected dipole moments of the states | ↓〉, | ↑〉, and |↑˜〉, see Eqs. (8)-(9) and (18)-(19). In particular, the
resonant dipole moments increase linearly for small fields and saturate asymptotically to the permanent dipole moment. The
transition dipole moments are nonzero in zero field and monotonically decrease as the field is increased. The dipole moments
determine the spin-spin couplings through, e.g., Eqs. (12)-(15).
7 For molecules with no nuclear spin structure, the |1, 1〉 and |1,−1〉 states are degenerate and hence will be resonantly coupled by the
q = ±2 terms of the dipole-dipole interaction that were ignored when simplifying Eq. (1) to Eq. (7). However, in the alkali dimers,
e.g. KRb, hyperfine structure splits this degeneracy by an amount large compared to typical interaction energies. Hence, we do not
consider the q = ±2 terms here.
8into the basis {|↑˜i↑˜j〉, |↑˜i ↓j〉, | ↓i ↑˜j〉, | ↓i↓j〉}, we find a matrix of the same form as Eq. (10), only with d↑ replaced
by d↑˜ and d
2
↓↑ replaced by −d2↓↑˜/2. The factor of 1/2 comes from the second term in the brackets of Eq. (7), and the
minus sign from Eq. (19) (see also footnote 6). The −1/2 can alternatively be semiclassically understood as coming
from the time average of two rotating dipoles. Thus, the effective spin model description is again an XXZ model of
precisely the same form as Eq. (17), the only difference being that d↑ → d↑˜ and J⊥ = −d2↓↑˜ rather than 2d2↓↑. When
a magnetic coupling is negative, spins prefer to align to minimize the energy, resulting in a ferromagnetic tendency.
Likewise, a positive value represents anti-ferromagnetic coupling. The two simple examples given above demonstrate
that the form of the effective Hamiltonian, Eq. (17), namely the XXZ coupling and the (1− 3 cos2 θ)/r3 dependence
of interaction matrix elements, is a universal characteristic of the effective magnetic interactions between diatomic
molecules prepared in two dipole-coupled rotational levels. The tunable, non-universal aspects are the actual coupling
constants J⊥, Jz, etc.; these can be controlled and even made to change sign by external fields and the choice of
rotational states forming the effective spin-1/2 (see, for example, Fig. 3).
B. Effective magnetism with two-component atoms
As an example of how quantum magnetism arises due to short-range, spin-independent interactions (in contrast
to molecules), we consider the simplest model of interacting spin-1/2 fermionic particles on a lattice, the single-band
Hubbard model
HˆHubbard = −t
∑
〈i,j〉
∑
σ∈{↑,↓}
[
aˆ†iσaˆjσ + h.c.
]
+ U
∑
i
nˆi↑nˆi↓ . (20)
Here, t is the tunneling energy, U the interaction energy, 〈i, j〉 represents a sum over all nearest-neighbor pairs of
lattice sites i and j, aˆiσ is a fermionic operator in second quantization destroying a particle at site i in spin state σ,
and nˆiσ = aˆ
†
iσaˆiσ. In a solid state system, U represents an approximation to the screened Coulomb potential, and
the Hubbard model is never expected to provide anything more than a crude guide to qualitative features. However,
ultracold neutral atoms dominantly interact via a short-ranged (∼ 1/r6) van der Waals potential, which is well-
modeled with a contact pseudopotential at low energies. Consequently, the Hubbard model provides an excellent
microscopic description of ultracold two-component fermionic atoms in an optical lattice25. In the ultracold atomic
realization of the Hubbard model, two magnetic sublevels of the hyperfine manifold play the role of the electronic
spin-1/2.
When U  t, an effective magnetic interaction arises between singly-occupied neighboring sites due to virtual
occupation of sites by two fermions17, a mechanism known as superexchange. To see how this arises, let us consider
two sites i and j which are nearest neighbors and are spanned by the basis {| ↑, ↑〉, | ↑↓, 0〉, | ↑, ↓〉, | ↓, ↑〉, |0, ↑↓〉, | ↓, ↓〉},
where the left and right sides denote the occupations of sites i and j, respectively, and the states | ↑↓, 0〉 and |0, ↑↓〉
denote spin singlet states. The Hubbard Hamiltonian in this basis is
HˆHubbard =

0 0 0 0 0 0
0 U −t −t 0 0
0 −t 0 0 −t 0
0 −t 0 0 −t 0
0 0 −t −t U 0
0 0 0 0 0 0
 . (21)
In the case U  t, tunneling to the energetically high-lying states | ↑↓, 0〉 and |0, ↑↓〉 happens only "virtually," and
so we can consider the effects of these states in lowest-order perturbation theory. The effective Hamiltonian in the
degenerate subspace spanned by {| ↑, ↑〉, | ↑, ↓〉, | ↓, ↑〉, | ↓, ↓〉}, to lowest order in t/U , is
Hˆeff =
 0 0 0 00 −2t2/U −2t2/U 00 −2t2/U −2t2/U 0
0 0 0 0
 . (22)
This effective Hamiltonian has a form similar to the matrix appearing in our derivation of effective magnetic interac-
tions for polar molecules, Eq. (1). Accordingly, we can write this effective Hamiltonian as a spin model
Hˆeff =
J⊥
2
(
Sˆ+i Sˆ
−
j + h.c.
)
+ JzSˆ
z
i Sˆ
z
j + V IiIj , (23)
9where Jz = J⊥ = 4t2/U and V = −t2/U . Physically, the singlet state (| ↑, ↓〉 − | ↓, ↑〉)/
√
2 can lower its energy by
virtual tunneling to a doubly occupied site. In contrast, the triplet states | ↑, ↑〉, | ↓, ↓〉, and (| ↑, ↓〉+ | ↓, ↑〉)/√2 are
not connected to any physical states by tunneling, as occupancy of a site by two particles of the same spin is forbidden
by the Pauli principle. Hence, quantum statistics plays a key role in the generation of effective magnetic couplings
for spin-independent interactions.
Just as was the case for the polar molecules above, the two-site Hamiltonian, Eq. (23), can be immediately gener-
alized to the many-site case. Simplifications occur if we consider the case of half filling (one fermion per lattice site),
since in this case tunneling processes involving only singly occupied sites do not occur, and the term proportional to V
becomes a constant of the motion which we neglect (again ignoring density inhomogeneities). The resulting effective
spin dynamics is then governed by the celebrated Heisenberg model
HˆHeisenberg = J
∑
〈i,j〉
Sˆi · Sˆj , (24)
where J = 4t2/U and Sˆi = (Sˆxi , Sˆ
y
i , Sˆ
z
i ). The Heisenberg model, realized through the superexchange mechanism with a
short-range interaction U , represents the minimal realization of quantum magnetism seen in ultracold gases in optical
lattices. The spin coupling in the Heisenberg model is a special case of XXZ coupling with J⊥ = Jz. An XXZ coupling
can be realized in cold atom systems by superexchange with two-component bosons due to differences in interaction
strengths between the two components26. An important aspect of magnetism generated through superexchange is
that it is mediated through motion via the tunnel-coupling t. Hence, magnetic correlations are only visible when the
temperature of the motional degrees of freedom is of order J ∼ t2/U ∼ 1 nK. This is an extremely cold temperature,
even by ultracold standards!
C. Interpretation of processes in the XXZ model
For spin−1/2s, the J⊥ term in Eq. (17) flips a spin up at site j to spin down while simultaneously flipping a down
spin at a neighboring site i to up and vice versa. Schematically, we can draw this process as | ↓i↑j〉 → | ↑i↓j〉, as
in Fig. 2. As this effectively swaps the spin labels of the two sites, we will refer to this process as spin exchange8.
One proposal to study this mechanism with polar molecules was in Ref. 27. Note that configurations of identical spin
projections | ↑i↑j〉 and | ↓i↓j〉 do not participate in spin exchange. The model Eq. (17) with only spin exchange,
Jz = 0, can be written as
HˆXX =
J⊥
4
∑
i 6=j
1− 3 cos2 θij
|ri − rj |3
(
Sˆ+i Sˆ
−
j + h.c.
)
, (25)
=
J⊥
2
∑
i 6=j
1− 3 cos2 θij
|ri − rj |3
(
Sˆxi Sˆ
x
j + Sˆ
y
i Sˆ
y
j
)
. (26)
A spin Hamiltonian with such coupling is called an XX model. The nomenclature for an XXZ model, Eq. (17), should
now be clear, as it represents equal coupling (XX) for the x and y components of the spins, with a different coupling
Z for the z component of the spins. In this same notation, Heisenberg coupling as in Eq. (24) would be called XXX
coupling.
In the opposite limit J⊥ → 0 of the XXZ model, we recover an Ising model
HˆIsing =
Jz
2
∑
i 6=j
1− 3 cos2 θij
|ri − rj |3
Sˆzi Sˆ
z
j . (27)
As opposed to the XX coupling, which causes transitions between pairs of spins which are anti-aligned in the z
basis and does not affect aligned spins, the Ising model affects all configurations and causes no transitions between
configurations in the z basis. In particular, aligned configurations such as | ↑i↑i〉 or | ↓i↓j〉 have an Ising interaction
energy Jz, while anti-aligned configurations | ↑i↓j〉 or | ↓i↑j〉 have an energy −Jz. Because all operators appearing
in the Ising model commute with one another, the static properties of the Ising model are effectively classical,
8 We remark that for higher-dimensional spin representations this term does not necessarily exchange the two spin components. For
example, two spin-1’s can undergo the transition |1, 0〉|1, 0〉 → |1,−1〉|1, 1〉 under the J⊥ term.
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and it displays no quantum phase transitions. Nevertheless, the dynamics is highly nonclassical, generating strong
correlations and maximally entangled states28; however, because of its special commuting property, the dynamics of
correlation functions in generalized Ising models, in which the z components of spins interact on arbitrary lattices
with arbitrary couplings, can be determined analytically29–31.
III. DYNAMICAL INVESTIGATIONS OF QUANTUM MAGNETISM: EXPERIMENT AND THEORY
In this section, we describe the experimental realization and observation of the dipolar XXZ model Eq. (17) in
ultracold molecules and the theoretical techniques that were developed in order understand the resulting behavior.
Subsection IIIA describes the experimental evidence that the ultracold polar molecule experiments are operating in the
regime quantitatively described by Eq. (17). This evidence is based on extensive measurements of far-from-equilibrium
dynamics and comparisons with theory.
When the experiments were performed, their dynamics was beyond the ability of existing theoretical methods to
treat quantitatively. As a result, they stimulated the development of new theoretical ideas and methods. Subsec-
tion III B describes techniques that have been developed with the aid of experiments and applied to them, and it
gives a short survey of theoretical methods for which ultracold molecule experiments are expected to provide a testing
ground.
A. Observation of spin-exchange and verification of Eq. (17)
Reference 32 theoretically argued that the dipolar spin-spin interactions in Eq. (17) could be observed even in
systems with lattice filling (number of particles divided by number of lattice sites) well below unity, extending to
densities so low that more sites are empty than are occupied. The proposal was to observe dynamics using Ramsey
spectroscopy, a standard dynamic protocol in atomic and molecular experiments (described below). We will describe
how three goals of this proposal have now been successfully achieved: observation of spin-spin interactions in ultracold
molecules, benchmarking of the accuracy of Eq. (17) to describe these interactions, and the exploration of physics
beyond the regime accessible to previously existing exact methods.
Yan et al. employed Ramsey spectroscopy, illustrated in Fig. 4, to observe spin-exchange interactions in ultracold
KRb33. Ramsey spectroscopy may be described as follows (see also Fig. 4): all of the spins are aligned along the
same direction at time t = 0, then they are allowed to evolve dynamically under no external influence – only Eq. (17)
– for a time t, and finally one reads out the spin component along a chosen direction nˆ summed over all particles,
time time
0 10 20 30 40
0.0
0.1
0.2
0.3
0.4
0.5
time !ms"
FIG. 4: Non-equilibrium spin dynamics in a lattice. Bottom left plot and top dynamic sequence: initially aligned spins (along
the xˆ direction) evolve in time due to interaction. Both inhomogeneous precession and the growth of entanglement can occur.
Such dynamics, implemented using Ramsey spectroscopy, has been used in ultracold KRb experiments to verify that the system
accurately realizes Eq. (17). Related protocols can also probe the state of interesting physical systems.
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〈∑i Si · nˆ〉.9
An example measurement of such dynamics, similar to Refs. 33,35, is shown in the graph at the bottom left of
Fig. 4 for N = 11, 000 molecules in the lattice and with the spin-1/2 degree of freedom realized in the |↑〉 = |1, 0〉
and |↓〉 = |0, 0〉 rotational states (see Fig. 2). This panel shows the measured spin component along the x direction
as a function of the evolution time. Experiments conclusively identify dipolar interactions from a number of these
measurements; there are four main pieces of evidence, which we recall now.
Two features are apparent in Fig. 4 (bottom left): a relatively small oscillation superposed on an exponential decay
to zero. Both of these features are due to dipolar spin-exchange interactions. A first indication is that the observed
oscillation frequency ν coincides with the expected oscillation frequency of two KRb molecules in these rotational states
occupying nearest neighbor sites separated along the zˆ lattice direction (see Fig. 5) namely ν = J⊥/(2h) ≈ 100Hz.
The direction is relevant because of the 1 − 3 cos2 θ anisotropy of the dipolar interaction, illustrated in Fig. 5. That
this single coupling is so important is not an accident: the current experiments estimate about a f = 0.1 lattice
filling, and in this regime, the oscillations come from relatively rare configurations of molecules having a single nearest
neighbor. These configurations have clear oscillatory dynamics, and the fastest frequency is the most visible32,33,35.
Further data analysis was, in fact, able to identify in the data other oscillation frequencies ν/
√
2 and ν/2, which
corresponded to the next strongest interaction strengths35.
A second signature is that the time-constant for decay of 〈Sx〉 decreases with increasing density. In contrast, any
single particle effect would remain unaffected by a simple change of density. Further indicative of interactions, the
coherence time was observed to decreased as 1/N , with N the total number of molecules. This scaling is consistent
with the power law decay of the dipolar interactions: Increasing the lattice filling fraction f ∝ N , decreases the mean
distance between molecules (R¯ ∝ f−1/3), leading to an average dipolar interaction that scales as 1/R¯3 ∝ f ∝ N .
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FIG. 5: Spin-spin interaction strengths. Labels on each site indicate the magnitude of the interaction between that site and
the central green site, relative to the maximum interaction strength. This is given by the function 1− 3 cos2 θ, where θ is the
angle between the intermolecular separation vector and the quantization axis. We take the quantization axis to be along the
axis, halfway between the xˆ and yˆ directions, corresponding to the experimental set up of Ref. 33. [Here the magnetic field B,
rather than an electric field, sets the quantization axis through nuclear magnetic effects.] Figure after Ref. 33.
Two additional pieces of evidence were presented in Refs. 33 and 35 that we describe very briefly here. First, the
experiments in Ref. 33 showed that some of the effects of interactions could be suppressed by using a more involved
sequence of microwave pulses than the simple Ramsey spin-echo sequence, specifically the “WAHUHA" sequence36.
This suppression was expected because this pulse sequence removes interactions completely in the case of two isolated
molecules and is expected to partially remove the interactions in general. Second, as discussed above, changing
9 In the lab, the Ramsey protocol is implemented as a pair of microwave pulses, separated in time, that couple the rotational states. The
first aligns the spins in the desired direction, and the latter rotates the spins so that the various spin components can be measured by
doing standard number measurements of each rotational state. Furthermore, experiments so far have used a related, but more robust
measurement, than choosing a single spin readout direction nˆ. Instead, this vector is swept around a circle of constant z component
and the resulting “Ramsey contrast" – the oscillation amplitude as a function of this angle – is the measured variable at each time.
Moreover, the data we will show is taken with a spin-echo sequence, which adds an extra pulse to (partially) remove the effects of an
inhomogeneous field
∑
i hiS
z
i that is present due to “non-magic" trapping conditions
34, i.e. the fact that trapping frequencies for the
two rotational states differ slightly in this experiment.
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the rotational state pair used for the spin-1/2 system from {|↑〉 = |1, 0〉 , |↓〉 = |0, 0〉} to {|↑〉 = |1,−1〉 , |↓〉 = |0, 0〉}
decreases the interaction strength by a factor of two, but otherwise leaves the interaction unchanged. The experiments
in Ref. 35 repeated the measurements with this new rotational state pair choice and showed that only the timescale,
not the shape, of the 〈Sx(t)〉 dynamics changed when the interaction strength was varied. This shows that only the
expected dipolar interactions contribute to the evolution over the measurement time.
These four pieces of evidence – oscillation frequency, density-dependent contrast decay rate, response to the
WAHUHA pulse sequence, and dependence of the dynamics on the rotational state used – clearly show that the
JILA experiments have observed dipolar “spin-exchange" interactions between molecules in different rotational states,
but on their own provide no direct evidence that the spin model describing the system is Eq. (17) and do not tell
what role various aspects of this equation play in the dynamics. For example, the evidence described above does not
constrain whether the long-range interactions are playing a crucial role, and whether the spin interactions are of the
XXZ form claimed. The next subsection will describe how these questions were addressed in Ref. 35. Doing this
required comparing experiments to calculations using newly developed theoretical methods. This subsection also will
discuss other theoretical methods expected to be useful in the future.
We raise one broader point before turning to the theoretical comparison. All of the observations discussed were
possible despite the non-degenerate temperature of the molecules in the lattice and the consequent low filling. The
key capability that enabled complex quantum many-body behavior to manifest in these measurements was the ability
to perform precise quantum control of internal degrees of freedom, namely the rotational states, i.e. the ability to
prepare almost pure states in the spin degree of freedom. Another aspect of these experiments is the decoupling of the
spin and motional degrees of freedom: the motion is completely frozen in the lattice, and only affects the spin degrees
of freedom by determining their (static) coupling strengths. It is interesting to note that the ability to control the
internal spin degrees of freedom has been utilized in other non-degenerate systems – hydrogen gases37, optical lattice
alkaline earth atomic clocks38,39, and warm (even room temperature) alkali vapors in highly excited Rydberg states40
– as well as degenerate systems, including interacting spin-1/2 Fermi gases41–43, and high-spin Fermi gases44 (a highly
non-comprehensive list). An intriguing question, therefore, is to what extent the quantum correlated physics survives
at elevated temperatures in the presence of spin-motion decoupling. In many cases these prior experiments were
not thought about as strongly interacting many-body systems and it would be interesting to revisit them from this
perspective with this question in mind. One area that is particularly relevant to this review is the study of molecules
at cold, but non-degenerate or possibly even not-ultracold temperatures. There are several experiments aiming to
produce or that have produced molecules in this regime (see Sec. IVB).
B. Quantum simulation of strongly correlated quantum magnetism: theoretical developments
In order to quantitatively validate the molecules’ realization of Eq. (17), it is necessary to compare their behavior
to theoretical predictions. However, as discussed below, this required a new theoretical method, as all theories that
existed prior to these experiments were extremely inaccurate for this problem. Here we focus on the method introduced
in Ref. 35, termed the MACE (moving average cluster expansion).
To understand how rich the physics of these systems is, as well as the complexity of calculating their dynamics, note
that these systems combine several features that would seem to render the calculations intractable: they are three
dimensional, long-ranged interacting, disordered, far-from-equilibrium quantum many-body systems. Moreover, the
dynamics is completely beyond mean-field theory: mean-field theory predicts no dynamic evolution of the contrast for
the initial conditions with all spins along the xˆ direction, which is the situation studied experimentally in Refs. 33,35.
The absence of mean-field dynamics is most easily seen for the Ising term: the mean field Hamiltonian contains terms
of the form Szi 〈Szj 〉, and these expectations vanish if the spins point along xˆ. A similar type of analysis can be done
for the XX term, and this analysis shows that there is no mean field dynamical evolution due to this term, either.
Even in one dimension, where special theoretical techniques can be applied to solve for the dynamics, one finds
that substantial entanglement emerges. The amount of entanglement generally increases even beyond that exhibited
by the ground state32. Because of all of these features, the dynamics might appear to be nearly impossible to solve
exactly, either analytically or numerically. Indeed, the methods that existed prior to the experiments fail to capture
it35.
In spite of these challenges, Ref. 35 developed a new theoretical method – the MACE – to accurately calculate
the 〈Sx(t)〉 dynamics of Eq. (17) and applied it to the experiments. The idea of MACE is to break the system into
independent clusters, but calculate observables (e.g. 〈Sxi (t)〉) only for the spin i at the center of the cluster. This
avoids effects of the cluster boundary, at least until times where correlations have had time to propagate inward to the
cluster center. Specifically, for each spin i one creates a cluster of g spins by enumerating the (g− 1) largest coupling
constants connecting i to other spins {j}. One exactly solves the dynamics for each cluster, and then calculates
〈Sxi (t)〉 for each i using the cluster optimized for spin i. It turns out that the MACE converges orders-of-magnitude
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faster than previously existing state-of-the-art methods. The MACE calculations quantitatively agree with experiment
with no fitting parameters, for a wide range of molecule lattice fillings and for different choices for rotational state
pairs to realize the spin-1/2 degrees of freedom. (The filling fraction was determined from one dataset, and then
this parameter was used for comparison with all of the numerous other datasets.) This agreement confirmed that
Eq. (17) accurately describes the molecules. Moreover alternative models are ruled out, suggesting that potential
experimental imperfections do not alter the interaction dynamics. For example, one clearly observes the long-range
nature of the interactions in this manner, as truncating the theoretical calculation to nearest neighbor interactions
fails to reproduce the dynamics even qualitatively.
Even for the MACE, it is challenging to rigorously and quantitatively assess its convergence, and consequently the
observed quantitative agreement with experimental measurements of 〈Sx(t)〉 also provides independent evidence that
the MACE is converging. In this sense, the experiments are serving as quantum simulators: systems whose dynamics
are beyond the ability of existing methods to simulate in a controlled way. These experiments and newly developed
theory are all the more interesting because the XXZ spin model is realized in numerous important systems, even
outside of ultracold atomic and molecular gases, such as excitons in solids and large molecules, nitrogen-vacancy (NV)
centers in diamond, and magnetic defects in other solid state systems.
We emphasize that the capability of the MACE to model the particular measurements carried out so far, however,
does not mean that it will be able to capture other measurements – even those accessible to current experiments.
Examples of experiments likely beyond the capacity of MACE are measurements of spin transport and correlation
functions, which involve connections between two or more regions that are several lattice sites apart. In those cases,
the experiments themselves are expected to shed light on the dynamics dictated by Eq. (17) and will help to benchmark
theories used to model it.
Although at present it is unclear what the most promising theoretical methods will be for calculating correlations,
transport, and other future experimental scenarios, we mention techniques that are likely to provide insight:
• Mean-field theory. Although entirely inapplicable to the 〈Sx(t)〉 dynamics initiated from a state polarized
along the xˆ axis that we have concentrated on here, mean-field theory can be a useful tool in general.
• MACE. The MACE and further development of this method may capture much behavior qualitatively, even
in cases where it ceases to be quantitatively accurate.
• DMRG. In one dimensional systems, density matrix renormalization group (DMRG) methods45–49 can solve
for a variety of behaviors in these spin models. It is possible to extend calculations to quasi-1D "ladders" of
width ∼ 5, to obtain insight into two-dimensional systems50.
• Many-body perturbation theory. In special cases, perturbation theory allows one to accurately calculate
response properties. For example if a simple spin state is driven slightly out of equilibrium – for example, the
all-down spin state |· · · ↓↓ · · ·〉 has a few spins flipped – the spin excitations created are dilute and their behavior
may be tractable with many-body Green’s function techniques (see, e.g., Refs. 51,52).
• Truncated Wigner approximation. The truncated Wigner approximation (TWA)53 introduces the quantum
noise in the initial state and then propagates the mean-field equations of motion. This is a promising route since
in many of the proposed current experiments, the initial state has a product state structure and thus relatively
small quantum noise. Consequently, the TWA may provide a way to capture many features of time dynamics,
out to some time that, while not too large, may go well beyond a naive short-time perturbation theory, and, in
some cases, even the measurement capabilities of the experiment.
• Exact diagonalization. For a system with a finite number of spins, in principle one can numerically construct
the full Hamiltonian as a matrix in the finite Hilbert space, and then one can diagonalize this matrix using
standard algorithms54. However, the accessible system sizes are severely limited, because the Hilbert space
dimension grows exponentially, like 2N for an N particle spin-1/2 system. In particular, studying more than
∼ 30-35 spins is generally impossible. Nevertheless, understanding the behavior for these relatively small systems
can lend much insight into the general behavior.
It will be fascinating to test the zoo of many-body approximations with experiments, discovering when various
techniques are accurate, when they are not, and stimulated by this, discovering new concepts and methods.
C. Future directions for molecules out of equilibrium
As suggested above, there are many interesting facets that can be explored fairly immediately with the ongo-
ing experiments. One general possibility is measurement of spin conductivities in strongly interacting dipolar spin
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models. This includes the study of many-body localization55–61, see Sec. V. Another possibility is to measure cor-
relation growth28 either by looking at global fluctuations in the Ramsey signal62,63 (analogous to noise correlation
spectroscopy62) or by employing local spin flips and probes64. Another possibility is to explore intrinsically dynamic
phenomena and look for dynamical phase transitions or universality out of equilibrium28,65–79.
IV. INCREASING MOLECULAR COMPLEXITY
The simple derivation of an effective spin Hamiltonian for polar molecules in Sec. IIA assumed that the molecules
had no internal structure besides the rotational degrees of freedom. In Sec. V we will describe what new types of
magnetic phenomena occur for molecules with more complex structure. The present section discusses progress towards
and challenges for the production of ultracold molecules, focusing on molecules which are under active experimental
investigation. An excellent overview of all ultracold molecule experiments and their stage of progress circa 2012 may
be found in Ref. 80. Sec. IVB provides a brief review of molecular structure and terminology in order to keep our
discussion self-contained and accessible to researchers outside the field of molecular physics.
A. Cooling and trapping of molecular gases
Laser cooling is a workhorse of ultracold atomic physics. It removes entropy from a selectively excited atomic
sample by utilizing spontaneous emission to return the system to a fiducial state. Naturally, one wishes to extend this
technology to molecules, and indeed the first proposal to do so appeared one year after the realization of atomic BEC81.
However, certain difficulties become immediately evident when attempting to laser cool molecules. In particular, a
molecule in an excited electronic state can spontaneously radiate ("branch") to one – or many – states that are in the
ground electronic manifold, but are rotationally or vibrationally excited. Hence, rather than returning to the ground
state and lowering entropy, a molecule can distribute the photon energy among its various internal modes. The
vibrational modes are the most troublesome in this respect, as transitions between then do not obey strict selection
rules, but are only governed by state overlaps known as Franck-Condon factors. Simply adding additional lasers to
pump molecular population out of unwanted levels back into the cooling cycle, as is done for hyperfine branching
in atoms, adds additional complexity which quickly becomes unsustainable as molecular complexity itself increases.
Hence, the application of laser cooling to molecules has instead focused on special classes of molecules in which the
vibrational spectrum is almost decoupled from the electronic structure, resulting in nearly closed vibrational cycling
transitions82.
Since direct laser cooling of molecules using the standard techniques developed for atoms is generally difficult,
the most successful ultracold polar molecule experiments to date instead create ultracold molecules by "assembling"
atoms which have themselves been brought to quantum degeneracy. For example, in the KRb experiment at JILA,
this is performed by magneto-association of ultracold gases of K and Rb across a Feshbach resonance8310. Many other
such intra- and inter-species resonances have been identified. The resulting molecules are very highly excited, but
may be transferred to the ground rotational-vibrational-electronic state using stimulated Raman adiabatic passage
(STIRAP)84, a feat which is enabled by modern developments in highly-stable laser technology. Once in the rotational-
vibrational-electronic ground state, molecules can be transferred to their hyperfine ground state by using further
manipulation with microwaves85. More details on the production of ultracold molecules can be found in a number of
other recent reviews86–90.
Polar molecules interact through electric dipole-dipole interactions which can be controlled by an external electric
field. These interactions are repulsive when two molecules collide in a plane perpendicular to their oriented dipoles,
but become attractive when the two molecules collide along their orientation axis [see e.g. Eq. (7)]. In addition, many
of the experimentally relevant molecular species, including half of the alkali dimers91, are chemically reactive. Hence,
in order to avoid rapid losses from chemical reactions, these molecules must be confined in a reduced-dimensional
geometry that energetically suppresses the reactive collisions by geometrically allowing only repulsive interactions. In
Ref. 92 it was shown that trapping molecules whose dipoles were aligned by an external electric field in a quasi-2D
geometry generated by a 1D optical lattice reduced the chemical reaction rate by two orders of magnitude. Chemical
reactions between molecules can be further suppressed by loading the molecules into a 3D optical lattice. In this case,
the suppression either comes from freezing out the motion of the molecules altogether or through the quantum Zeno
10 It is amusing to note that the first near-degenerate ground state molecule was formed by assembling the first bosonic (Rb) and fermionic
(K) atoms to reach quantum degeneracy.
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mechanism33,93. For the discussion of effective quantum magnetism in Sec. IIA we considered the case of molecules
pinned in a deep optical lattice where only the internal degrees of freedom are relevant for the dynamics. Many
experiments, including the JILA KRb experiment, form molecules directly in a 3D lattice by assembling lattice-
confined atoms, and this scenario is particularly relevant for them.
B. Molecular structure and progress cooling complex molecules
Because the Coulomb interaction is isotropic, the electronic state of an atom can be expressed in terms of its
conserved angular momenta. One way to label atoms’ electronic states is through term symbols 2S+1LJ , in which,
e. g., Jˆ2|JM〉 = J (J + 1) |JM〉, with |JM〉 a state with J quanta of angular momentum and a projection M of J
along a space-fixed axis. Unlike atoms, which have spherical symmetry, (diatomic) molecules have only cylindrical
symmetry with respect to the internuclear axis. This means that the relevant quantities for classifying molecules
are not the "length" of the angular momentum vectors, e.g. J , but rather the projections of these vectors onto the
internuclear axis. For example, the projection of the total electronic angular momentum along this axis, Ω, plays
a similar role for molecules as the total angular momentum J for atoms. Table I overviews the spectroscopic term
notation used for molecules and compares it with the notation for atoms. The appearance of an angular momentum
is not meant to imply that this angular momentum is in fact a good quantum number. In atoms, relativistic effects
couple the electronic orbital angular momentum L to the electron spin S, and so L and S are no longer good quantum
numbers. Similarly, the angular momenta of a molecule can be coupled in a variety of ways by the intramolecular
interactions and so the projections, e.g. Ω, may not be good quantum numbers. The various coupling schemes of the
internal angular momenta of a molecule are classified by Hund’s cases – for details, see e.g. Ref. 94.
TABLE I: Labeling of electronic angular momenta for atoms and molecules
Atomic species Molecular species
Angular momentum Notation Values Notation Values
Orbital angular momentum L S,P,D,F,. . . Λ Σ, Π, ∆,Φ, . . .
Spin angular momentum S 0, 1/2, 1,. . . Σ 0, 1/2, 1,. . .
Total angular momentum J 0,1/2, 1, . . . Ω 0,±1/2, ±1, . . .
Term symbol 2S+1LJ 2S+1|Λ||Ω|
It is an experimental fact that the majority of diatomic molecules have 1Σ ground states, which is to say that the
electronic wave function is invariant with respect to all symmetry transformations (e.g. rotations and reflections) of the
molecule and the total spin is zero. In particular, the alkali metal dimers, including the species KRb83,95,96, LiCs97,98,
RbCs99–102, NaK103,104, LiNa105, and LiRb106 which are under active experimental investigation, all have 1Σ ground
states. Molecules that are formed from one open-shell atom, such as an alkali metal atom, and one closed-shell atom,
such as an alkaline earth atom, have 2Σ ground states due to the additional unpaired electron spin. Examples of such
molecules being pursued in experiment include RbSr107, RbYb108, and LiYb109,110. Additionally, many molecules
which have highly diagonal Franck-Condon factors and so are amenable to direct laser cooling, such as SrF111, YO112,
and the alkaline-earth monohydrides82 have 2Σ ground states11. Finally, free radicals such as ClO, BrO, CH, NO,
and OH all have 2Π ground states which arise due to significant non-adiabatic effects in the electronic structure.
The hydroxyl radical OH, which was the first radical to be studied with microwave spectroscopy114, has been shown
to be amenable to evaporative cooling115, and experiments are underway to cool it to quantum degeneracy. While
comparatively little work has been focused on cooling molecules with more than two atoms to degeneracy, a notable
exception features polyatomic molecules which have both cylindrical symmetry and a small inversion splitting, known
as symmetric top molecules. Such molecules, for example methyl fluoride, CH3F, display a very strong coupling
to external electric fields which allows them to be cooled in a modified Sisyphus scheme known as opto-electrical
cooling116,117 combined with guided deceleration118.
11 Laser cooling does not require a molecule with a 2Σ ground state; 1Σ ground states with highly diagonal Franck-Condon factors would be
preferred in principle due to their simpler internal structure. However, all 1Σ species identified to have highly diagonal Franck-Condon
factors have transition frequencies which are challenging to accommodate with currently available laser technology.113
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V. FUTURE PROSPECTS
In this section we look forward to the future of quantum magnetic phenomena manifested in ultracold molecule
experiments and identify both immediately available avenues as well as longer term prospects. The vista can be
visualized in the quantum simulation landscape shown in Fig. 1. One immediate direction is to add an electric field
to the Ramsey-type experiments described in Sec. III. An electric field enables the study of tunable XXZ magnetism
rather than the spin-exchange (i.e. XX) magnetism observed in present experiments via the introduction of nonzero
d↑ and d↓ dipole moments, see Fig. 3. In addition to tuning the J⊥ and Jz terms, which can drive a quantum phase
transition from a (anti-) ferromagnetic phase to a paramagnetic phase, the electric field also introduces density-density
interactions [the V terms in Eq. (11)] and, more interestingly, density-spin couplings [W terms in Eq. (11)] which do
not appear for magnetism generated by superexchange, see Eq. (II B). The electric field can also aid the experiment
in practical ways. For example, at a certain "magic" value of the electric field, the polarizabilities of the |0, 0〉 and
|1, 0〉 state coincide119 and the two states feel identical optical lattice potentials. This assists in reducing decoherence
similar to "magic" wavelength conditions in atomic clocks120. Finally, as an electric field mixes rotational levels of
different parity, it introduces small (O (βDC) and higher) transition dipole matrix elements between states whose
rotational quantum numbers differ by more than one. An electric field hence allows for higher rotational states to
be populated with direct, single-photon microwave transitions, a key step towards harnessing the full richness of the
molecule’s internal structure.
Another near-term experimental enhancement which enables exciting new physics is the introduction of local state
preparation and probes. As an example, one can imagine that only a specific, localized region of molecules are trans-
ferred to the rotational excited state. This localized excitation will propagate throughout the system via the dipolar
spin-exchange process described by Eq. (17), and high-resolution imaging could be used to track this spin transport
as well as the spread of correlations. The propagation of correlations in a long-range interacting system can display
fundamentally different behavior from short-range interacting systems, such as the breakdown of locality30,121–125. In
addition, such long-range spin transport has strong analogies to the transport of energy in light-harvesting complexes
and exciton transport, leading to diverse quantum simulation prospects126. In the study of spin transport phenomena,
the disordered filling of the lattice due to the relatively hot temperature of the molecules can be advantageous, as
disordered, long-range interacting spin systems have been identified as prime candidates for observing many-body
localization (MBL)55,56,59–61. A system displaying MBL transports neither heat nor charge, even when the amount
of energy injected is macroscopic. MBL is currently of great interest, in part because a system displaying MBL can
break continuous symmetries or display topological order in situations where such order is usually forbidden56,127.
Hence, introducing local probes to present ultracold molecule experiments immediately provides access to a wealth of
new phenomena.
A third direction for future experiments is to decrease the temperature of the molecules loaded into an optical
lattice, which will in turn increase the lattice filling and allow for the study of quantum magnetism in equilibrium.
Here, we mention only a few examples of novel physics, and refer the interested reader to recent review articles which
focus on the equilibrium many-body physics of polar molecules128. A interesting feature of long-range interacting
spin models is that they can display features normally associated with gapless, quantum critical phases, such as
algebraic decay of correlations and large (area-law violating129) entanglement entropy, even in gapped phases130–134.
Additionally, the interplay between coherent tunneling, spin interactions and chemical reactions33,93 will allow us to
study itinerant quantum magnetism such as generalized t − J models22,23. This latter point is relevant to many of
the earlier examples given in this section, as little is known about the behavior of, e.g., a many-body localization
transition in the presence of itineracy.
A final, longer-term direction for ultracold molecule realizations of quantum magnetism is to increase molecular
diversity, both in the form of many different species with the same essential molecular structure as well as molecules
with more complex structure. As an example of the former point, all of the alkali metal dimer molecules have 1Σ
ground states and hence essentially the same molecular structure, but differ in terms of energy scales: the dipole
moments of the alkali dimers vary over an order of magnitude, as well as the degree over which they can be polarized
by an electric field of a given strength135. In addition, half of the alkali dimers are chemically reactive, while the other
half are not91. An increase in the complexity of the internal structure beyond two rotational levels of a rigid rotor can
be realized either by considering molecules with more complex structure or by accessing additional levels with more
complex microwave/optical dressing schemes; we display both possibilities along the complexity axis of Fig. 1. These
possibilities are expounded upon further in Fig. 6. In the far left panel, we display that even Σ-state molecules whose
rotational structure is that of a simple rigid rotor often have other internal degrees of freedom with energies much
smaller than rotational scales. In 1Σ molecules such as the alkali dimers, the internal structure consists of hyperfine
degrees of freedom which can be quite numerous; 40K87Rb has a hyperfine degeneracy of 36. The hyperfine structure
is coupled to the rotational structure for nuclear spins I ≥ 1 by nuclear quadrupole couplings. Such couplings allow
for controllable population of nuclear spin states through microwave transitions85. Additional internal structure in Σ
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state molecules can also arise from unpaired electron spin, such as 2Σ states for alkali metal-alkaline earth diatomics,
long-lived 3Σ excited states of many 1Σ ground state molecules, and even exotic high-spin states such as the 6Σ
state of CrRb. Such additional degrees of freedom may be useful in simulating multi-orbital models with ultracold
molecules, and can also be used to design complex spin models136,137.
Dressing of molecules with microwave or optical fields22,23,138 leads to a very rich landscape of possibilities by
accessing the full tensorial structure and anisotropy of the dipole-dipole interaction, Eq. (1), opening up components
beyond the q = 0 one in Eq. (7). This enables the study of compass-type models in which the coupling strength
depends on the spatial direction of the coupling, which has been proposed to lead to symmetry protected topological
phases139 and models with true topological order such as the Kitaev honeycomb model140. In addition, the full
tensorial structure of the dipole-dipole interaction can exchange internal rotational angular momentum with orbital
angular momentum, and hence lead to spin-orbit coupled rotational excitations which are chiral and feature a non-
trivial Berry phase141. The essential idea of the microwave dressing procedure is to both (1) isolate d-level systems
comprised of rotational levels linked by near-resonant radiation and (2) tune the interactions between these levels by
choosing the polarizations, field strengths, and frequencies of the dressing radiation. Microwave dressing enables more
complex interactions because many rotational levels can be coherently superposed, see Fig. 6, meaning that many
dipole matrix elements are involved. Additionally, provided that such superpositions can be efficiently prepared, many
such "dressed states" can be considered, leading to effectively high-dimensional spin representations, e.g. the spin-
1 realized by the black, green, and red dressed levels in Fig. 6. Dressing with optical radiation which has spatial
variation on the lattice scale enables even more diverse phenomena, such as topological flat bands142 and fractional
Chern insulators143.
Finally, new quantum magnetic phenomena arise in molecules with more complex internal structure than diatomic
molecules with Σ ground states. As one example, we mention symmetric top molecules (STMs), molecules with (1)
cylindrical symmetry and (2) nonzero rotational or orbital angular momentum projection along the body frame of the
molecule. While diatomic Σ state molecules are cylindrically symmetric, they rotate about an axis perpendicular to
their body frame, and hence do not satisfy (2). An example of an STM is the polyatomic molecule methyl fluoride,
CH3F, shown in Fig. 6. In methyl fluoride the rotational angular momentum can have some projection K onto the
body frame of the molecule, and this leads to the rotational spectrum shown in the right panel of Fig. 6. In contrast to
the Stark spectrum of Σ-state molecules shown in the left and center panels of Fig. 6, STMs display a linear coupling
to an external electric field. This allows STMs to behave like elemental magnetic dipoles, leading to a large number
of quantum simulation prospects144. For example, STMs in static fields can realize models of arbitrarily large integer
spins interacting through anisotropic, long-range interactions144. We note that STMs do not have to contain more
than two atoms; diatomic molecules with orbital angular momentum projection |Λ| > 0 such as the 2Π ground state
of OH145 also behave as STMs in modest electric fields.
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FIG. 6: More complex physics from more complex molecules: beyond the rigid rotor. Left: most molecules have many
hyperfine states, the product of the hyperfine degrees of freedom of the constituent atoms. (40K87Rb, for example, has 36
hyperfine states.) These degrees of freedom may serve to realize, for example, multi-orbital spin models. Middle: microwaves
used to generate dressed states as the effective spin degrees of freedom allow the manipulation of the dipolar interaction in
ways that do not occur for bare rotational states. This allows much greater control of both the spatial and spin anisotropy in
the interaction. Right: molecules with more than two atoms give rise to new rotational states due to their ability to rotate
around more than one axis. (The energy splittings are not to scale, and the magnitude of the "small" grouped splittings may
even be larger than the large separations in some molecules.) These allow polar molecules to effectively behave as magnetic
dipoles. Some possible physics arising from these more complex situations is depicted in Fig. 1.
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VI. CONCLUSIONS
In conclusion, we have shown how to realize effective quantum magnetism with polar molecules pinned in optical
lattices. The basic idea is to encode an effective spin 1/2 degree of freedom in two isolated rotational levels and to
generate spin interactions via dipolar interactions. The effective spin-spin couplings even in the simplest scenario
can be tuned by an external electric field as well as by the choice of rotational states forming the effective spin-1/2.
This way of realizing quantum magnetism was contrasted with the superexchange mechanism. In the latter the spin-
spin couplings are induced via short-range interactions through virtual tunneling processes and hence the motional
temperature plays an essential role. In polar molecule quantum magnetism, motional and spin temperatures are
decoupled, and so quantum magnetism can be seen even in hot gases as long as a well characterized initial spin state
is prepared. We reviewed the experimental confirmation of dipolar quantum magnetism in optical lattice experiments
with KRb molecules at JILA, and discussed the new theoretical tools that were developed to verify and explain the
experimental results. We expect that these tools, as well as the general theme that far from equilibrium dynamics can
produce correlated quantum many-body physics in long-range interacting gases without motional degeneracy, will be
of use in the cold gases community. Finally, we suggest some directions for future realizations of quantum magnetism
with ultracold molecules, ranging from near-term experimental upgrades to long-term realizations of molecules with
greater complexity.
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