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Abstract 
In this paper,we describe a method for analysis and identification of Electroencephalography (EEG) about visual stimulation.
Here, ODDBALL task has been performed by using 4 different categories images to measure and analysis the EEG Signals, after 
which the P300 information of the visual stimulation can be detected and identified. In order to improve the identification ratio 
while avoiding the effects of noise, 1) in the pre-processing stage, we perform Normalization, Gaussian filter, and Non-maximum 
Suppression for emphasizing the patterns around the peak of the P300; 2) we construct high-dimensional vector which consists of 
the data obtained from 4 different electrodes. Experiments for comparing the method proposed with others using Linear 
discriminant analysis (LDA), K-nearest neighbour (k-NN) and Nearest mean (NM) have been implemented, the results of which 
has confirmed that our method owns an improvement of identification ratio. 
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1. Introduction 
In recent years, research of the Brain-machine Interface (BMI) has experienced an impressive growth [1]. For 
example, a robotic manipulator or/and a robot can be controlled directly by brain-derived signals [2]. We start the 
research of the BMI to build a life support system for a person of the limbs inconvenience. We consider that there is 
a close relationship between the visual information and daily life. So at the first, we conduct a study of EEG related 
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to visual stimulation. 
BMI has invasive and non-invasive types.In the type of invasive, electrodes is injected into the head. Despite 
neural signals of the best quality can be provided, risks associated with an invasive surgical procedure may be 
brought as well. In the type of non-invasive, the electrodes are placed on a scalp. This type is based on the 
recordings of Electroencephalography (EEG) and Near Infrared Spectroscopy (fNIRS) from the surface of the head. 
Besides the low bindingness and superior in portability, both methodologies have the great advantage of preventing 
the patient from being exposed to the risks of brain surgery. 
The EEG is superior in time resolving power, the Near Infrared Spectroscopy (fNIRS) and the functional 
Magnetic Resonance Imaging (fMRI) are superior in space resolving power. There are a lot of studies based on the 
combination with fMRI and EEG [3]. Because fMRI need a huge device, the practical application including the life 
support will become complex. In this paper, our study challenges the EEG-based BMI. 
However, the EEG-based BMIs can be affected by electromagnetic waves easily. Meanwhile, a lot of noises are 
included. Due to these reasons, the detection of necessary brain information is difficult. Appropriate filter
processing and the choice of the identification method are important to improve an identification rate. 
One of the most reliable and promising EEG-based BMI systems is based onP300 evoked potential paradigm. 
Recently, prominent progresses such as on color and intensity of stimulation [7], size of the matrix [8], EEG 
electrode locations [9], classification algorithms [10] and others [4][5][6], have been made in optimization of the 
P300.  
In this paper, ODDBALL task has been performed by using 4 different categories images to measure and analysis 
the EEG Signals, after which the P300 information of the visual stimulation can be detected and identified. Here, we 
have two basic contributions. In order to improve the identification ratio while avoiding the effects of noise, 1) in 
the pre-processing stage, we perform Normalization, Gaussian filter, and Non-maximum Suppression for 
emphasizing the patterns around the peak of the P300; 2) in the analysis and identification stage, we construct high-
dimensional vector which consists of the data obtained from 4 different electrodes. Experiments for comparing the 
method proposed with others using Linear discriminant analysis (LDA), K-nearest neighbor (k-NN) and Nearest 
Mean (NM) have been implemented, the results of which has confirmed that our method owns an improvement of 
identification ratio. 
This paper is constructed as follows: current situation of the related research is reviewed first. Next, experiment 
environment and methodology is introduced, where P300 and Oddball task are mentioned. Then, experimental 
procedure with data analyzing stage and pre-processing stage and identification method involved with LOOCV is 
discussed in chapter 3. Meanwhile, a new high dimension vector is also proposed for purpose of improving the 
identification rate. Finally, experiment results comparing with other method are presented to demonstrate the 
capability of our proposed method. 
2. Measurement experiment 
2.1. Experiment environment 
The environment of our experiment is shown in Fig.1 (a).  One of seven subjects(6 males, 1 female) is sitting in 
a chair. Test images are projected onto a screen placed at a position of about 1.5m forward the subject. The 
electrodes covered with a cap are arranged by the international ten-twenty electrode system as shown in Fig.1 (b). 
The combined Cz is arranged in the center of the subject’s head. EEG will be continuously recorded at a sampling 
rate of 256Hz. 
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(a)                                                                         (b) 
Fig.1  (a) Experiment environment and (b) Arrangement of the electrodes by ten-twenty electrode system 
 
2.2. Measurement object 
In this research, the measurement target is an ERP (Event-Related Potential) called P300. Fig.2 shows an example 
of P300. The P300 is a positive potential that occurs in 300-500 ms after presentation to a particular stimulation. 
Since P300 generates consistently to stimulation, it can be used for identification. Further, according to the 
conventional research that P300 can be obtained from Pz, POz, Oz, and Fz (see Fig.1 (b)), in this paper, we use 
these electrodes for measurement. 
 
 
Fig.2 Example of P300 
2.3. Experimental methodology 
Oddball task is used in the experiment, during which Multi stimulations with different frequencies are presented 
to the subject, and specific actions are done when stimulation with low frequency occurs. In this moment, P300 can 
be generated. As illustrated in Fig.3, in this research, we use one of the four images as the target, and others as non-
target. Each image projected onto the screen has the same probability. The probability ratio of target and non-target 
is 1:3. Moreover, the subject has been told which the target image is before the experiment. 
Fig.4 shows the time paradigm of measurement. Each session consists of task time (T, lasts 4 seconds) and rest 
time (R, lasts 2 seconds). In the task time, one of the four images is shown randomly, and in the rest time, only a 
blank image is displayed. During each single experiment which contains 40 sessions, subject counts the number of 
the target appeared. The measurement data is used for analysis only when the counted number is correct. 
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Fig.3  Example of Oddball task 
 
 
 
Fig.4  Paradigm of measurement 
 
3. Data analysis 
One of the measurements is shown in Fig.6. It can be seen that the potential is attenuated. This result is created 
by Contingent Negative Variation(CNV)[6], which is a sample of  the potential wave form that occurs when the 
subject is waiting for new event and goes swing to the negative direction constantly without peak. According to this, 
even when presenting the same image, data in the second half will become a large value in the negative direction. 
For baseline correction, a 0.5~30Hz band-pass filter is used during the 200ms before starting the task, which is 
possible to reduce the unnecessary components and CNVs.  When the baseline correction is completed, data in the 0 
~ 1000ms after presentation of the image as a targeted stimulation will be handled for analysis. Since the sampling 
frequency is 256Hz, the dimension of data obtained from the electrode is 257. 
 
 
Fig.6 Example of measurement data 
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3.1. Pre-processing 
In addition to performing the traditional Normalize and Smoothing by Gaussian to the data, as considering the 
pattern around the peak to be an important factor as well as P300, Non-Maximum Suppression(NMS) process, 
which sets all values in the data to zero apart from the peak, is also be carried out. The processing of NMS is 
illustrated as Fig.7 where the red line stands for the original data, and the green line represents the result of  NMS. 
 
 
Fig.7 Example of NMS 
 
3.2. Construction of high-dimensional vector concatenating the measurements from multi-electrode 
The pre-processed data handled for concatenating is illustrated in Fig.8 (a), which is a 257-dimension vector 
obtained from each electrode. According to that this data is measured from a simple one without taking into account 
the correlation between the electrodes, which may cause the identification rate low. In this paper, a new high-
dimensional vector is constructed by combining with the data obtained from the four specific electrodes introduced 
in 2.1 section, which turns out to be a 1028-dimension vector (Fig.8(b)). 
 
(a) Data vector for identification of conventional   (b) Data vector of the proposed method 
Fig.8 Building a high-dimensional vector data by concatenating 
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3.3. Evaluation method of identification 
In this paper, the method called "leave one out cross-validation(LOOCV)" has been used as the evaluation method 
of identification.  In this method, one of the data described in 2.3 section has been extracted and used as the test data 
(ti), and the remaining will be used as the learning data (Li). A single data set Si = (ti, Li) will be constructed 
respectively. With the combination of all the Si, an integral data set D = {Si}, where i stands for the number of the 
data set, can be created for identification. The average of the identification rate in each data set Si is defined as the 
final identification rate. Flow of calculation of the identification rate is shown in Fig.9. 
 
 
Fig.9 Flow of the calculation of the identification rate 
 
3.4. Identification method of data 
We use principal component analysis (PCA) to compress the data into ones with 118 dimensions. For maximally 
decentralizing the compressed data, Linear Discriminant Analysis (LDA) will be implemented. After that, for 
comparing, the handled data is identified by using k-Nearest Neighbour (k-NN), which is a method for comparing 
the test data with k data near it and Nearest Mean (NM), which is a method for calculating the average for each class, 
and finding the one with nearest average. According to that the results depend on the value of k in k-NN, 
identification rates are calculated with k-NN respectively in the case of 1,3,5,7.  
4. Identification results 
In this chapter, for comparison, several experiments with one woman and six men as the subjects have been 
implemented. A data set was created by a total of 120 samples prepared by the data in each 30 images. In the first 
experiment, only the pre-processing described in 3.2 section was performed. The results are shown in Fig.10 where 
the horizontal axis indicates the electrode, and the vertical axis indicates the identification rate. As illustrated, there 
is no trend in the identification rate of each electrode, a large disparity up to 15 percent can be observed. We 
considered this result was caused by the bias of the sample used in the experiment. 
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Fig.10 Result of experiment with only pre-processing 
 
In the second experiment, the results in the case of using both the pre-processing and the concatenating are shown 
in Fig.11 (blue columns), and the calculated simple average identification rate of each method from the results of 
Fig.10 has been located (green columns). We also illustrated the dispersion in Fig.11 (polyline with purple colour). 
The vertical axis in the right side indicates the value of the dispersion, and that in the left side indicates the 
identification rate. Improvement of identification rate of about 5% at most could be confirmed when comparing with 
the two graphs since the concatenation did not take into account the correlations between the electrodes. According 
to that, it is expected to improve the identification rate further by using a high-dimensional vector considering the 
correlation. In addition, experiment by using only the concatenating without the pre-processing was implemented as 
well. The results are illustrated as the red columns in Fig.11. By comparing with the proposed method, variations 
have occurred in identification rate of each identification method. Therefore, it can be confirmed that pre-processing 
using NMS described in 3.2 section is regardless of the identification method, but only contributes to the stability of 
the identification rate. 
 
 
 
Fig.11 Results of the comparative experiments 
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5. Conclusion 
In this paper, improvement and stability of the identification rate of the EEG data has been considered as our 
major target. We have proposed an innovative method using a pre-processing including NMS. In addition, we have 
constructed a high-dimensional vector consists of the data from 4 special electrodes to improve the stability as well. 
Various comparative experiments have been implemented, and the feasibility and effectiveness have been confirmed. 
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