Entity tagging is perhaps the most basic tasks in information extraction. Consequently, if any sophisticated information extraction is to be done, this task must be done well. Currently, state of the art taggers are trained with hand-labeled training data that resembles the text to which they will be applied. However, such training data is rarely abundant enough to contain more than a modest subset of entities from the target entity class. To remedy this, designers of information extraction systems frequently augment their systems with large lists of known members of the entity class so as to cover most of the prototypical, and perhaps not so prototypical, positive instances that the training data may not contain. Such entity lists, or term lists as we refer to them, contribute significantly to entity tagging performance.
Unfortunately, term lists are not available for every domain, and where they do exist, they are usually incomplete. Therefore, finding cheap and efficient means of generating term lists is of importance to the information extraction community, particularly in so far as such methods can generate lists that improve the performance of information extraction systems.
Unsupervised methods for bootstrapping domainspecific lexicons from large corpora have existed for quite some time, as have methods for partitioning words into pseudo-semantic classes based on their distributional properties. While not perfect, these methods work surprisingly well and are straightforward to implement. Therefore, it is natural to ask whether such methods can be used to generate lists of terms, and whether the lists they generate can improve the functionality of a larger information extraction system. This raises the question: how well do such lists fair in comparison to lists compiled through manual means, and how well do they fair in comparison to lists learned through supervised methods?
In this work we investigate these questions by demonstrating how term lists can be built using a shallow parser to extract syntactic contexts from a large body of domain-relevant text. We show that a number of different feature weighting schemes and clustering methods can be used to different effect. Experiments on generating lists of terms from MEDLINE abstracts and using them as features in a state-of-the-art CRF-based gene tagger show that the automatically generated lists boost system performance, and do so to a degree competitive with a hand curated list. However, our results also indicate that when abundant hand labeled data exists, supervised learning can generate lists even more beneficial than either unsupervised learning or hand curation.
Full article forthcoming in Bioinformatics.
