e rapid development of network technology is facing severe security threats while bringing convenience to people. How to build a secure network environment has become an important guarantee for social development. Intrusion detection plays an important role in the eld of network security. With the complexity and diversi cation of networks, intrusion detection systems also need to be constantly improved and developed to match external environmental changes. e innovative work of this paper is as follows: principal component analysis and linear discriminant analysis are used to reduce the dimensionality of the data set, which avoids unnecessary detection content and improves detection e ciency and accuracy. e principal component analysis method, linear discriminant analysis algorithm, and Bayesian classi cation are combined to construct the PCA-LDA-BC classi cation algorithm, and the intrusion detection model is established based on this algorithm. e simulation experiment was carried out on the algorithm CICIDS2017 data set proposed in this paper. From the experimental results, it can be analysed that in the intrusion detection of missing data, the improved algorithm is compared with the traditional naive Bayesian classi cation algorithm, the detection rate is improved, and the false detection rate and the missed alarm rate are reduced. In terms of intrusion detection for various types of attacks, the detection rate, false detection rate, and missed alarm rate have been improved accordingly. It is proved that the algorithm has certain validity and feasibility.
Introduction
Network security technology has a long history, and has been gradually transformed from a traditional passive defense technology ( rewall) to an active security defense technology (intrusion detection technology). Most of the evaluations of an intrusion detection product are analysed from the following three aspects: e ectiveness, adaptability, and timeliness. Due to the large amount of network data tra c, network attacks are extremely frequent and fast and it is di cult to nd them in time. Most of the current network security products rely on network security experts for manual operations, which are not only di cult to deal with unknown attacks, but also cannot meet the actual needs in terms of detection rate and timeliness. erefore, combining the current popular arti cial intelligence technology and data mining technology, it is very urgent and necessary to realize the automatic operation of the intrusion detection system. e purpose of intrusion detection is to accurately classify normal events and abnormal events in massive unknown network event data, so as to nd network attack events and reduce the false alarm rate. Intrusion detection technology can generally be divided into two kinds: misuse detection and anomaly detection. Misuse detection refers to prede ning intrusion patterns according to known attack methods and completing detection tasks by judging whether these intrusion patterns will appear. e disadvantage of misuse detection is that it is limited to the detection range of existing knowledge and cannot detect attacks beyond existing knowledge. Anomaly detection refers to the use of resources or the behaviour of users to determine whether they have been invaded, rather than the speci c behaviour as a detection criterion. Relatively speaking, the applicability of anomaly detection is relatively strong and it can detect unfamiliar attacks, unlike misuse detection, which is not limited by known attack means and its main defect is the false detection rate. Especially in the environment, where many users, working conditions, system parameters, network structure, and other factors are constantly changing. At present, more effective intrusion detection classification models have been proposed.
For example, in literature [1] , a hybrid intrusion detection model combining misuse detection and anomaly detection is proposed. In [2] [3] [4] [5] [6] [7] , other learning algorithms are applied to intrusion detection, such as support vector machine, genetic algorithm, and artificial neural network.
At present, the application of data mining technology in the field of IDS is emerging. e literature [8] [9] [10] [11] [12] uses data mining technology to detect intrusion data. In literature [13] , the minimum intraclass spread in Fisher discriminant analysis is combined with the traditional support vector machine (SVM) and a minimum intraclass spread support vector machine (WCS-SVM) is proposed, which is better than the traditional support vector machine. Literature [14] applies the backpropagation artificial neural network model to intrusion detection, making the intrusion detection system more adaptive to the new environment and responding to new types of attacks. e research in the literature [15] [16] [17] [18] [19] [20] has a higher detection rate and a lower false alarm rate and the combination of clustering and classification can achieve better results. Literature [21, 22] used fuzzy cluster analysis to classify the data and achieved good results. e literature [23, 24] used vector machines to implement intrusion detection algorithms, and the literature [25] [26] [27] uses the neighborhood algorithm for classification. Literature [28] used data dimensionality reduction methods to analyse data features.
In order to improve the performance of the Naive Bayesian classifier and make it more suitable for intrusion detection in ICS networks, based on previous research, an improved Naive Bayesian classification algorithm (PCA-LDA-BC algorithm) is proposed in this paper. is algorithm adds a comprehensive weighting coefficient to the traditional Naive Bayesian classification model, which integrates covariance theory and weighting coefficient. e weighting coefficients proposed in [4] make up for the shortcoming that only the frequency relation of attributes is considered in document [4] , but the influence of the content of attributes on classification is neglected, which makes the original concise and efficient algorithm in document [4] more perfect.
From the point of view of the whole structure flow of pattern recognition, the purpose of feature selection is to get the most information features while retaining the classification information as much as possible and to delete those information or features that are not conducive to classification or have little use. Another purpose of feature selection is to speed up the processing speed. In terms of features, intrusion detection data have the characteristics of multidimensionality, but intrusion behaviour is often concentrated in a few attribute items. e existence of redundant attributes will reduce the effectiveness and efficiency of intrusion detection, so it is necessary to extract features from intrusion data. Principal component analysis (PCA) and linear discriminant analysis (LDA) can reduce the dimension of sample space, so that matching and recognition can be carried out in low-dimensional subspace.
Bayesian Classification Overview

Application of Bayesian Classification in Intrusion Detection System.
At present, the more common model is based on Wenke Lee's intrusion detection classification idea [29] , as shown in Figure 1 . e naive Bayesian intelligent intrusion detection model is based on the number of network connection records. e network connection records are divided into training sets and test sets. rough the training set learning, the naive Bayesian classification model is obtained and then tested. Test on the set to verify the accuracy of the model. e Naive Bayes-based intrusion detection model consists of two parts: training and detection. e method of establishing an intrusion detection model is to represent the records in the network connection by n-dimensional vectors (A 1, A 2 , . . ., A n ), where n represents the n characteristic attributes of the connection record. Since the structure of the naive Bayes network is static, it is here. In this case, only the conditional probability of each node needs to be calculated.
Naive Bayesian Classification Model.
Although the Naive Bayesian classification algorithm uses simple classification with relatively high accuracy and less time to predict and learn than other classification algorithms, it has an ideal assumption that the impact of each attribute on a given class is independent of other attributes, which is difficult to satisfy in reality.
In order to improve the performance of the Naive Bayesian classifier and make it more suitable for network intrusion detection, based on previous research, this paper proposes a Naive Bayesian classification algorithm which improves the comprehensive weighting coefficient. is algorithm adds a comprehensive weighting coefficient to the traditional Naive Bayesian classification model. e comprehensive weighting coefficient combines covariance theory and weighting. Coefficient makes up for the previous literature only considering the frequency relationship of attributes, while ignoring the impact of the content of attribute values on classification makes the original concise and efficient algorithm more perfect.
Covariance Attribute Weighting Coefficient.
In practical application, different attributes of things have different effects on the classification of things. According to the influence degree of attributes, they can be divided into conditional attributes and decision attributes. Decision attributes refer to the attributes that have a significant impact on classification. Conditional attributes refer to the remaining attributes. In addition, the degree of correlation between different conditional attributes and decision attributes is also different. e system consisting of the decision attribute X and the conditional attribute Y reflects the relativity between the attributes X and Y. e larger the system ρ, the greater the influence of the conditional attribute Y on the decision attribute X, and vice versa. e formula of correlation coe cient between attributes is as follows:
Improving the Comprehensive Weighting Coe cient.
According to the idea of setting weighting coe cients according to the in uence of di erent attribute values on classi cation results, a new method of weighting calculation is proposed in this paper. N Z m denotes the number of sample objects whose attribute Z m takes value, N(Z m k) denotes the number of sample objects whose attribute Z m takes value k, and N (Z m k∩C i ) denotes the number of sample objects whose attribute Z m takes value K and belongs to class C i . e weighted coe cient formula is expressed as follows:
e original Bayesian classi cation calculates the weights according to the in uence of di erent values of each attribute on the classi cation, but it considers the frequency relationship of the attribute values and does not consider the in uence of the content of the attribute values on the classi cation. Covariance theory mainly uses the content of attribute values to express the correlation between attributes. erefore, by combining the two methods, more reasonable and accurate weighting coe cients can be obtained. erefore, the improved comprehensive weighting coe cient is de ned as
Data Dimensionality Reduction Method
Principal Component Analysis
Traditional Principal Component Analysis (PCA).
In the intrusion detection system, it is often necessary to analyse dozens or even hundreds of features. e resulted huge computational complexity makes the traditional intrusion detection method have poor real-time performance. e method of PCA dimensionality reduction can greatly improve the intrusion detection performance. e basis for being able to use the PCA algorithm is that although there are many in uencing factors to be considered, a large number of in uencing factors have a certain degree of correlation, so there will be some overlap in the statistical data. In addition, the importance and impact of each in uencing factor are di erent. We certainly expect fewer variables to be involved as much as possible in the process of training the sample and using the algorithm and get as much information as possible. erefore, the principal component analysis algorithm has become a key method to solve this problem. ere is a certain similarity between the many in uencing factors.
rough the study of the matrix structure of the original variables, we can nd the comprehensive index parameters that can play a key role and replace the original index parameters with the comprehensive indicators, not only retaining the original data. e main information can also make each indicator unrelated and independent, which can make us grasp the main factors in the analysis of complex problems.
Let the n-dimensional vector w be a mapping vector of the target space and maximize the variance obtained by the mapping by the following formula:
where m represents the number of instances, x i represents the vector representation of instance i, x represents the average vector, and W represents a matrix, which includes all the mapping vectors as column vectors. After performing linear algebra transformation, the following objective functions can be obtained:
where tr represents the trace of the matrix and A is the data covariance matrix, as shown in the following formula:
3.1.2. Improved Principal Component Analysis. e improved PCA algorithm is based on the classical PCA algorithm, aiming at the shortcoming of the classical PCA algorithm that is sensitive to light. e algorithm reduces the impact by weighting the rst three eigenvectors. e rst three feature vectors of the classical PCA method embody the whole information of the image. At the same time, the doctoral thesis of Kepenekci [30] mentions that when the illumination condition is obvious, the rst three principal components of the feature may be most polluted and processing them will improve the recognition rate to a certain extent. Enlightened by this, the rst three principal components in the data set are weighted to reduce their proportion in the recognition stage. e data are transformed 
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into a new matrix composed of the K eigenvectors mentioned above:
3.2. Linear Discriminant Analysis Algorithm (LDA). e principle of the multiclass linear discriminant analysis algorithm is described as follows.
Suppose the data set D
define the i-dimensional vector as a sample,
We define the number of samples of class j as N j (j � 1, 2, . . . , k). We define the set of samples of class j as X j � (j � 1, 2, . . . , k). We define the mean vector of class j samples as μ j (j � 1, 2, . . . , k). We define the covariance matrix of class j samples as j (j � 1, 2, . . . , k). If the dimension projected into the low-dimensional space is d, then the corresponding base vector is (w 1, w 2 , . . . , w d ) and we can form a matrix W of n × d. e optimization goal is
And in Formula (10), μ is the mean vector. It can be seen from the above formula that both W T S b W and W T S ω W are not scalars, but belong to the matrix, so it is necessary to optimize the scalar function. For problems that cannot directly use the second-class linear discriminant method, we can use other methods to achieve.
In general, the multiclass optimization objective function formula of linear discriminant analysis is as follows:
where diag A represents the product of the main diagonal elements of matrix A and W is a matrix of n × d. e optimization process of J(W) can be expressed as
Let X (i) k be the I-th test sample of the kth (k � 1, 2, . . ., C) class and μ k be the sample average of the kth class, then the interclass divergence matrix can be expressed as
e intraclass divergence matrix can be expressed as
Among them, N k is the number of samples in the kth class.
Reasons for
Merging of PCA and LDA. According to the above description, it can be seen that the principal component analysis algorithm focuses on expressing the original data features, but does not reach the category information of the effectively utilized samples. erefore, the dimensionality reduction results obtained by using the principal component analysis algorithm are only the features that best represent the original data and are not the most resolving features. e linear discriminant analysis algorithm mainly selects the most discriminative low-dimensional data from the high-dimensional space. erefore, by combining the principal component analysis algorithm and the linear discriminant algorithm, it is possible to retain both the original data features and the strong discriminative power to the greatest extent.
PCA-LDA-BC Intrusion Detection Algorithm
In this paper, combined with principal component analysis, linear discriminant analysis, and naive Bayesian classification algorithm, the fusion algorithm is proposed: PCA-LDA-BC algorithm. In essence, the intrusion detection algorithm actually designs a classifier to classify the collected data into two categories: normal and abnormal. When designing this classifier, we need to pay attention to which attributes can be used as filtering and classification conditions. In the CICIDS2017 dataset [31], there are many features that are related to each other. If all features are used for intrusion detection, it is inevitable that the computational complexity is too large and unnecessary. We only need to select several feature dimensions with the highest contribution rate to compare, and the features with a large contribution rate are more representative.
e basic processing steps of the model are as follows:
(1) Preprocessing the original data set, CICIDS2017 contains millions of data and takes 10% of the data through a random algorithm to discretize the continuous values. Related algorithms in the model are given in (Algorithm 1), (Algorithm 2), and (Algorithm 3). (1) Remove the average value and subtract every element in matrix X from μ i , [μ i ] is the mean value of the dimension i of the sample matrix (matrix column element), μ i � (1/m) m j�1 x ji . (2) Computing covariance matrix C of matrix X, C � (1/m)X T X.
Simulation Experiment and Analysis
(3) Calculate the eigenvalues and eigenvectors of the covariance matrix C. (4) Sort them according to the numerical value of the eigenvalues, retaining the first k eigenvectors. (5) It is generally believed that the first three eigenvectors are the most representative of the overall information. When the data are affected, the three eigenvectors are most susceptible to contamination. If weighting is performed, the degree of influence can be reduced, the accuracy can be improved, and the data can be converted to the above.
is defined as in (7).
is a prior probability, and u is a mean vector (3) Perform eigenvalue decomposition on the matrix (4) Take the eigenvector corresponding to the largest d eigenvalues
(1) Use a feature vector X to represent matrix V.
(2) Generally, classify X into the class with the largest posterior probability value, which is essentially the maximum value of P(C i | X), which is P(C i | X) � P(X | C i )P(C i )/P(X). (3) To obtain the maximum value of P(Ci | X), you only need to maximize P(C i | X)P(C i ). If the prior probabilities are not known, they are generally considered to be equally probabilistic, i.e., P(C 1 ) � P(C 2 ) � · · · � P(C n ). Otherwise, the knowledge based on probability can be calculated from the prior probability formula: P(C i ) � S i /S, where S i is the number of training samples and S is the total number of training samples. at is, the linear correlation coefficients of X and Y. D(X) and D(Y) are variances of X and Y. For intrusions coded as Smurf, ρ(dst host srv rerror rate, dst host rerror rate) is calculated and the attributes of other attacks are selected, and so on. N Z m denotes the number of sample objects with attribute Z m , N(Z m � k) denotes the number of sample objects with attribute Z m , and N (Z m �k∩C i ) denotes the number of sample objects with attribute Z m belonging to class C i . (5) P(C i | Z) � arg max m j�1 ρ j P(z j | C i ). (6) In addition, the effect will be very unsatisfactory in the environment of small amount of data or high probability of some remote data. is is because the Naive Bayesian formula is a continuous product, so in order to improve the classification effect, we can change the continuous product into a continuous sum: that is to say, change P(C i ) m j�1 ρ j P(z j | C i ) to P(C i ) m j�1 ρ j P(z j | C i ). (7) In the case of a large number of attribute sets, in order to save the cost of computing time, it is generally assumed that the class conditions are independent of each other, that is, the individual attribute values are independent of each other,
If A k is a discrete attribute, the probability can be calculated by the formula: P(x n | C i ) � s i k i . s i k i indicates that A k takes the value of x i and belongs to the number of training samples of C i , while s i represents the total number of training samples in C i .
ALGORITHM 3
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Like the KDD CUP99, the CICIDS2017 dataset simulates data from real networks. CICIDS2017 has more complex data descriptions and more data set. CICIDS2017 uses 85 feature dimensions to describe the activity of a network connection. For example, 41 of them are consistent with KDD CUP99 [32] . In order to compare with KDD CUP99, we selected these 41 feature dimensions for testing. e data feature dimensions and examples are shown in Table 1 .
Among them, each data 1∼84 dimension is a description of the data feature, and the 85th dimension is a Label which means the identification whether the data is normal or not, for example, BENIGN means normal data, Web Attack identifies a specific network attack, PortScan is a port scan intrusion, etc.
Preprocessing of Data Set.
is article uses the CICIDS2017 dataset, which is a relatively new data set currently published by the Canadian Institute for Cybersecurity in a format similar to kdd99. In this data set, the connection is described by 81 features written in the CSV format, with the final label added, and source flow data for researchers' backtracking and other research projects.
In the above data set, the performance of the system depends to a large extent on the number of inputs and their quality. If these inputs are not standardized, the performance of the system will be degraded. Using normalization can reduce the size of the data set and can also greatly reduce processing time. e specific operations are as follows:
(1) Standardization: properties of the text format must be converted to numeric values. Let X ij ′ be the value standardized by the value X ij
(2) Normalization: attributes with very high range must be scaled to [− 1,1] or [0,1] for best performance. Let X ″ ij be the value normalized by the value
Experimental Environment Construction.
e experimental environment uses windows7 system, Intel(R) Core(TM) i3-2120 CPU, 4G memory. e raw data are randomly selected 10% of the data, the encoding uses Python2.7 as the development language, and pycharm5.0.3 is used as the IDE. Figure 2 shows the process of the PCA-LDA-BC algorithm.
Experimental Results and Analysis.
After dimensionality reduction, the experimental results of using different dimension features for intrusion detection are as follows and the results are displayed in the following order: correct rate, recall rate, false detection rate, accuracy rate, F value, average information amount, detection time, and contribution rate of each feature. e definition is as shown in the following equations:
Recall rate:
False detection rate:
Accuracy: PC � TP TP + TN ,
Detection time:
In the above definition formulas, the meaning of TP is that the machine is classified into the correct sample and is the number of normal samples at the beginning. e meaning of TN is classified as an abnormal sample and is the number of abnormal samples at the beginning, and the meaning of FN is classified as abnormal samples but it is the number of normal samples at the beginning; the meaning of FP is classified as the correct sample, but it is the number of abnormal samples at the beginning; T all means training time, n means the number of samples, and the meaning of T classify is the time required to classify each sample. Table 2 shows the complete test results of Gauss Bayes. Table 3 shows the complete test results for the algorithm without improvement. Table 4 shows the complete test results using Bernoulli Bayes. Figure 3 shows a comparison of the relationship between dimensions and accuracy. Figure 4 shows the relationship between dimensions and time.
Based on the above experimental results, we can draw the following column chart to show the results of dimensionality reduction and no dimensionality reduction, as shown in Figure 5 .
Based on the above different sets of intrusion detection results, we analyse the following five aspects:
(1) Accuracy rate. As the reduced dimension continues to increase, the best results are achieved in 8 dimensions and the accuracy is not the same as without dimensionality reduction. But time performance is better (2) e rate of false detection. In the 8D, the false detection rate is slightly more than 1% when there is no dimensionality reduction From a comprehensive point of view, the two methods can guarantee the accuracy of the original dimension after the dimension reduction by the feature, and at the same time, the detection time is greatly reduced. Table 5 shows the results of Bernoulli Naive Bayes and Gaussian Naive Bayes when the data set is reduced to 8 dimensions.
Compare Bernoulli Naive Bayes and Gaussian Bayes.
According to Table 5 , Bernoulli Naive Bayes is superior to Gaussian Bayes in all aspects: higher accuracy, lower false detection rate, and better time e ciency.
Experiment on a Complete Data Set.
We applied Bernoulli Naive Bayes to a complete data set for integrity testing to ensure the integrity of the experimental results. On the complete data set, there are some intrusions that are not available on the training set. By analysing the nal experimental results, we can see that the method is very robust and can detect unknown intrusion activities. e experimental results are as follows. e result of Gaussian Naive Bayes in 8 dimensions is shown in Table 6 : e ROC diagram of Gaussian Naive Bayes in 8 dimensions is shown in Figure 6 : 5.7. Compare with Other Methods. According to the same data set, referring to the results of other scholars [29, 30, 32, 33] , as shown in Table 7 , their machine learning classi cation is 2-Class.
According to the results of Table 7 , we can see that several commonly used machine learning classi cation methods have the best performance accuracy of 91% under the same conditions, while the other methods are only about 80% and the accuracy of the PCA-LDA-BC algorithm is more than 92%. e experimental results show that the intrusion detection system proposed by the PCA-LDA-BC algorithm has a certain improvement in the accuracy of intrusion detection compared with other commonly used methods. e fusion of the principal component analysis algorithm and linear discriminant algorithm can e ectively remove the noise in the data and reduce the computational load of the classi er. e time performance is improved to some extent.
Conclusion
With the continuous development and expansion of network technology, cyber attacks are increasing day by day. Due to the high false detection rate, weak self-learning performance, and low robustness of traditional network security protection measures, how to quickly and accurately identify existing intrusions and increasing new attacks and new intrusions have become key issues to be solved.
Based on some experiences and methods of the predecessors, this paper makes a reasonable improvement on the current popular intrusion detection algorithm and proposes an improved Bayesian classi cation algorithm based on principal component analysis and linear discriminant analysis. e algorithm makes up for the insu ciency of the naive Bayesian hypothesis attribute independence, and at the same time makes up for the shortcomings of the current intrusion detection algorithm with poor real-time and accuracy when detecting a large number of behavioural features. Finally, the experiment proves that the proposed algorithm is compared with other classi cation algorithms, which e ectively improves the accuracy and e ciency. However, this algorithm still needs to be improved. e next step continues to study how to optimize the algorithm to further improve the accuracy of classi cation, so as to adapt to the more complex multilateral network environment.
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