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Abstract
Few-shot learning is a challenging task, which aims to
learn a classifier for novel classes with few labeled samples.
Previous studies mainly focus on two-phase meta-learning
methods. Recently, researchers find that introducing an ex-
tra pre-training phase can significantly improve the perfor-
mance. The key idea is to learn a feature extractor with pre-
training and then fine-tune it through the nearest centroid
based meta-learning. However, results show that the fine-
tuning step makes very marginal improvements. We thus
argue that the current meta-learning scheme does not fully
explore the power of the pre-training. The reason roots
in the fact that in the pre-trained feature space, the base
classes already form compact clusters while novel classes
spread as groups with large variances. In this case, fine-
tuning the feature extractor is less meaningful than estimat-
ing more representative prototypes. However, making such
an estimation from few labeled samples is challenging be-
cause they may miss representative attribute features. In
this paper, we propose a novel prototype completion based
meta-learning framework. The framework first introduces
primitive knowledge (i.e., class-level attribute or part an-
notations) and extracts representative attribute features as
priors. A prototype completion network is then designed
to learn to complement the missing attribute features with
the priors. Finally, we develop a Gaussian based prototype
fusion strategy to combine the mean-based and the com-
plemented prototypes, which can effectively exploit the un-
labeled samples. Extensive experimental results on three
real-world data sets demonstrate that our method: (i) can
obtain more accurate prototypes; (ii) outperforms state-of-
the-art techniques by 2% ∼ 9% on classification accuracy.
1. Introduction
Humans can adapt to a novel task from only a few obser-
vations, because our brains have the excellent capability of
learning to learn. In contrast, modern artificial intelligence
(AI) systems generally require a large amount of annotated
samples to make the adaptations. However, preparing suf-
ficient annotated samples is often laborious, expensive, or
even unrealistic in some applications, for example, cold-
start recommendation [25] and drug discovery [1]. To equip
the AI systems with such human-like ability, few-shot learn-
ing (FSL) becomes an important and widely studied prob-
lem. Different from conventional machine learning, FSL
aims to learn from a set of base classes with abundant la-
beled samples, then adapt to a set of novel classes with few
labeled data [28].
Existing studies on FSL roughly fall into four categories,
namely the metric-based methods [23], optimization-based
methods [9], graph-based methods [21] and semantics-
based methods [29]. Though their methodologies are to-
tally different, all the methods address the FSL problem by
a two-phase meta-learning framework: (i) learning meta-
knowledge from sufficiently-labeled base classes, which is
termed meta-training; (ii) quickly constructing a model for
novel classes with the meta-knowledge and few labeled
samples, namely, the so-called meta-test.
Recently, [7] finds that introducing an extra pre-training
phase can significantly boost the performance. In the
method, a feature extractor is pre-trained by learning a clas-
sifier on the entire base classes. Then, the metric-based
meta-learning is adopted to fine-tune it. In the meta-test
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Figure 1. The distribution of base and novel class samples in the
pre-trained feature space on miniImagenet data set.
phase, mean-based prototypes are constructed based on the
few labeled samples for novel class categorization via near-
est neighbor classifiers. Though the pre-trained model de-
livers promising improvements, results show that the fine-
tuning step indeed makes very marginal contributions. In
other words, the power of the pre-trained model is not effec-
tively explored by the meta-learning methods. To analyze
this phenomenon, we visualize the distribution of base and
novel class samples of the miniImagenet in the pre-trained
feature space in Figure 1. We find that the base class sam-
ples form compact clusters while the novel class samples
spread as groups with large variances. In this case, fine-
tuning the feature extractor to gather the base class sam-
ples into more compact clusters is less meaningful, because
the feature extractor has overfitted to base classes. Hence,
how to estimate representative prototypes from the few la-
beled samples is the crucial issue, because the variances of
novel classes are quite large so that the given labeled sam-
ples may be far away from the ground-truth centers of novel
classes. In fact, the deviations of these samples are usually
caused by the absence of partially representative features.
As shown in Figure 1(b), the meerkat sample nearby the
ground-truth center may contain all the representative fea-
tures, e.g., the head, body, legs, and tail, while the ones far
away may miss some representative features, e.g., contain-
ing only the partial or inapparent features. The observations
motivate us to learn to estimate more accurate and represen-
tative prototypes instead of to fine-tune the feature extractor.
Recently, [30] also attempts to estimate more representative
prototypes by learning a mapping function from noisy sam-
ples to its ground-truth center. However, learning to recover
representative prototypes from noisy samples without any
priors is very challenging. Thus, the performance improve-
ment delivered by the method is also limited.
In this paper, we propose to address the FSL problem
with a novel prototype completion framework. Different
from [30], we leverage the primitive knowledge (i.e., class-
level attribute or part annotations) [24], e.g., whether a class
object should have ears, legs, or eyes, to enable a meta-
learner to learn to complete prototypes. Specifically, our
proposed framework first introduces the primitive knowl-
edge and extracts attribute features from the base class sam-
ples as priors. Second, we design a prototype comple-
tion network (ProtoComNet) as the meta-learner to learn
to complete prototypes by using these priors. Finally, we
further design a Gaussian-based prototype fusion strategy,
which effectively combines the completed and mean-based
prototypes by exploiting the unlabeled data. The FSL clas-
sification is achieved via a nearest neighbor classifier to the
prototypes. Our main contributions of this paper can be
summarized as follows:
• We find the key reasons that the meta-learning phases
fail to effectively explore the power of pre-training in
FSL and propose to address the issue by learning to
complete the prototypes, instead of to meta-learn the
feature extractor.
• We propose a prototype completion based meta-
learning framework by exploiting the primitive knowl-
edge. In the framework, a prototype completion net-
work and a Gaussian-based prototype fusion strategy
are designed. The special designs offer our framework
the excellent ability to deliver more representative pro-
totypes for FSL.
• We have conducted comprehensive experiments on
three real-world data sets. The results show that the
proposed method outperforms the state-of-the-art tech-
niques by 2% ∼ 9% in terms of the FSL classification
accuracy.
2. Related Work
2.1. Few-Shot Learning
Meta-learning is an effective manner to solve the FSL
problem. Existing approaches are mainly grouped into four
categories. 1) Metric-based approaches. The type of
methods aim to learn a good metric space, where novel
class samples can be nicely categorized via a nearest neigh-
bor classifier with Euclidean [23] or cosine distances [5].
Many methods have been put forward. For example, [4]
proposes a variational method to learn a proper scaling pa-
rameter for the Euclidean or cosine based metric, aiming
to better fit the metric space to a given data distribution;
[32] attempts to learn the metric space by distribution based
classification rules instead of point estimation; and [14] pro-
poses a category traversal module to find task-relevant fea-
tures, aiming to classify each sample in a low-dimension
and compact metric space. 2) Optimization-based ap-
proaches. The methods follow the idea of modeling an
optimization process over few labeled samples under the
meta-learning framework, aiming to adapt to novel tasks
by a few optimization steps, such as [9, 12]. 3) Graph-
based approaches. The methods learn how to construct
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a good graph structure and propagate the labels from base
classes and then apply the meta-knowledge on novel classes
[21, 17]. 4) Semantics-based approaches. This line of
methods employ the textual semantic knowledge to enhance
the performance of meta-learning on FSL problems [13, 8].
For example, in [29, 22, 18], they explore the class cor-
relations, respectively, from the perspectives of the class
name, description, and knowledge graph as textual semantic
knowledge to enhance the FSL classifier.
Recently, some studies turn to pre-training techniques
for the FSL problem and achieve promising performance.
[6] first proposes and investigates the pre-training tech-
niques in FSL, by considering linear-based and cosine
distance-based classifiers, respectively. [16] develops a
label propagation and feature shifting strategy to dimin-
ish the intra-class and cross-class bias of prototypes in the
pre-trained feature space. In [7], a novel metric-based
meta-learning method is developed by incorporating a pre-
training phrase. These methods, albeit delivering promising
performance, do not fully explore the power of pre-training,
as results show that the major improvements are made by
the pre-training, while the meta-learning phase contributes
very marginally. According to our analysis, this is because
novel classes group loosely in the pre-trained feature space.
In such case, estimating a more accurate and representative
prototype is more important than fine-tuning the projection
spaces. Hence, in this paper, we propose a prototype com-
pletion framework to address the issue.
2.2. Zero-Shot Learning
Zero-shot learning (ZSL) is also closely related to FSL,
which aims to address the novel classes categorizations
without any labeled samples. The key idea is to learn a map-
ping function between the semantic space and the visual
space on the base classes, then apply the mapping to cat-
egorize novel classes. The semantic spaces in ZSL are typ-
ically attribute-based [27], text description-based [20], and
word vector-based [10]. For example, in [27], the semantic
attributes are employed and a structure constraint on visual
centers is incorporated for the mapping function learning.
Our method differs from those models in two key points: (i)
our method is for the FSL problem, where few labeled sam-
ples should be effectively utilized; (ii) relying on semantic
attributes, we propose a novel prototype completion based
meta-learning framework.
2.3. Visual Attributes
Visual attributes refer to the visual feature of object
components [2], which have been successfully utilized in
various domains, such as action recognition [31], zero-
shot learning [27], person Re-ID [15], and image caption
[3]. Recently, several FSL techniques relying on visual at-
tributes have been put forward. In [24], an attribute decou-
pling regularizer is developed based on visual attributes. As
a result, a better representation can be obtained for images.
[11] proposes a compositional feature aggregation module
to explore both spatial and semantic visual attributes for
FSL. [33] explores compositional few-shot recognition by
learning a feature representation composed of important vi-
sual attributes. All the methods utilize visual attributes for
better image representations. Different from these studies,
we leverage them to learn a prototype completion network.
As a result, more accurate prototypes can be obtained for
FSL.
3. Methodology
In this section, we first present a formal definition of
the FSL problems. Second, we give an overview on
the proposed framework. Third, the proposed prototype
completion network is elaborated. Finally, we introduce
the Gaussian-based prototype fusion strategy to effectively
combine mean-based and completed prototypes.
3.1. Problem Definition
For N -way K-shot problems, we are given two set: a
training set S = {(xi, yi)}N×Ki=0 with a few of labeled sam-
ples (called the support set) and a test setQ = {(xi, yi)}Mi=0
consisting of unlabeled samples (called the query set),
where xi denotes the image sampled from the set of novel
classes Cnovel, yi ∈ Cnovel is the label of xi,N indicates the
number of classes in S, K denotes the number of images of
each class in S, and M denotes the number of images inQ.
Meanwhile, we also have an auxiliary data set with abun-
dant labeled images Dbase = {(xi, yi)}Bi=0, where B is the
number of images in Dbase, the image xi is sampled from
the set of base classes Cbase, and the sets of class Cbase and
Cnovel are disjoint, i.e. yi ∈ Cbase and Cbase ∩ Cnovel = ∅.
Our goal is to learn a good classifier for the query set Q on
the support set S and the auxiliary dataset Dbase.
3.2. Overall Framework
As shown in Figure 2, the proposed framework consists
of four phases, including pre-training, learning to complete
prototypes, meta-training and meta-test. Next, we elaborate
them respectively.
Pre-Training. In the phase, we build and train a convolu-
tion neural network (CNN) classifier with the base classes
samples. Then, the last softmax layer is removed and the
classifier turns into a feature extractor fθf () with param-
eters θf . This offers a good embedding representation of
images.
Learning to Complete Prototypes. We propose a Proto-
type Completion Network fθc() (ProtoComNet) as a meta-
learner. It accounts for complementing the missing at-
tributes of incomplete prototypes. The main details of the
ProtoComNet will be elaborated in Section 3.3. Here we
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Figure 2. The overall framework of our proposed meta-learning method.
first give an overview of its workflow depicted in Figure 2,
which includes three steps:
Step 1. We construct primitive knowledge for all the
classes. The knowledge is what kinds of attribute feature
the class should have, e.g., the kangaroo has long face and
white belly, and zebra has long face and four feet. We
note that such kinds of knowledge is very cheap to ob-
tain, e.g., from WordNet. Let A = {ai}Mi=0 denotes the
set of class attributes or parts, and R denotes the associ-
ation matrix between the attributes and the classes, where
Rkai = 1 if the attribute ai is associated with the class
k; otherwise Rkai = 0. Meanwhile, the semantic embed-
dings of all classes and attributes are calculated by Glove
[19] in an average manner of word embeddings, denoted by
H = {hk}|Cbase|+|Cnovel|−1k=0 ∪ {hai}Mi=0.
Step 2. Based on the pre-trained feature extractor fθf (),
we extract two types of information, namely the repre-
sentations of base class prototypes and part/attribute fea-
tures. Specifically, the representation of base class proto-
types prealk can be calculated by averaging the extracted fea-
tures of all samples in the base class k, that is,
prealk =
1
|Dkbase|
∑
(x,y)∈Dkbase
fθf (x) (1)
where Dkbase denotes the set of samples from the base class
k. As for the feature zai of part/attribute ai, we assume that
it obeys a Multivariate Gaussian Distribution, i.e., zai ∼
N(µai , diag(δ
2
ai)) . Thus, we can estimate its mean µai
and diagonal covariance diag(δ2ai) as:
µai =
1
|Daibase|
∑
(x,y)∈Daibase
fθ(x) (2)
δai =
√√√√ 1|Daibase|
∑
(x,y)∈Daibase
(fθ(x) − µai)2 (3)
where Daibase denotes the set of samples from the base
classes that have the part/attribute ai.
Step 3. Upon the results of the previous steps, we con-
struct training sample pairs to build our meta-learner (i.e.,
ProtoComNet), which accounts for learning to complete
prototypes. Specifically, we randomly select batches of
samples (x, y) fromDbase, and take its feature fθf (x) as the
incomplete prototypes pk by imitating the setting of 1-shot
tasks. Here we consider it as incomplete because some rep-
resentative features may be missing. Even though in some
samples this may not be true, regarding them as incomplete
ones does no harms to our meta-learner. In particular, we
take the incomplete prototypes pk, the primitive knowledge
(the class-attribute association matrix R and class and at-
tribute word embeddings H), and the feature representa-
tions of parts/attributes Z as inputs, and treat the base class
prototypes prealk as targets of the meta-learner, to train our
meta-learner based on the mean-square error loss:
min
θc
E(x, y)∈Dbase(fθc(pk, R,H,Z)− prealy )2 (4)
where θc denotes the parameters of our meta-learner.
Meta-Training. To jointly train our model fθf () and fθc()
further, we construct a large number ofN -wayK-shot tasks
from Dbase following the episodic training manner [26].
Specifically, we sample N classes from the base classes
Cbase, K images in each class as the support set S, and M
images from theDbase as the query setQ (called a episode).
Then, the modules fθf () and fθc() can be further fine-tuned
by maximizing the likelihood estimation on their query set
Q. That is,
max
θ
ES,Q∼τ
∑
(x,y)∈Q
log(P (y|x,S, R,H,Z, θ)) (5)
where θ = {θf , θc} and τ denotes theN -wayK-shot tasks.
For each episode, we first estimate its class prototype pk by
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averaging the features of the support samples:
pk =
1
|Sk|
∑
x∈Sk
fθf (x) (6)
where Sk is the support set extracted for the class k. Then,
the ProtoComNet is applied to complete pk, and obtain:
pˆk = fθc(pk, R,H,Z) (7)
Second, to obtain more accurate protoypes, we further ex-
plore unlabeled samples (i.e., query samples) and combine
pk and pˆk by introducing a Gaussian-based prototype fu-
sion strategy (which will be introduced in Section 3.4) and
obtain the fused prototypes pˆ′k. Finally, the probability of
a query sample x to be class k is estimated based on the
proximity between its feature fθf (x) and pˆ
′
k. That is,
P (y = k|x,S, R,H,Z, θ) = e
d(fθf (x), pˆ
′
k) · γ∑
c e
d(fθf (x), pˆ
′
c) · γ
(8)
where d() denotes the cosine similarity of two vectors and
γ is a learnable scale parameter.
Meta-Test. Following Eqs. (6) ∼ (8), we directly perform
few-shot classification for novel classes.
3.3. Prototypes Completion Network
In this subsection, we introduce how the prototypes com-
pletion networks are designed. Our notion is treating the
primitive knowledge (R and H), part/attribute features Z
and the estimated incomplete prototype pk as input and
the complete prototype pˆk as output, and then building an
encoder-aggregator-decoder network, as shown in Figure
3. The encoder aims to form a low-dimensional represen-
tation of estimated prototypes and part/attribute features.
Then, the aggregator accounts for evaluating the importance
of different parts/attributes to classes and combining them
with a weighted sum. Finally, the decoder is in charge of
the prediction of complete prototypes pˆk. Next, we detail
the three components, respectively.
The Encoder. In the training part, the encoding process
involves a sampling of a class attribute feature zai from fea-
ture representation N(µai , diag(δ
2
ai)), followed by an en-
coder gθe() that encodes the attribute feature zai and the
estimated prototypes pk to a latent code z′ai and z
′
k, respec-
tively. The overall encoding process is defined in Eq. (9):
zai ∼ N(µai , diag(δ2ai)), z′ai = gθe(zai)
zk = pk, z
′
k = gθe(zk)
(9)
where θe denotes the parameters of the encoder. Note that
we remove the sampling step and use the mean µai to re-
place it in the meta-test phase.
???
kh 1ah
Class Attributes
2a
h
ia
h
Ma
h???
Aggregator
Encoder
Decoder
??? ???
ˆ
kp
kg
kz 1a
z
2a
z
ia
z
Ma
z
2( , ( ))
i ia a
N diagm d
kp
1
ika
R
ika
a
1ka
a
2ka
a
ika
a
Mka
a
Figure 3. Illustration of the encoder-aggregator-decoder networks.
Here, the encoder and aggregator are shared.
The Aggregator. Intuitively, the weights of parts/attributes
should be different for distinct classes to complete its proto-
types. For example, the part “nose” should be more impor-
tant for completing the elephant’s prototypes than the tiger’s
prototypes. To this end, we employ an attention-based ag-
gregator gθa() to calculate the latent class code gk for the
class k. Here, we calculate the attention weights αkai by
using the semantic embeddings hk and hai of the class k
and the attribute ai, and then apply them to aggregate the
latent codes z′k and z
′
ai as follows:
αkai = Rkaigθa(hk || hai), gk =
∑
ai
αkaiz
′
ai + z
′
k (10)
where θa is the parameters of the aggregator, || is a con-
catenation operation, and Rkai acts as an attribute mask,
namely the weight αkai is non-zero only if the class k has
the part/attribute ai in terms of our primitive knowledge.
The Decoder. Finally, we use the latent codes gk to predict
the complete prototypes pˆk for each class k by the decoder
module gθd(). That is,
pˆk = gθd(gk) (11)
where θd denotes the parameters of the decoder.
3.4. Prototype Fusion Strategy
Till now, we have two prototype estimations. One is the
mean-based prototype pk, and the other is pˆk from the Pro-
toComNet. A fusion strategy is thus desired to combine
them. Here we develop a Gaussian fusion strategy, termed
as GassuFusion. The key advantage of GaussFuison is the
unlabeled samples can be effectively exploited. We assume
that the samples of each class obey a Multivariate Gaussian
Distribution. Hence, we can estimate its means and diago-
nal covariance given the two prototypes pk and pˆk, support
set S, and query setQ. First, we calculate the probability of
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each sample x to be class k by regarding pk and pˆk as the
class prototypes, respectively. For example, when we take
pk as the prototypes, the probability can be expressed as:
P (y = k|x) = e
d(fθf (x), pk) · λ∑
c e
d(fθf (x), pc) · λ
(12)
where d() denotes the cosine similarity of two vectors and
λ is a hyper-parameter. Following (Chen et al. 2019b), the
λ is set to 10. Similarly, we can obtain another probability
estimation Pˆ (y = k|x) by using prototypes pˆk. Second, we
estimate the mean and the diagonal covariance of each class
k. Specifically, we have
µk =
1∑
x∈S∪Q
P (k|x)
∑
x∈S∪Q
P (k|x)fθf (x) (13)
δk =
√√√√ 1∑
x∈S∪Q
P (k|x)
∑
x∈S∪Q
P (k|x)(fθf (x)− µˆk)2 (14)
whereN(µk, diag(δ2k)) denote the estimated Gaussian dis-
tribution for class k by using prototype pk. Similarly, we
can estimate another Gaussian distribution by using proto-
type pˆk, denoted as N(µˆk, diag(δˆ2k)). Third, we integrate
the two Gaussian distributions by using their product. One
interpretation on the product is that we indeed apply the
Bayesian estimation. We regard the Gaussian distribution
N(µk, diag(δ
2
k)) estimated by the mean-based prototypes
as a prior and treat the distribution N(µˆk, diag(δˆ2k)) esti-
mated by the complemented prototypes as the conditional
likelihood. Thus, the product leads to a posterior Gaussian
distribution N(µ′k, diag(δ
′
k
2
)) with µ′k =
δ2kµˆk+δˆ
2
kµk
δˆ2k+δ
2
k
and
δ′k
2
=
δ2k δˆ
2
k
δˆ2k+δ
2
k
. Please refer to the supplementary materials
for derivations of the product. Finally, we take the mean µ′k
as the final fused prototype pˆ′k to solve the few-shot tasks.
4. Performance Evaluation
In this section, we first evaluate our proposed method on
three real-world data sets, and then discuss the experiment
results and present our ablation study in details.
4.1. Datasets and Settings
miniImagenet. The data set is a subset of ImageNet, which
includes 100 classes and each class consists of 600 images.
Following [30], we split the data set into 64 classes for train-
ing, 16 classes for validation, and 20 classes for test, re-
spectively. The class attributes or parts are extracted from
WordNet.
tieredImagenet. The data set is another subset of Ima-
geNet, which includes 608 classes and each class contains
about 1200 images. It is first partitioned into 34 high-level
classes, and then split into 20 classes for training, 6 classes
for validation, and 8 classes for test, respectively. Similarly,
the class attributes or parts are extracted from WordNet.
CUB-200-2011. The data set is a fine-grained classifica-
tion data set, which includes 200 classes and contains about
11,788 images. Following [33], we split the data set into
100 classes for training, 50 classes for validation, and 50
classes for test, respectively. The class attributes or parts
are obtained by manual annotation.
4.2. Implementation Details
Architecture. We conduct the experiments using ResNet12
following [7] as the feature extractor. In ProtoComNet,
we use a single-layer MLP with 256 units for the encoder,
a two-layer MLP with 600-dimensional inputs and a 300-
dimensional hidden layer for the aggregator, and a two-layer
MLP with 512-dimensional hidden layers for the decoder.
Here, ReLU is used as the activation function.
Training Details. We pre-train the feature extractor with
100 epochs on base classes via SGD with Nesterov momen-
tum of 0.9 and weight decay of 0.0005. The learning rate is
initially set to 0.1, and then decayed by 0.1 at epochs 60, 80,
and 90, respectively. And then we train the ProtoComNet
100 epochs by using the above SGD. The learning rate is
changed at epochs 15, 40, and 80. Finally, we fine-tune all
modules 40 epochs in the episodic training manner by using
the above SGD. The learning rate is initially set to 0.01, and
then decayed by 0.1 at epochs 15, 25, and 30, respectively.
Evaluation. We conduct few-shot classification on 600 ran-
domly sampled episodes from the test set and report the
mean accuracy together with the 95% confidence interval.
In each episode, we randomly sample 15 query images per
class for evaluation in 5-way 1-shot/5-shot tasks.
4.3. Discussion of Results
As for a comparison, some state-of-the-art approaches
are also applied to the few-shot classification and few-
shot fine-grained classification tasks as baselines. These
methods are roughly from four types, i.e., metric-based,
semantics-based, attribute-based, and pre-training based ap-
proaches.
In few-shot classification. Table 1 shows the results of
our method and the baseline methods on miniImagenet and
tieredImagenet. It can be found that our method outper-
forms the state-of-the-art methods, by around 2% ∼ 9%.
Compared with the metric-based approaches, our method
better exploits the power of pre-training by learning to com-
plete prototypes. The results show our method is more
effective, with an improvement of 4% ∼ 16%. It worth
noting that our method also beats RestoreNet and SRe-
storeNet, which also adopt the strategy of prototype learn-
ing. This demonstrates our designed prototype comple-
tion is more effective. As for the semantics and attribute-
based approaches, they also leverage the external knowl-
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Table 1. Experiment results on the miniImagenet and tieredImagenet data sets. The best results are highlighted in bold.
Method Type Backbone miniImagenet tieredImagenet5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot
PNet [23] Metric ConvNet4 49.42± 0.78% 68.20± 0.66% 53.31± 0.89% 72.69± 0.74%
CTM [14] Metric ResNet18 62.05 ± 0.55% 78.63 ± 0.06% 64.78 ± 0.11% 81.05 ± 0.52%
PNet-DSVS [4] Metric ResNet12 56.09± 0.19% 74.46± 0.17% −±−% −±−%
VFSL [32] Metric ResNet12 61.21± 0.26% 77.69± 0.17% −±−% −±−%
RestoreNet [30] Metric ResNet18 59.28± 0.20% −±−% −±−% −±−%
SRestoreNet [30] Metric ResNet18 61.14± 0.22% −±−% −±−% −±−%
TriNet [8] Semantics ResNet18 58.12± 1.37% 76.92± 0.69% −±−% −±−%
AM3-PNet [29] Semantics ResNet12 65.21± 0.30% 75.20± 0.27% 67.23± 0.34% 78.95± 0.22%
AM3-TRAML [13] Semantics ResNet12 67.10 ± 0.52 % 79.54 ± 0.60% −±−% −±−%
MultiSem [22] Semantics Dense-121 67.3% 82.1% −±−% −±−%
FSLKT [18] Semantics ResNet12 61.42± 0.72% 70.19± 0.62% −±−% −±−%
CPDE [33] Attribute ResNet12 63.21 ± 0.78% 79.68 ± 0.82% −±−% −±−%
CFA [11] Attribute ResNet18 58.50± 0.80% 76.60± 0.60% −±−% −±−%
BD-CSPN [16] Pre-training ResNet12 65.94% 79.23% 76.17% 85.70%
MetaBaseline [7] Pre-training ResNet12 63.17± 0.23% 79.26 ± 0.17% 68.62± 0.27% 83.29± 0.18%
Our Method Pre-training ResNet12 73.13 ± 0.85% 82.06 ± 0.54% 81.04 ± 0.89% 87.42 ± 0.57%
Table 2. Experiment results on the CUB-200-2011 data set. The
best results are highlighted in bold.
Method CUB-200-20115-way 1-shot 5-way 5-shot
PNet 51.31 ± 0.91% 70.77± 0.69%
RestoreNet 74.32± 0.91% −±−%
SRestoreNet 76.85± 0.95% −±−%
TriNet 69.61± 0.46% 84.10± 0.35%
MultiSem 76.1% 82.9%
CPDE 80.11 ± 0.34 % 89.28 ± 0.33%
CFA 73.90± 0.80% 86.80± 0.50%
BD-CSPN 84.90% 90.22%
Our Method 93.20 ± 0.45% 94.90 ± 0.31%
edge. However, our method utilizes the knowledge to learn
to complete prototypes, instead of to combine modality or
to learn the feature extractor. The result validates the su-
periority of our manner to incorporate the external knowl-
edge. Note that our method achieves competitive perfor-
mance with the MultiSem method on 5-shot tasks on mini-
Imagenet. We would like to emphasize that this is because
MultiSem leverages a more complex backbone, namely the
Dense-121 with 121 layers, instead of ResetNet12 in our
model. Finally, from the results of the pre-training based
apporaches, we have the following observations. (i) our
method outperforms BD-CSPN, by around 2% ∼ 8%. The
DB-SCPN method only focuses on pre-training and ignores
the advantange of meta-learning. Different from it, we in-
troduce a meta-learner, learning to complete prototypes, to
explore the power of pre-training further; (ii) our method
exceeds the MetaBaseline method by a large margin, around
10%∼13% (1-shot) and 2% ∼ 4% (5-shot). This veri-
fies our motivation that estimating more accurate prototypes
is more effective than fine-tuning feature extractor during
meta-learning. Besides, the improvement of performance
on 1-shot tasks is more obvious than on 5-shot tasks. This is
reasonable because the problem of inaccurate estimation of
prototypes on 1-shot is more remarkable than 5-shot tasks.
In few-shot fine-grained classification. Table 2 summa-
rizes the results on CUB-200-2011, which lead to simi-
lar observations as those in Table 1. We observe that our
method (i) also achieves superior performance over state-
of-the-art methods with an improvement of 5% ∼ 9%; (ii)
obtains almost consistent performance on 1-shot and 5-shot
tasks, while the improvements on 1-shot task over baselines
are more significant than on 5-shot. This further verifies the
effectiveness of our method, especially for 1-shot tasks.
4.4. Statistical Analysis
Is our idea reasonable on realistic data? We randomly se-
lect five classes from the novel classes of miniImageNet and
retrieve top-5 nearest and farthest samples from its ground-
truth class center in the pre-trained feature space. As shown
in Figure 4, the nearest images are more complete; how-
ever, the farthest samples are missing partial attributes/parts
due to its incompleteness, noise background, or obscured
details.
Does our method obtains more accurate prototypes? We
calculate the average cosine similarity between the esti-
mated prototypes and the real prototypes on 1000 episodes
of miniImagenet. Three results including the mean-based
(pk), the restored/completed (pˆk) and the fused prototype
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Figure 4. Top-5 nearest and farthest samples from centers.
Table 3. The cosine similarity between the estimated and the real
prototypes on 1000 episodes of miniImagenet. d(x, y) denotes the
cosine simiarity of vectors x and y.
Methods d(pk, prealk ) d(pˆk, p
real
k ) d(pˆ
′
k, p
real
k )
SRestoreNet 0.55 0.78 0.79
Our Method 0.55 0.71 0.90
(pˆ′k) are reported. For a fair comparison, we report the re-
sults of SRestoreNet as the baselines, which extends Re-
storeNet by exploring query samples. As shown in Table 3,
the results show that our method obtains more accurate pro-
totypes than SRestoreNet. Note that the prototype pˆk from
SRestoreNet is better than our method. This is reasonable
because they leverage query samples before restoring pro-
totypes. However, we exploit them after completing proto-
types.
Is our method effective for the samples far away from
its class center? On the novel classes of miniImageNet,
we calculate the cosine similarity between each noise im-
age and its class center and sort them in descending order
(i.e., the larger the sample number is, the farther away it is
from the class center). Then, we take the noise images as in-
puts to predict the prototypes by using our method and Re-
storeNet, respectively. The cosine similarity between pre-
dicted prototypes and real class centers is shown in Figure 5.
Note that (i) we smoothen the curve through moving aver-
age with 50 samples; (ii) we show the average results for
all novel classes. We observe our method achieves more ac-
curate prototypes than RestoreNet and the improvement be-
comes larger as the samples are farther away from its center.
4.5. Ablation Study
We conduct an ablation study on miniImagenet, to assess
the effects of the two specially-designed components, i.e.,
learning to complete prototypes and Gaussian-based proto-
type fusion strategy. Specifically, (i) we remove all compo-
nents, i.e., classifying each sample by the mean-based pro-
totypes; (ii) we add the ProtoComNet on (i) and average the
mean-based and complemented prototypes to obtain the fi-
nal prototypes, which is the fusion strategy in [30]; (iii) we
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Figure 5. Cosine similarity of the predicted prototype to the real
class prototype as the distance increase.
Table 4. Ablation study on miniImagenet. LCP: learning to com-
plete prototypes. GF: Gaussian-based prototype fusion.
LCP GF 5-way 1-shot 5-way 5-shot
63.17 ± 0.23% 79.26± 0.17%√
70.14 ± 0.81% 79.70 ± 0.60%√ √
73.13 ± 0.85% 82.06 ± 0.54%
replace the prototype fusion strategy of (ii) by our Gauss-
Fusion. The results are shown in Table 4.
Learning to Complete Prototypes. From the results of the
first and second row in Table 4, we observe that the latter ex-
ceeds the former, especially, in 1-shot tasks, by around 7%.
The observation means that learning to complete prototypes
is effective, which can improve classification performance.
Gaussian-based Prototype Fusion Strategy. According
to the result in the last two rows of Table 4, we find that the
performance of the ProtoComNet can be further improved
when it is combined with GaussFusion, by around 3% on
classification accuracy. The result suggests that our Gauss-
Fusion is more effective than the simple average between
the mean-based and completed prototypes. The key reason
is GuassFussion effectively exploits the unlabelled samples.
5. Conclusions
For few-shot learning, a simple pre-training on base
classes can result in a good feature extractor, where the
novel class samples can be well clustered together. The
key challenge is how to obtain more accurate prototypes
because the novel class samples spread as groups with large
variances. To solve the issue, we propose a prototype com-
pletion network to complete prototypes via primitive knowl-
edge, and a Gaussian-based prototype fusion strategy to
exploit query samples and to combine the completed and
mean-based prototypes. Experiments demonstrate that our
method obtains superior performance over the state-of-the-
art approaches on three data sets. Besides, we conduct sta-
tistical experiments and ablation studies to verify the effec-
tiveness of our special designs. In the future, we are in-
terested in incorporating unseen attributes or parts into our
framework so that more accurate prototypes can be deliv-
8
ered for novel classes.
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Supplementary Material
Proof. We assume f(x) ∼ N(µˆk, diag(δˆk)) and g(x) ∼
N(µk, diag(δk)), that is, f(x) = 1√2piδˆk exp(
−(x−µˆk)2
2δˆ2k
)
and g(x) = 1√
2piδk
exp(−(x−µk)
2
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). Thus,
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where Sfg = 1√2pi(δ2k+δˆ2k)
e
− (µˆk−µk)2
2(δˆ2
k
+δ2
k
) . Thus, h(x) is
also a multivariate Gaussian distribution with mean µ′k =
δ2kµˆk+δˆ
2
kµk
δˆ2k+δ
2
k
and diagonal covariance diag(δ′k) where δ
′
k
2
=
δ2k δˆ
2
k
δˆ2k+δ
2
k
.
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