We consider the ordinary differential equation
Introduction
The paper is concerned with solutions of the problem
2 , x > 0, (0.1)
where a and b are real numbers and c > 0. By a solution of (0.1) in [0, x 0 ] we mean a function u ∈ C 0 ([0, x 0 ]) ∩ C 2 ((0, x 0 )) which satisfies (0.1) for x > 0. Equation (0.1) arises in the study of a specific stochastic optimization similar to the classical LQ problem. The equation is singular at x = 0 which in itself is not particularly noteworthy, since stochastic LQ problems with geometric Brownian state variable invariably give rise to nonlinear singular ODEs/PDEs of the type seen in (0.1) and in (0.3) below, see for example [9] . Our problem derives its rich structure from the fact that the initial condition (0.2), too, refers to the singular point x = 0. This, as we demonstrate below, poses certain technical obstacles in establishing existence and, more importantly, gives rise to infinitely many solutions with indistinguishable asymptotics near zero (Corollary 3.4).
As was already highlighted, the ODE (0.1), (0.2) is not artificial, rather it stems from a well-defined optimization problem in financial economics. Specifically, it is obtained from the PDE subject to dy(t) = λy(t)dt + σy(t)dB(t), (0.5) dz(t) = (r * z(t) − f (y(t), z(t)))dt, (0.6) over the controls f : R + × R + → R, T (z = 0) being the first arrival time at z = 0 and B(t) the standard Wiener process. Optimization (0.4) with dynamics given by (0.5, 0.6) models optimal liquidation of a large quantity of an asset whose market price is adversely affected by its ongoing sale. In this context z(0) represents the quantity of the asset yet to be sold, y(0) is the prevailing price and w captures the expected revenue of an optimal sale of quantity z conditional on the current price being y. For more details we refer the reader to [3] .
The problem of existence is the first principal subject of this paper. It is shown that for a + b > 0 the problem (0.1), (0.2) has a continuum of local solutions and at least one global solution bounded between 0 and x (Section 1), while for a + b < 0 no solutions exist (Section 2).
If one admits the possibility that there are multiple solutions to (0.1), (0.2), one immediately has to deal with the additional challenge of identifying "the" right solution relevant to the associated optimization problem. The economic nature of the optimization (0.4-0.6) strongly suggests that the relevant solution of (0.1), (0.2) should be increasing (larger amount of asset means larger revenue) but concave (decreasing returns to scale, since larger volume of sales has greater adverse effect on the sale price of the asset). However, there is no indication in the form of equation (0.1) that a solution with these properties should exist in the first place. In Section 3 we thus analyze monotonicity and convexity properties of a solution bounded between 0 and x (Proposition 3.5), the upper bound corresponding to an immediate sale of the entire stock of the asset without any adverse price effect.
In Section 4 we address the question of global uniqueness. We show that there is exactly one solution on R + which remains bounded between 0 and x, and this solution is necessarily increasing and concave (Proposition 4.1). Finally, in Section 5 we examine finer aspects of local non-uniqueness.
In the current paper we focus on the intricacies of the initial value problem (0.1), (0.2). The implication of the results for the underlying optimal control problem is a delicate issue left to further research.
A paper similar in spirit to ours is [4] . It studies a specific second order equation with a singularity at 0, arising in the theory of general relativity. As in our case, the existence of infinitely many solutions is established by the method of upper and lower solutions and then the properties of the set of solutions are studied.
As far as the local existence is concerned, Liang in [7] carried out a systematic study of second order singular initial value problems of the form
where F is a continuous function and the initial conditions satisfy F (0, u(0), u ′ (0)) = 0. The key quantity in this study is γ := ∂ ∂u ′ F (0, u(0), u ′ (0)). It is shown that for γ < 0 local uniqueness holds, while for γ > 0 solutions become unique only after the asymptotics of u ′ have been fixed to the order x γ near x = 0. The case γ = 0 is not treated. Each solution has an asymptotic expansion in powers of x and x γ (provided γ is not an integer), and asymptotic expansion of u (n) is obtained by differentiating n-times the asymptotic expansion for u.
In contrast, we study a specific singular IVP from a wider class
Like in [7] our ODE arises from a self-similar solution of a PDE. However, we deal with a borderline case where
As a result, standard blow-up techniques are not productive and we have to resort to the method of sub-supersolutions.
Finally, we remark that it is not uncommon for HJB equations associated with stochastic optimization to exhibit multiple solutions. The meaningful solution then has to be selected by employing additional criteria. In the case of linear-quadratic problems the relevant solution is identified as the maximal/minimal one. In other cases the optimal solution can be singled out as the unique viscosity solution of the HJB equation, cf. [1] . In our case these criteria do not seem to be helpful. Rather, the significant solution is uniquely determined by its global monotonicity and concavity properties.
Existence for a + b ≥ 0
In essence, existence will be proved similarly as in [4] . That is, ordered pairs of sub-and a supersolutions of (0.1) will be found, and an application of a standard existence result for second order boundary-value problems will provide solutions lying in between, cf. [5] . As in [4] , due to the singularity in the ODE (0.1), an approximation procedure will be involved in the proof. However, compared to [4] , the presence of u ′ in the equation will require additional arguments. We isolate technical arguments in the following propositions.
(1.1)
the operator E being defined according to
for functions u which belong to
Proof.
Rewrite equation (0.1) as
for suitable A, B > 0. Therefore, the result follows from Nagumo [8] , Satz 2, cf. also [5] , Theorem II-1.3 for a more recent reference.
Remark. Recall that regularity of a differential equation is inherited by its solutions (cf. [6] , Chapter V, Corollary 4.1). In particular, since the expression for
(ii) Let u, u satisfy (1.1)-(1.3) for x 1 = 0 and x 2 = ∞ as well as (1.5). Then, there exists a solution of (0.1)
Proof.
(i) By Proposition 1.1, for each ε ∈ (0, x 0 ) and each
Let now ε n ց 0 for n → ∞. For fixed n, the functions u ε k with k ≥ n are uniformly bounded on [ε n , x 0 ] . By [2] (cf. also [5] , I.4.3 page 45), the same holds for their derivatives u ′ ε k
. Therefore, on [ε n , x 0 ], u ε k are equicontinuous and, moreover, from (0.1) it follows that
are equicontinuous and, in turn, because od (0.1), u ′′ ε k are equicontinous as well on [ε n , x 0 ]. Therefore, one can pick a subsequence u ε k j which converges C 2 uniformly to a C 2 function u n satisfying (0.1) on [ε n , x 0 ] together with u n (x 0 ) = u 0 and u(x) ≤ u n (x) ≤ u(x) . By standard diagonal selection we can pick a subsequence from the sequence u ε k j which converges pointwise in [0, x 0 ] and uniformly in [ε,
and satisfying the requriements of item (i) of the Proposition. 
For a + b > 0 it is readily checked that u(x) ≡ 0 is a subsolution and u(x) = x is a supersolution in [0, ∞). The claim thus follows from Proposition 1.2. For
The problem (0.1), (0.2) can for a + b > 0 be formally solved by a power series. We let 8) and inductively define
where
(1.10)
for n ≥ 1.
Then the coefficients {k i } n i=0 are well-defined and Ef n = O(x (n+2)/2 ) as x ց 0 for all n ∈ N.
The statement clearly holds for n = 1. Arguing by induction, we suppose that it is valid for some n ≥ 1. Then
Since Ef n is a polynomial in powers of √ x and Ef n = O(x (n+2)/2 ) it follows that k n+1 is well defined and that
. In view of (1.11) this implies that Ef n+1 = O(x (n+3)/2 ) and thus completes the proof. //// Easy calculations show that the coefficients {k n } n≥2 satisfy the recursion
¿From here it is readily seen that the radius of convergence of the power series (1.9) is nil when a < 3 2 and b ∈ (−a,
2 a], firstly by showing inductively k i > 0 for i ≥ 2 and subsequently neglecting all quadratic terms in k i in (1.12), (1.13) and proving the easy estimate k n+1 /k n ≥ −2(n − 1)/(3k 1 c) for sufficiently large n. Hence the power series f n does not define a solution directly via lim n→∞ f n (x) outside x = 0. We conjecture this remains to be the case for arbitrary parameter values as long as a + b > 0.
We will show later (Corollary 3.4) that every local solution of (0.1), (0.2) with the property u(x) ≤ x satisfies
for k ∈ {0, 1} and n = 1. Whether this is true for n > 1 or k > 1 remains an open question.
2 Nonexistence for a + b < 0
In this second part we shall deduce Proposition 2.2 below which will exclude the existence of any continuous solution to (0.1) for any x 0 > 0 under the assumption a + b < 0 which is complementary to the hypothesis of Proposition 1.3.
To this end we first prove that any supposedly existing continuous solution must satisfy u ′ (x) → 1 as x → 0. This property can formally easily be guessed upon tracing the possible solution behavior near x = 0.
Lemma 2.1. Suppose that for some
Proof. Letting v := u ′ − 1 we can rewrite (0.1) as
Let X(t) := −t −1 for t < 0. Then X ′ (t) = t −2 and X(t) ց 0 as t → −∞. We next introduce U (t) := u(X(t)) and V (t) := v(X(t)) for t < 0. Then the pair (U, V ) solves the following system of differential equations
By assumption, we have U (t) → 0 as t → −∞ and thus
We wish to show that if V (t) is defined for all t ≤ −x −1 0 then V (t) → 0 as t → −∞. The proof proceeds in several steps. i) Given ε > 0 there is T < −x −1 0 such that |p(t)| < ε 2 c/3 and |q(t)| < εc/3 for all t ≤ T , by virtue of (2.3). ii) Consider t 0 ≤ T . We claim that if |V (t)| ≥ ε for all t ≤ t 0 then
while defined. To this end note that (2.2) and i) yield
By the comparison theorem for ordinary differential equations we conclude that
where Y solves the differential equation
. On solving for Y we obtain (2.4).
iii) Now we prove that there exists t 1 ≤ T such that V (t 1 ) > −ǫ. Suppose to the contrary that V (t) ≤ −ǫ for all t ≤ T . Then, (2.4) gives V (t) ≥ −ε/2 for t < t 0 − 6 cε , yielding the desired contradiction.
Next we show that V (t) > −ε for all t ≤ t 1 . Arguing by contradiction, suppose this is not the case. Then there is t 2 such that −∞ < t 2 = sup{t ≤ t 1 : V (t) ≤ −ε} < t 1 . By continuity we have V (t 2 ) = −ε. From (2.5) we obtain V ′ (t 2 ) < 0 which is in conflict with V (t 2 ) = −ε and V (t) > −ε for t ∈ (t 2 , t 1 ).
iv) Finally, we show that V (t) ≤ ǫ for all t ≤ T . If not, there is t 3 ≤ T such that V (t 3 ) > ǫ and we have t 4 := sup{t ≤ t 3 : V (t) ≤ ǫ} < t 3 . The same argument as in part iii) shows that t 4 = −∞ and therefore V (t) > ε for all t ≤ t 3 . From (2.4) we now obtain V (t) → ∞ for t ց t 3 − 
Suppose that such a solution exists for some x 0 > 0. Then from Lemma 2.1 we know that u actually belongs C 1 ([0, x 0 ]) with u ′ (0) = 1, and hence the functions ϕ 1 and ϕ 2 defined by
satisfy ϕ 1 (x) → 0 and ϕ 2 (x) → 0 as x → 0. Since a + b < 0, we can thus find x ∈ (0, x 0 ) such that
Therefore, (0.1) shows that
holds with δ := − a+b 2 > 0. By integration we find that
This implies that u ′ (x) → +∞ as x → 0 and thereby contradicts Lemma 2.1.
//// 3 Monotonicity and concavity properties of solutions
In this section we assume a + b > 0 and we study monotonicity and convexity properties of solutions to (0.1), whose existence was established in Section 1.
The following lemma is the key to establishing monotonicity, concavity, and ultimately also uniqueness in a certain restricted class of solutions.
for some continuous functions f and g. Suppose there is a constant y * ∈ [−∞, ∞] such that for all x > 0 one has g(x, y) > 0 for y > y * and g(x, y) < 0 for y < y * . Then there is at most one x 0 ∈ (0, ∞) such that y ′ (x 0 ) = 0. If such x 0 exists then one, and only one, of the following two alternatives is possible: Either y ′ (x) < 0 for x < x 0 , y ′ (x) > 0 for x > x 0 , and y(x) > y(x 0 ) > y * for all x = x 0 , or y ′ (x) > 0 for x < x 0 , y ′ (x) < 0 for x > x 0 , and y(x) < y(x 0 ) < y * for all x = x 0 .
We first note that because of continuity of g we have g(x, y * ) = 0 for all x > 0 whenever y * is finite. By an ODE uniqueness argument, y(x 0 ) = y * and y ′ (x 0 ) = 0 implies y(x) ≡ y * . Therefore, if y(x) is not constant and y ′ (x 0 ) = 0 then y(x 0 ) = y * . Now suppose that y(x 0 ) > y * . Then from (3.1) it follows that y ′′ (x 0 ) > 0, hence y ′ (x) < 0 for x < x 0 sufficiently close to x 0 . Arguing by contradiction, let us suppose that there exists 0 < x 1 < x 0 such that y ′ (x 1 ) ≥ 0. Then there is x 2 ∈ [x 1 , x 0 ) such that
which implies y ′′ (x 2 ) < 0 and also y(x) > y(x 0 ) > y * for x 2 ≤ x < x 0 . On the other hand, (3.1) together with y(x 2 ) > y * and y ′ (x 2 ) = 0 entails that y ′′ (x 2 ) > 0, yielding the desired contradiction. Therefore, y ′ (x) < 0 for all x ∈ (0, x 0 ). The proof of y ′ (x) > 0 for x > x 0 follows the same lines. Finally, the case y(x) < y * can be reduced to the case y(x) > y * by the transformation y → −y, y * → −y * . //// We now apply this to derive some monotonicity properties of solutions. Here in order to abbreviate notation, we call a function φ : [0, ∞) → R eventually monotonic if it is monotonic on [x 0 , ∞) for some x 0 ≥ 0. 
and u is unbounded.
iii) If b ≤ 0 and u ≥ 0 then u ′ (x) > 0 for all x > 0 and u is unbounded.
Proof. i) The substitution x(t) = e t ,ũ(t) = u(x(t)) transforms equation (0.1) intõ
Being bounded and eventually monotonic,ũ has a limit l as t → ∞ and consequently lim t→∞ũ ′ (t) = 0. From ii) If u ′ (x) < 0 for all x then u is bounded and, by i), tends to c/b as x → ∞ which is possible only if u(x) > c/b for all x. If u ′ (x) > 0 for all x then thanks to monotonicity, u(x) approaches a limit in [0, ∞] as x → ∞. If this limit is finite it has to equal c/b by virtue of i), and in the remaining case u is unbounded. Suppose now there is x 0 > 0 such that u ′ (x 0 ) = 0. Lemma 3.1 applied to equation (0.1) with y ≡ u ≥ 0, g(x, y) := by − c and y * := c/b yields two alternatives, the first of which is stated in part ii). The second alternative is not possible since it implies 0 ≤ u ≤ c/b but at the same time u ′ (x) < 0 for x > x 0 which means that u → c/b as x → ∞. A bounded solution not converging to c/b contradicts part i).
iii) If u ′ is not positive everywhere then Lemma 3.1 applied to equation (0.1) with y ≡ u ≥ 0, g(x, y) := by − c and y * := ∞ implies that there is x 0 such that u(x) < u(x 0 ) and u ′ (x) < 0 for x > x 0 . Therefore u is bounded and eventually monotonic. This contradicts i) when b = 0. For b < 0, i) dictates that u should converge to c/b as x → ∞, which contradicts u ≥ 0 since c/b < 0.
//// Proposition 3.3. Suppose that a + b > 0 and that u(x) ≤ x is a solution of (0.1), (0.2) on (0, x 0 ) with some x 0 > 0. Then there exists x 1 ∈ (0, x 0 ) such that u ′ (x) > 0, u ′′ (x) < 0 and u ′′′ (x) > 0 for all x ∈ (0, x 1 ). Furthermore, in this case we have
We recall that by Lemma 2.1 u ′ (0) = 1 and that by the remark following Proposition 1.1, u(x) is C ∞ for x > 0 . As an immediate consequence we must have u ′ (x) > 0 for all sufficiently small x > 0. On differentiating the equation (0.1) we obtain
Lemma 3.1 applied to equation (3.5) with y ≡ u ′ , g(x, y) := (a + b)y, y * := 0 implies that u ′′ has a constant non-zero sign near x = 0. This, together with u(x) ≤ x and u ′ (0) = 1, yields that necessarily u ′′ (x) < 0 for all sufficiently small x > 0. We now differentiate equation (3.5) once more to obtain Arguing by contradiction, we suppose that u ′′′ < 0 near x = 0. Since u ′′ < 0, this implies that L := lim xց0 u ′′ (x) exists and is finite. This however contradicts equation (0.1), since on integrating we find x 2 u ′′ (x) = Lx 2 + o(x 2 ), xu ′ (x) = x + Lx 2 + o(x 2 ) and u(x) = x + Lx 2 /2 + o(x 2 ) as x → 0, and on substituting these expressions into equation (0.1) one concludes that it cannot hold near x = 0. We have thus proved u ′′′ > 0 near zero. Next, dividing (0.1) by x we obtain
Since u ′′ is increasing and negative, by (2.1) we find that
and, consequently, xu
Substituting this into (3.7) we obtain
Since u ′ (x) − 1 ≤ 0, this is equivalent to (3.4) . //// Corollary 3.4. There is a continuum of local solutions of (0.1),(0.2), with the property 0 ≤ u(x) ≤ x and they all satisfy
Multiplicity of solutions was proved in Proposition 1.3. Expansion (3.10) follows from (3.4), and (3.9) follows by integration of (3.10).
//// Proposition 3.5. Let u be a solution of (0.1), (0.2) with x 0 = ∞ such that 0 ≤ u(x) ≤ x for all x > 0. Then, in addition to (3.9) and (3.10), we have that
The conclusion u ′ (x) > 0 for all x > 0 is a trivial consequence of Lemma 3.2 iii) for b ≤ 0. In the case b > 0, Lemma 3.2 ii) implies that if u is not increasing everywhere then there is x 0 > 0 such that u ′ (x) < 0 on (0, x 0 ) and this contradicts the facts that u(0) = 0 and u ≥ 0.
Next, Lemma 3.1 applied to equation (3.5) with y ≡ u ′ ≥ 0, g(x, y) := (a + b)y ≥ 0 and y * := 0 shows that if u ′′ < 0 does not hold over (0, ∞) then u ′′ (x) > 0 for all sufficiently large x > 0. We show that the latter alternative is impossible. To this end, we let v := u ′ andṽ(t) := v(x(t)) with x(t) = e t . Arguing by contradiction, since v is eventually increasing and u(x) ≤ x, we must have v ≤ 1, which implies that v andṽ converge as x → ∞ and t → ∞, respectively. This in turn implies v ′ (x(t)) → 0 andṽ ′ (t) → 0 as t → ∞. Since from (3.5) we see that
we therefore obtainṽ ′′ (t) − (a + b)ṽ(t) → 0 as t → ∞. Sinceṽ > 0 is increasing and convergent, so isṽ ′′ . This is inconsistent withṽ ′ (t) → 0 as t → ∞. We have thus proved u ′′ (x) < 0 for all x > 0. Now since v is decreasing and bounded below by 0, it converges as t → ∞. Therefore, both v ′ (x(t)) andṽ ′ (t) converge to 0 as t → ∞. From (3.12) we thus obtainṽ ′′ (t) − (a + b)ṽ(t) → 0 as t → ∞. Should the limit ofṽ for t → ∞ not be zero, the same would hold forṽ ′′ . This, however, is in conflict with the convergence ofṽ ′ for t → ∞. This proves statement (3.11).
Finally, in order to verify that u ′′′ > 0 throughout (0, ∞), we note that from Lemma 3.3 we know that u ′′′ is positive near zero. Arguing by contradiction, we assume that u ′′ is not increasing everywhere. Lemma 3.1 applied to equation (3.6) implies that in such case u ′′ must be eventually decreasing and therefore lim x→∞ u ′′ (x) = 0 which contradicts statement (3.11).
////
The following inequality is related to the theory of speculative attacks, in which an agency artificially supports a (low) fixed price of an asset, using a limited amount of reserves. The inequality indicates that in order for the speculator to make expected profit or at least for her to break even, the price of the asset must always jump upwards after the speculative attack has exhausted the entire supply of the asset at the subsidized price.
Corollary 3.6. Let u be a solution of (0.1), (0.2) with a + b > 0 such that 0 ≤ u(x) ≤ x for all x > 0. Then
Since u ′′′ (x) > 0 for x > 0 by Proposition 3.5, the function u ′ is strictly convex on [0, ∞). Therefore
On multiplying both sides by x, utilizing u ′ (0) = 1 and integrating we obtain
for all x > 0, which yields the desired inequality. //// 4 Uniqueness of the global solution bounded between 0 and x Proposition 4.1. There is one, and only one, solution u of (0.1), (0.2) in [0, ∞) which has the additional property that 0 ≤ u(x) ≤ x for all x > 0. This solution necessarily satisfies u > 0, u ′ > 0, u ′′ < 0, and u ′′′ > 0 on (0, ∞).
The proposition stems from the following result:
Proof. The function w solves
which on differentiation yields (5.4) Taking x 1 sufficiently small, using Proposition 3.3 we obtain that u ′′ ≤ 0 and u ′′′ ≥ 0 and hence |xu ′′ (x)| ≤ |u ′ (x) − 1| for all 0 < x < x 1 , from (5.2) we also infer that |xu ′′ (x)| ≤ c 1 √ x for all 0 < x < x 1 .
