Discuss 3 topics related to the interpretation of discriminant analyses (DAs): (a) partial F ratios and partial Wilks's lambdas for predictor variables in standard, step-down and stepwise DA's; (b) relation of goals of classification to the definition and evaluation of classification rules; and (c) significance tests for total hit rates in internal versus external analyses.
The frequent incorrect application or interpretation of statistical methods in publications that use statistics has been noted by a number of authors (e.g., Altman, 1982; Bartko, 1986; Fletcher, Rice, & Ray, 1978; Oakes, 1986; Strube & Hartmann, 1982; Wade & Hartmann, 1978; White, 1979) . Bartko indicated, for example, that about half of publications of this type examined in several recent reviews had statistical errors ranging from minor to major, "including false conclusions" (p. 1199). More recently, the frequent occurrence of statistical errors in substantive articles refereed by Long led him to devote an entire book to this subject (Long, 1988) .
Perhaps as a consequence of the growing awareness of the problem, articles that attempt to inform researchers about statistical methods and promote their correct use have been appearing with increasing frequency in most of the empirical journals of the American Psychological Association. Betz's (1987) recent article on the use of discriminant function analysis in counseling psychology research is of this type. Betz noted that "it is hoped that [the article] will increase readers' interest in and ability to appropriately use discriminant analysis [DA]" (p. 402). The article, in fact, correctly and accurately describes many features of DA that are of use to researchers in counseling psychology. However, there are also some sections of Betz's article that may result in misinterpretation or misapplication of DA. These sections are concerned with (a) methods of testing the significance of discriminant function weights, (b) goals of classification rules, and (c) methods of testing the significance of differences between observed and chance total hit rates. In this article I present information related to these topics and hope to increase the likelihood of the correct application and interpretation of DA. The first topic is considered more important, and is consequently discussed in more detail, than either the second or third topics.
Testing the Significance of Discriminant Weights Betz (1987) was essentially correct in noting that "discriminant coefficients [or weights] are equivalent to partial regression coefficients" (p. 398). In fact, in the two-group case, Correspondence concerning this article should be addressed to Louis M. Hsu, Psychology Department, Fairleigh Dickinson University, Teaneck-Hackensack Campus, Teaneck, New Jersey 07666. discriminant weights can be viewed as proportional to partial regression coefficients (see Fisher, 1936 Table 1 of Betz, 1987, p. 397) .
Because discriminant weights are partial coefficients (see Huberty, 1975, p. 552) , it is clear that whatever methods are used to test their statistical significance ought not to include the univariate F tests or tests of significance of Wilks's lambdas described by Betz (1987) , where these lambdas are determined for "the univariate case" (p. 397). This is because any partial regression coefficient or discriminant weight reflects the unique contribution of a predictor variable, that is, the contribution of this variable after partialling out or controlling for the other predictor variables, whereas the univariate tests proposed by Betz evaluate the contribution of each predictor variable without partialling out effects of the other predictors.
One of the most popular criteria for evaluation of the unique contribution of a predictor to group discriminability in DA is perhaps the partial F ratio. Evidence of the popularity of this criterion may be found in its extensive use in one of the most popular DA and stepwise DA software packages (viz., SPSS-X, 1983). The SPSS-X User's Guide (1983) noted, for example, that "with the stepwise [discriminant] methods all variables must.., satisfy the partial F ratio criterion before they can be entered" and that "variables in the equation are tested for removal on the basis of their partial F values, which must be smaller than a given value for removal to occur" (p. 627).
The partial F test for a DA predictor may be viewed as an analysis of covariance of the between-group effect in which the predictor of interest is the dependent variable, and the covariates are the other predictors in a set of interest (see Bock, 1975; Stevens, 1973) . A statistically significant result of this analysis indicates that the predictor contributes to group discriminability, after partialling out group discriminability attributable to the other predictors in the set. For the twogroup case, the partial F test for a discriminant weight may be viewed as equivalent to a test of a partial regression coefficient. More generally the partial F-test p value associated with a predictor in DA may be interpreted in a similar way as the p value of the partial regression coefficient in a standard multiple regression analysis, insofar as both p values carry information about the unique contribution of a predictor, after partialling out effects of other predictors.
Partial F ratios and their p values for individual predictors are often used to provide information about the importance of these predictors in DA. Three caveats concerning the interpretation of these statistics are mentioned in this article. A much more thorough discussion of the limitations of these statistics and of the role they play in the selection of subsets of predictors in DA appears in an excellent article by McKay and Campbell (1982) .
First, the elimination of one or more predictors from a discriminant function can drastically alter the partial coefficients, partial F ratios, partial Wilks's lambdas, and related p values of the remaining predictors. Similarly, addition of one or more new predictors can drastically alter these statistics for the original predictors (see Bock & Haggard, 1968; Darlington, 1968; McKay & Campbell, 1982; Wilkinson, 1975) . Thus a judgment of the importance of a predictor on the basis of these statistics may well lack generalizability across different sets of predictors.
Second, partial F ratios (and corresponding p values) for individual predictors in a subset of a larger set do not yield information about the unique joint contribution of the subset to group discriminability. As noted by McKay and Campbell (1982) , "[the] one-at-a-time investigation of [predictor] relevance can lead to failure to include [predictors] which jointly contribute to group separation but which do not do so individually" (p. 15). Thus, for example, elimination of two or more predictors because of their low individual partial Fs (or high p values) could result in a large decrease in the separability of groups in DA.
Third, predictors are sometimes evaluated in a series of steps where each successive step includes one more (or one less) predictor than the previous step. Discriminant weights, partial F ratios, partial Wilks's lambdas, and p values of the predictors generally play an important role with respect to selection, nonselection, and elimination of predictors. Predictor selection (nonselection, elimination) is usually made in one of two ways: (1) by stepwise methods, in which the choice of predictors is contingent on statistics computed on the data (see Jennrich, 1977) , or (2) hierarchically, in which the order of evaluation of predictors is determined a priori, that is, independently of the data. Note that a stepwise method and a hierarchical method can conceivably yield exactly the same predictors, in the same order (when applied to a given data set), and the same discriminant coefficients, partial F ratios, partial lambdas, and p values (as calculated by statistical software packages). However, the interpretation of these statistics is not the same for those two methods. Although these statistics are meaningful and interpretable in the hierarchical DA (see Roy, 1958; Roy & Bargman, 1958; Stevens, 1973) , they are difficult, if not impossible, to interpret in the stepwise DA (see McKay & Campbell, 1982; Wilkinson, 1979 Wilkinson, , 1986 .
The reason for the lack of interpretability of stepwise DA, when performed with some of the major statistical software packages, has been noted by a number of authors: Wilkinson (1986) (McKay & Campbell, 1982) . In fact, Wilkinson (1986) stated that "stepwise regression programs are the most notorious source of pseudo 'p-values' in the field of automated data analysis" (p. . He views stepwise programs as "fishing expeditions," which are "dangerous enough in the area of univariate statistics" and "reckless" (p. MGLH-114) in the area of multivariate statistics. Although stepwise DA has generally been used to determine the importance of predictors and to select discriminating subsets of predictors, Huberty (1984) stated that "stepwise [DA] results should, in general, not be used for either ... ordering or selecting variables" (p. 160). Better procedures for evaluation and selection of predictors, which focus on subsets of predictors rather than individual independent predictors, are described by McKay and Campbell (1982) .
Unlike stepwise DA, hierarchical DA in which the order of the predictors is determined a priori yields partial F ratios with known, analytically derived distributions under the null hypothesis (see Roy, 1958; Stevens, 1973) . Because these successive partial F tests (also called step-down F tests) have been shown to be independent under the null hypothesis (see Bock & Haggard, 1968; Roy & Bargman, 1958; Stevens, 1973) , the risk of at least one Type I Error for the set of k step-down partial F tests can be calculated very simply (Stevens, 1973, p. 393) :
where P is the probability of at least one Type I error, where alpha(i) is the significance level for the ith partial F test, and i=k where II indicates the product from 1 to k of the bracketed expressions.
It is clear from this relation that the risk of at least one Type I Error can be controlled in a hierarchical DA by choosing suitably small values of alpha(i). The choice of the k values of alpha(i) must of course be made a priori.
Goals of Classification Rules
Betz's (1987) discussion of DA classification (see pp. 395-396) focused on a classification rule that assigns cases to groups on the basis of proximity of their discriminant function scores to group centroids. Betz noted that:
this discussion provides a somewhat simplified but conceptually meaningful explanation of how a discriminant score is assigned to a group in [DA] . For complete accuracy.., the actual statis-tical procedure [in DA] derives a probability of group membership and takes into account other information, including information regarding base rates (also called prior or unconditional probabilities of group membership) .... A case is classified, on the basis of its discriminant score, in the group for which the posterior probability is largest. (p. 396) These statements suggest that classification rules have one goal (viz., that of assigning each case to the group for which that case's posterior probability is largest) and that different classification rules differ in the degree to which they approximate that goal.
What should be explicitly recognized, however, is that classification rules can be defined in relation to any one of several goals and that different goals imply different but equally justifiable rules. Lachenbruch and Goldstein (1979) provide a clear discussion of this topic: When the costs of the different kinds of misclassifications differ, a classification rule may be defined to minimize the total cost in the mixed population in which the rule is to be applied. On the other hand, when costs of different kinds of misclassifications are equal, a classification rule may be defined to minimize the total number of misclassifications (i.e., maximize the total hit rate) in that population. A third goal may be to minimize the largest of the within-group misclassification probabilities. A fourth goal may involve setting the misclassification probability for one group at a fixed value. A fifth goal may be to equate the within-group misclassification rates. It is clear that many other goals could be defined and that no two goals need result in the same classification rules or classifications. This implies that evaluation of a classification rule ought to take into consideration this rule's goal. For example, a rule defined in relation to the fifth goal may not perform well in terms of the total hit rate (see Betz, 1987, Table 2, p. 399) . But a rule defined in relation to the second goal--that is, a rule that takes base rates into account--may perform well in terms of the total hit rate when applied to the same data set. Betz (1987) correctly noted that the total hit rate obtained with a classification rule may be evaluated in relation to chance hit rates by using a test of significance of difference between proportions described by Glass and Stanley (1970) . However, she then indicated that "predicted group membership can be compared with actual group membership in the sample in which the function was calculated" and that "the percentage correctly classified can be compared with the percentage of correct predictions expected on the basis of chance" (p. 395). She then illustrates how such a comparison is to be made by applying the test of difference between proportions to the hit rates of the group that was used to generate the discriminant fuhction (see Betz, 1987, p. 399) . Huberty (1984) indicated that tests of this type ought to be performed on data collected in an "external classification analysis" rather than on data collected in an "internal classification analysis" (p. 165). An internal classification analysis is described (Huberty, 1984) as one in which the cases used to generate the classification statistics are classified on the basis of these statistics. An external classification analysis is one in which data on the cases to be classified are not used in constructing the classification statistics. Instead, these cases are classified by classification statistics obtained on another set of cases. It is well known that the total hit rate obtained from an internal classification analysis will generally be biased. More specifically, this total hit rate generally overestimates the true hit rate (see Frank, Massy, & Morrison, 1965; Hora & Wilcox, 1982; Huberty, 1984) . Thus, the test of significance of difference between proportions is generally ambiguous when applied to internal classification analysis data: It is not clear, when this test is significant, whether the significance reflects the bias exclusively or whether it also indicates that the DA classification rule would result in a better-than-chance hit rate in the absence of this bias.
Evaluation of Total Hit Rates

