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It is the purpose of this note to derive a bound for the

eigenvalues of. a complex matrix A = (au ) in terms of ajj . The
estimate will be derived by constructing an integral equation with 
degenerate kernel for which each finite eigenvalue is the reciprocal 
of a non-zero elgenvalue of A. The precise result is: 
Theorem: Let A = (ajj) 3	 . n x n	 matrix 
,X be the eigenvalues of A (not necessarily distinct) 
but one of which is 4 0, then 
(i)	 lx i2	 =max iXimax
^G2(a1j)	 +	 (fk_l)fLk+Lk1 
with 
(2) Lk =
j=l	 j,m=ljm 
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where
n 
(3)
m=1 
with 
(1k.)	 bink (k+m'l) 11pt-1 [l
1m: . rk 
Remark: (b '. ) is. a universal matrix in the sense it is mill 
independent of A. 
Before we prove the theorem we shall prove the following. 
Lemma: Consider , the	 raltion 
()	 cp() =	 S 1c( s , t ) p(t)dt 
0. 
where 
(6)	 K(s,t)	 s1q(t) 
with	 . 
(7) (t) = 
and q	 is given by (3). If X 0 is an eigenvalue of A. then 
X 1 is an elgenvalue of (5).
2 
Proof of Lea:. First we note that 
(8)	 .
	
fti1q2(t) dt 
=	 1	 ^ 
This follows since
n 
(9) f t q(t)dt =qkt	 by (7) 
k=1 
11 
=  
U	 U 
=	 (j+k1)-1
	
a b	 by. (3) L £mnk 
	
kl	 m1 
U	 U	 fl	 U 
=	 (jk1)1 I (i) ffP±	 Ur+1-1 
r-k 
	
k1	 m=l	 p=1	 r=l 
p7gm	 rtk 
U	 U	 U	 U 
F, 1D+kc 1 111'fml) =
	
M:--1	 k=1	 p=l	 r=l 
pLm	 rk 
Case I in = i. The jth term of the sum in m becomes: 
n n
	 n 
V T U aj L II	 II rk 
k=1 p=l	 r=]. 
pj•	 rk 
3 
If we let
U 
- rr / -. hp.j n2i
ph
n 
=
r=]. 
rLk 
then the above becomes
U 
aj L 
k=l 
in which 
n,t) (x) is a polynomial of degree 15 nl In x and thus 
= P(k) 
is a polynomial of degree 	 n in k. By the Lagrange identities 
U 
x 
i M
	 (X )	 In 
	
= x ,
	
m 
j=l 
Thus:
n	 fl 
(io)	 1,.1E(k1)) Pfl,k (ji)j= 
= Pn,j (,(j)) 
= 
=10
5 
Case 2 m L J
.
 For any term, not j, of the sum in m we get: 
n 
	
(n)	 a (j+k-1)(k+m-1) 'n,m (-(k-i)] pfl,k( Cm 1)]. 
k=1 
Note that
(j+k-i1 ,(k..1)) = (j+k.11	 p-rn 
p=l 
pm 
is a polynomial in k of degree :5 n-2 since. m j and thus 
p = j occurs in the product. As in Case 1, since 
(j+k-3.)'1(k+m-1) $tn,j(k_i)] 
is a polynomial of degree ^ n-i in k, we get, using the 
Lagrange identities that (ii) becomes: 
(12) a (j-m)(m-m) *,,,.Em] = 0. 
Thus combining the results for Case 1 and Case 2 above we 
get (8). 
To complete the proof of the lemma ., let x = 
be an eigerivector of A corresponding to the eigenvalue ), i.e. 
(13) Ax Xx. 
Let
n 
	
Ix j-1(ili)	 p(a) =	 j 
j=l
then (s) Is 0 0 and is a solution of 
=	 JK(s,t) p(t)dt0 
To see this note that by (6)
n 
X-1 fo-T-C(S,,t) p(t)dt = A J"K(sot) I xjtidt 
j=l 
n 
l	 2l 
= As
	
XS 
JO
1q2(t)t3_lclt 
2=1	 j=l 
Z2	 Ti 
=	
5.ei	
a2x	 by (B) 
2=1	 j=l 
= A 1  Is A-1 xx2	 by (i) 
= ç(s)	 by (]A) 
This completes the proof of the lemma. 
Proof of theorem As is well known from the theory of integral 
equations all eigenvalues of 
(15)	 =IL J1K(s,t)  cp(t)dt 
6 
lie outside the disc
hIII'clI 2	 1
where
IIKIl = J'IK(a,t)12 CIS dt, 
C 
i.e., if g is an elgenvalue of (15) then 
Ill 1-1 15 0K112. 
Thus In particular for
=max IAI p 0 
of (1) we have
ltmax 
'g 
In order to calculate !1K11 2 note that 
n	 n	 n 
(16)	 8 q2(t)	 a1c. '1 q(t) =
	
a22-2 q2(t) q(t) 
2=1	 k].	 2=1
+L+k-2 
B	 q(t.) 
2, k=1 
2k 
But by (7),
7 
n	 n 
(iT)	 q,(t) cj2(t) =	 t3 
j=1	 im=l 
n 
X
qjgij.Zt2j-2 + 
j=1
n 
L 
c;- j±n-2 
j ,m=1 
j1 
and for £k
8 
	
n	 U 
(iS)	 q2 (t) q(t) =
J=1	 m=l 
	
n	 n 
	
-	
q - t2j2 +	
- 
	
-	
q2q0 
j.1
Jim 
Thus combining (16), (17) and (18) gives 
IIKII = j1	
1 
dt de K(,t) K(s,t) = 
o 
= j1dt { (22,l 1q2(t) q2(t) + I (k_1)-1q2(t)(t)} 
0	 2=1
4k 
=	 (22.1Y' {(2j-1) 1q 2 +	 (i+1)1q} 
	
2=1	 j=i	 j,n1 
j4n 
	
+	 (k1)- {
	
+	 (i+m1)1qj} 
j=1	 ,J,M=I 
J  
which concludes the proof of the theorem. 
Mle: We shall give an estimate, using the above theorem, 
for the matrix
[81.1
, I 
	
'[1	 kI
4 61 
B=(b ) =
14 12J
18 ol 
Lo 2j 
64	 0 
=	
=
10	 81 
2k	 IL801 
and
G2(a) = 64 + + 8 = 72	 72.,444 
Thus	 = max 1 x j ^ G(a.) F4 8.11 where the actual eienvalues 
are
3	 1	 !XImax 8•5l0 
Comparing estimates with some of the fanilar bounds (1] for this 
matrix we see that
2 
Ix  ^	 1a 1=13* max  
or
2	
1,2 
lximax (	 la1I 
2 
.1	
= 9,024 
1-,i,j:g2 
or
lxi
	
^ max Ia 1.2=16. max 1s-i,J2 
This shows, for this exaip1e, that the estimate of the theorem is the 
best of the above estimates.
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