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Abstract Quantum Evolutionary Algorithms (QEA) are novel algorithms proposed
forclassofcombinatorialoptimizationproblems.Theprobabilisticrepresentationof
possible solutions in QEA helps the q-individuals to represent all the search space
simultaneously. In QEA, Q-Gate plays the role of update operator and moves q-
individuals toward better parts of search space to represent better possible solutions
with higher probability. This paper proposes an alternative magnetic update opera-
tor for QEA. In the proposed update operator the q-individuals are some magnetic
particles attracting each other. The force two particles apply to each other depends
on their ﬁtness and their distance. The population has a cellular structure and each
q-individual has four neighbors. Each q-individual is attracted by its four binary
solution neighbors. The proposed algorithm is tested on Knapsack Problems, Trap
problem and fourteen numerical function optimization problems. Experimental re-
sults show better performance for the proposed update operator than Q-Gate.
1 Introduction
Quantum Evolutionary Algorithms are new optimization algorithms proposed for
class of combinatorial optimization problems [1]. QEA uses probabilistic represen-
tation for possible solutions and this characteristic helps the q-individuals to repre-
sent all the search space simultaneously. Several works try to improve the perfor-
mance of QEA. Combining the concepts of Immune systems and QEA, [2] proposes
an immune quantum evolutionary algorithm. In another work [3] proposes a novel
particleswarmquantumevolutionaryalgorithm.Anewadaptiverotationgateispro-
posedin[4]whichusestheprobabilityamplituderatioofthecorrespondingstatesof
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quantum bits. Inspired by the idea of hybrid optimization algorithms, [5] proposes
two hybrid-QEA based on combining QEA with PSO. In [6] a novel Multi-universe
Parallel Immune QEA is proposed. In the algorithm all the q-individuals are di-
vided into some independent sub-colonies, called universes. Since QEA is proposed
for the class of combinatorial optimization problems, [7] proposes a new version
of QEA for numerical function optimization problems. A novel quantum coding
mechanism for QEA is proposed in [8] to solve the travelling salesman problem. In
another work [9] points out some weaknesses of QEA and explains how hitching
phenomena can slow down the discovery of optimal solutions. In this algorithm, the
attractors moving the population through the search space are replaced at every gen-
eration. A new approach based on Evolution Strategies is proposed in [10] to evolve
quantum unitary operators which represents the computational algorithm a quantum
computer would perform to solve an arbitrary problem. In order to preserve the di-
versity in population and empower the search ability of QEA, [11] proposes a novel
diversity preservation operator for QEA. Reference [12] proposes a sinusoid sized
population QEA that makes a tradeoff between exploration and exploitation. While
QEA is suitable for combinatorial problems and is relatively weak for real coded
problems like numerical function optimization problems, several works have fo-
cused on this foible. Reference [13] proposes a probabilistic optimization algorithm,
which similar to QEA uses a probabilistic representation for possible solutions.
In QEA, Q-Gate plays the role of update operator and moves the q-individuals
toward better parts of the search space. Each q-individual moves toward its best
observed possible solution and the only interaction among the q-individuals is the
simple copying of best observed binary solutions (see local and global migrations
in [1]). This paper proposes a more complicated update operator for QEA, inspir-
ing magnetic ﬁeld theory which offers more interaction among q-individuals and
binary solutions to help the q-individuals extract more information from each other.
In the proposed algorithm, the binary solutions attract q-individuals and the binary
solutions with higher ﬁtness apply more force to the q-individuals. The proposed
algorithm has a parameter and this paper tries to investigate the effect of the pa-
rameter on the performance of the proposed algorithm. The proposed algorithm is
tested on several benchmark functions including Knapsack problem, Trap problem
and numerical function optimization problems. Experimental results show better
performance for the proposed update operator than Q-Gate.
This paper is organized as follows. Section 2 introduces Quantum Evolutionary
Algorithm and its representation. In section 3 the proposed algorithm is proposed
and its parameter is investigated. Experimental results are performed in section 4
and ﬁnally section 5 concludes the paper.
2 QEA
QEA is inspired from the principles of quantum computation, and its superposition
of states is based on qubits, the smallest unit of information stored in a two-stateA Novel Magnetic Update Operator for Quantum Evolutionary Algorithms 3
quantum computer. A qubit could be either in state ”0” or ”1”, or in any superposi-
tion of the two as described below:
jyi = aj0i+b j1i (1)
Where a and b are complex number, which denote the corresponding state ap-
pearance probability, following below constraint:
jaj
2+jbj
2 = 1 (2)
This probabilistic representation implies that if there is a system of m qubits, the
system can represent 2m states simultaneously. At each observation, a qubits quan-
tum state collapses to a single state as determined by its corresponding probabilities.
Consider i th individual in t  th generation deﬁned as an m-qubit as below:
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= 1 , j = 1;2;;m;m is the number of qubits, i.e., the string
length of the qubit individual, i = 1;2;;n;n is the number of possible solution in
population and t is generation number of the evolution.
2.1 QEA Structure
In the initialization step of QEA, [at
ij bt
ij]T of all q0
i are initialized with 1 p
2. This
implies that each qubit individual q0
i represents the linear superposition of all pos-
sible states with equal probability. The next step makes a set of binary instants; xt
i
by observing Q(t) = fqt
1;qt
2;:::;qt
ng states, where X(t) = =xt
1;xt
2;:::;xt
n= at genera-
tion t is a random instant of qubit population. Each binary instant, xt
i of length m, is
formed by selecting each bit using the probability of qubit, either jat
ijj or jbt
ijj of qt
i.
Each instant xt
i is evaluated to give some measure of its ﬁtness. The initial best solu-
tion b = maxn
i=1ff(xt
i)g is then selected and stored from among the binary instants
of X(t). Then, in ’update’ Q(t), quantum gatesU update this set of qubit individuals
Q(t) as discussed below. This process is repeated in a while loop until convergence
is achieved. The appropriate quantum gate is usually designed in accordance with
problems under consideration.
2.2 Quantum Gates Assignment
The common mutation is a random disturbance of each individual, promoting ex-
ploration while also slowing convergence. Here, the quantum bit representation can4 M. H. Tayarani, N., A. Prugel Bennett and H. Mohammadi
be simply interpreted as a biased mutation operator. Therefore, the current best indi-
vidual can be used to steer the direction of this mutation operator, which will speed
up the convergence. The evolutionary process of quantum individual is completed
through the step of ”update Q(t)”. A crossover operator, quantum rotation gate, is
described below. Speciﬁcally, a qubit individual qt
i is updated by using the rotation
gate U(q) in this algorithm. The j th qubit value of i th quantum individual in
generation t, [at
ij bt
ij]T is updated as:

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ij

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"
at 1
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#
(4)
Where Dq is rotation angle and controls the speed of convergence and deter-
mined from Table 1. Reference [14] shows that these values for Dq have better
performance.
Table 1 Lookup Table of Dq, the rotation gate. xi is the i th bit of the observed binary solution
and bi is the i th bit of the best found binary solution.
xi bi f(x)  f(b) Dq
0 0 false 0
0 0 true 0
0 1 false 0:01p
0 1 true 0
1 0 false  0:01p
1 0 true 0
1 1 false 0
1 1 true 0
3 Magnetic Update Operator
As it is seen in previous section, Q-Gate has the role of update operator in QEA
and moves the q-individuals toward better parts of the search space to represent
better possible solutions with higher probability. In each iteration, Q-Gate moves
the q-individuals to their best observed possible solutions with the certain value of
Dqi. This kind of update operator has two weaknesses. First regardless of the ﬁtness
of the best observed possible solution, the q-individuals are moved with a constant
value of Dqi, which is the same for various best observed possible solutions with
various values of ﬁtness. Second, each q-individual is affected with only one pos-
sible solution and other possible solutions have not any effect on the q-individual.
In Q-Gate update operator the only interaction among q-individuals is the local and
global migrations which are a simple copying of binary solutions. This paper pro-
posesanovelupdateoperatorforQEAinspiringfromtheattractionamongmagneticA Novel Magnetic Update Operator for Quantum Evolutionary Algorithms 5
particles. Recently we proposed a novel optimization algorithm called Magnetic
Optimization Algorithm [14]. In MOA the possible solutions are some magnetic
particles attracting each other. Each magnetic particle applies a force to its neigh-
bors, and the amplitude of force is determined by the ﬁtness of the particles and
the distance the particles have. Here we propose a similar update operator for QEA.
In the proposed update operator, the q-individuals are attracted toward all of their
binary solution neighbors. In the proposed update operator even the inferior binary
solutions attract the q-individuals and have effect on searching process. The pseudo
code of the proposed update operator is as follows:
Procedure Basic MQEA
begin
t = 0
1.initialize Q0
2.while not termination condition do
begin
t =t +1
3. make Xt by observing the states of Qt 1
4. evaluate the particles in Xt and store their performance in magnetic ﬁelds Bt
5. normalize Bt according to 6
6. evaluate the mass Mt for all particles according to 7
7. for all q-individuals qt
ij in Qt do
begin
8. Fij=0
9. ﬁnd Nij
10. for all xt
uv in Nij do
11. Fij;k = Fij;k +
(xt
uv;k (bt
ij;k)2)Bt
uv
D(xt
ij;xt
uv)
end
12. for all q-individuals qt
ij in Qt do
begin
13. vt+1
ij;k =
Fij;k
hMij
14. qt+1
ij;k = qt
ij;k +vt+1
ij;k
end
end
end
The description of the proposed algorithm is as follows: Step 1. This paper uses
a cellular structure for population. In the initialization step, the quantum-individuals
q0
ij are located in a lattice-like population. Then [a0
ij;k b0
ij;k]T of all q0
ij are initialized
with 1=
p
2, where i; j = 1;2;;S is the location of the q-individuals in the lattice,
k = 1;2;:::;m, and m is the number of qubits in the individuals. This implies that
each qubit individual q0
ij represents the linear superposition of all possible states
with equal probability.6 M. H. Tayarani, N., A. Prugel Bennett and H. Mohammadi
Step 3. This step makes a set of binary instants Xt = fxt
ijji; j = 1;2;:::;Sg at
generation t by observing Qt 1 = fxt 1
ij ji; j = 1;2;:::;Sg states, where Xt at gen-
eration t is a random instant of qubit population and S is the size of lattice. Each
binary instant, xt
ij of length m, is formed by selecting each bit using the probability
of qubit, either jat 1
ij;k j2 or jbt 1
ij;k j2 of qt 1
ij . Observing the binary bit xt
ij;k from qubit
[at
ij;k bt
ij;k]T performs as:
xt
ij;k =
(
0 if R(0;1) < jat
ij;kj2
1 otherwise
(5)
Where R(:;:) is a uniform random number generator.
Step 4. Each binary instant xt
ij is evaluated to give some measure of its objective.
In this step, the ﬁtness of all binary solutions of X0 are evaluated and stored in Bt.
Step 5. Next the normalization is performed on Bt. The normalization is per-
formed as:
Bij =
Bij  Min
Max Min
(6)
Where: Min = minimumS
i;j=1(Bt
ij); Max = maximumS
i;j=1(Bt
ij)
The magnetic ﬁeld of each particle is normalized in the range of [0-1]. This is
because the ﬁtness values of possible solutions are problem dependent. The range
of the ﬁtness of the possible solutions can be in any range, since the amount of the
magnetic ﬁeld controls the movement of the particles, we normalize the amount of
magnetic ﬁeld.
Step 6. In this step the mass of all particles is calculated and stored in Mt:
Mt
ij = 1+Bt
ij (7)
Step 7. In this step in the ”for” loop, the resultant force of all forces on each
particle is calculated.
Step 8. At ﬁrst the resultant force Fij to particle xt
ij is initialized to zero.
Step 9. In the lattice-like structure of QEA population, each particle interacts
only with its neighbors i.e. each particle applies its force only to its neighbors. In
this step the neighbors of xt
ij are considered. The set of neighbors for particle xij can
be deﬁned as Nij = fxi0 j;xij0;xi”j;xij”g Where:
i0 =
(
i 1 i 6= 1
S i = 1
; j0 =
(
j 1 j 6= 1
S j = 1
;i”=
(
i+1 i 6= S
1 i = S
; j”=
(
j+1 j 6= S
1 j = S
Step 10. In this step, the applied force to particle xt
ij by its neighbor’s xt
uv 8xt
uv 2
Nij is calculated.
Step 11. The force which is applied by xt
uv to xt
ij relates to the distance between
two particles and the magnetic ﬁeld of xt
uv and is calculated as:
Fij;k =

xt
uv;k  (bt
ij;k)2

Bt
uv
D(xt
ij;xt
uv)
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Here Fij shows the force applied to q-individual qt
ij. The part ”xt
uv;k  (bt
ij;k)2”
shows the direction which the q-individual moves and (bt
ij;k)2 is the probability
of qt
ij representing state ”1”. Where D(:;:) is the distance between each pair of
neighboring particles and is calculated as:
D(xt
ij) =
1
m
m
å
k=1
 
xt
ij;k  xt
uv;k
 
 (9)
Where xt
ij and xt
uv are (i; j) th and (u;v) th binary solutions of the population
initerationt respectivelyandxt
ij;k isthek thdimensionof(i; j) thbinarysolution
in iteration t. This step is the main step in the proposed algorithm.
Steps 12, 13, 14. In these steps the location of q-individuals are updated. Here h
is the movement coefﬁcient which controls the speed of movement.
The proposed update operator has two advantages. First according to 8 the ob-
served binary solutions with higher ﬁtness have bigger magnetic ﬁeld B and apply
more force to the q-individual, therefore the better binary solutions have more at-
traction force. Here unlike Q-Gate the movement of q-individuals is not constant
throughout the search process and varies for various q-individuals and even vari-
ous dimensions. Second in the proposed update operator even the inferior binary
solutions have effect on the q-individuals but with smaller amplitude. Accordingly
the interaction among possible solutions is much more than Q-Gate and the inferior
binary solutions participate in the search process. It helps the algorithm escaping
from local optima and if the inferior binary solutions are near an optimum, helps the
q-individuals to ﬁnd the optimum.
3.1 Parameter tuning
As it is seen in step 13 of MQEA, the proposed algorithm has a parameter of h.
This section tries to ﬁnd the best parameter for the proposed update operator for
several benchmark functions. The size of population for all the experiments is set
to 25, and the parameter is set to h=(1,2,3,4,5,10,15,20,25,30,35,40,45,50). Figure
1 shows the parameter setting for the proposed algorithm on Knapsack problem
and Generalized Schwefel’s Function 2.26. The results are averaged over 30 runs.
According to Figure 1, the best parameter for Knapsack problem repair type 1,
the best parameter is h=5, the best parameter for Knapsack penalty type 2 is h=20
and the best parameter for Generalized Schwefel is 10. This paper ﬁnds the best
parameter for the proposed update operator for several benchmark functions and the
results are summarized in Table 2. As it is clear in Table 2, for all the numerical
function problems the best parameter for the proposed update operator is 10.8 M. H. Tayarani, N., A. Prugel Bennett and H. Mohammadi
Table 2 Best parameter for the proposed Update operator. The results are averaged over 30 runs
Problem h Problem h Problem h Problem h
Kpck Rep 1 5 Kpck Rep 2 35 Kpck Pen 1 5 Kpck Pen 2 20
Trap 2 Schwefel [16] 10 Rastrigin [16] 10 Ackley [16] 10
Griawank [16] 10 Penalized1 [16] 10 Penalized2 [16] 10 Kennedy [15] 10
Michalewicz [15] 10 Goldberg [15] 10 Sphere [16] 10 Rosenbrock [15] 10
Schwefel 2.21 [16] 10 Dejong [15] 10 Schwefel 2.22 [16] 10
4 Experimental Results
The proposed algorithm is compared with the original version of QEA to show the
improvement on QEA. The best parameters as found in previous sections are used
in order to provide fair comparison between the proposed algorithm and the original
version of QEA. The parameters of QEA is set to the best parameters found in [1].
The experimental results are performed on Knapsack problem Penalty type 1 and 2,
Knapsack problem Repair types 1 and 2 (see Appendix), Trap problem and fourteen
numerical function optimization problems, for the dimension of 100 and 250. The
population size of all algorithms for all of the experiments is set to 25; termination
condition is set for a maximum of 2000 iterations for Knapsack and Trap problems
and 5000 iterations for the fourteen numerical functions. The parameter of QEA is
set to Table 1. The parameter of the proposed update operator is set to the values
found in previous section. Due to statistical nature of the optimization algorithms,
all results are averaged over 30 runs.
Table 3 shows the experimental results on the proposed magnetic optimization
update operator and Q-Gate update operator. According to Table 3, the proposed
update operator improves the performance of QEA signiﬁcantly, and in all the ex-
perimental results, the proposed algorithm reaches better results. Additionally, the
standard deviation of the best reached results over 30 runs in the proposed update
operator is much smaller than Q-Gate. The small STD shows better performance for
the proposed algorithm.
Fig. 1 The effect of the parameter h on the performance of the proposed algorithm on Generalized
Schwefel’s Function 2.26, Knapsack problem Penalty Type 2 and Trap problem.A Novel Magnetic Update Operator for Quantum Evolutionary Algorithms 9
Table 3 Experimental results on Knapsack problem, Trap Problem and fourteen numerical func-
tion optimization problems. The number of runs is 30. Mean and STD represent the mean of best
answers and standard deviation of best answers for 30 runs respectively. m is the dimension of
problem. The bold results are the best ones.
m=100 m=250
Q-Gate Magnetic Q-Gate Magnetic
Problem Mean STD Mean STD Mean STD Mean STD
Kpck Rep 1 373.73 4.79 387.04 0.90 907.53 18.37 1008.50 3.11
Kpck Rep 2 438.44 6.77 456.32 0.02 887.43 16.27 991.73 1.46
Kpck Pen 1 373.73 4.79 387.04 0.90 966.76 20.96 1086.27 4.15
Kpck Pen 2 434.97 7.20 456.29 0.05 930.56 18.26 1046.00 0.59
Trap 71.50 4.65 80.33 1.18 156.67 8.15 196.90 3.13
Schwefel 4.2 104 5558 7.6 104 1304 7.9 104 14101 1.8 105 2207
Rastrigin -1677 259 -252 35 -5858.41 720.78 -848.38 75.77
Ackley -17.91 0.12 -5.72 1.75 -18.21 0.13 -11.86 0.81
Griewank -32.18 5.79 -0.07 0.16 -127.65 23.17 -1.67 0.40
Penalized 1 -1.3 105 2.4 104 -33.45 288.06 -5.1 105 1.0 105 -1864 1179
Penalized 2 -3.0 104 7014 -107.60 69.05 -1.1 105 2.4 104 -1415 566
Michalewicz 32.99 6.33 80.97 1.372 51.79 15.07 190.24 2.86
Goldberg 46.40 3.76 89.01 1.07 93.77 12.14 212.65 2.04
Sphere Model -3.3 105 8.1 104 -1435 1176 -1.4 106 2.2 105 -1.8 104 4631
Schwefel 2.22 -4.10 0.61 -0.05 0.01 -5.73 0.54 -0.19 0.02
Schwefel 2.21 -172.70 6.15 -124.64 11.57 -189.44 2.14 -161.94 4.91
Dejong -2.2 107 8.3 106 -92603 48854 -2.6 108 7.3 107 -2.2 106 7.7 105
Rosenbrock -7.7 104 2.0 104 -2460 1311 -3.6 105 9.9 104 -1.2 104 3488
Kennedy -1.26 0.83 -0.0003 0.0003 -18.17 7.61 -0.003 0.002
5 Conclusion
This paper proposes a novel alternative for Q-Gate update operator. In the proposed
update operator the q-individuals are some magnetic particles being attracted to
binary solutions based on their ﬁtness. In comparison with Q-Gate the proposed
update operator has two advantages. First the movement of q-individuals is not con-
stant throughout the search process and varies for various q-individuals and even
various dimensions. Second in the proposed update operator even the inferior binary
solutions have effect on the q-individuals but with smaller amplitude. Accordingly
the interaction among possible solutions is much more than Q-Gate and the infe-
rior binary solutions participate in the search process. The proposed algorithm has
a parameter; this paper has also investigated the effect of the parameter for several
benchmark functions. The proposed update operator is tested on several benchmark
functions, and experimental results shows better performance for the proposed op-
erator than Q-Gate. In our future works we will focus on some operators to improve
the performance of the proposed algorithm and apply the proposed algorithm on
some real problems.10 M. H. Tayarani, N., A. Prugel Bennett and H. Mohammadi
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