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Abstract
In this paper we considerA-Fredholm and semi-A-Fredholm operators on Hilbert
C∗-modules over aW ∗-algebra A defined in [2],[7]. Using the assumption that A is
a W ∗-algebra (and not an arbitrary C∗-algebra) we obtain several special proper-
ties such as that a product of two upper (or lower) semi-A-Fredholm operators with
closed image also has closed image, such as a generalization of Schechter-Lebow
characterization of semi-Fredholm operators and a generalization of ”punctured
neighbourhood” theorem, as well as some other results that generalize their clas-
sical counterparts.
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1 Introduction
Fredholm theory on Hilbert C∗-modules as a generalization of Fredholm theory on
Hilbert spaces was started by Mishchenko and Fomenko in [7]. They have elaborated
the notion of a Fredholm operator on the standard module HA and proved the gener-
alization of the Atkinson theorem.In [2] we went further in this direction and defined
semi-Fredholm operators on Hilbert C∗-modules. We proved then several properties
of these generalized semi Fredholm operators on Hilbert C∗-modules as an analogue
or generalization of the well-known properties of classical semi-Fredholm operators on
Hilbert and Banach spaces. Several special properties of A-Fredholm operators in the
case of W ∗-algebra were described in [8, Section 3.6]. The idea in this paper was to go
further in this direction and establish more special properties A-Fredholm operators
defined in [7] and of semi−A-Fredholm operator defined in [2], in the case when A is
a W ∗-algebra, the properties that are closer related to the properties of the classical
semi-Fredholm operators on Hilbert spaces than in the general case, when A is an ar-
bitrary C∗-algebra. Here is the list of our main results. In Proposition 3.5 we show
that the product of upper semi-A-Fredholm operators with closed images is also an
upper semi-A-Fredholm operator with closed image. The same fact can be obtained
for lower semi-A-Fredholm operators by passing to the adjointis. Hence Proposition
3.5 generalizes the first part of the classical index theorem, [12, Theorem 1.2.4]. Propo-
sition 3.6 generalizes the part of the index theorem which states that if F,D are Fred-
holm operators on a Hilbert spaces H, then dimkerFD ≤ dimkerF + dimkerD and
dim ImFD⊥ ≤ dim ImF⊥ + dim ImD⊥.
Corollary 3.2 is a generalization of [12, Theorem 1.5.7], originally given in [10]. Theo-
rem 3.3, and Corollary 3.4 are analogue of Schechter’s and Lebow’s characterization of
semi-Fredhnolm operators [12, Theorem 1.4.4] and [12, Theorem 1.4.5] originally given
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in [6], [9], Theorem 3.15 is a generalization of the classical ”punctured neighbourhood
theorem” [12, Theorem 1.7.7] originally given in [4]. Compared to the classical ver-
sion on Hilbert spaces, our generalization (Theorem 3.15) needs additional assumption
on the operator F ∈ MΦ(M), denoted by (*). It turns out that in the case of ordi-
nary Hilbert spaces, (*) is automatically satisfied for any Fredhnolm operator, so in
the case of ordinary Hilbert spaces, Theorem 3.14 reduces to the classical ”punctured
neighbourhood” theorem. However, in Example 3.14, we give an example of a Hilbert
C∗-module over a W ∗-algebra A which is not a Hilbert space and where the condition
(*) is satisfied for all A-Fredholm operators as long as they have closed image.
In several results in this paper we consider semi-A-Fredholm operators with closed im-
age. Ordinary semi-Fredholm operators on Hilbert spaces have always closed image,
however in our generalizations to modules we need sometimes to provide this additional
assumption in order to obtain an analogue of the classical results.
Important tools for proving most of the results in this paper are [8, Corollary 3.6.4],[8,
Corollary 3.6.7], [8, Proposition 3.6.8] originally given in [1],[3],[5] and these results
assume that A is aW ∗-algebra. That’s why we deal here only with Hilbert C∗-modules
over W ∗-algebras.
2 Preliminaries
Throughout this paper we let A be a W ∗-algebra, HA be the standard Hilbert C
∗-
module over A and we let Ba(HA) denote the set of all bounded , adjointable operators
on HA. Similarly, if M is an arbitrary Hilbert C
∗-module, we let Ba(M) denote the
set of all bounded, adjojntable operators on M . According to [8, Definition 1.4.1], we
say that a Hilbert C∗-module M over A is finitely generated if there exists a finite set
{xi} ⊆M such that M equals the linear span (over C and A) of this set.
The notation ⊕˜ denotes the direct sum of modules without orthogonality, as given in [8].
Definition 2.1. [2, Definition 2.1] Let F ∈ Ba(HA). We say that F is an upper semi-
A-Fredholm operator if there exists a decomposition
HA =M1⊕˜N1
F
−→M2⊕˜N2 = HA
with respect to which F has the matrix
[
F1 0
0 F4
]
,
where F1 is an isomorphism M1,M2, N1, N2 are closed submodules of HA and N1 is
finitely generated. Similarly, we say that F is a lower semi-A-Fredholm operator if all
the above conditions hold except that in this case we assume that N2 ( and not N1 ) is
finitely generated.
Set
MΦ+(HA) = {F ∈ B
a(HA) | F is upper semi-A-Fredholm },
MΦ−(HA) = {F ∈ B
a(HA) | F is lower semi-A-Fredholm },
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MΦ(HA) = {F ∈ B
a(HA) | F is A-Fredholm operator on HA}.
Remark 2.2. [2] Notice that ifM,N are two arbitrary Hilbert modules C∗-modules, the
definition above could be generalized to the classes MΦ+(M,N) and MΦ−(M,N).
Recall that by [8, Definition 2.7.8], originally given in [7], when F ∈ MΦ(HA) and
HA =M1⊕˜N1
F
−→M2⊕˜N2 = HA
is anMΦ decomposition for F, then the index of F takes values in K(A) and is defined
by index F = [N1]−[N2] ∈ K(A) where [N1] and [N2] denote the isomorphism classes of
N1 and N2 respectively. By [8, Definition 2.7.9], the index is well defined. As regards
the K-group K(A), it is worth mentioning that it is not true in general that [M ] = [N ]
implies that M ∼= N for two finitely generated submodules M,N of HA. If [N ] = [M ]
implies that N ∼= M for any two finitely generated, closed submodules M,N of HA,
then K(A) is said to satisfy ”the cancellation property”, see [11, Section 6.2].
3 Semi-Fredholm operators over W ∗-algebras
We start with the following proposition.
Proposition 3.1. Let F ∈MΦ+(HA). Then there exists a decomposition.
HA =M0⊕˜M
′
1⊕˜ kerF
F
−→ N0⊕˜N
′
1⊕˜N
′
1
′
= HA
w.r.t. which F has the matrix 
 F0 0 00 F1 0
0 0 0


where F0 is an isomorphism, M
′
1 and kerF are finitely generated. Moreover M
′
1
∼= N ′1
Proof. Follows by the same arguments as in the proof of [8, Proposition 3.6.8].
Corollary 3.2. 1.) If F ∈ MΦ+(HA) \MΦ(HA), then there exist ǫ > 0 such that if
D ∈ Ba(HA) and ‖ D ‖< ǫ, then (F +D) is inMΦ+(HA)\MΦ(HA) and Im(F +D)
⊥
is not finitely generated.
2.) If F ∈ MΦ−(HA) \ MΦ(HA), then there exists ǫ > 0 such that if D ∈ B
a(HA),
and ‖ D ‖< ǫ, then (F +D) ∈ MΦ−(HA) \MΦ(HA) and ker(F +D) is not finitely
generated.
Proof. It was shown in [2, Theorem 4.1] that there exists an ǫ > 0 such that
(F +D) ∈ MΦ+(HA) \MΦ(HA),
whenever ‖ D ‖< ǫ.
Now, since
(F +D) ∈ MΦ+(HA) \MΦ(HA),
by Proposition 3.1 there exists a decomposition
HA =M1⊕˜(N
′
1 ⊕ ker(F +D)
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↓ F +D
HA =M2 ⊕ (F +D)(N ′1)⊕ Im(F +D)
⊥
w.r.t. which (F +D) has the matrix
 (F +D)1 0 00 (F +D)4 0
0 0 0

 ,
where (F +D)1 is an isomorphism and N
′
1 ⊕ ker(F +D) is finitely generated, but
(F +D)(N ′1)⊕ Im(F +D)
⊥
is not finitely generated, as (F + D) /∈ MΦ(HA). Now, since by Proposition 3.1
(F +D)(N ′1)
∼= N ′1 and N
′
1 is finitely generated being direct summand in a finitely
generated submodule N ′1 ⊕ ker(F +D), it follows that Im(F +D)
⊥ can not be finitely
generated, as
(F +D)(N ′1)⊕ Im(F +D)
⊥
is not finitely generated. 2) This can be proved by passing to the adjoints and using
[2, Corollary 2.11].
Theorem 3.3. Let F ∈ Ba(HA). Then F ∈ MΦ+(HA) if and only if ker(F − K) is
finitely generated for all K ∈ K(HA)
Proof. If F /∈ MΦ+(HA), choose a sequence {xk} ⊆ HA and an increasing sequence
{nk} ⊆ N s.t.
xk ∈ Lnk \ Lnk−1 for all k ∈ N, ‖ xk ‖≤ 1 for all k ∈ N
and
‖ Fxk ‖≤ 2
1−2k for all k ∈ N.
By [2, Lemma 3.2] such sequence exists. Set
Knx =
n∑
k=1
〈xk, x〉Fxk for x ∈ HA.
Then Kn ∈ K(HA), for all n. For n > m, we have
‖ (Kn −Km)x ‖≤
n∑
k=m+1
‖ xk ‖‖ x ‖‖ Fxk ‖≤‖ x ‖
n∑
k=m+1
21−2(k+1),
so Kn −Km vanishes as n,m −→∞.
Let K ∈ K(HA) be the limit of K
′
ns in the operator norm. Clearly, then
Kx =
∞∑
k=1
〈xk, x〉Fxk , ∀x ∈ HA.
Observe next that by the construction of the sequence {xk},
〈xj , xk〉 = δj,k , ∀j, k as xk = Lnk \ Lnk−1 , ∀k
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and the sequence {nn}k ⊆ N is increasing. Thus {xk} ⊆ ker(F−K). Now, if ker(F−K)
was finitely generated, then by [8, Lemma 2.3.7] ker(F − K) would be an orthogonal
direct summand in HA. Hence, by the proof of theorem [8, Theorem 2.7.5], there exists
an n ∈ N such that pn|ker(F−K) is an isomorphism from ker(F − K) onto some direct
summand in Ln (where pn is the orthogonal projection onto Ln along L
⊥
n ). In particular
pn|ker(F−K) is injective. However since, the sequence {nk}k is increasing, we can find
an nk0 such that nk ≥ n for all k ≥ k0. Now, by construction, xk ∈ Lnk \ Lnk−1 for
all k, so xk ∈ L
⊥
n for all k ≥ k0, as nk > n for all k > k0. Consequently pn(xk) = 0
for all k ≥ k0. As {xk}k≥k0 ⊆ ker(F − K), we get that pn is not injective, which is a
contradiction. Thus we must have that ker(F −K) is not finitely generated. On the
other hand, if F ∈ MΦ+(HA), then
(F +K) ∈ MΦ+(HA) , ∀K ∈ K(HA).
Now, as A is a W ∗-algebra by assumption, then ker(F −K) must be finitely generated
for all K ∈ K(HA), as
(F −K) ∈ MΦ+(HA) for all K ∈ K(HA),
which holds by the same arguments as in the proof of [8, Lemma 2.7.13]. This follows
from the Proposition 3.1.
Corollary 3.4. Let A be a W ∗-algebra and F ∈ Ba(HA). Then F ∈ MΦ−(HA) if and
only if Im(F −K)⊥ is finitely generated for all K ∈ K(HA).
Proof. Suppose that F /∈ MΦ−(HA). By [2, Corollary 2.11], then F
∗ /∈ MΦ+(HA).
Hence there exists some K∗ ∈ K(HA) such that ker(F
∗−K∗) is not finitely generated.
But ker(F ∗ −K∗) = Im(F −K)⊥. On the other hand, if F ∈ MΦ−(HA), then by
[2, Corolary 2.11] F ∗ ∈ MΦ+(HA). Hence, by the Theorem 3.3 ker(F
∗−K∗) is finitely
generated for all K∗ ∈ K(HA), so Im(F −K)
⊥ is finitely generated for all
K ∈ K(HA).
The operator in MΦ+ with closed image have some special properties and we are
going to investigate them here.
Proposition 3.5. Let F,D ∈ MΦ+(HA) have closed images. Then DF ∈MΦ+(HA)
and Im(DF ) is closed.
Proof. We already know from [2, Corollary 2.4] that DF ∈ MΦ+(HA). Now, since
F,D have closed images, by [8, Theorem 2.3.3], there are decompositions
HA = M˜0⊕˜ kerF
F
−→ ImF ⊕˜ImF⊥ = HA
and
HA =M
′
0⊕˜ kerD
D
−→ ImD⊕˜ImD⊥ = HA
w.r.t. which F,D have matrices
[
F0 0
0 0
]
,
[
D0 0
0 0
]
, where F0,D0 are isomor-
phisms. We wish to argue why kerD∩ ImF is finitely generated. Here we are going to
use that A is a W ∗ algebra. We have that kerD ∩ ImF is the kernel of the orthogonal
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projection onto in ImF⊥ (along ImF) restricted to kerD. Since kerD is self-dual, being
finitely generated by [8, Corollary 3.6.4], kerD ∩ ImF is a direct summand in kerD,
hence finitely generated as kerD itself is finitely generated. (Indeed, we can apply
[8, Corollary 3.6.4] although ImF⊥ is not necessarily self-dual, because ImF⊥ can al-
ways be isometrically imbedded into (ImF⊥)′ which is self-dual.)
Since kerD ∩ ImF is finitely generated, by [8, Lemma 2.3.7],
ImF = (kerD ∩ ImF )⊕˜M,
kerD = (kerD ∩ ImF )⊕˜M ′
for some closed submodules M,M ′.
Now, consider PImF⊥|
M′
M ′ :−→ ImF⊥ where PImF⊥ denotes the projection onto
ImF⊥ along ImF. PImF⊥|
M′
is injective, so M ′ is isomorphic to a direct summand in
ImF⊥ by [8, Corollary 3.6.7]. Thus we have ImF⊥ = M ′′⊕˜N ′′, where M ′
′ ∼= M ′ and
N ′
′
is a closed submodule of ImF⊥.
Since M ′ is finitely generated, M ′′ is also finitely generated, hence by [8, Lemma 2.3.7]
we may assume that ImF⊥ =M ′′ ⊕N ′′
Let S be the isomorphism from M ′′ onto M ′. Since M ′′ is finitely generated, it is self-
dual, hence S is adjointable.
Consider the map T : HA → HA given by
T = PImF + PN ′′ + JM ′SPM ′′
where PImF , PM ′′ , PN ′′ are the orthogonal projections onto ImF,M
′′ and N ′′ respec-
tively. SinceM ′ is (by construction) orthogonally complementable in HA, the inclusion
JM ′ :M
′ −→ HA is adjointable. Now, since
T = PImF + PN ′′ + JM ′SPM ′′ ,
it is adjointable, being a sum of composition of adjointable maps. Moreover, ImT =
(ImF ⊕ N ′′) +M ′. We wish to show that M ′ ∩N ′′ = {0}. Since PImF⊥
|
M′
is injective,
applying [8, Proposition 3.6.6] to this map, we obtain thatM ′ ∼=M ′′ = PImF⊥
|
M′
(M ′)⊥⊥.
In particular, PImF⊥(M
′) ⊆M ′′. Now, if x ∈M ′∩N ′′, then x ∈ ImF⊥, asN ′′ ⊆ ImF⊥.
Hence, PImF⊥(x) = x, so x ∈ PImF⊥(M
′) ⊆ M ′′. Thus x ∈ M ′′ ∩ N ′′ = {0}, so
x = 0. Hence M ′ ∩ N ′′ = {0}, so ImT = ImF ⊕˜N ′′⊕˜M ′. By [8, Theorem 2.3.3],
ImT = ImF ⊕N ′′⊕˜M ′ is orthogonally complementable in HA, so
HA = ImF ⊕˜N
′′⊕˜M ′⊕˜R
for some closed submodule R.
Then, since ImF = (kerD ∩ ImF )⊕M and kerD = (kerD ∩ ImF )⊕M ′, we have
HA = kerD⊕˜M⊕˜N
′′⊕˜R.
Consequently,
P(kerD)⊥|M⊕˜N′′⊕˜R
is an isomorphism, so P(kerD)⊥(M) is closed. Next, observe that ImDF = D(M) =
DPkerD⊥(M). Since P(kerD)⊥(M) is a closed submodule of kerD
⊥ and D|
kerD⊥
is an
isomorphism, it follows that D(M) = DPkerD⊥(M) is closed.
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Next we introduce the following notation: For two closed submodules N1, N2 of M
we write N1  N2 when N1 is isomorphic to a closed submodule of N2.
Proposition 3.6. Let F,D ∈ MΦ+(HA) have closed images and suppose that A sat-
isfies the cancellation property. Then
Im(DF )⊥  (ImF⊥ ⊕ ImD⊥),
kerDF  (kerD ⊕ kerF ).
Proof. In the proof of the Proposition 3.5, we deduced that
HA = kerD⊕˜M⊕˜N
′′⊕˜R = ImF ⊕˜M ′⊕˜N ′
′
⊕˜R
where
ImF = (kerD ∩ ImF )⊕M,
kerD = (kerD ∩ ImF )⊕M ′.
Therefore ImDF = D(M) and D(M) ∼=M, as D|M is an isomorphism. Hence
HA = ImD ⊕ ImD
⊥ = (D(M)⊕˜D(N ′
′
)⊕˜D(R)) ⊕ ImD⊥
= (ImDF ⊕˜D(N ′
′
)⊕˜D(R))⊕ ImD⊥
Notice that since
(M⊕˜N ′
′
⊕˜R) ∼= (kerD)⊥
via P(kerD)⊥ |
(M⊕˜N′′⊕˜R)
and D(kerD)⊥ is an isomorphism, one can easily deduce that
D|
(M⊕˜N′′⊕˜R)
is an isomorphism.
Therefore
D(M⊕˜N ′
′
⊕˜R) = D(M)⊕˜D(N ′
′
)⊕˜D(R))
and D(M) ∼=M, D(N ′
′) ∼= N ′
′, D(R) ∼= R. Next, ImF⊥ ∼=M ′⊕˜N ′
′⊕˜R since
HA = ImF ⊕˜M
′⊕˜N ′′⊕˜R. So
(ImDF ⊕˜D(N ′
′
)⊕˜D(R))⊕ ImD⊥
gives
ImDF⊥ ∼= (D(N ′
′
)⊕˜D(R))⊕˜ImD⊥
thus [ImDF⊥] = [N ′′]+[R]+[ImD⊥]. On the other hand [ImF⊥] = [M ′]+[N ′′]+[R].
Since A satisfies the cancelation property by assumption, we get
ImDF⊥ ∼= (N ′
′
⊕R⊕ ImD⊥)
and similarly
ImF⊥ ∼= (N ′
′
⊕R⊕M ′),
so
(ImF⊥ ⊕ ImD⊥) ∼= (N ′
′
⊕R⊕M ′ ⊕ ImD⊥).
Since
(N ′
′
⊕R⊕ ImD⊥) ∼= (N ′
′
⊕R⊕ {0} ⊕ ImD⊥)
which is a closed submodule of (N ′′ ⊕R⊕M ′ ⊕ ImD⊥), it follows that in
ImDF⊥  ImF⊥⊕ ImD⊥. In order to deduce that kerDF  (kerD⊕kerF ), one can
proceed in exactly the same way as in the proof of [12, Theorem 1.2.4] to obtain that
kerDF = kerF ⊕˜W where W ∼= (kerD ∩ ImF ). The rest follows.
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Remark 3.7. Note that it follows from the Proposition 3.5 that if A is a W ∗- algebra,
then the set of all operators in MΦ+(HA) with closed images is actually a semigroup
under multiplication.
Remark 3.8. Regarding Proposition 3.5 and 3.6, by passing to the adjoints and using
that ImF is closed iff ImF ∗ is closed (by the proof [8, Theorem 2.3.3]), as well as the
fact that kerF = ImF ∗⊥, kerF ∗ = ImF⊥ together with [2, Corollary 2.11], one can
obtain the similar statements for operators in MΦ−.
Remark 3.9. By Sakai’s theorem, since A is aW ∗ algebra, A is a dual space of a certain
Banach space, hence A can also be equipped with the w∗-topology. Consequently AN
can be equipped with the product w∗-topology. Since HA ⊆ A
N,HA has a subspace
topology inherited from the product w∗ -topology on AN.
The next lemma is motivated by the well known result [12, Theorem 1.2.3] in the
classical semi-Fredholm theory on Hilbert spaces which states that if H is a Hilbert
space and F ∈ B(H), then F ∈ Φ+(H) if and only if for every bounded sequence {xn}
in H which does not have a convergent subsequence, {Fxn} does not have a convergent
subsequence.
Lemma 3.10. Let F ∈ Ba(HA) and suppose that ImF is closed, let {xn} be a sequence
in HA s.t. {Pker Fxn} is a bounded sequence in HA. If {xn} does not have a conver-
gent subsequence in the product w∗-topology, then {Fxn} does not have a convergent
subsequence in the norm topology of HA.
Proof. Notice first that since ImF is closed , then kerF is an orthogonal direct summ-
nand in HA by [8, Theorem 2.3.3] F|
kerF⊥
is isomorphism from kerF⊥ onto ImF. Also,
in the statement of the theorem PkerF denotes the orthogonal projection onto kerF
along kerF⊥. Therefore, F|
kerF⊥
has a bounded inverse from ImF onto kerF⊥. Now,
since HA = kerF ⊕˜ kerF
⊥, xn can be written as
xn = un + vn, un ∈ kerF, vn ∈ kerF
⊥∀n.
Suppose that {Fxn} has a convergent subsequence {Fxnk}k. Then
(F|
(kerF )⊥
)−1Fxnk = vnk
is a convergent subsequence, hence it is convergent in the product w∗- topology (since
the sequence
{vnk}k coordinatevise is convergent in the norm of A, hence in the w
∗- topology of A).
By assumption of the theorem, {PkerFxnk} is bounded, hence since PkerFxnk = unk
we get that {unk} ⊆ (B
∗
N (0))
N where B
∗
N (0) is the closed ball with center in 0 and
radius N in A and N is chosen such that ‖ unk ‖≤ N, for all k. By Alaoglu theorem,
B
∗
N (0) compact, hence by Tychonoff theorem, (B
∗
N (0))
N is compact in the product
w∗-topology.
Therefore, {unk} has a convergent subsequence in the product w
∗-topology , say {unkj }.
Hence xnkj = unkj + vnkj is a convergent subseqence in the product w
∗ topology, which
is not possible.
Remark 3.11. Observe that in Lemma 3.10 we do not assume that F ∈ MΦ+(HA),
but only that ImF is closed. However, we have only implication in this lemma and not
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the equivalence. The key argument in proving [12, Theorem 1.2.3] is that the unit ball
in the finite dimensional space is compact. In our generalized situation we do not have
this tool at disposition, however we have Alaoglu’s theorem as a counterpart.
Lemma 3.12. Let F ∈ MΦ(M) s.t. ImF is closed, where M is a Hilbert W ∗-module.
Then there exists ǫ > 0 such that for every D ∈ Ba(M) with ‖ D ‖< ǫ we have
ker(F +D)  kerF , Im(F +D)⊥  ImF⊥.
Proof. Since F ∈MΦ(M) has closed image, w.r.t the decomposition
M = kerF⊥⊕˜ kerF
F
−→ ImF ⊕˜ImF⊥ =M
has the matrix [
F1 0
0 0
]
where F1 is an isomorphism by [8, Theorem 2.3.3] . By the proof of [8, Lemma 2.7.10],
there exists an ǫ > 0 such that if ‖ F − D˜ ‖< ǫ for some D˜ ∈ Ba(M), then D˜ has the
matrix [
D˜1 0
0 D˜4
]
w.r.t. the decomposition
M = U1(kerF
⊥)⊕˜U1(kerF )
D˜
−→ U−12 (ImF )⊕˜U
−1
2 (ImF
⊥) =M
where U1, U2 and D˜1 are isomorphisms. It follows then that
ker D˜ ⊆ U1(kerF ) ∼= kerF.
Set D = D˜ − F, then D˜ = F + D. Hence ker(F + D)  kerF. Observe now that
U−12 (ImF ) ⊆ ImD˜. Hence
ImD˜⊥ ∩ U−12 (ImF ) = {0},
so PU−12 (ImF⊥)|
ImD˜⊥
is injective, where PU−12 (ImF⊥)
denotes the projection onto
U−12 (ImF
⊥) along U−12 (ImF ). Since D˜ ∈ MΦ(M), ImD˜
⊥ is finitely generated, hence
self-dual. By [8, Corollary 3.6.7], it follows then that ImD˜⊥ is isomorphic to a direct
summand in U−12 (ImF
⊥). Since U−12 (ImF
⊥) ∼= ImF⊥, it follows that ImD˜⊥ 4 ImF⊥.
Definition 3.13. Let M be a countably generated Hilbert W ∗- module. For
F ∈ MΦ(M), we say that F satisfies the condition (*) if the following holds:
1) ImF is closed
2) F (
∞⋂
n=1
Im(Fn)) =
∞⋂
n=1
Im(Fn)
Observe note that if F ∈ MΦ(M) and ImF is closed, then by Proposition 3.5 Im(Fn)
is closed for all n. Hence
∞⋂
n=1
Im(Fn) is closed. If we have a sequence of decreasing
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complementable submodules N ′ks, then their intersection in general (for C
∗-algebras)
is not complementable, but it is complementable for W ∗-algebras. This is true due to
the possibility to define a w∗-(or weak) direct sum of submodules, as opposed to the
standard l2 construction. Let Nk−1 = Nk ⊕ Lk. Then we can define w
∗ −⊕kLk as the
set of sequences (xk), xk ∈ Lk, such that the sum
∞∑
k=1
〈xk, xk〉 is convegent in A with
respect to the *-strong topology, as opposed to the norm topology. Then it is easy to
see that N0 =
∞⋂
k=1
Nk ⊕ (w
∗ −⊕kLk).
Note that if M is an ordinary Hilbert space, then (*) is always satisfied for any
F ∈ MΦ(M) by [12, Theorem 1.1.9]. There are also other examples of Hilbert W ∗-
modules where the condition (*) is automatically satisfied for an A-Fredholm operator
F as long as F has closed image.
Example 3.14. Let A be a commutative von Neumann algebra with a cyclic vec-
tor, that is A ∼= L∞(X,µ) where X is a compact topological space and u is a Borel
probability measure and consider A as a Hilbert module over itself. If F is an A-
linear operator on A, it is easily seen that Im(F k) = SpanA{(F (1))
k} for all k. Let
S = (F (1)−1({0}))c. Then one can show that ImF = ImF k = SpanA{χS} for all k if
we assume that F (1) is bounded away from 0 on S, hence invertible on S. But if F is
an A-Fredholm with closed image, then this is the case. Indeed,
kerF = {f ∈ A | f|S = 0 µ a.e. on S} = SpanA{χSc}, so kerF
⊥ = SpanA{χS}.
Since F is then bounded below on kerF⊥, we have
‖ F (f) ‖∞=‖ fF (1) ‖∞≥ C ‖ f ‖∞
for all f being 0 µ-almost everywhere on Sc and for some constant C > 0. But, if
µ((F (1)−1(B(0,
1
n
))) ∩ S) > 0 ∀n,
then letting
fn = χ((F (1)−1(B(0, 1
n
)))∩S),
we get ‖ fn ‖∞= 1 , for all n and
F (fn) = fnF (1) = χ((F (1)−1(B(0, 1
n
)))∩S)F (1).
It follows that F will not be hounded below on (kerF )⊥ which is a contradiction.
Observe now that
Im(F ) = Im(F k) = SpanA{χs} = (kerF )
⊥∀k,
so F (Im∞(F )) = Im∞(F ) where Im∞(F ) denotes
∞⋂
k=1
Im(F k).
Recall that for a W ∗-algebra A, G(A) denotes the set of all invertible elements in A
and Z(A) = {β ∈ A | βα = αβ for all α ∈ A}. We have then the following theorem.
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Theorem 3.15. Let F ∈ MΦ(M˜ ) where M˜ is countably generated Hilbert A-module
and suppose that F satisfies (*). Then there exists an ǫ > 0 s.t. if α ∈ Z(A) ∩ G(A)
and ‖ α ‖< ǫ, then [ker(F − αI)] + [N1] = [kerF ] and
[Im(F − αI)⊥] + [N1] = [Im(F )
⊥] for some fixed, finitely generated closed submodule
N1.
Proof. Since F ∈ MΦ(M˜ ) has closed image, then by Lemma 3.12, there exists an
ǫ1 > 0 such that if ‖ α ‖< ǫ1, α ∈ Z(A) ∩G(A), then
ker(F − αI)  kerF, Im(F − αI)⊥  ImF⊥
and by the proof of [8, Lemma 2.7.10] index(F − αI) = indexF. Now, by the same
arguments as in the proof of [12, Theorem 1.7.7], since α ∈ G(A) ∩ Z(A), we have
ker(F − αI) ⊆ Im∞(F ) :=
∞⋂
n=1
Im(Fn).
Since Im∞(F ) is orthogonally complementable in M˜, there exists orthogonal projection
PIm∞(F )⊥ onto Im
∞(F )⊥ along Im∞(F ) and
(kerF ∩ Im∞(F )) = kerPIm∞(F )⊥|kerF .
Since kerF is self dual being finitely generated, then by [8, Corollary 3.6.4],
kerF ∩ Im∞(F ) is an orthogonal direct summand in kerF, so
kerF = (kerF ∩ Im∞(F ))⊕N1
for some closed submodule N1. Therefore kerF0 = kerF ∩ M is finitely generated
being a direct summand in kerF which is finitely generated itself. Since kerF ∩M
is finitely generated, by [8, Lemma 2.3.7], kerF ∩M is orthogonally complementable
in M, so M = (kerF ∩ M) ⊕ M ′ for some closed submodule M ′. On M ′, F0 is an
isomorphism from M ′ onto M, so F0 ∈ MΦ(M) (recall that M = (kerF ∩M)⊕M
′),
and kerF0 = kerF ∩M, which is finitely generated). By Lemma 3.12 , there exists in
ǫ2 > 0 such that if ‖ α ‖< ǫ2 , α ∈ G(A) ∩ Z(A), then
ker(F0 − αI|M )  kerF0, Im(F0 − αI|M )
⊥  ImF⊥0
in M and
index(F0 − αI) = indexF0 = [kerF0]
since F0 is surjective. Since ImF
⊥
0 = {0} (in M) as F0 is surjective,
Im(F0 − αI)
⊥=0 for all ‖ α ‖< ǫ2, , α ∈ G(A) ∩ Z(A),
since Im(F0 − αI|M )
⊥  ImF⊥0 for all ‖ α ‖< ǫ2, α ∈ G(A) ∩ Z(A).
Recall that ker(F − αI) ⊆ Im∞(F ) =M. Therefore
[ker(F − αI)] = [ker(F0 − αI|M )] = index(F0 − αI|M ) = indexF0 = [kerF0]
This holds whenever ‖ α ‖< ǫ2, , α ∈ G(A) ∩ Z(A).
Now, kerF0 = kerF ∩M and kerF = (kerF ∩M)⊕N1. Therefore, if α ∈ G(A)∩Z(A)
and ‖ α ‖< ǫ2, then
[kerF ] = [kerF ∩M ] + [N1] = [kerF0] + [N1] = [ker(F − αI)] + [N1]
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whenever ‖ α ‖< ǫ2 , α ∈ G(A)∩Z(A). If, in addition ‖ α ‖< ǫ1, then as we have seen
in the beginning of this proof, by choice of ǫ1, we have index(F − αI) = indexF.
So, if ‖ α ‖< min{ǫ1, ǫ2} for α ∈ G(A) ∩ Z(A), then index(F − αI) = indexF, and
[kerF ] = [ker(F − αI)] + [N1]. It follows that
[ImF⊥] = [Im(F − αI)⊥] + [N1]
Remark 3.16. If A is a factor, then Theorem 3.15 is of interest in the case of finite
factors, as K(A) is trivial otherwise.
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