Abstract. The phase diagram for diblock copolymer melts is evaluated from lattice-based Monte Carlo simulations using parallel tempering, improving upon earlier simulations that used sequential temperature scans. This new approach locates the order-disorder transition (ODT) far more accurately by the occurrence of a sharp spike in the heat capacity. The present study also performs a more thorough investigation of finite-size effects, which reveals that the gyroid (G) morphology spontaneously forms in place of the perforated-lamellar (PL) phase identified in the earlier study. Nevertheless, there still remains a small region where the PL phase appears to be stable. Interestingly, the lamellar (L) phase next to this region exhibits a small population of transient perforations, which may explain previous scattering experiments suggesting a modulated-lamellar (ML) phase.
Introduction
Block copolymer melts have received considerable attention in recent years due to their intriguing phase behavior and varied applications. Most of the focus has been on the simplest architecture, the AB diblock copolymer consisting of a linear chain of N A A-type monomers followed by N B B-type monomers, giving a total polymerization of N = N A + N B and an A-monomer composition of f = N A /N . When the interaction between unlike monomers becomes sufficiently unfavorable (as measured by the Flory-Huggins χ parameter), they microphase-separate forming periodically ordered structures with nanometersized domains. The equilibrium phase diagram contains the classical lamellar (L), cylindrical (C), and spherical (S) phases, as well as a complex gyroid (G) phase [1, 2] . Earlier experiments [3] also found evidence for perforatedlamellar (PL) and modulated-lamellar (ML) phases. However, it has since been shown that PL is metastable and eventually converts to G given sufficient time [4, 5] . ML has simply been forgotten about because of the limited evidence for it, and the fact that its existence would contradict our theoretical understanding of block copolymer phase behavior [6] . More recently, another complex orthorhombic (O 70 ) phase with Fddd symmetry has been reported [7] , but it is only stable in an extremely small region of the phase diagram [8] .
In remarkable agreement, self-consistent field theory (SCFT) predicts a phase diagram with both G [9] and O 70 [10] as stable phases, while it finds PL to be nearly a e-mail: t.m.beardsley@reading.ac.uk b e-mail: m.w.matsen@reading.ac.uk stable [9] . The one shortcoming of SCFT is that it predicts the L, C, S and O 70 regions to converge to a common critical point, with the S phase bordering the entire orderdisorder transition (ODT). In contrast, experiments find that each of the ordered morphologies undergoes a direct transition to the disordered state with increasing temperature [11] . This behavior has been qualitatively captured by fluctuation corrections to the mean-field approximation of SCFT [12] [13] [14] , but there are some issues [15] with the approximations involved in these calculations.
The alternative is to investigate fluctuation effects on the ODT with simulations. Most of these studies have used lattice-based Monte Carlo simulations, where the diblock copolymers are constrained to an artificial lattice for the purpose of computational efficiency. Even with this simplification, the initial studies struggled to find a definitive signature of the discontinuous ODT as the system progressed from disorder to order. This problem was resolved by Vassiliev and Matsen [16] with the introduction of a new order parameter, which exhibited an abrupt change when the system either ordered or disordered. By monitoring the order parameter during simulated heating and cooling scans of symmetric diblock copolymers, they obtained a hysteresis loop bracketing the position of the ODT. Their initial study was later extended [17] to a wide range of compositions, mapping out the position of the ODT in the phase diagram and identifying the symmetry of the ordered phases. More recently, several competing strategies for locating the ODT have been demonstrated using off-lattice Monte Carlo simulations [18, 19] and fieldtheoretic Langevin simulations [20] . One of the key objectives is to provide an accurate benchmark from which to investigate various effects on the ODT, such as that of 256 The European Physical Journal E polydispersity [21, 22] , which may otherwise be obscured by the statistical noise.
With this goal in mind, we improve upon the latticebased simulations of ref. [17] by using parallel tempering [23] [24] [25] , where the different temperatures are simulated simultaneously on separate CPUs. This algorithm takes advantage of the trend towards multi-processor platforms, greatly reducing the runtime and, in turn, permitting us to ramp up the number of Monte Carlo steps performed at each temperature. Furthermore, by allowing the exchange of configurations between adjacent temperatures, the method offers an effective way of overcoming energy barriers and thus reaching equilibrium more quickly. As a consequence, the system develops a reliable well-defined spike in the heat capacity that locates the ODT with far more accuracy than the previous hysteresis loops.
Monte Carlo method
We employ the lattice-based Monte Carlo method described in detail by Vassiliev and Matsen [16] . The model consists of n diblock copolymers, each with N A monomers in its A block and N B monomers in its B block. Polymer chains are placed on an artificial lattice with periodic boundary conditions. Each lattice site may be vacant or occupied by a single monomer, and bonded monomers must occupy nearest-neighbor sites. Lattice effects are minimized by selecting an fcc lattice structure with a large coordination number, z = 12. It is constructed by taking an L × L × L simple cubic lattice with a lattice constant, d, and deleting every second site leaving a lattice with V = L 3 /2 sites and a nearest-neighbor distance of b = √ 2d. The lattice is then filled to a copolymer occupancy of φ c ≡ nN/V ≈ 0.8 to allow the polymers room to move. The only molecular interactions are between neighboring A and B monomers, with an interaction strength of ǫ AB from which we define a lattice-based Flory-Huggins parameter,
Simulations are performed at a sequence of temperatures, {χ i }, using the standard Metropolis algorithm. We attempt four different types of moves, slithering snake, chain reversal, crankshaft and block exchange, as described in ref. [16] , with relative frequencies of 6:1:2:1, respectively. However, rather than simulating each temperature sequentially, we now simulate all temperatures simultaneously on separate computer processors with parallel tempering [23] [24] [25] . As well as having each replica of the system perform local Monte Carlo moves as usual, an additional global move is introduced which attempts to swap the configurations of two randomly selected replicas, i and j, after every 10 3 Monte Carlo steps (MCS) per monomer. The swap is accepted according to the transition probability, (2) where n AB,i is the number of A-B monomer contacts in the replica corresponding to χ i . We attempt swaps only between neighboring values of χ, since the acceptance probability decreases exponentially with
For each value of L and N ≡ N A + N B , we perform a single athermal simulation (i.e., χ =0 )o f1 0 6 MCS per monomer in order to provide an initial disordered-state configuration. Then for each composition, f ≡ N A /N ,w e select a sequence of χ i values (i =1 , 2,...,M) spanning the expected position of the ODT, guided by the earlier study in ref. [17] . We typically use M = 20 with a spacing of Δχ =0 .5 for the most symmetric diblocks and Δχ =1.0 for the more asymmetric compositions. The M replicas begin with a relaxation period of typically 3 × 10
6
MCS per monomer, all starting from the athermal configuration. After this relaxation period, a visual inspection of the resulting configurations is performed. If it appears that the ODT has not been captured, then the temperature interval is adjusted accordingly and further relaxation steps are performed. We also monitor the acceptance rate for replica exchange between neighboring temperatures; if it drops below 20%, then we insert an intermediate point. This is generally only required near the ODT, particularly if the transition is relatively strong. To ensure that our results are free of non-equilibrium effects, a few of the simulations are repeated with all the replicas starting from ordered configurations.
Once the system has been equilibrated, an estimation period of typically 5×10
6 MCS per monomer is performed, during which various thermodynamic quantities are independently sampled in each replica every 40 MCS per monomer. The simplest quantity to evaluate is the internal energy, U = ǫ AB n AB , where n AB is the total number of A-B contacts and the angle brackets denote Monte Carlo averages. The heat capacity is also easily calculated using
To identify the symmetry and domain size of an ordered phase, we occasionally compute the structure function,
where σ k =1,0or−1ifthek-th lattice site is occupied by an A-monomer, a vacancy or a B-monomer, respectively.
3Results
We now demonstrate the parallel tempering method on diblock copolymers of polymerization N = 30, the same case studied previously in ref. [17] by sweeping the temperature back and forth across the ODT. The system is symmetric about f =0 .5 due to the invariance in swapping the A and B monomer labels, and therefore we only investigate values of N A ≤ 15. To prevent the A block from losing its polymeric character, we also limit our study to N A ≥ 4, and as a result, we do not encounter any spherical morphologies. 
Lamellar phase
Our study begins with the diblock compositions, N A =15 to 11, which all ordered into a lamellar (L) morphology in the earlier study of ref. [17] . Plots of the heat capacity, C V , are shown in fig. 1 (a) as a function of χN ; for clarity purposes, the curve for N A = 14 has been omitted because it nearly coincides with that of N A = 15. Although the size of the spike decreases significantly as the diblock becomes increasingly asymmetric, the spike for N A = 11 is still far larger than the statistical noise. In fact, it is nearly as big as the largest spike observed in ref. [17] for N A = 15; it only appears small due to the current scale of the vertical axis.
The finite size, L = 54, of our simulation box can potentially affect the estimate of the ODT in two competing ways; the finite size coupled with periodic boundary conditions will limit fluctuations pushing (χN ) ODT downwards, while the constraint on the allowed periodicity of the ordered phase will reduce its stability pushing the ODT upwards. Although the previous studies [16, 17] have not detected a significant influence of the system size on (χN ) ODT , we can now locate the ODT with a much higher resolution and so finite-size effects could become relevant. To test for this, we repeat our simulations at N A = 15 using seven different sized simulation boxes. locations of the ODT, as determined by the spike in the heat capacity, are provided in table 1. For each of the different system sizes, we also list the orientation, (hkl), of the lamellar phase next to the ODT along with the resulting periodicity, D. Evidently, the preferred domain spacing is approximately D ≈ 11.5b.T h e problem with the smallest system size, L = 38, is that the gap between allowed periodicities is relatively large (e.g., D =10.97b for (211) and D =12.02b for (210)). Of course, the spacing is much finer at L =7 0( e.g., D =1 1 .36 for (331), D =1 1 .67 for (411), and D =1 2 .00 for (410)), but then it takes much longer for the system to equilibrate. Our chosen size of L = 54 appears to be a good compromise for dealing with finite-size effects and nonequilibrium effects. The spike in the heat capacity signifies that the ODT is a discontinuous (i.e., first-order) transition. Also consistent with a first-order transition is the fact that the internal energy, U = ǫ n AB , exhibits a sharp drop at the ODT, as illustrated in figs. 1(b) and 2(b). Furthermore, the trends in fig. 2 are consistent with finite-size scaling for a first-order transition [26] , which predicts that the height of the C V spike should grow as V 2 and the width should decrease as V −1 with increasing system size, V = L 3 /2. Additional confirmation of a discontinuous transition is the abrupt change in morphology as demonstrated in fig. 3 , where configurations are compared from just above and below the ODT.
Perforated-lamellar phase
The ordered phase for N A = 11 was found to be lamellar in the previous study [17] , but this time we observed perforated lamellae (PL). One possible explanation is that we are now using a slightly different system size of L = 54. Upon repeating our simulation for L = 50, some of the replicas did form simple lamellae while others produced perforated lamellae. More specifically, the PL phase occurred when the layer orientation was (300) and the L phase resulted for (220) as illustrated in fig. 4 . Although the occasional perforation is observed in the minority layers of the L phase, when one does appear it only diffuses around for a short time before vanishing (e.g., ∼ 10 4 MCS per monomer). In contrast, the minority layers of the PL phase are densely packed with four perforations each. Furthermore, the perforations are permanent and their positions are fixed to a lattice. The finite system size prevents hexagonal in-plane symmetry, but nevertheless the perfo- rations in adjacent layers are staggered as predicted by theory [9] and observed in experiment [27] . The fact that the two layer orientations led to such different populations of perforations suggests that their presence is very sensitive to the lamellar period. To test this hypothesis, we took layered configurations of various orientations and system sizes and ran them for 10 6 MCS per monomer at a sequence of segregations (without parallel tempering). In fig. 5 , we catalogued the resulting morphologies as either L or PL and sorted them according to domain size. As surmised, the PL phase forms when the lamellar period is small, or equivalently when the minority lamellae are thinnest. Furthermore, increasing segregation seems to suppress the perforations, which is consistent with our finding that the PL morphologies have a higher internal energy, U , than the L ones.
From our simulations at L = 50, 54 and 58, we estimate that the melt orders at (χN ) ODT =51.0±0.5 with an initial layer spacing of D =12.2b±0.2b. This is well within the PL region of fig. 5 , which is consistent with the typical configurations observed near the ODT. However, the fact that domain size increases with segregation implies that the ODT should be followed by an order-order transition (OOT) to the L phase. Assuming that the layer spacing increases as D/aN 1/2 ∼ (χN ) 0.3 , where the exponent is consistent with the intermediate-segregation regime [28] , the OOT should occur around χN ≈ 57.
Re-examining the L phase at the more symmetric compositions, we find transient perforations for N A = 12. They are reasonably numerous near the ODT, but very short lived. As we move away from the ODT, the population drops but the lifetime increases. This indicates that the formation of a perforation involves the crossing of an energy barrier into a metastable state. The fact that there are fewer perforations at lower temperatures is consistent with their metastablity, and the fact that their lifetime increases is explained by the energy barrier.
For similar runs at N A = 10, the disordered melt transformed to PL at about χN ≈ 58.0, with L never being observed. This indicates that the perforations have switched from being metastable to stable, which we attribute to the fact that the minority-component (i.e., A-rich) layers are substantially thinner than before. However, as we will now demonstrate, the PL phase does not represent the most stable phase at this composition.
Gyroid phase
It is expected [4] [5] [6] that the gyroid (G) morphology should be more stable than PL. The difficulty with G is that it has a large unit cell, which needs to be reasonably commensurate with the size of the simulation box [29] . Based on the peak in the disordered-state structure function, a single unit cell of G should correspond to a box size of about L ≈ 42. Therefore, we ran a series of simulations for N A = 10 diblocks with L = 40, 42, 44 and 46. Although there was no clear spike in the heat capacity indicating an ODT, inspection of the configurations revealed the spontaneous formation of G-like structures for both L =4 2 and 44. Notably, the symmetry of G seemed slightly distorted at L = 44, presumably because the simulation box was a bit too large. In any case, the G configurations were observed at segregations well below the point where the PL phase disordered in the larger system sizes, adding to the evidence that G is more stable than PL.
Admittedly, the smaller simulation boxes (i.e., L =42 and 44) will suppress fluctuations, thus making it easier to form ordered morphologies. To ensure the stability of G with respect to fluctuations, we periodically repeated the morphology to fill an L = 84 simulation box and then re-ran the simulation for a further 10 6 MCS per monomer. Figure 6 shows an equilibrated configuration at χN =6 0 .5, first plotting all monomers and then just A-type monomers. In the latter case, A-type monomers with fewer than nine A-type neighbors have been omitted to make the topology of the network easier to visualize. The lower image in fig. 6 compares the network with a level-surface for the G morphology formed from a linear combination of the √ 6a n d √ 8 basis functions of the Ia3d symmetry group [28] . The striking similarity leaves no doubt that the morphology is indeed gyroid.
Nevertheless, further confirmation for the G morphology is obtained by evaluating the structure function, S(q). Figure 7 plots the structure function spherically averaged over the wave vectors, q, for three different segregations. At the higher segregations, S(q) exhibits peaks consistent with the Ia3d space-group symmetry. Although the √ 14 and √ 16 peaks of Ia3d are absent, an unusually small amplitude of these peaks has been anticipated for f =0 .33 by previous SCFT calculations [28] . The disappearance of the remaining peaks at χN =5 4 .5 indicates an ODT of (χN ) ODT =5 5 .0 ± 0.5, which is indeed well below the point at which the PL morphology disorders.
Given the accepted view that G is more stable than PL [4] [5] [6] , we also expected G to form spontaneously at N A = 11. However, simulations at L = 40, 42, 44 and 46 failed to produce a single G morphology. Furthermore, even when we started simulations from the replicas equilibrated with N A = 10, all the G morphologies eventually fell apart, generally transforming to either PL or L depending on their chosen layer spacing as anticipated by fig. 5 . Consistent with ref. [17] , diblocks with N A =9o rdered into cylindrical (C) morphologies for box sizes of L = 50, 54 and 60. However, the cylinders tended to be poorly ordered and there was no obvious spike in the heat capacity. Suspecting again that G was the preferred morphology, we ran further simulations for L = 40, 42, 44 and 46. Indeed, the gyroid phase spontaneously formed at L = 42 and 44, although it experienced considerable competition with the cylinder phase, particularly for the larger box size. At the more optimum size of L = 42, the replicas still contained a significant number of C morphologies even after 3×10
6 MCS per monomer, presumably because this composition is very close to the C/G phase boundary. Nevertheless, by 11 × 10 6 MCS per monomer, all the ordered replicas had converted to gyroid. We located the ODT at (χN ) ODT =59.0, by following the previous procedure of filling an L = 84 simulation box with the G phase and identifying the segregation below which the peaks in S(q) vanish.
Cylinder phase
As shown in fig. 8(a) , the spikes in the heat capacity, C V , return once again for the compositions, N A = 8 to 4, but they are roughly half the size of those from the more symmetric compositions in fig. 1(a) . Coinciding with the spikes, fig. 8 (b) reveals sudden drops in the average number of A-B contacts, although much smaller than those in fig. 1(b) . As confirmed by fig. 9 , these features in C V and n AB correspond to the ODT, but this time between the disordered state and the ordered cylindrical (C) phase.
Interestingly, close examination of the heat-capacity curve for N A = 4 reveals a double peak. The small peak on the left at χN = 152 is, in fact, the ODT. The larger spike on the right at χN = 156 is a transition between two competing orientations of the cylindrical domains. Of course, this is an artifact of the finite system size, which prevents the cylinder spacing from increasing continuously. Table 2 compares the values of (χN ) ODT obtained from the current simulations with the intervals of the hysteresis loops from ref. [17] . Apart from one exception, our accurate determinations of the ODT each fall within the corresponding hysteresis loop. At N A = 10, however, our value of (χN ) ODT is slightly below the hysteresis loop, but this is readily explained by the fact that the earlier study observed the less stable PL phase. Indeed, we found that the PL phase disorders at χN =58.0, which is within the hysteresis loop of ref. [17] . Figure 10 plots the diblock copolymer phase diagram based upon our new simulation results. The open symbols denote the ODT positions listed in table 2, while the dashed lines delineate between the ordered structures observed next to the ODT. The diagram is nicely consistent with the experimental diagrams of Bates et al. [11] , showing the same progression of phases and yielding first-order transitions between the various ordered structures and the disordered state. The only unexpected result is the presence of small PL regions [4, 5] , which we will discuss in the next section.
Phase diagram
Previous Monte Carlo studies have presented their results in terms of various effective interaction parameters [30] meant to approximate the χ parameter defined for the standard Gaussian chain model [6] . The most common choice is where the effective coordination number is z eff =(z−2)φ c . The factor of (z − 2) accounts for the bonded monomers, and φ c accounts for the vacant sites. This reduces the interaction parameters by 33%. However, a more sophisticated approach [31, 32] is to use the average number of intermolecular contacts in the limit of ǫ AB → 0andN →∞. The extrapolation in fig. 11 gives z eff =4 .94, which is a reduction of 59% from z = 12. The resulting definition is plotted on the right axis of our phase diagram in fig. 10 .
Discussion
Parallel tempering proves to be far more effective at locating the ODT in block copolymer simulations than the previous approach in refs. [16, 17] , where it was bracketed by a hysteresis loop created by sweeping the temperature back and forth across the transition while monitoring an appropriate order parameter. The substantial width of the hysteresis loop was a serious limiting factor in determining (χN ) ODT . In contrast, parallel tempering generally produced a sharp spike in the heat capacity, identifying the ODT with far greater precision. Importantly, we have confirmed that the location of the spike is insensitive to non-equilibrium effects, by checking that its position is the same regardless of whether all the replicas start from disordered or ordered configurations. This implies that disordered replicas readily convert to ordered replicas when χN > (χN ) ODT and vice versa when χN < (χN ) ODT . However, once equilibrium is achieved, the disordered and ordered replicas generally only mix in the narrow temperature interval defined by the width of the heat capacity spike. As a result, the conversion between ordered and disordered replicas almost ceases, although not completely. There are usually several replicas that completely cross from one side of the ODT to the other during the estimation period. Nevertheless, the replica exchange that continues to occur within the ordered and disordered regions still improves the statistics.
One of the more valuable features of parallel tempering is the way in which it copes with defects. Defects were a serious problem for the temperature scans in ref. [17] , because if they formed upon crossing the ODT, then they would only have a short time to anneal out before becoming trapped by the reduction in temperature. In such instances, there would be no sharp rise in the order parameter and thus no obvious hysteresis loop. With parallel tempering, when one of the replicas forms a defect, it shifts towards the ODT on account of its higher internal energy relative to defect-free replicas. In this way, defects are given the necessary time to anneal away. Likewise, parallel tempering allows mistakes, such as the selection of the wrong domain spacing or possibly the wrong morphology, to be corrected.
Another reason for the improvement in our estimates of (χN ) ODT over those of ref. [17] is the fact that the number of Monte Carlo steps (MCS) performed at each temperature has been increased by two orders of magnitude. Some of this increase has been facilitated by improvements in CPU speed, but most of it can be attributed to the fact that parallel tempering allows all the temperatures to be simulated simultaneously on separate CPUs. In fact, the parallelization is exceptionally simple and efficient, since each CPU is given an equivalent task without much need to communicate with any of the other processors. The only significant communication comes when two CPUs have to exchange configurations, but this is a relatively infrequent event. Naturally, such parallelization was not possible for the temperature scans in ref. [17] , since the final configuration at one temperature was needed as the initial configuration for the next temperature in the sequence.
The abruptness of the ODT, as evident by the strength of the heat-capacity spikes, varies significantly with diblock composition (see figs. 1(a) and 8(a) ), but this can be explained by extending previous arguments [33, 34] . It is well understood that morphology is primarily controlled by the preferred (or spontaneous) curvature of the A-B interface. For example, perfectly symmetric diblocks produce a spontaneous curvature of zero, for which the flat interfaces of the lamellar morphology are uniquely suited. However, as the composition deviates from f =0.5, the diblocks acquire a preference for curved interfaces, which reduces the tendency to form well-ordered lamellae, in turn, reducing the abruptness of the ODT. Similarly, there will exist ideal compositions (evidently near f ≈ 0.2 and 0.8) where the interfaces of the cylinder morphology uniquely match the spontaneous interfacial curvature. Deviating from these compositions will likewise reduce the long-range order of the cylinder phase along with the abruptness of the ODT. The intermediate values of spontaneous curvature in the complex phase regions (i.e., f ≈ 0.33 and 0.67) will favor saddle-shaped interfaces for which there are many potential morphologies; the preferred one is then determined by the subtler issue of packing frustration [33] . In any case, the formation of the preferred morphology will be impeded by the competing morphologies, which evidently weakens the ODT to such an extent that the spike in the heat capacity is obscured by the statistical noise of our simulations.
The spontaneous formation of G at f =0.3 and 0.333 is consistent with a previous occurrence of G at f =0 .3 in a similar Monte Carlo study by Martinez-Veracoechea and Escobedo [29] . That study used a cubic lattice with the interactions and bonded vectors extending to first, second and third nearest-neighbor sites, with a slightly lower occupancy of 0.75 (as opposed to our 0.8) and shorter chains of N = 20 (compared to our 30). Their simulations involved quenching athermally equilibrated configurations to selected values of χN and identifying the geometry of the ordered phase after 10 6 MCS per monomer, also with the aid of S(q). However, their G region was bounded above and below by C, and in fact they later obtained the same result for analogous off-lattice simulations [35] . Our study is the first to demonstrate a direct transition from the disordered state to the G morphology in neat diblock copolymer melts as observed in experiments [11] . It is possible that the earlier simulations [29, 35] suffered from some non-equilibrium effects, which we were able to avoid by using parallel tempering coupled with a far more generous number of MCS.
Our finding that PL is more stable than G near the ODT at f =0 .367 seems to contradict both experiment [4, 5] and theory [6] . However, this is not entirely unprecedented. The off-lattice simulations of MartinezVeracoechea and Escobedo [35] found the stability of PL and G to be indistinguishable at f =0 .35. Our slightly more symmetric composition may have tipped the balance in favor of PL. In reality, the theoretical prediction [6] that G is more stable only applies to the infinite molecularweight limit, and the experiments [4, 5] are not exhaustive enough to rule out PL altogether. It is possible that PL could still be stable under some conditions, such as low molecular weights.
Although we found PL to be more stable than G, it is conceivable that the O 70 phase [8, 10] is even more stable. Martinez-Veracoechea and Escobedo observed a bicontinuous phase at f =0 .35 in their lattice-based simulations [29] , which may have adopted the O 70 symmetry had the simulation box been given the appropriate dimensions. The same occurred in their off-lattice simulations [35] , but there they concluded that the morphology was only metastable. Indeed, calculations [12] show that the O 70 phase is not expected to survive fluctuation effects for such low molecular weights. It has been suggested [36] that the O 70 is stabilized in experiments by conformational asymmetry, which is not present in any of the simulations. In the end, we felt that the prospect of finding a stable O 70 morphology was too remote to warrant the effort of searching for it.
The transient (i.e., fluctuating) perforations observed in the lamellar morphology (see fig. 4 ), at the more asymmetric compositions, may explain the experimental evidence for a modulated-lamellar (ML) morphology [3] . The evidence for ML comes from small-angle scattering patterns similar to those of PL, but with much weaker peaks corresponding to lateral structure. However, TEM micrographs have been unable to resolve actual modulations in the lamellae [37] . Due to this lack of real-space evidence and the fact that modulated interfaces should be energetically unfavorable [6] , the original assignment of ML is no longer taken seriously. Until now, the best explanation for the anomalous scattering patterns has been small-amplitude fluctuations about the flat interfaces of the L phase [38, 39] . Our new simulations suggest that the scattering might actually be due to large-amplitude fluctuations, in particular, transient perforations. Because the perforations would tend to cluster around regions where the minority lamellae are thinnest, they should produce scattering similar to that of PL but much weaker on account of their relatively small population. Furthermore, the fact that the perforations vanish with increasing χN would also explain why they were not observed in any TEM images.
Conclusions
We have performed a thorough lattice-based Monte Carlo study of diblock copolymer melts using parallel tempering, revisiting a previous study [17] that used simulated temperature scans. The current approach was able to accurately locate the ODT by a spike in the heat capacity, whereas the previous approach could only bracket it by the position of a relatively wide hysteresis loop. A major contributing factor to our increased accuracy was the ability to perform far more MCS per temperature due to the fact that the different temperatures (or χ values) could be simulated simultaneously on separate CPUs. Furthermore, allowing neighboring temperatures to swap configurations during the simulation greatly helped cope with the occurrence of defects in the ordered morphologies.
Our improved phase diagram is displayed in fig. 10 . In addition to the increased accuracy of the ODT, our more comprehensive investigation of finite-size effects has led to several significant revisions of the ordered region. Most significantly, we found that the gyroid (G) phase spontaneously forms at two compositions, where the previous study [17] had suggested perforated-lamellae (PL) and cylinders (C) as the stable phases. The G phase was previously missed because its stability is extremely sensitive to the size of the simulation box [29] . Nevertheless, the PL phase continues to exist in a small bubble next to the ODT, at a composition that was previously identified as the simple lamellar (L) phase. This was overlooked in the previous study due to the fact that the stability of the perforations is very sensitive to the lamellar thickness. Furthermore, our current study found that the lamellar phase also exhibits a small population of transient perforations at the more asymmetric compositions, which could provide an explanation for previous SANS experiments [3] proposing a modulated-lamellar (ML) phase.
