The parameterized Uzawa preconditioners for saddle point problems are studied in this paper. The eigenvalues of the preconditioned matrix are located in (0, 2) by choosing the suitable parameters. Furthermore, we give two strategies to optimize the rate of convergence by finding the suitable values of parameters. Numerical computations show that the parameterized Uzawa preconditioners can lead to practical and effective preconditioned GMRES methods for solving the saddle point problems.
Introduction
Let A ∈ R m×m be a symmetric positive definite matrix, and B ∈ R m×n be a matrix of full column rank, where m ≥ n. 
Denote by B
where b ∈ R m and q ∈ R n are two given vectors. Such systems of linear equations (1) arise from many areas of scientific computing and engineering applications, such as mixed finite-element approximation of partial differential equations in elasticity and fluid dynamics, interior point and sequential quadratic programming algorithms for optimization, the solution of weighted least-squares problems, and the modeling of statistical processes; see [2, 5, 20, 21] and references therein. It is widely recognized that effective Krylov iterations for saddle point problems depend crucially on good preconditioners (see [23, 31] ), such as incomplete factorization preconditioners [1, 4, 6] and matrix splitting preconditioners (see [1, 32] ). The matrix splitting preconditioners are possibly obtained through the simple iterative methods (e.g., Jacobi, symmetric Gauss-Seidel (SGS), successive overrelaxation (SOR) and symmetric successive overrelaxation (SSOR) preconditioners [1, 3, 16, 17, 32] ) or the alternating direction iteration methods (e.g., the Hermitian and skew-Hermitian (HSS) preconditioners [8, 10, 12, 15, 20] ) and so on. In this paper, we present a new type of preconditioner which results from the parameterized Uzawa (PU) method studied in [7] as follows: Method 1.1 ([7] , The PU Method for Saddle Point Problem). Let Q ∈ R n×n be a symmetric positive definite matrix. Given are initial vectors x 
− q).
Here, Q is assumed to be an approximate (or preconditioning) matrix of the Schur complement matrix
The PU method is a stationary iterative method based on the matrix splitting 
The corresponding iteration matrix is given by H(ω, τ ) = I − M(ω, τ )
where I is the identity matrix of suitable size. When the relaxation factors ω and τ satisfy 0 < ω < 2, and 0 < τ < 2(2 − ω) ωµ max ,
the spectral radius of H(ω, τ ) is less than 1, i.e., the PU method is convergent. Here, µ max is the maximum eigenvalue of the matrix Q −1 B T A −1 B; see [7] .
In this paper, we use the matrix M(ω, τ ) in (2) as a preconditioner for the system of linear equations (1) and call it a parameterized Uzawa preconditioner or PU preconditioner in short. Theoretical analyses show that the spectral distribution of the coefficient matrix in (1) is improved well by the PU preconditioner. All the eigenvalues of the preconditioned matrix are located in the interval (0, 2) when the parameters ω and τ satisfy (4) . Moreover, there are quite a number of eigenvalues clustered around a point. To further improve the conditioning of the coefficient matrix A in (1), we give two strategies for optimizing the preconditioner. On the premise of confining the smallest eigenvalue away from the origin, the optimal parameters are chosen to minimize the measurement of the objective intervals of the spectrum. Although the convergence of nonsymmetric problems has no clear relationship with the eigenvalues when the Krylov subspace methods such as GMRES are performed, intuitively, the tight distribution of the eigenvalues (away from the origin) often results in rapid convergence [19, 23] . We use numerical results to show the effectiveness of the PU preconditioners and the corresponding preconditioned GMRES iteration methods.
The paper is organized as follows. After introducing the PU preconditioner M(ω, τ ) we analyze the spectral distribution of the preconditioned matrix M(ω, τ ) −1 A in Section 2. Strategies and corresponding parameters for optimizing the preconditioning matrix are studied in Section 3, and numerical results are shown in Section 4. Finally, we end the paper with a brief conclusion.
The PU preconditioner
When the matrix M(ω, τ ) in (2) is used as a preconditioner for the saddle point problem (1), the spectral distribution of the preconditioned matrix M(ω, τ ) −1 A can be analyzed easily by (3) and the following lemma. 
Furthermore, it can be proved thatλ = 1 −ω is an eigenvalue of multiplicity at least m −n, and zero is not the eigenvalue of H(ω, τ ) if ω = 1. Consequently, we get the following theorem. 
Moreover, there are at least m − n eigenvalues which are equal to ω.
Proof. From (3), the eigenvalues of M(ω, τ ) −1 A and the eigenvalues of the iteration matrix H(ω, τ ) have the relationship
The results of this theorem can be straightforwardly deduced from (5) and Lemma 2.1.
Moreover, all eigenvalues of M(ω, τ ) −1 A are located in the disk {z ∈ C| | z − 1 |< 1} when the parameters ω and τ satisfy (4).
The eigenvalues of the preconditioned matrix fall into two categories: one is ω, and the other is conditionally real or complex which is dependent on the discriminant (F a ) When ω ≥ 1, for any τ and µ, ∆ ≥ 0, i.e.,
is real and all the eigenvalues of M(ω, τ )
Hence, all the eigenvalues of M(ω, τ )
is complex. Hence, there are complex eigenvalues for M(ω, τ )
Define the functions:
We first analyze the monotonicity of these functions. According to the monotonicity, we then define two intervals I1(ω, τ ) and I2(ω, τ ). The real spectrum of the preconditioned matrix lies in I1(ω, τ ) ∪ I2(ω, τ ) except for λ = ω. 
the eigenvalues of the preconditioned matrix are all real. Moreover, they are located in the union of the intervals
the eigenvalues of the preconditioned matrix are all real. Moreover, these eigenvalues are located in
the conjugate complex eigenvalues of the preconditioned matrix exist. These complex eigenvalues satisfy
where R(·) denotes the real part of the corresponding complex number.
Proof. From Theorem 2.1 we know that the spectral set of the preconditioned matrix M(ω, τ )
−1 A consists of the following two types of eigenvalues:
We can obtain the results in (i) straightforwardly since ρ(H(ω, τ )) < 1 when ω and τ satisfy (4). According to (F a ), all the eigenvalues λ are real when ω ≥ 1. In this case, f 1 (µ, ω, τ ) and f 2 (µ, ω, τ ) are both monotonically increasing functions with respect to the variable µ and, hence, (ii) holds true.
is an increasing function while f 2 (µ, ω, τ ) is a decreasing function with respect to µ, so (iii) holds true.
is an increasing function with respect to µ, so (iv) holds true.
When ω ≤ 1 and
exist. It is easy to see that the real part of λ is monotonically increasing with respect to µ, and is bounded as
|λ| is given by
It is bounded as
Now, the theorem is proved.
When the spectrum is real, some Krylov subspace methods become more attractive because of the short recurrence, see [8, 12, 31] . Hence, in the following we only consider the cases that all the eigenvalues of M(ω, τ ) −1 A are real. In those cases, the eigenvalues of the preconditioned matrix are located in (0, 2) with the corresponding parameters ω and τ . In the next section, we want to improve the conditioning of the preconditioned matrix by further selecting the parameters.
Strategies for optimizing the preconditioner
In this section, we present two strategies to optimize the preconditioning matrix and compute the corresponding optimal parameters for the PU preconditioners under these strategies. To avoid confusion, we emphasize that the optimal parameters for the PU preconditioning matrix may be different from the optimal parameters for the PU iteration method; see [7] .
We denote the measurements of the intervals I1(ω, τ ) and I2(ω, τ ) by |I1(ω, τ )| and |I2(ω, τ )|, respectively. In the following two strategies, we improve the conditioning of the coefficient matrix in the aspects:
(i) Compress the distribution of the eigenvalues; (ii) Ensure that the eigenvalues are away from the origin.
Strategy A. Compress the eigenvalue distribution by reducing
The parameter pair of {ω opt , τ opt } is the solution of the minimization problem
where min µ f 2 (µ, ω, τ ) is the minimum eigenvalue of M(ω, τ )
Strategy B. Compress the eigenvalue distribution by reducing the measurement
The parameter pair of {ω (opt) , τ (opt) } is the solution of the minimization problem
The constraints in (6) and (7) are used to guarantee that the eigenvalues of the preconditioned matrix are away from zero. For certain saddle point problem, ε is a constant and less than 1 in general.
Theorem 3.1. In different cases of ω and τ , the function I(ω, τ ) is expressed as:
(ii) When ω < 1,
Proof. When ω ≥ 1, it holds that
By straightforward calculations, for τ ≥
we have
and for τ <
The result then follows directly from the above equations.
When ω ≤ 1, all the eigenvalues are real if and only if
We first discuss the case of τ ≤
For the case of τ ≥ 2−ω+2 
and the corresponding minimum measurement of the interval is
, the optimal parameters are
Proof. In order to demonstrate the results conveniently, we define the following variables:
We declare that f 2 (ω, τ , µ min ) ≥ ε if and only if τ ≥ τ (ε) , and τ
ωµ max if and only if ω ≤ ω (0) . So, it is reasonable to restrict our discussion within the scope of ω ≤ ω (0) . We are going to fulfill the proof according to the following three cases with respect to ω and τ .
Case (a) ω ≥ 1 and κε ≤ 2. For this case, according to (F a ), all the eigenvalues of the preconditioned matrix are real for any τ . It is clear that the lower bound of I2(ω, τ ) is f 2 (µ min , ω, τ ) from Theorem 2.2. To the end of satisfying the constraint in (6), we request f 2 (µ min , ω, τ ) ≥ ε. Hence τ must satisfy τ ≥ τ (ε) . Furthermore, the condition κε ≤ 2 is necessary. When κε > 2, it holds that ω (0) < 1. It contradicts with ω ≥ 1 and ω ≤ ω (0) . According to Strategy A, we want to minimize the function I(ω, τ ). From Theorem 3.1,
Then it holds that
≤τ for ε ≤ 2 κ + 1 and 1 ≤ ω ≤ω,
We now prove Case (a) with the following two cases:
We want to minimize the function
see (8) . Since ∆(µ max ) − ∆(µ min ) is a monotonically increasing function with respect to τ , we declare that I(ω, τ ) is a monotonically increasing function with respect to τ , too. Hence, I(ω, τ ) attains its minimum at
Substituting τ by τ (1) in (8), we know that I(ω, τ (1) ) is an increasing function with respect to ω and it achieves its minimum at
Correspondingly, we have
The analysis is similar to (a1). Since |I1(ω, τ )| > |I2(ω, τ )|, We want to minimize the function I(ω, τ ) = |I1(ω, τ )| in (8) . Since ∆(µ max ) − ∆(µ min ) is a monotonically increasing function with respect to τ , we declare that I(ω, τ ) is a monotonically increasing function with respect to τ , too. Hence, I(ω, τ ) attains its minimum at τ (2) := arg min τ (I(ω, τ )) = τ
Substituting τ by τ (2) in (8), we see that I(ω, τ (2) ) is a monotonically increasing function with respect to ω, and it attains the minimum at ω (2) =ω.
Correspondingly, we obtain
(1) In the casē
Now, the analysis is similar to (a1). We want to minimize the function
is a monotonically increasing function with respect to τ , we declare that I(ω, τ ) is a monotonically increasing function with respect to τ , too. Hence, I(ω, τ ) attains its minimum at τ (3) :=τ .
Therefore,
As I(ω, τ ) is a decreasing function with respect to ω, its minimum is attained at ω (3) =ω.
(2) In the case
≤ τ <τ ,
We are going to minimize (9) . We introduce the auxiliary variableτ = ωτ . Then
It is easy to verify that I(ω, τ ) is a decreasing function with respect to the variable ω. Therefore, it achieves the minimum at ω (4) =ω.
=ωτ . Hence, I(ω (4) , τ ) = I(ω (4) ,τ ) achieves the minimum
.
We declare that Case (b) is meaningful only when κ ≤ 2. If κ > 2, then
holds true and there is no τ satisfying τ ∈ (0,
In this case, |I1(ω, τ )| ≥ |I2(ω, τ )|. We are going to minimize I(ω, τ ) = |I1(ω, τ )| in (11) .
Moreover, since f 1 (µ max , ω, τ (5) ) − f 1 (µ min , ω, τ (5) ) is a monotonically decreasing function with respect to ω, we get the optimal parameter 
For this case, |I1(ω, τ )| ≤ |I2(ω, τ )|. We minimize the function
see (10) . We introduce the auxiliary parameterτ = ωτ . Then
By straightforward calculation, we have
or equivalently,
We get the optimal parameter of ω in this case as follows:
= 1. Substituting ω (6) into (10), we get
Clearly, I(1, τ ) is a monotonically increasing function with respect to τ . We begin to discuss the cases κε ≤ 1 and κε > 1. = ε(κ − 1).
So there is no suitable τ satisfying (4). Now, we summarize Cases (a)-(c). The optimal parameters ω and τ depend on κ and ε strongly. When 2 κ+1 < ε ≤ 2 κ , we choose the optimal pair of the parameters from (ω (1) , τ (1) ) and (ω (5) , τ (5) ). From straightforward calculation, we get
Therefore, for this case,
= ε µ min and the minimum of I(ω, τ ) is
, we choose the optimal pair of the parameters from (ω (2) , τ (2) ), (ω (3) , τ (3) ), (ω (4) , τ (4) ), (ω (5) , τ (5) ) and (ω (6) , τ (6) ). The corresponding values of the function I(ω, τ ) are I
(2) , I (3) , I (4) , I (5) and I (6) . Obviously, I
(2) is the minimum.
and the minimum of I(ω, τ ) is Proof. When κε ≤ 2, it always holds that
We are going to fulfill the proof according to the following three cases with respect to the parameters ω and τ .
For this case, f 1 (ω, τ , µ) and f 2 (ω, τ , µ) are both monotonically increasing functions with respect to the variable µ.
According to Strategy B, we are going to minimize the measurement
We replace ωτ by the auxiliary variableτ . Then the measurement of the interval I(ω, τ ) is a function of the variables ω and τ , i.e.,
It is obvious that |Ĩ(ω, τ )| is a monotonically increasing function with respect to the variable ω. We fix the optimal parameter ω at
Then, (12) is simplified to be
It is easy to verify that We carry on our discussion under the constraint (7), i.e., τ ≥ τ (ε) .
When κε > 1, it holds thatτ
. Hence, we omit case (a1) and only consider Cases (a2) and (a3). It is clear
, all these three cases exist. | I(1, τ )| achieves its minimum
We declare that this case exists only when κ ≤ 2. Otherwise, it holds that
which is incompatible as 0 < τ <
is a monotonically increasing function with respect to the variable µ as long as f 2 (ω, τ , µ) is the monotonically decreasing function with respect to the variable µ. According to Strategy B, we are going to minimize the For this case, f 1 (ω, τ , µ) is a monotonically decreasing function while f 2 (ω, τ , µ) is a monotonically increasing function with respect to the variable µ. According to Strategy B, we are going to minimize the measurement of the interval
We replace ωτ by the auxiliary variableτ . Then the measurement of the intervalĨ(ω, τ ) is a function of the variables ω and τ and it satisfies | I(ω,τ )| = (ω +τ µ min ) 2 − 4τ µ min . For this case, | I(ω,τ )| is a monotonically decreasing function with respect to the variableτ . We fix the parameterτ at
and substituteτ (c) into the expression of | I(ω,τ )|. It can be verified that | I(ω,τ (c) )| is increasing with respect to ω when 2 and decreasing with respect to ω when
So, ω = 1 is a local minimum point. We abandon another local minimum point, say, the zero, since the preconditioned matrix will be near singular when ω → 0. When ω = 1, τ By summarizing the aforementioned cases, we draw the following conclusion: [2, 5, 7, 18, 26, 27, 29] . Especially for the Stokes problem, the pressure mass matrix will be a reliable candidate, see [22] . As revealed in the last two theorems, the condition number κ of the matrix J is closely related to the spectral distribution of the preconditioned matrix, the constant ε and the optimal parameters. Remark 2. The optimal relaxation factors of the PU iteration method in [7] are
They are different from the parameters chosen by either Strategy A or Strategy B. With the parameters ω * and τ * , the eigenvalues of the preconditioned matrix are
The real parts R(λ) of these eigenvalues are in the range of
and the moduli of the eigenvalues |λ| are in the range of
We refer to [3] for some practical techniques that can be used to iteratively compute the optimal parameters of the relaxed splitting methods such as the SOR. 
Numerical result
In this section, we use examples to further examine the effectiveness of the parameterized Uzawa preconditioners for solving the saddle point problems (1) from the aspects of number of iteration steps (denoted by ''IT''), elapsed CPU time in seconds (denoted by ''CPU'') and norm of relative residual vectors (denoted by ''RES''). Here ''Res'' is defined by
T being the current approximate solution. In our computation, all runs of the Krylov subspace methods are started from the initial vector (x (0) T , y (0) T ) = 0, and terminated if the current iterations satisfy RES ≤ 10 −7 or if the numbers of the prescribed iteration κ max = 500 are exceeded. To investigate the influence of ε in (6) and (7) on Strategy A and Strategy B, we select the constant ε in different intervals, namely, ε 1 ∈ (0,
], and ε 3 ∈ [ 
is used. It is a special PU preconditioner with ω = 1 and τ = 1; see [14, 24, 28] . We compare these methods with GMRES without preconditioning for each example. The first example is generated by running the Incompressible Flow Iterative Solution Software (IFISS) introduced in [22] . 
We discretize the Stokes equation by Q 2 − Q 1 approximation and obtain the linear system (1). The approximate matrix Q is the positive definite pressure mass matrix generated by the mix-element discretization.
In Table 1 , we list the optimal parameters in Theorems 3.2 and 3.3 and Remark 2 for the different choices of ε. For the different problem scales N, εi (i = 1, 2, 3) (the midpoints of the corresponding intervals), ω and τ of the strategies are quite stable due to the advisable choice of Q .
In Table 2 we list the numerical results in terms of IT, CPU and RES for testing methods for Example 4.1, with different sizes of problems. From this table, we see that all the PU preconditioned GMRES methods are faster than the GMRES method without preconditioning. In most of the cases, PGMRES-A, PGMRES-B and PGMRES-tri all outperform PGMRES-C. The performance of PGMRES-A is comparable with PGMRES-B and PGMRES-tri when ε = ε 3 . Compared to PGMRES-tri, PGMRES-B has no distinct advantage for this example. The reason is that we choose a very effective Q to approximate B T A −1 B We plot the eigenvalues of the coefficient matrix and the preconditioned matrices in Figs. 1 and 2 . In terms of the spectral distribution of the PU preconditioned method, Strategy B performs better than Strategy A in the case of ε 1 = 0.05 and they both outperform PGMRES-C with parameters ω * and τ * since there are a number of complex eigenvalues in curve 'PU-C'. The distribution of eigenvalues affects the preconditioning performance. This is coincident with the result in Table 2 .
Example 4.2 ([7,15] ). Consider the augmented linear system (1), in which (14) .
Table 3
Choices of the matrix Q 
with ⊗ being the Kronecker product symbol and h = 1 p+1 the discretization mesh size.
For this example, we have m = 2p 2 and n = p 2 . Hence, the total number of variables is m + n = 3p 2 . We choose the matrix Q , the approximation to the matrix B T A −1 B, as the cases listed in Table 3 . In Tables 4 and 5 , we list the optimal parameters of Strategy A, Strategy B and the optimal relaxation factors given in [7] for various problem sizes (m, n) and approximate matrices Q , for Example 4.2. The corresponding numerical results are listed in Table 6 and Table 7 . In the sense of iteration step and CPU time, PGMRES-B is faster than other preconditioned GMRES methods for each case of Q and ε. In the case of ε = ε 3 , the performance of PGMRES-A is comparable with PGMRES-B and better than PGMRES-tri while in the other cases, PGMRES-tri is faster than PGMRES-A and PGMRES-C. All of these PU preconditioned methods are efficient than the GMRES method without preconditioning. From Figs. 3 and 4 we see that the condition of the original problem is much worse than the preconditioned system. As far as the spectral distribution is concerned, the strategies for preconditioning optimization are successful.
From these examples, we find that in the case of ε ∈ [ ], the Strategy A is much effective than the other cases. Correspondingly, ω = 1 is obtained and the difference between Strategy A and Strategy B depends on the choice of τ . The performance of two strategies are similar when the PU preconditioner is not dependent on τ sensitively.
Conclusion and remarks
In recent years, quite a few structured preconditioners have been studied for saddle point problems, e.g., the Hermitian and skew-Hermitian splitting preconditioners in [12, 20, 15, 30, 8, 10] , the constraint preconditioners in [25] , the restrictive preconditioners in [5, 18] and so on. Initially, the HSS method was used as a stationary iterative method for non-Hermitian positive definite systems in [9, 12, 15] and the optimal parameters for the stationary iteration are found to accelerate the iteration [8, 9, 15] . But the work of finding the parameters for optimizing the preconditioning is more difficult [8, 20] . In [30] , Simoncini and Benzi presented that the eigenvalues of the preconditioned matrix are clustered when the parameter α → 0+. Unfortunately, the near singularity of the preconditioned matrix accompanies the clustering result so that the Krylov subspace methods converge slowly. In this paper, the parameters of the preconditioners are chosen so that the eigenvalues of the preconditioned matrix have a ''good'' distribution. We consider the eigenvalue clustering by compressing the distribution of eigenvalues as well as by constraining the lower bound of the eigenvalues. The motivation behind constraining is to ensure that all the eigenvalues of the preconditioned matrix are away from the origin. The strategy may be extended to choose the iteration parameters involved in the HSS [12] , the NSS 1 [13] , the PSS 2 [11] and the BTSS 3 [11] iteration methods, etc.
1 NSS is the abbreviation of the term normal and skew-Hermitian splitting.
2 PSS is the abbreviation of the term positive definite and skew-Hermitian splitting.
3 BTSS is the abbreviation of the term block triangular and skew-Hermitian splitting. 
