The research question addressed here is whether the semantic value implicit in environmental terms in an activity description text string, can be translated into economic value for firms in the construction sector. We address this question using a relatively new applied statistical method called Latent Dirichlet Allocation (LDA). We first identify a satellite register of firms in construction sector that engage in some form of environmental work. From these we construct a vocabulary of meaningful words. Then, for each firm in turn on this satellite register we take its activity description text string and process this string with LDA. This softly-classifies the descriptions on the satellite register into just seven environmentally relevant topics. With this seven-topic classification we proceed to extract a statistically meaningful weight of evidence associated with environmental terms in each activity description. This weight is applied to the associated firm's overall output value recorded on our national Business Register to arrive at a supply side estimate of the firm's EGSS value. On this basis we find the EGSS estimate for construction in Ireland in 2013 is about EURO 229m. We contrast this estimate with estimates from other countries obtained by demand side methods and show it compares satisfactorily, thereby enhancing its credibility. Our method also has the advantage that it provides a breakdown of EGSS output by EU environmental classifications (CEPA/CReMA) as these align closely to discovered topics. We stress the success of this application of LDA relies greatly on our small vocabulary which is constructed directly from the satellite register.
Introduction
Whether it is carbon emissions, increasing global temperatures or the depletion of natural resources such as woodland or water, it is evident that human activity affects the environment. This development has led to an increasing focus on man-made factors that impact the environment and a consequential need to measure and monitor those factors. Interestingly, the natural tendency is to highlight harmful effects such as pollution or increasing global temperatures while efforts that enhance or sustain the environment, such as insulating our homes or producing energy from renewable sources, tend to be given somewhat less prominence. Evidently, from a policy perspective it is important to be able to combine measures of harmful effects with enhancing and sustainable effects, to gain a output. However, this approach tends to be avoided by smaller NSIs due to attendant costs, and burdens it imposes on respondent businesses.
Estimating EGSS output for a complex sector like construction is particularly problematic, as even well run surveys of the sector are likely to elicit low response levels. Resulting estimates of overall green output are likely to be of poor quality, while CEPA (Classification of Environmental Protection Activities) and CReMA (Classification of Resource Management Activities) breakdowns of EGSS output required under the regulation will be even poorer still. In this situation, a fairly common work-around involves applying appropriate industry specific factors gleaned from experts in the field to existing NA output aggregates (e.g., Statistics Estonia 2015) . For example, in the construction sector an appropriate factor might be arrived at by Quantity Surveyors pooling their knowledge of construction costs across a variety of 'standard' construction projects, such as building a typical three-bed home (e.g., RICS 2016) . While this approach is sensible it takes little or no account of the specific emphasis of individual firms within the sector. Consequently, without a specific satellite construction register being in place, a firm that is involved in the construction of bridges is treated similarly to one that installs attic insulation, leading to poor estimates and potentially biased breakdowns by CEPA or CReMA.
For a complex sector like construction this seems anomalous and suggests a prerequisite for accurate measurement is the development of an appropriate satellite register, in our case an environmentally specific construction register. If, moreover, we categorise this satellite register by type/class of environmental activity and obtain an expert factor for each class, then we should be able to arrive at a fairly sensible estimate of EGSS output. Clearly, a natural way to determine appropriate classes of environmental activity in construction is to identify meaningful common themes or topics, and use these as a basis for computing an EGSS output estimate. The purpose of this article is to describe how these topics can be learned directly based on a lexical analysis of activity descriptions on our satellite construction register. Furthermore, we show how this knowledge may then be used to arrive at an estimate of EGSS output. We accomplish this using a relatively new applied statistical tool called Latent Dirichlet Allocation (LDA). We show that LDA can learn meaningful environmental topics latent within activity descriptions on our satellite construction register; we note this is a novel application of LDA. Based on the relative importance of these environmental topics within a business's activity description text, we are able to compute an EGSS 'weight of evidence' factor for that business. Importantly, this firm/business level evidence weight reflects the semantic emphasis a particular construction business places on those environmental goods and services it supplies. We multiply this weight by the most recent overall supply side output value for that business, as recorded on the BR, to compute an estimate of the value of EGSS output. Summing this across all construction businesses on the satellite register we arrive at an EGSS value for the whole construction sector. We emphasise the 'weight of evidence' that we compute is chiefly a novel by-product of using LDA and therefore renders LDA useful in areas well beyond the field of pure text processing.
The remainder of this article is organised as follows. In Section 2 we discuss the rationale behind our approach, we feel this is necessary because the basis of our approach is quite different to the traditional supply side methodology and justification is therefore needed. Section 3 describes the salient features of LDA's statistical model and Bayesian inference for this model. This section is a little technical and may be browsed by a reader interested primarily in applications. In Section 4 we describe how we arrive at our satellite construction register and identify a vocabulary of environmentally relevant words based on this register. Section 5 addresses the important issue of model evaluation for topic models. In Section 6 we use the best topic model identified in Section 5 to arrive at an estimate of EGSS output, based on the emphasis of environmentally relevant words in activity descriptions on the satellite register. We compare the estimates with those of other countries and find our overall estimate of EGSS output to be marginally on the low side. We also provide a statistically meaningful further breakdown of our overall estimate by CEPA and CReMA. Section 7 concludes.
The Basis of Our Approach
Estimating the weight or portion of a construction business's output that is environmental using LDA is the key novel contribution of this article. The rationale behind this approach is that a firm's description of its activity, as recorded in the activity description itself, stresses the main types of work it carries out. Relative (semantic) weights computed from text analysis of activity descriptions, therefore reflect the relative weight firm's place on different types of work they carry out. Clearly, it is to be expected that the types of work described are also the principle sources of the firm's revenue. Accordingly, it is reasonable to assert that the distribution of relative weights is also reflective of the relative contribution of each type of work (mentioned in the activity description) to the value of economic output. So, for example, a business installing insulation and constructing internal partition walls (i.e., dry walling) has an environmental weight and a pure construction weight. In this article, we show how we can use LDA to compute the relative weight of these two components. Sensibly, we assume these are its principle sources of revenue. The relative weight for insulation computed via LDA reflects the prevalence of insulation in all activity descriptions, in each individual business's particular description, as well as the prevalence of insulation in each topic and across all topics latent in the satellite construction register. Importantly, activity descriptions are classified probabilistically (i.e., a soft classification) according to topic. The amount of total probability that LDA finds in an activity description that is attributable to environmental terms (i.e., words in a description) such as insulation, is a measure of the weight of evidence associated with environmental topics in a particular description and across all descriptions.
Interestingly, the essence of our rationale is that it seeks to mimic the process that an official in a statistics office would apply when forming an impression of the key activities undertaken by a business. Based solely on that business's description of itself and descriptions from similar businesses in that sector, an official would form an impression of the main types of work carried out and their relative importance. Naturally, they would also seek out sensible relevant features (i.e., topics), and use these to arrive at a refined sense of the relative importance of the types of work of the business. Further, and in the absence of other sources, if they were required to estimate the distribution of the business's main sources of revenue, with good reason they might adopt weights derived via refined relative importance. Of course, the business's self-description may be an activity description as used here, or it may be a description obtained for example from googling the business's website.
We note two particular strengths of our approach that should be highlighted. First, in our implementation of LDA we construct the word vocabulary needed by LDA directly from the satellite construction register itself. This contributes greatly to LDA's success in finding meaningful topics from the activity descriptions on our satellite register. Accordingly, we avoid a common pitfall of using LDA as a black box to extract topics from a sea of documents, only to find the topics found have little relevance to real meaningful concepts. Second, as a consequence of finding meaningful topics we are able to map these topics very closely to CEPA and CReMA classifications. Thus, LDA provides us with a statistically meaningful set of relative weights (i.e., distribution) at the activity description level, and therefore at the firm level also, for these classifications. We use these firm level weights to allocate the overall EGSS output estimate according to CEPA and CReMA at the firm level. This is a particularly valuable bonus to adopting our approach.
Significantly, we stress that we do not hold the view that this lexical approach should replace existing demand or supply side methods, but rather provide a complementary method of estimating output from the supply side. Moreover, with this in mind we have programmed the core LDA method in SAS/IML. We feel this may facilitate its wider availability to the official statistics community and in other applied areas such as biostatistics, which often rely on proprietary software systems for statistical analysis. It is also worth mentioning that R has two packages for topic model analysis, one called 'lda' (Chang and Dai 2015) and the other called 'topicmodels' (Hornik and Grün 2011) . Some of the methodology and analysis conducted here could also be accomplished with these implementations. Equally, proprietary software called MALLET (McCallum 2002 ) is also available for topic model analysis. As these implementations do not quite fit our needs we have found it expedient to re-work LDA from scratch.
Latent Dirichlet Allocation (LDA)
Coding a large data set of natural language textual descriptions (i.e., a corpus of documents) such as business activity, occupation or morbidity is a commonplace job within NSIs. Typically, a coder will hard code the description to a single class. Unfortunately, more often than not coding is inexact. In this situation the coder arrives at the appropriate class, via an initial soft assignment of two or more classes, based on similarity or relevance judgements and domain specific expert knowledge. The coder then picks the appropriate class from the soft classes based on their relative probabilities or evidence. An important feature of this expert soft-coding is its reliance on making an informed choice based on the most sensible combination of relevant themes or topics in the text description. LDA (Blei et al. 2003 ) is a fully Bayesian procedure that seeks to replicate a first-order approximation to the soft-coding processes of domain experts. Accordingly, it is likely to be of interest to official statisticians and prove beneficial where register development and analysis is needed, as is the case in the realm of EGSS.
The statistical model underpinning LDA relies on a generative model that links a document, labelled by d, in a corpus of D documents, to a set of W unique words in a vocabulary via a latent or hidden set of relevant topics. In LDA topics are typically labelled by the random variable z, the overall number of topics K is constant and assumed a priori. The generative model postulates that each document in a corpus is generated by first picking a multinomial distribution with a K-vector of (topic) parameters u jd ð j ¼ 1; : : : ; KÞ; where P K j¼1 u jd ¼ 1. This means the vector of topic parameters u jd is fixed for the specific document, but varies from document to document in the corpus. For the current document, the K vector of parameters u jd is generated from a Dirichlet prior distribution with hyperparameter a (which by the way can also be a vector of size K), this, of course, ensures the topic parameters sum to 1. In other words, a prior Dirichlet is used to generate a set of multinomial probabilities u jd across K topics for the d th document in the corpus. We call the resulting multinomial distribution with parameters u jd ð j ¼ 1; : : : ; KÞ generated in this way, the topic multinomial distribution for the document. Within each topic, LDA's statistical model also specifies a separate multinomial distribution with a vector of parameters w over all W unique words in the vocabulary. Each individual word in document d is then generated by picking a specific topic z ¼ j from the topic multinomial distribution. This fixes the multinomial distribution with parameter set w j for unique words from the vocabulary that occur in topic j, we call this the word multinomial distribution. The individual word in the document is then picked at random from the vocabulary based on the probabilities in this word multinomial distribution. This generative step determines the conditional probability Pðwjz ¼ jÞ ¼ w wj of choosing the word w under the word multinomial distribution for the j th topic. Using the theorem of total probability, we can combine the marginal and conditional probabilities in a mixture model to compute the probability of a specific vocabulary word w as
with u jd the document specific probability (associated with vocabulary word w) in topic j.
The full LDA statistical model also posits a Dirichlet prior with hyperparameter b on the (topic specific) word multinomial distribution w wj , this is used to generate the multinomial word distribution for that specific topic. We mention that the Dirichlet prior distributions are chosen because they are conjugate to the multinomial. The generative model outlined above may seem somewhat elaborate but in practice it is quite straightforward. Unique words in the vocabulary are assigned probabilistically to a specific topic. Starting with two hyperparameters a and b, we generate a word in a document by first drawing a set of parameters u jd for topics from a specified Dirichlet(a) distribution; using a Dirichlet prior ensures P K j¼1 u jd ¼ 1. We then draw (i.e., sample) a specific topic z ¼ j from a multinomial distribution with parameters u jd . Separately, we draw a set of multinomial parameters w wj for words in topic j from a Dirichlet(b) distribution; once again using a Dirichlet prior ensures P W w¼1 w wj ¼ 1. The word is then drawn from the unique vocabulary of words by sampling from the multinomial distribution with parameters w wj . Repeating this procedure N times generates a document with N words. Further repeating the whole process D times, generates a corpus of D documents where each document is based on K topics.
Consider the following hypothetical example, in the realm of EGSS there might be three topics, energy saving, renewables and recycling. For document (i.e., activity description) d, the trinomial topic distribution is generated from a Dirichlet(a) with (probability) parameters u d;energy saving ¼ 0:1; u d;renewables ¼ 0:7 and u d;recycling ¼ 0:2: Then, topic z ¼ 2 ¼ renewables might be selected based on sampling from this topic distribution. Assuming a 10 word vocabulary, we then generate the multinomial word distribution with (probability) parameters w 1;2 ¼ 0:82; w 2;2 ¼ 0:02; : : : ; w 10;2 ¼ 0:02 from a Dirichlet(b) for these ten words. Assuming solar is the first word in the vocabulary, we then might select it based on these probabilities. This process associates the word solar with the topic renewables assigned in the d th document. Note, this association of word with topic is purely probabilistic as no other/external information is incorporated. Repeating this procedure N times generates a document with N words from the vocabulary having a trinomial topic distribution and repeating this document process D times generates a corpus based on three topics. The above process describes how to generate a corpus based on a statistical model. However, in practice, interest centres on using this model as a basis for discovering the set of topics, from an observed corpus of documents and vocabulary of words. This estimation of a set of topics involves learning the matrix parameter sets w and u from the words in the corpus of documents. One clever strategy for doing this estimation, introduced by Griffiths and Steyvers (2004) , is based on Gibbs sampling (Geman and Geman 1984) . Interestingly, this approach avoids sophisticated approximations to difficult integrals of probability distributions that are functions of the parameter sets w and u, such as variational Bayes (Blei et al. 2003) or expectation-propagation (Minka and Lafferty 2002) . Instead, it seeks to directly evaluate the posterior distribution over the assignments of words to topics P(zjw) and recover the matrices of parameters w and u for the corpus of documents by examining this distribution. From Bayes Theorem we can write PðzjwÞ ¼ Pðw; zÞ PðwÞ ¼ PðwjzÞPðzÞ PðwÞ / PðwjzÞPðzÞ ð 2Þ
Based on this form, Griffiths and Steyvers (2004) compute separate expressions for PðwjzÞ and PðzÞ that are functions of the word-topic counts (n wj ) and document-topic counts (n jd ) respectively. Using these quantities they derive the full conditional topic distributions required for Gibbs sampling; expressions for the full conditionals, as well as estimates of the (matrix) parameter setsŵ andû computed from the respective word-topic and document-topic count matrices are given in the Appendix (Section 8). Full details on the derivation of these equations are also given in a number of articles, including Heinrich (2009 ), Wang (2008 ), and Carpenter (2010 .
Heinrich (2009) also outlines an algorithm for implementing the Gibbs sampler. This too is straightforward as it relies on maintaining matrices for word-topic counts ðn wj Þ and document-topic counts ðn jd Þ. The word-topic count matrix ðn wj Þ gives the number of times word w has been assigned to topic j in the vector of assignments z. Meanwhile, the document-topic count matrix ðn jd Þ gives the number of times a word from document d has been assigned to topic j. For the next word in the document, each Gibbs estimation step simply involves decrementing the current count for the topic assignment for that word in both matrices by 1, followed by resampling from the full conditional multinomial topic distribution (i.e., with the current topic excluded) to generate a new topic assignment. The word-topic and document-topic matrices for this word, new topic, and document combination are then incremented by 1. We mention that we have implemented this algorithm in SAS/IML and verified its performance on a novel test problem given in Griffiths and Steyvers (2004) . Interestingly, this test problem comprises 2,000 images (i.e., documents), each being a 5 £ 5 grid of pixels (pixel ¼ word), with the intensity of a pixel specified by an integer and representing the number of times the word occurs in the document. A set of ten topics is constructed; each topic is a 5 £ 5 grid image with a horizontal or vertical white bar set against a black background. Each document is generated by sampling 100 pixels from these topics. The test of our SAS/IML implementation involved generating 500 documents from a vocabulary of 25 words, word 1 to word 25 laid out on 5 £ 5 grid pattern, with these words assigned to topics mirroring those in Griffiths and Steyvers (2004) . We ran our implementation for 200 Gibbs iterations and found it recovered the set of ten topics very well indeed, producing results very similar to those reported by Griffiths and Steyvers (2004) . We also note that our implementation has two additional refinements; the first allows the Dirichlet prior hyperparameters a and b to be estimated by maximising the joint log-likelihood, Appendix Equations (A1) and (A2), over these hyperparameters via an additional Newton-Raphson step, while the second allows for the Dirichlet topic parameter a to be a vector of length K. We remark however, that in test runs on our EGSS satellite construction register data these refinements only improved on the estimate of the ( joint) log-likelihood generated by the core Gibbs estimation routine by a fraction of one percent. In light of this, our analysis proceeds with a scalar topic parameter a, accordingly the Dirichlet (a) and Dirichlet (b) distributions are symmetric.
The Satellite Register, Document Corpus and Creating the Vocabulary
In our case, the EGSS satellite construction register is a subset of NACE Divisions 41-43 (construction sector) on the CSO's National Business Register (BR). In all, there are over 28,000 entities in the construction sector that describe themselves using approximately 13,500 unique activity descriptions (Note: after this research was initially completed, a BR coherence project resulted in a substantial increase of approximately 12,000 new businesses in the construction sector being added on to the BR.). To create the EGSS satellite construction register we have manually scanned each unique activity description and marked it where it included an environmental phrase, such as, insulation or solar or heat pump etc. This process produced a set of 1,077 unique activity descriptions covering 1,228 businesses in the construction sector; our satellite construction register comprises these 1,228 businesses. Meanwhile, we take the set of 1,077 unique activity descriptions we have identified to be our corpus of unique documents (i.e., we simply take each document to be a single unique activity description in this corpus).
In practice, the performance of LDA depends critically on the relevance of the vocabulary. Firstly, we distinguish between words and terms, a word is a unique entry in the vocabulary while a term is the occurrence of a word in a document. Clearly then a word may appear several times as a term in a document. The vocabulary itself is made up of unigram words only, but with some exceptions, such as heat pump taken as heatpump, while a hyphenation like Geo-thermal is taken as Geothermal. We follow the practice used in Information Retrieval (IR) and build our vocabulary of relevant words directly from the corpus itself. Initially, each document is first cleaned of punctuation or other nonalphabetic symbols, misspellings corrected and so-called stop words, such as THE, IS, THAT, HE, removed. An initial basic vocabulary of all the unique words is compiled from the terms in the cleaned corpus. Our cleaned corpus of 1,077 activity descriptions comprised 5,565 terms corresponding to 830 unique words. We then applied the so-called tf-idf scheme (Spärck 1972), a popular scoring method for documents in a corpus, to reduce this further. For each unique word in the vocabulary and each document we compute
where tf wd is the term frequency count for word w in document d, and idf w is the inverse document frequency count, this measures the number of occurrences of each vocabulary word in the corpus (on the log scale). The end result is a word-by-document matrix whose entries are the tf-idf values for each vocabulary word in each document in the corpus. The appealing feature of tf-idf is that it identifies a set of words that is discriminative for documents in the corpus. Based on the resulting tf-idf values, which ranged from about 1.4 to 14, we selected tf-idf values of six or higher. This had the effect of removing about 90% of document word instances from the corpus while reducing the vocabulary to 642 words. We further scrutinised the vocabulary words rejected through tf-idf analysis and found the 90% cut-off to be too severe as it rejected some words such as drywall, reclamation, earth, drain, forestry etc., which we felt should be in the vocabulary. Accordingly, we decided to scan the remaining 192 unique words and add back some words based on their relevance to construction or environment activity. Of these, we identified seventy unique words that we felt were relevant based on our knowledge of the construction and environmental sectors. Note, while we preferred higher tf-idf value words we did not simply select the next highest seventy tf-idf values from the 192 unique words. Thus, for example we added back word UPVC which has a tf-idf value of just 2.845, but is environmentally quite relevant in the fitting of UPVC windows and doors in homes. In any event, this process resulted in a vocabulary comprising 712 unique words that we felt were meaningful construction or environmental words. A full listing of the resulting vocabulary is shown in Appendix  Table A2 where we have given a complete list of the tf-idf selected vocabulary words and those seventy words added back based on relevance. It is clear from the listing that words added back are relevant and should indeed contribute to improving classification with LDA on our corpus. Moreover, we highlight that the process of compiling the vocabulary was done while assembling a dictionary of environmental terms for EGSS and occurred well in advance of our implementation of LDA. Thus the vocabulary was not selected for LDA so as to specifically fit this corpus, accordingly we stress the results described here are not a consequence of over-fitting using LDA with this vocabulary on our corpus of unique activity descriptions. Interestingly, this vocabulary includes general words like construction, house and system, as well as more environmentally specific words such as energy, solar and insulate. This combination of general and specific words in the vocabulary is important, as these combine together probabilistically to generate meaning, and it is topic-specific meaning we are attempting to uncover using LDA. So, having both types of words present in documents will serve to enhance topic learning via LDA. We feed both the corpus of 1,077 unique activity descriptions and the set of 712 unique words in our vocabulary, into our LDA routine with a view to learning or extracting the set of EGSS relevant topics.
Identifying the Number of Topics (Model Selection/Evaluation) and Visualising Topics
LDA requires the number of topics K to be given as an input. Accordingly, it makes sense to find an optimum value for K. One method of model selection commonly used to measure performance in IR is to compute the perplexity for a subset of held out documents (Heinrich 2009 ). Roughly speaking, perplexity is a cross-validation type measure, found by updating the LDA word-topic and document topic count matrices, via running the Gibbs sampler on an unseen document. However, perplexity has not been adopted widely by statisticians because it does not directly measure the probability or evidence PðdjK ¼ kÞ ¼ Q n t¼1 P wd ;t jK ¼ k for an unseen held-out documentd; comprising n terms w 1 ; · · ·; w t ; · · ·; w n for words from the vocabulary. Note, generally we use the index j to label topics, but here the topic notation K ¼ k is adopted to distinguish the fact that the number of topics is fixed at k for each computation of the evidence associated with that value of k.
The LDA model assumes documents are independent and words in each document are also independent. Accordingly, from Bayes Equation (2) the evidence is in fact the normalising (probability) constant P(w). Interestingly, Wallach et al. (2009) set out a number of methods to evaluate this quantity for LDA. Their analysis shows a number of methods including the Harmonic Mean Method used by Griffiths and Steyvers (2004) lead to poor estimates of P(w). They offer two credible alternative methods: a Chib-style estimator and their so-called "left-to-right" algorithm. For our purposes we have re-coded their Mathlab Chib-style estimator (see http://people.cs.umass.edu/, wallach/code/etm/) in SAS/IML, with a view to finding an optimal value of K for the corpus of EGSS activity descriptions. Our procedure for finding the optimal K involved running LDA on 90% of the documents in our corpus and holding back 10%. We fixed the number of topics at k and ran LDA on the 90% corpus to get stable estimates of the word-topic (n wj ) and documenttopic (n jd ) count matrices. These were fed into the Chib routine along with the 10% subset of documents held-out, and the evidence probability PðdjK ¼ kÞ computed for each heldout document. The overall probability for all held-out documents is simply the product of each document's evidence probability, as documents are assumed independent; this independence assumption is valid here, as our documents are activity descriptions from individual businesses that are independent of one another within the construction sector. We simulated this procedure 30 times with a different randomly chosen set of held out documents. This generated 30 estimates for the overall evidence probability. The mean and standard deviation of these 30 estimates is then computed. For accuracy, all computations are done on the log scale, accordingly, we report the Model Log Evidence probability for each setting of k in Figure 1 . We mention that to some extent this is a beltand-braces approach, as the resampling in the Chib estimator is designed to give unbiased estimates based on just one simulation.
The plot in Figure 1 shows the results from running the Chib estimation routine. The Mean Log Evidence for each model initially increases as a function of k, reaches a peak at around seven or eight and decreases thereafter. This kind of profile is often seen when varying the dimensionality of a statistical model, with the optimal model being rich enough to fit the information available in the data, yet simple enough to avoid over-fitting that data. Typically, in an IR situation, with a corpus of millions of documents and a vocabulary of 10,000 words, finding a small optimal value for k would be unlikely. However, for this dataset the results are very appealing for two reasons. First, as most companies in the construction sector do similar work, we had expected there should only be a small number of topics related to construction within EGSS, and this turns out to be the case. Second, and far more importantly, we expected k to be small because we used a well-defined vocabulary constructed directly from the corpus itself. Accordingly, we expected LDA to find structure based on words having a fairly strong relevance to both EGSS and construction. The plot in Figure 1 also shows the two standard error lower and upper limits, labelled LL and UL respectively, arising from the 30 simulation runs. This band is quite narrow, demonstrating the stability of the Chib estimator and therefore attesting to the quality of the estimated log evidence probability, which is also appealing.
Naturally the value of k found using the Chib procedure depends on the Dirichlet prior hyper-parameters a and b. Each of the 30 runs in our simulation procedure assumed a fixed value k for the number of topics, and a and b initially set equal to 1 and 0.1 respectively. Setting a and b to a fixed constant, is nothing other than a shorthand means of forcing all k parameters in the corresponding Dirichlet distribution to be equal, the resulting distributions are therefore also symmetric. Nonetheless, after running the Gibbs procedure and before running the Chib procedure in each simulation, we also sought optimal values for a and b, given the optimal Gibbs assignments of topics to words in each document. Optimal values for a and b were found by maximising the joint log-likelihood, given in Equations A1 and A2 (Appendix), over these two parameters separately using a Newton-Raphson scheme. The mean values of the resulting estimates of a and b, across each of the 30 simulation runs, is shown in Figure 2 as a function of the number of topics k. No. of Topics k Fig. 1 . Model log evidence for topic models.
Keogh: LDA Analysis of EGSS Output
It is clear from the plots in Figure 2 that a drops fairly rapidly, reaching a minimum of about 0.33 at about k ¼ 7 or 8 topics. Typically, a smaller value for a will favour selecting the same few (i.e., 1 or 2) topic assignments for terms occurring in document d with high probabilities. In practice, this means words in this document can only be assigned to 1 or 2 meaningful topics, and more generally words will therefore tend to cluster strongly according to topic. Thus, as is the case here, when k is relatively low, a small value for a will ensure words cluster into a small number of meaningful topics. Meanwhile, b also drops fairly rapidly with increasing k, but the rate of decent appears to slow significantly at about k ¼ 7 or 8 topics with b ¼ 0.07. This too is appealing, as a small value for b is typical and can be expected to result in a fine-grained decomposition of the corpus into meaningful topics (Griffiths and Steyvers 2004) .
Based on this model selection procedure it is clear that sensible settings for the parameters are K ¼ 7; a ¼ 0:33 and b ¼ 0.07, these values are used in all subsequent analysis. The top ten words from the vocabulary associated with this topic model are displayed in Table 1 , with the topic titles having been named by us on pragmatic grounds. We visualise each topic k ¼ 1; : : : ; K ¼ 7; by ranking the words in that topic using their term-score (see Blei and Lafferty 2009) term-score wk ¼ŵ wk £ŵ
whereŵ wk (see Section 8) is the estimated per-topic (vocabulary) word probability. This formula is inspired by the tf-idf scheme Equation (3) in that the second term in Equation (4) down-weights words that have high-probability under all topics. It is clear from Table 1 that topics recovered by running LDA on our activity descriptions are environmentally meaningful. As suggested by the small value found for a Table 1 are very appealing, there is the possibility that this topic classification by vocabulary word is to some degree a fluke for this particular value of K ¼ 7. Accordingly, the sensitivity of this distribution to the a priori set number of topics K is of interest. Ideally, if LDA is stable and the Chib procedure for selecting K is robust, then we should see a topic-word distribution similar to Table 1 for values of K close to 7. To gain some insight into the sensitivity of LDA to the number of topics, we also examined the term score ranking distribution for K ¼ 6 and K ¼ 8 topics; the distributions are given in the Appendix, Table A1 . First, comparing the seven topic distribution in Table 1 with the six topic distribution in Appendix Table A1 , we can see a fair degree of similarity. LDA has found three very similar topics; 'Windows and Doors', 'Insulation' and 'Alternative Energy'. However, in this instance LDA has not distinguished words in the area of 'Construction' or 'Water, Waste and Energy Saving' as clearly as it did with K ¼ 7 above. This is pleasing as we should see a more course-grained and less relevant set of topics when K is reduced below its postulated optimum value of seven. Second, in the eight topic case LDA seems to work quite well. It has nicely split construction into predominately 'internal' and predominately 'external' construction topics. In the context of the construction sector this seems a pleasing refinement. More importantly, this straightforward sensitivity test shows that LDA is sensitive to the value chosen for K in the best possible way. A small decrease in K from seven to six yields a more course-grained set of topics. However, an increase in K from seven to eight yields a small but appealing alteration to the topics discovered, which remain meaningful from an environmental perspective. We also mention that when we set K ¼ 20, we find there are about ten topics that are meaningfully discriminated by LDA, but the other ten are more of a mixed bag. This suggests the Chib procedure is an effective means for determining an appropriate setting for the number of topics K that yields a decomposition of the corpus into meaningful concepts.
Using LDA to Estimate EGSS Output Value
The problem we face is simply stated; can we arrive at a meaningful estimate of EGSS value for the construction sector. As remarked in the Introduction, the EGSS Practical Guide (Eurostat 2015) offers no firm method of estimation for EGSS in this sector. Accordingly, EU member states are at liberty to use any credible approach to arrive at a realistic value. With a satellite construction register an ideal solution would be to select a sample and conduct a survey of firms on this register. As noted in the introduction the BLS operated this approach for their GGSS, selecting a sample from a satellite register of about two million environmental businesses in the United States and surveying those selected. An appealing refinement of the GGSS involves using a tailored survey for different sub-sectors, such as the renewable energy or the recycling industry. Naturally, it would be pleasing to replicate the GGSS, but smaller NSIs typically may not have the resources to operate a specific survey focussed on the environmental sector. Nevertheless, an upper bound for EGSS output in the construction sector is directly available to us. We simply take overall output from the national BR and sum it across all those firms on the satellite construction register. When we do this, we find the resulting output value is EUR 540.8m. Clearly, this is a gross over-estimate of EGSS output, because there are many construction firms where only a portion of their activity is environmental.
Remarkably, if we allow the data-to-speak-for-itself, LDA provides a sound approach that enables us to estimate the portion of a construction firm's activity that is genuinely environmental. We turn our focus to the vocabulary and distinguish the subset of words that for all practical purposes are genuinely environmental type words, from those that are essentially construction sector type words. Examples of genuinely environmental words include renewable, solar, insulation and so on, while essentially construction words include building, house, construction, and so on. Intriguingly, essentially construction words occur frequently in activity descriptions on both the satellite register and the Main BR (NACE Divisions 41-43) covering the whole construction sector. Now, by simply matching the vocabulary with the words occurring on the Main BR, the purely environmental portion of the vocabulary can be tagged and separated from the pure construction portion of the vocabulary. This gives us a vocabulary of genuinely environmental type words, upon which we can compute a statistically meaningful weight of evidence favouring environmental activity in each activity description. This weight reflects the semantic emphasis latent in topics that a firm places on the environmental aspects of its own activity description; we refer to it as the semantic weight sem_wt d .
The Gibbs implementation of LDA maintains a matrix Z of dimension D £ N (i.e., equal in dimension to the document X term matrix) with N being the number of terms in the longest description. This matrix records the most recent topic assignment of the Gibbs Sampler for each term in each document/description. When the Gibbs sampler reaches a steady state, the topic assignments in Z for each term in each document become fixed. Based on these assignments the posterior estimates of word-topic probabilitiesŵ wj and document-topic probabilitiesû jd (see Equations A4 and A5 in the Appendix) are computed. Computing sem_wt d for d th description proceeds based on these posterior estimates of word-topic and document-topic probabilities. From Equation (1) we can see the probability of each term t, associated with unique vocabulary word w, in each activity description on the satellite register isŵ wj £û jd . Thus, in steady state, for the t th term in d th description we fix z ¼ Z dt ¼ j for that document-term and compute the corresponding term probability p td ¼ŵ t¼w;Z dt ¼j £û Z dt ¼j;d : We define the total term weight to be the sum of these probabilities for all terms matching each vocabulary word w in that description; we label this total term weight for all terms T(W ) d , where W is the set of vocabulary words in the description -clearly this sum of probabilities will not in general be equal to one. Similarly, by eliminating the essentially construction words from this description, we can identify and retain only those specific term probabilities associated with genuinely environmental words in this activity description; we label the resulting total (genuinely environmental) term weight TðW * Þ d ; by definition this quantity will always be less than or equal to TðWÞ d because W * # W for all those vocabulary words that appear as terms in the d th description. We define the evidence favouring environmental strength of meaning in each activity description, as the ratio of the total term weight due to environmental words to that of all words in the description (under the LDA model), this quantity is
Multiplying the firm's overall output by this weight gives a statistically meaningful estimate of the output value the construction firm attaches to its environmental activity. Clearly, the stress a firm places on the environmental aspects within its activity description also reflects the economic importance it attaches to these functions. Accordingly, the output estimate derived from directly measuring the relative importance of those environmental aspects via sem_wt d also has sound economic credibility. We also note the estimated term weight in a description is a linear function of the estimated probabilities p td . Thus, for all words in a given description we have
is the overall term weight for essentially construction words in that description. Of course the value of sem_wt d for activity description depends on the probabilities assigned to essentially construction or genuinely environmental words in that description. At first sight therefore it would appear that a description with more common essentially construction words will have a smaller semantic score than a description with less common essentially construction words. This scenario implies that given the same environmental words, the description with more common construction words will be considered less environmental (having a smaller semantic score). This seems anomalous, as the existence of common construction words should not necessarily mean the activity description is less environmental. However, it will be clear from the preceding paragraph that sem_wt d probabilities are a function of not just of the word, but also the actual topic assigned to that word in the description from the topic assignment matrix Z. Importantly, this varies for the same word across different topics and descriptions. For an essentially 'Construction' topic the scenario outlined above is likely to occur as the probability will be primarily word dependent. But in a topic like 'Alternative Energy' it is far less likely, since topic assignments in the Z matrix will be associated with the respective topic and word in that description. Interestingly, this is quite an appealing feature of LDA as it generates a statistically meaningful score that is dependent on both the type of word and topic assigned to that word at the term level within each activity description.
Implementing this ðsem_wt d Þ computation, we generated the genuinely environmental vocabulary by removing the set of essentially construction words. The construction words were identified by manually extracting activity descriptions on the satellite corpus that were essentially construction, for example Carpenter and Builder and matching these with the 712-word base vocabulary. We found that the base vocabulary was reduced from 712 words to a 249 genuinely environmental word vocabulary. However, in practice we have also found this 249 genuinely environmental word vocabulary turns out to be too restrictive. The reason for this is that certain activity descriptions, such as, "A CIVIL ENGINEERING PLANT HIRE AND DEMOLITION COMPANY" get a zero sem_wt d value. Interestingly, we included this description on the satellite register as 'demolition' may also incorporate a latent recycling function. Accordingly, to account for this effect we take the word 'demolition' to be a latent synonym for 'recycling' and include it on the genuinely environmental word vocabulary. Identifying and including all these latent synonyms our purely environmental word vocabulary increased its size from 249 words to 314 words. Using this extended genuinely environmental word vocabulary we are able to compute a non-zero sem_wt d for all descriptions on our satellite construction register.
With an effective extended genuinely environmental word vocabulary in place, we computed estimates of the word-topic probabilitiesŵ wj and document-topic probabilitiesû jd . In practice, we ran 20 separate LDA simulations on the 1,077 descriptions on the satellite (environmental) register and computed the matricesŵ wj and u jd on each run. Both sets of term weights TðWÞ d and TðW * Þ d and the resulting sem_wt d value, were then computed based on average the values ofŵ wj andû jd across the 20 simulation runs. A histogram (and kernel density estimate from Proc SGplot in SAS) of the resulting sem_wt d values computed for each of the 1,077 activity descriptions is displayed in Figure 3 . The plot is skewed to the left with a median value of about 0.41 and lower and upper quartiles of 0.14 and 0.66 respectively. Intriguingly, this tells us that 50% of construction firms on our satellite register, who describe themselves using explicitly environmental words, did so with a degree of environmental semantic weight or emphasis below 41%. Meanwhile, only 25% of the firms described themselves with an environmental semantic weight of 66% or higher. Recalling that stop-words have been eliminated from our descriptions, the distribution of semantic weight ðsem_wt d Þ values in Figure 3 , suggests that companies in the sector engaged in environmental work, tend to see themselves first as construction companies and second as environmental companies. This shows the NACE coding of these companies, based on their primary activity, into the construction sector tends to be correct, which is a valuable and unforeseen quality assurance by-product of this analysis.
In Figure 4 , the Estimated Environmental Output value distribution that results from multiplying each construction firm's output on the 2013 satellite construction register by sem_wt d is displayed. Encouragingly, as one might expect for output or production value Keogh: LDA Analysis of EGSS Output data, the distribution is heavily skewed to the left. This is nothing other than a reflection that most construction firms tend to be small companies with a few employees and therefore tend to have a small overall output. The median of this distribution is EUR 36k with the lower and the upper quartiles being EUR 10k and EUR 107k respectively. More importantly, the overall total estimated EGSS output is EUR 229.2m. This value is 42.4% of the overall output value EUR 540.8m for all firms on the satellite construction register. This sem_wt d based output estimate of EUR 229.2m therefore seems plausible, as many construction companies will typically have quite a mixed bag of activities, several of which will not be environmental. Meanwhile, our current best guess at overall EGSS output for 2013 in Ireland is about EUR 3.4bn, suggesting that the construction component likely accounts for about 6.7% of total EGSS output in Ireland. Interestingly, for international comparison, the 2012 UK EGSS output estimate for construction is 8.3% (ONS 2015) of total environmental output and the 2010 Estonian estimate is 10.5% (Statistics Estonia 2015) . If these estimates are accurate, this indicates the sem_wt d estimate at 6.7% may be somewhat on the low side. Of course our output estimate is register based and therefore we are able to compute other measures such as output per employee and pay per employee, to further judge the quality of estimated output value. For our satellite register companies these values turn out to be EUR 130.4k and EUR 26.5k respectively, while the corresponding values for general construction companies on the national BR are EUR 119.1k and EUR 24.5k respectively. Considered in this light, our estimates give rise to per employee values that are consistent with the general construction sector in Ireland. Comparing internationally, the UK and Estonia estimates of output per employee are GDP 150.3k and EUR 50.6k respectively, and pleasingly our value of EUR 130.4k comes in close to the middle of these two estimates.
Thus, international evidence based on output per employee and national comparison of pay per employee shows there is a reasonable degree of consistency in our estimated output value. Of course the sem_wt d estimate proposed here is based on emphasis or meaning in text and the degree to which this is causally linked to economic value remains uncertain. Nevertheless, in light of the comparisons made here and the sound statistical methodology (e.g., creating a satellite register and vocabulary construction) underlying the computation of sem_wt d , it seems reasonable to assume the overall estimate of EUR 229.2m for EGSS in the construction sector in Ireland, based on sem_wt d , is fundamentally sound. Remarkably, we can glean more knowledge from our data than just the overall estimate of output value. Specifically, EU Regulation 691/2011 (EU 691,2011) also requires participating member states to provide a breakdown of output value by environmental protection (CEPA) and resource management (CReMA) classifications. Looking at the seven topics identified in Table 1 we can fairly readily associate these with classification headings within CEPA/CReMA as shown in Table 2 . Now, using the estimated document-topic matrix of probabilitiesû jd we can allocate the output value of each firm on the satellite register, associated with the d th description, according to these probabilities, giving the CEPA/CReMA value for each firm. Summing these values across all firms we arrive at the EGSS value in the construction sector broken down by CEPA/CReMA, the resulting sector totals are given in Table 3 . The figures in Table 3 show the largest sub-component of EGSS output in the construction sector in Ireland is EUR 98.5m and relates to the area of 'Heat/Energy saving and management'. This covers the provision of insulation and installation of .5m computed here is close to the lower end of this interval, adding further to the credibility of our proposed approach. The standard error of the estimated value is also provided based on the 20 simulation runs. The overall standard error of the estimate across all CEPA/CReMA classes comes in at just over 6%, showing the estimated value is quite precise. Also interestingly, this breakdown comes at virtually no additional effort and therefore shows the considerable added value of using LDA to estimate output based on a set of relevant topics. We note that in practice this level of refinement would generally be possible only using a targeted survey such as the GGSS. However, here the time, cost and response burden associated with a specific survey have been avoided.
Closing Remarks
The key research problem addressed in this paper is whether and to what extent the semantic value provided in a construction firm's activity description text, informs us about the environmental economic value of the firm. The key assumption underlying this interconnection is, the emphasis a firm places on environmentally related terms in its descriptive text, will also reflect its economic focus and therefore the resulting productive value of the firm. Clearly, in this scenario, the output value of a firm that spends 95% of its time on pure construction work and just 5% of its time on environmental work will be overestimated, if the description comprises several environmental terms and few construction terms. However, this scenario contradicts reality as firms actually do emphasise the activities that are important to them in their activity description. Indeed, like many other NSIs, CSO in its annual BR survey specifically asks each firm to give, as full a description as possible of its main activities, and on this basis our underlying assumption seems valid. We also stress that our experience based on purposefully selecting 1,077 environmentally related construction activity descriptions on our satellite register tends to bear this out. In this article, we used a relatively new applied statistical method called Latent Dirichlet Allocation (LDA) to search for meaning in activity description text strings, in the form of main topics or themes occurring on a satellite construction register. Using the activity descriptions on this register we constructed a vocabulary of 712 unique words needed as input for LDA. We also conducted a model evaluation study and established that our dataset of activity descriptions could be softly-classified into just seven environmentally relevant topics. With this seven topic classification we proceeded to extract the weight of evidence associated with environmental terms in each activity description. Based on LDA's estimated word-topic and document-topic probabilities, we proposed a statistically meaningful and environmentally relevant weighting factor. This is based on the ratio of the probability of genuinely environmental words in the activity description to the probability of all words; this ratio reflecting the semantic importance of the environmental aspects of the description conditional on the topic.
We applied the resulting evidence weight to the associated firm's overall output value to arrive at an estimate of the EGSS value for each construction firm. The quality of this estimate predicated on the assumption that environmental emphasis placed in the text by that firm, reflects the environmental economic value. On this basis, we arrived at an EGSS estimate for construction in Ireland in 2013 of EUR 229.2m. This accounts for about 41% of the overall output for all firms on the satellite construction register. Comparisons with two other countries, namely the UK and Estonia revealed that the value of our estimate as a proportion of total EGSS value appeared to be on the low side at 6.7%. With this caveat in mind, we viewed the estimated output value of EUR 229.2m for EGSS, arrived at here by analysis of environmental emphasis within activity descriptions, to be fundamentally sound. In addition, we are able to match the topics found by LDA with CEPA/CReMA classes leading to output classified by the latter. This is a valuable extra benefit to using LDA.
It cannot be overemphasised that we have been very purposeful in our use of LDA. Thus, as occurs in many other implementations, we have avoided the pitfall of using LDA as a black box to identify latent topics in a corpus of general construction descriptions that then might map to meaningful environmental concepts. Instead, we have pragmatically selected a corpus of environmental activity descriptions and prudently selected a vocabulary based on these descriptions. Thus, from the outset we have done considerable dimension reduction to our dataset before applying LDA. This has put in place the foundations to ensure a meaningful mapping between the topics LDA has discovered and real environmental concepts. Given these operational constraints, our results show that LDA is an impressive tool for identifying meaningful topics. Moreover, we feel this contributes greatly to enhancing the accuracy of our estimates of economic output derived from LDAs document-topic and word-topic probability distributions.
In the literature, LDA and its variants, such as dynamic topic models (Blei and Lafferty 2006) , correlated topic models (Blei and Lafferty 2007) , tagged or labelled LDA (Ramage et al. 2009 ) are used solely for text-based corpus analysis. These variants also extend LDA in various ways. By contrast, the analysis conducted here has been undertaken on a relatively small dataset with a small number of topics. Interestingly, we note the approach taken here, where we used a set of purely construction words from a pure construction source, is in essence a form of tagged LDA. Where it is possible to a priori tag certain descriptions beforehand with a tag that more precisely identifies economic value with the activity description and/or correlate descriptions, the variants mentioned may give rise to more credible estimates. For this reason and others noted earlier, we stress that the estimate of output arrived at here is not meant to replace estimates arrived at by other (e.g., demand side) means. Ideally, the estimate of EGSS output computed here should complement those others and indeed give a direct breakdown of output according to CEPA/CReMA, as required by the EGSS module in the EU Regulation.
Appendix
Using the notation in Section 2, we note from Equation (2) the multinomial distributions over the parameter sets for w and u only appear in P(wjz) and P(z) terms respectively. Moreover, as their respective Dirichlet priors are conjugate to these multinomial distributions, both (matrix) parameter sets w and u can be integrated out to give the joint likelihood P(w, z), which is proportional to the product of (see Griffiths & Steyvers 2004) PðwjzÞ ¼ GðWbÞ
where the entry n wj in the word-topic count matrix (n wj ) give the number of times word w has been assigned to topic j in the vector of assignments z, the entry n jd in document-topic count matrix (n jd ) gives the number of times a word from document d has been assigned to topic j and G is the standard gamma function. Both terms N j and N d are the respective topic and document totals of n wj and n jd , while W is the total number of words in the vocabulary. The full conditional topic distributions required for Gibbs sampling are computed from the resulting joint likelihood (see Griffiths and Steyvers 2004) . More specifically, denoting the proposed topic to be assigned to term w t in the d th document by z t ¼ ð1· · ·KÞ; the full conditional topic distribution associated with this proposed latent assignment z t is given by
where (2 t) denotes the exclusion of the proposed topic z t ¼ j for word w t and N Á; ð2tÞ is the total of word-topic and document-topic counts n Á;ð2tÞ of the current assignments z ð2tÞ excluding the proposed topic z t ¼ j.
For any single sample we can estimate the word topic and topic document (matrix) parameter setsŵ andû of probabilities respectively aŝ
The word topic Equation A4 is used to compute the term-score used in Section 4 to visualise words within their topics. 
