This paper proposes a novel local stereo matching approach based on self-adapting matching window. We improve the accuracy of stereo matching in 3 steps. First, we integrate shape and size information, and construct robust minimum matching windows by applying a self-adapting method. Then, two matching cost optimization strategies are employed for handling both occlusion regions and image borders. Last, we perform a refinement algorithm for obtaining more accurate depth map. Experiment results on the Middlebury stereo image pairs prove that the proposed matching method performs equally well in comparison with other state-of-the-art local approaches.
INTRODUCTION
In machine vision field, depth estimation is a hot research direction all the time. The depth information is able to be applied for auto reversing system, three-dimensional scene reconstruction, obstacle avoidance, and so on. At present, the accuracy of depth results obtained by the local stereo matching methods (Xu et al. 2002; Yoon and Kweon 2006) have been approximated to the one of global approaches (Kohli et al. 2008; Bleyer et al. 2010; Bleyer et al. 2011; Wang and Lim 2010; Li and Chen 2004) . And the local methods consume less time than global ones. In the beginning, all kinds of local stereo matching methods (Birchfield and Tomasi 1998; Gerrits and Bekaert 2006; Zhang et al. 2009; Lu et al. 2008; Chen et al. 2012a; Chen et al. 2012b) were proposed for depth estimation. In order to reduce the image ambiguity, early local methods (Zhang et al. 1995; Kwok et al. 2011; Scharstein et al. 2001; Stefano et al. 2004 ) usually made use of a fixed matching window to aggregate the support from the neighboring pixels within the matching window. Later, because of the known assumption that pixels with similar intensity within a constrained window have similar depth, the matching window was required to adapt its shape and size for the more accurate depth estimation near depth discontinuities (Chen et al. 2011; Chen et al. 2008) . In many fixed matching window based local methods, both SAD (sum of absolute difference) and SSD (sum of square difference) computed the dissimilarity between each pair of matching pixels, while NCC (normalized cross correlation) calculated the similarity. The self-adapting matching window based local approach proposed by (Ke Zhang et al. 2009 ) was similar with SAD, both of them adopted the absolute difference computation of color information. Nevertheless, this approach had neither considered the shape and size information of self-adapting matching window nor dealt with the situation of smallest matching window properly. In the case of the smallest matching window, the shape and size of self-adapting matching window for pixel will be shrank to the shape and size of pixel, therefore leading to the invalidation of matching window. For avoiding above situation, Ke Zhang et al. performed a minimum matching window of 3x3 for the more robust correspondence matching. Other than familiar global approaches (Wang and Lim 2010; Kolmogorov and Zabih 2001; Zhang et al. 2007) constructing an occlusion term to handle the occlusion regions, we solve the occlusion problem via using a matching cost optimization strategy. This paper presented a novel local stereo matching approach for depth estimation. Our method mainly makes the following contributions. Based on original self-adapting local matching method, our approach not only considers the shape and size of matching window, but also improves the method constructing the minimum matching window. able to obtain satisfactory depth maps and is competitive with the state-of-the-art algorithms.
PROPOSED LOCAL STEREO APPROACH

Algorithm overview
The rough procedure of proposed local stereo approach is divided into three steps: First, the raw matching costs are computed relying on the improved local method. Second, we improve the raw matching costs using two matching cost optimization strategies. Third, the final depth map is obtained using a new refining approach. The whole process of our method is illustrated in figure 2. 
Improved Local Method based on Self-Adapting Window
In general local stereo matching methods, a fixed matching window is predefined for depth estimation. The matching window for certain pixel is to aggregate the support from neighboring pixels with the same depth within the matching window, but it is not certain that all the pixels in the fixed matching window have the same depth. For example, in the depth result based on NCC with a fixed window, as shown in Fig. 3 , there are a mass of noisy depths in weak-textured regions, fuzzy depths in discontinuous boundaries and depths at occlusion areas. Obviously, the proposed approach based on self-adapting window achieves more accurate results shown in figure 3 . Based on the assumption that pixels with similar color within a constrained window have similar depth, it is necessary to produce an appropriate matching window for each pixel adaptively. In this paper, we mainly refer to the local stereo matching method proposed by (Zhang et al. 2009 ) based on self-adapting matching window.
Three improvements are made on the basis of original approach. Firstly, we add the shape and size information of matching window for each pixel, which will further improve the reliability of matching costs. Secondly, a dynamical argument strategy for minimum matching window is presented for more robust correspondence matching. Thirdly, we enforce a replacement strategy for occlusion regions and a suboptimum strategy for border of image. Bottom row: the depth map of NCC with fixed matching window, the depth result of proposed approach with self-adapting matching window (from left to right).
The proposed approach is roughly divided into the following four steps. First, we will determine a self-adapting cross for every pixel in stereo images. Then, the self-adapting window for every pixel is estimated using the cross in stereo images. Thirdly, the matching costs are computed using the self-adapting window. Last, we handle the occlusion regions and border of image.
Step 1. Determining an upright cross for every pixel in stereo images. {h
} are adopted to represent the left, right, up and bottom arm length for the pixel p respectively. A color similarity computation is performed for a consecutive set of pixels which reside on the left horizontal side of the pixel p, L is the preset maximum arm length which controls the size of maximum matching window for the pixel p. I c denotes the intensity of corresponding color component and τ controls the confidence degree of color similarity. The algorithm for acquiring {h 
Figure 4: Sketch Map for H(p) & V(p). Red frame represents H(p), the length of H(p) is
+1.
Step 2. Estimating the Self-adapting Window for every pixel using the Cross in stereo images. Given the self-adapting cross for each pixel, we can readily construct a self-adapting matching window U(p) for the pixel p. The key process is to model the matching window U(p) as an area integral of multiple horizontal integrals H(q), sliding along the vertical segment V(p) of the pixel p,
where q is a pixel located on the vertical integral V(p). Step 3. Computing the Matching Costs using the Self-adapting Window. We symmetrically consider both self-adapting matching window U(p) and U'(p') depending on the pixel p and p' respectively so as to achieve reliable matching cost aggregation. Here, p' = (x p -d, y p ) is the corresponding pixel in the right image for p = (x p , y p ) with depth d in the left image. The matching cost C d (p) between the pixel p and p' is computed as follows: 
. The raw matching cost is computed from a pair of corresponding pixels, for example, the matching cost of t in the left image and t′ in the right image with the depth value d is computed as
where T controls the truncation limit of the matching cost.
Step4. Handling the Occlusion Regions and Border of Image.
Being inspired by five major approaches introduced by (Egnal and Wildes 2002) , we present a replacement strategy to deal with the occlusion regions. Owing to the common assumption that pixels with similar intensity within a neighboring area have similar depth, the matching costs for occlusion pixels are capable of being replaced with ones for "corresponding" pixels. For instance, d(p) is the depth for pixel p = (x p , y p ) in left image, and d′(p′) is the depth for pixel p′ = ( y p ) ,we would employ a displacement strategy that the matching costs for the pixel p in left image are replaced with ones for the pixel p′ in left image are replaced with ones for the pixel p′ in right image. Neither estimating two depth maps for left-right consistency check (Yoon and Kweon 2006; Tombari et al. 2007 ) nor applying a simple border extrapolation step, we adopt a suboptimum strategy for border of image. The corresponding pixel p′ will locate outside the right image when (x p -d(p))<1, which means that the matching cost can not be achieved by making use of the corresponding pixels.
where d^ is the suboptimum label we need, d
* is the optimal label is computed as follows:
At last, we use Cd^(p) as the matching cost for pixel p when (x p -d(p)) < 1. The handling for border of image will work aftering the global optimization process. 
Refining Algorithm
Although the raw result obtained by proposed approach after the "Winner-Take-All" is of relative good accuracy, there existed many noisy depth areas as shown in figure 7 . Therefore we still require further refining the raw result for more accurate result. This paper utilizes a new refining algorithm to achieve this goal. Figure 7 demonstrates that the refining algorithm eliminates a mass of outliers.
Figure 7: The Comparison between the Depth Maps (before and after refining) for the Cone. It is obvious that the refining method eliminates amounts of noisy depths. Left: the raw result before refining with numerous noisy regions marked by red frame. Right: the result after refining. 
In this paper, we mainly refer to the refining approach proposed by (Lu et al. 2008 ) with a local high-confidence voting scheme. They make a statistic function φ p (d) for the number of pixels with the depth d in the self-adapting neighbourhood U(p) of the pixel p, the maximum of φ p corresponds to a statistically optimal depth value d (Zhang et al. 2009 ). Second column: the depth results with integrating size information and improved minimum matching window. Third column: the final local results using the proposed local matching approach. Red frame indicates that the results of second column are more accurate than these of first column. And green frame shows that the results of third column are more competitive in occlusion regions than ones of second column.
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