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Abstract 
Urban heat island (UHI) refers to differences between the temperatures of 
urban areas and the surrounding non-urban areas. This phenomenon has been 
associated with a range of human and environmental influences (e.g. heat-related 
mortality and global warming). Numerous studies have identified associations 
between the UHI effect and urban growth. This research questions their causal links 
to answer a key policy question: if cities restrict urban expansion and encourage 
people to live within existing urban areas, will that help control UHI effect? 
Alternatively, what type of growth management policies would be more effective in 
mitigating the UHI effect?  
This research answers the questions through developing five alternative growth 
management scenarios for Brisbane as a case study, including: a) business as usual; 
b) transit oriented development (TOD); c) infill development; d) corridor oriented 
development; and e) sprawl development. The research utilises Landsat TM (remote 
sensing) images of 1991 and 2004, and OLI images for 2013, in order to: first, 
identify urban growth patterns from 1991 to 2013; second, assess causal relationships 
between urban growth patterns and UHI between the periods; and third, model UHI 
effects of alternative urban growth scenarios for Brisbane in 2023 using the statistical 
parameters estimated in the previous steps. This research tests the suitability of per-
pixel and sub-pixel classification methods of the remote sensing images in terms of 
their capability to correctly classify land cover patterns in Brisbane. It also 
investigates the ability of widely applied cross-sectional analytical methods to make 
inferences about causal links between land cover patterns and UHI, by comparing 
their parameters against the parameters estimated based on a longitudinal panel 
model. The research further examined whether the causal link varied spatially over 
the study area.   
Results show that: a) the sub-pixel classifier produced a better classification of 
land cover classes in Brisbane (i.e. R2= 0.61 of impervious surfaces and R2= 0.59 of 
vegetation areas); b) urban areas increased by 15% in Brisbane between 1991 and 
2013; c) increasing population density and reducing porous land significantly 
increased UHI in Brisbane, suggesting that a causal relationship exists between the 
UHI effect and land cover changes; d) a similar result was found for cross-sectional 
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analysis, suggesting that it can reliably be used to model the UHI effect in the 
absence of a panel data model; e) the strength of causal link, however, substantially 
varied over the study area, suggesting the need for a Geographically Weighted 
Regression method in predicting the UHI effect robustly; and e) among the five 
scenarios, the TOD scenario would be most effective in mitigating the UHI effect in 
Brisbane. 
 The findings from this research suggest that urban areas would experience a 
UHI effect because of population growth, and despite having policy restrictions on 
horizontal expansion. However, specific growth management policies can be applied 
to minimise the UHI effect, such as densification, in tandem with increasing the 
proportion of porous land through, for example, vegetation.  
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Chapter 1: Introduction 
1.1 BACKGROUND  
The terms land cover (LC) and land uses (LU) are often used interchangeably 
in the literature although they possess distinct characteristics. LC refers to the 
biophysical features on the Earth’s surface (e.g. forest, water), while LU denotes the 
use of a land by humans (e.g. farmlands, cities) (Jensen, 2007). This research focuses 
on LC changes (in particular urbanisation) and assesses their impacts on the 
environment. LC is a subject of continuous change. Generally, three groups of 
processes are responsible for these changes: a) natural processes (e.g. wildfire, 
landslide and soil erosion); b) direct human activities (e.g. expansion of farming and 
built-up areas); and c) indirect human activities (e.g. deforestation due to lowering of 
water tables by excessive extraction/diversion of water) (Loveland et al., 1999a). 
Irrespective of the causes, land cover changes (LCCs) have significant impacts on 
human life and the environment. For instance, since 1978, intense urbanisation in 
southeast China has led to an increase in mean temperature of 0.05°C per decade.  
 The theory describing the relationship between LCCs and 
environmental/climatic effects originated in the late 18th and early 19th centuries, 
after a massive global environmental degradation (Lawrence, 2004). In the mid-
1970s, it was recognised that the surface albedo1 underwent significant changes due 
to land cover changes. These albedo changes led to variations in energy exchanges in 
the surface atmosphere, and thereby affected  regional climate (Lambin and Geist, 
2006). Recent studies have also revealed some other effects of LCCs on the 
environment, such as decreasing evapotranspiration and increasing urban heat island 
(UHI) effects (Kitsara et al., 2013). Although these effects are not as critical as, for 
example, climate change, they may lead to a scaled-down climatic condition referred 
to as micro-climate. In other words, micro-climate is defined as a combination of 
meteorological parameters that create a localised climatic condition which is 
different from its surrounding areas (Hogan, 2012).  
                                                          
1 Surface albedo is defined as the amount of solar radiation which is absorbed at earth’s surface (Jensen, 1996). 
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A micro-climatic condition can occur within a square meter and extend to a 
vast area (Hogan, 2012). It is related to global climate change in two ways. First, the 
measurement of global climate parameters and their related trends are dependent on 
acquiring data in micro-climate settings. Secondly, global climate change impacts 
differently in areas with different micro-climates (Woods et al., 2015, Hogan, 2012). 
As a result, an understanding of how local micro-climate is changing and its 
associated factors will lead to a better understanding of the impacts of future global 
climate changes.  
Among the various micro-climatic characteristics of an area (e.g. urban cool 
island), the urban heat island (UHI) is considered the most influential in terms of its 
effect on human and natural environment. It is defined as the difference in 
temperature between the urban area and its surrounding non-urban areas (Ward et al., 
2016). UHIs significantly affect human health and well-being. For example, it was 
found that an urban heat wave had resulted in 14,800 deaths in Lyon in 2003 and 700 
in Chicago in 1995 (Argaud et al., 2007, Semenza et al., 1996). Likewise, Tan et al. 
(2010) found evidence that the UHI effect resulted in heat-related mortality in 
Shanghai. UHIs also have a particular influence on general discomfort, heat stroke, 
sun burn, dehydration and respiratory problems (Aguiar, 2012, EPA, 2016). In terms 
of environmental effects, UHIs contribute to the initiation of storms/precipitation 
(Dixon and Mote, 2003), a rise  in energy demand (Santamouris et al., 2015), and a 
worsening of air quality (Grimm et al., 2008). For instance, investigations in Atlanta 
and Arizona have reported that three storms and 37 precipitation events respectively 
were induced by UHI phenomena (Dixon and Mote, 2003, Bornstein and Lin, 2000). 
Experiments have also shown that the temperature of rainwater increases from 21°C 
to 35°C after passing over pavements. This rainwater may later flow into rivers and 
streams, which can have harmful effects on their ecosystems (EPA, 2016). 
Moreover, the human need for cooler places in urban areas leads to an increase in 
energy demand, especially during warm seasons (Magli et al., 2015). Such increase 
results in higher levels of emission of greenhouse gasses and other air pollutants 
from electricity generations and usage.  
The above impacts of UHIs are concentrated at a regional scale and, while 
the contribution of UHI intensities to the global climate change is debatable, it is true 
that UHIs may exacerbate heat load in cities if they are coupled with global warming 
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(EPA, 2016). Therefore, how to minimise UHI intensities within a city is a key 
policy question (United Nations, 2016). 
Intuitively, cities are subject to various urban growth policies, with different 
influences on LCCs (such as fostering and restricting urban sprawl). Policies such as 
transit oriented development (TOD) (Bishop, 2015), compact development (Habibi 
and Zebardast, 2016) and corridor development (Brand and Geyer, 2015) may 
restrict LCCs. For example, TOD policy fights against LCCs (i.e. urban sprawl) 
through decreasing reliance on private vehicles, thereby restricting the need for new 
infrastructures (such as highways). Compact development also encourages vertical 
expansion of cities rather than horizontal expansion, thereby restricting LCCs. As a 
result, a clear understanding of the relationship between different growth 
management policies and UHI intensities is critical in terms of formulating effective 
planning policies to mitigate the UHI effect in cities. 
1.2 RESEARCH PROBLEM  
Numerous studies have found that urban sprawl (low density outward 
expansion of cities) reduces vegetation cover and thus contributes to urban heat 
island (UHI) intensities (Lemonsu et al., 2015, Al Kuwari et al., 2016). These 
findings suggest the need for restricting urban growth horizontally. Research has also 
identified that high-density urban development can amplify UHI intensities (Elsayed, 
2012). Studies have further identified that UHI intensities vary between low-
populated sprawl and high-populated sprawl (Lemonsu et al., 2015). These findings 
suggest that UHI intensity is a function of at least two factors: sprawling or 
conversion of vegetated land to urban areas, and population density. To this end, 
various city planning models have been implemented to account for urban sprawl, 
aimed at reducing emissions (e.g. transit oriented development, corridor based 
development). Essentially, all these models aim for compact city living (high-density 
development). However, rarely have these models been tested in terms of their 
contribution to UHI intensities.  
Therefore, an overarching question that this research seeks to answer is: If 
cities restrict urban expansion and encourage people to live within existing urban 
areas, will that help control the UHI effect? Alternatively, what type of growth 
management policies would be more effective in mitigating the UHI effect? 
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Clearly, the success of growth management policies in terms of least impact 
on UHI intensities lies on how much each policy allows LCC and how much they 
accommodate population growth. Therefore, any assessment of the policy impact on 
UHI intensities should be based on the accuracy of capturing LCC and population 
growth. Although population growth data are often available from secondary 
sources, there is a need to derive LCC data between two time periods. This means 
that researchers need to derive land cover patterns of specific time periods to extract 
LCC. Therefore, a key determinant in establishing the relationship between LCC and 
UHI is how accurately one can classify land cover patterns in different time periods, 
which ultimately determines the quality of LCC assessment between two time 
periods. If LCCs are not correctly identified, then any estimate of the relationship 
between LCC and UHI effect will be biased.   
Researchers have long been using different types of remote sensing data to 
derive land cover patterns, such as Landsat, ASTER, SPOT, and IKONOS (Zhu and 
Woodcock, 2014, Hansen and Loveland, 2012a, Ramachandran et al., 2014, Giri et 
al., 2013, Hussain and Shan, 2015). Of these, Landsat (TM, ETM, OLI) provides the 
most commonly used remote sensing data, for three reasons: a) they are freely 
available to researchers; b) their world-wide coverage with medium spatial 
resolution (30×30m); and c) their long-term temporal coverage (data are available 
since 1972) which enables researcher to monitor changes over a much needed longer 
time span (Wulder et al., 2008).  
Researchers generally followed one of the two approaches to classify land 
cover patterns based on Landsat images: per-pixel and sub-pixel classification. As 
the name implies, per-pixel analysis classifies an entire pixel of a remote sensing 
image into a theme (e.g. water body) (Aguirre-Gutiérrez et al., 2012), whereas sub-
pixel classification is based on fraction of a pixel, and therefore, a pixel can be 
subdivided into several themes (Quintano et al., 2012). 
 Advocates of sub-pixel analysis argue that the 30×30m resolution of a 
Landsat image often exceeds the size of an object (such as a building) on the earth’s 
surface and the reflectance as captured in an image might be a combination from 
multiple object types (building and garden) (Xiao and Moody, 2005).  
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While sub-pixel analysis produces a better classification of land cover, this 
requires costly high-resolution images/field dataset for accurate assessment (Lee and 
Lathrop, 2005). Further, the accuracy of classified thematic maps derived from sub-
pixel analysis depends mainly on how one defines endmembers,2  and this often 
involves a complex process to operationalise the definition (Zhang et al., 2015). In 
contrast, per-pixel analysis can be conducted with relative ease, based on, for 
example, free Google Earth images as a reference dataset (Shafizadeh Moghadam 
and Helbich, 2013). As a result, researchers and practitioners often face a dilemma of 
selecting a classification approach to generate thematic maps using Landsat images. 
The dilemma is in relation to the trade-off between quality and cost/time. However, 
there is not a straightforward answer to solve this dilemma. Any comparative 
evaluation of the quality of outputs (e.g. level of accuracy) generated between the 
two classification approaches is challenging, because a unique method is used to 
assess the accuracy level for each of the approaches. Therefore, a key question that 
this research seeks to answer is: how to determine the level of trade-off between the 
approaches in order to select an effective classification approach? 
Most previous studies examining the impact of urban sprawl on UHI are 
based on cross-sectional evidence, which means that they investigated the link 
between land cover type and land surface temperature based on data from a single 
point in time to substantiate their claims (Chen et al., 2006, Zhang et al., 2009b, Xian 
and Crane, 2006). Although the findings from these studies bear important policy 
implications for land use planning (such as the development of smart growth concept 
and new urbanism movement), they are inadequate to infer a causal relationship, and 
the potential inference of a spurious relationship remains an issue. Research has 
highlighted that at least four criteria must be satisfied in order to establish a causal 
link (Gubrium and Holstein, 1997):  
a) associations — this means, in the context of this research, that there must 
be a statistically significant relationship between a cause (e.g. land cover type) and 
an effect (e.g. UHI);  
b) non-spuriousness — a relationship that cannot be attributed to another 
variable. That is, no third factor creates an accidental relationship between the cause 
                                                          
2 Endmember refers to spectra reflected by a pure pixel (e.g. water) 
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and effect. For example, an urban area might experience high temperature not 
because the underlying land cover is urban in nature, but because more people are 
living in this area and are consuming a higher level of electricity and fossil fuel, 
which leads to high temperatures. Therefore, the observed temperature differences 
for such an area are due largely to differences in population density (PD), not land 
cover differences, although the effect will be captured by land cover variables in the 
absence of variables reflecting electricity and fossil fuel consumption in a model. 
However, previous UHI researches mostly have focused on the association between 
UHI intensity and land cover without considering the impacts of other variables (e.g. 
population) (Chen et al., 2006, Yuan and Bauer, 2007, Zhang et al., 2009b, Long et 
al., 2011).   
c) time precedence/order — the cause precedes the effect. Thus, a robust test 
for a causal relationship between land cover and UHI effect requires an assessment 
of the relationship between a change in land cover type and a change in UHI effect. 
If the change in land cover type precedes the change in UHI effect, then a causal 
relationship is more certain; and 
d) causal mechanisms—a plausible explanation for why the alleged cause 
should produce the observed effect. 
Most existing studies examining the relationship between urban sprawl and 
UHI intensities meet the first and fourth criteria, as they are based on cross-sectional 
evidence. For example, the cross-sectional analysis does not meet non-spuriousness 
relationship (second criteria). This criterion, focuses on to “find out if there is an 
alternative explanation for the original bivariate relationship”(Boston University, 
2017). It is therefore required to use longitudinal dataset and associated analysis to 
test this criterion. In case of the third criteria (i.e. time precedence), cross-sectional 
analysis uses dataset from a single time period. As a result, this analysis is not able 
to explain that, for example, the UHI effect is really due to the changes in land cover 
patterns. Therefore, a subsequent question that this research aims to investigate is: to 
what extend are the cross-sectional findings valid in establishing a causal link?  
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Again, most previous studies have used a linear regression model to 
generalise the relationship between land cover type and UHI intensities for an entire 
urban area (Chen et al., 2006, Zhang et al., 2009b, Zhang et al., 2013a). It has been 
identified that this method has two prominent limitations when it is applied on a 
spatial dataset. The OLS model lacks the ability to take into account spatial 
autocorrelation and spatial non-stationarity issues (Javi et al., 2014).  
In an autocorrelation situation, the value of a variable (e.g. UHI) in a location 
is impacted by the value of the same variable at nearby locations; that is, if an area is 
surrounded by several high temperature zones, that area will automatically be 
experiencing high temperature. The spatial non-stationarity explains how the 
relationship between an independent and a dependent variable varies over space (Tu 
and Xia, 2008). As a result, parameters estimated by the OLS method are averaged 
over an entire area of interest rather than as location-specific within an area. These 
limitations thus significantly weaken the local effectiveness of the model and thus 
generalisation of the results for a particular area type.  
Therefore, the final question that this research seeks to answer is: whether the 
causal links between LCC and UHI intensities vary spatially both within and 
between different forms of neighbourhood, such as between different transit oriented 
development sites? 
1.3 RESEARCH AIMS AND OBJECTIVES 
The aim of this research is to model the UHI intensities of alternative growth 
management scenarios. The specific objectives of this research are: 
1. To compare the quality of land cover maps generated from per-pixel and sub-
pixel analysis; 
2. To examine the causal relationship between UHI intensities and LCC; 
3. To generate alternative urban growth management scenarios; and 
4. To model the effectiveness of alternative growth management policies to 
reduce UHI intensities.  
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1.4 RESERCH METHODS 
 This is a quantitative study, using secondary datasets to achieve its 
objectives. Briefly, this study used satellite (Landsat) images to determine LC 
patterns in 1991, 2004, 2013. The LC maps were generated through per-pixel 
(support vector machine) and sub-pixel (linear spectral mixture) approaches and then 
were compared. The images were also used to derive land surface temperature (LST) 
in each period, which was then used to extract UHI patterns.  
Subsequently, the relationship between UHI and its related explanatory 
variables (e.g. population density) was established using global (ordinary least 
squares) and location-based (geographically weighted regression) models. The 
models were validated, and finally, UHI was predicted for 2023 for various growth 
management scenarios using Brisbane as a case study. 
1.5 RESEARCH CONTRIBUTIONS 
This study aims to provide three contributions to knowledge in this area. The 
theoretical contribution of this study involves examining the casual relationship 
between UHI and its explanatory factors. In terms of methodological contribution, 
this project demonstrates that causality analysis (longitudinal) between UHI and its 
explanatory variables can be replicated using the related association (cross-sectional) 
analysis. As a result, substantial time and cost can be saved in order to obtain panel 
data and then implement longitudinal analysis. Finally, the policy contribution of this 
research provides a framework for the planners and policy makers to model the 
consequences of different urban development scenarios on UHI. Consequently, 
authorities are able to improve future mitigating UHI strategies.   
1.6 RESEARCH OUTLINE 
This dissertation includes seven chapters. Following this introductory 
chapter, Chapter 2, the literature review, presents an overview of the empirical 
studies that examine an association between LC patterns and UHI. Chapter 3 
describes the dataset and methodology used to answer the research questions. 
Chapter 4 provides the details of land cover patterns in the research context from 
1991–2023. This chapter also compares the results of the quality of land cover maps 
generated from per-pixel and sub-pixel analysis. Chapter 5 shows the variation of 
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LST and UHI from 1991–2013. This chapter also utilises a classification approach 
and estimates the relationships between LCCs and changes in UHI intensities in 
order to infer a causal relationship between these. This longitudinal finding is used to 
cross-validate the results derived from commonly used cross-sectional models. The 
models were validated and used to model UHI intensities of alternative growth 
management scenarios in Chapter 6. Chapter 7 provides a synopsis of the major 
findings of this study, discusses the results in policy terms, and concludes this 
research. It also provides suggestions for future work. 
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Chapter 2: Literature Review 
2.1 INTRODUCTION 
This chapter aims to provide an-in depth review of prior studies associated 
with the relationship between LCC (in particular urbanisation) and UHI. Land cover 
change is the core factor of this research; however, the term is widely used 
interchangeably with land use. The first section thus presents a comprehensive 
comparison ofthe definitions of land cover and land use. Although many factors are 
associated with changes in land cover patterns, the focus of this study is on 
urbanisation. The following section (2.3) details various factors that are identified as 
a cause of LCCs. It then points out the urbanisation in particular. Although UHI is 
the focal point of this research, it is just one of the numerous impacts of land cover 
changes on the environment which are outlined in Section 2.4. The next section (2.5) 
identifies how UHI have altered human life and the environment. This section also 
presents the findings from well-known studies about the association between 
urbanisation and UHI. These studies are presented under three categories: 1) 
application of satellite images in UHI studies – the reason being that satellite images 
are the main dataset used in this study; 2) relationship between UHI and its 
explanatory factors (e.g. impervious surfaces); and 3) UHI and urban growth 
policies. Since this study aims to model the UHI impact of alternative growth 
policies, the next subsection presents an overview of the history of neighbourhood 
planning concepts. As another aim of this research is to predict the impacts of land 
cover changes in UHI, Section 2.6 presents a review of different contemporary 
models used for simulating land cover changes. Section 2.7 provides a review of the 
characteristics of Landsat TM and OLI satellite images, which are the main source of 
dataset for this project. Section 2.8 summarises the findings of this chapter.     
2.2 DEFINITIONS OF LAND COVER AND LAND USE 
The terms LU and LC are not readily understood. This is because the features 
described by LU and LC are highly connected. However, technically, LC and LU 
convey different concepts. Table 2-1 reviews various definitions of LC and LU to 
clarify their meanings. Because of the variety of definitions, the most cited and 
distinctive definitions are presented. 
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Table 2-1: Definitions of Land Cover and Land Use based on the most cited literatures
Literature Land Cover Land Use 
(Turner et al., 1995) “Land cover is the biophysical state of the earth’s 
surface and immediate of the subsurface”. 
“Land use involves both the manner in which the 
biophysical attributes of the land are manipulated 
and the intent underlying that manipulation—the 
purpose for which the land is used”. 
(Di Gregorio and 
Jansen, 2000) 
“Land cover is the observed (bio) physical cover on 
the earth's surface”. 
“Land use is characterized by the arrangements, 
activities and inputs people undertake in a certain 
land cover type to produce, change or maintain it”.  
(Campbell, 2002) “Land cover designates the visible evidence of land 
use to include vegetative and non- vegetative 
features”. 
“Land use can be defined as the use of land by 
humans, usually with emphasis on the functional 
role of land in economic activities”. 
(Jensen, 2009) “Land cover refers to biophysical materials found on 
the land”. 
“Land use refers to how the land is being used by 
human beings”. 
(NOAA, 2015) “Land-cover denotes the surface cover over land, 
including vegetation, rock and human-modified 
surfaces such as buildings. Land-cover is a 
characteristic of the land that can be observed 
physically, as by remote sensing. This is different 
than land-use, because a single land-cover type can be 
used in various ways by humans”. 
“Land-use denotes how humans use the biophysical 
or ecological properties of land”. 
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The above definitions show that LU and LC are inextricably linked, so that 
changes in one lead to changes in the other. LC is a more significant factor in human 
life/environment than LU. This is because of the various adverse impacts that LCC 
may have on the environment and thereby human well-being. The next section 
provides an overview of such impacts.   
2.3 CAUSES AND FORMS OF LAND COVER CHANGES 
2.3.1 Causes of Land Cover Changes 
Human beings continuously change the environment (land cover) to provide 
their essentials (e.g. food and accommodation). However, the pace, extension and 
intensification of the LCCs have increased dramatically in the 20th century. For 
example, more deforestation has occurred between 1950 and 1980 than in the 18th 
and 19th centuries combined (Lambin and Geist, 2006). This has mostly occurred as 
an effect of the expansion of cities and farmland (Ellis, 2013). Additionally, 
economic and financial matters and current and future land policies influence the rate 
and pace of LCC dramatically (Arsanjani, 2012). Moreover, natural causes (e.g. 
climate changes, bushfires and earthquake) significantly exacerbate LCCs (Guo, 
2011, Yang et al., 2010b, Loveland et al., 1999b). 
All the above causes have affected the characteristics of LC on the earth in 
different forms. These forms include agriculture, tropical deforestation, rangeland 
modification, urbanisation and globalisation (Lambin et al., 2001). The following 
subsection provides a review of them.  
2.3.2 Forms of Land Cover Changes 
Agriculture is the greatest form of LCC on this planet (Lambin and Geist, 
2006). It has been estimated that almost 40% of the earth’s surface is used for 
agricultural and grazing purposes. This area is nearly equal to the total area of forests 
on the earth (Foley et al., 2005). Besides, many of the farming areas have been 
created from natural forests, grasslands and wetlands, threatening the habitats of 
valuable flora and fauna. It has been documented that the areas of global cropland 
increased from 3-4 million km2 in 1700 to 15-18 million km2 in 1990 (Lambin and 
Geist, 2006). 
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As mentioned earlier, agriculture has led to great deforestation around the 
world. According to the Food and Agriculture Organization (FAO) of the United 
Nations (UN), deforestation defined as “when tree canopy cover falls below 10% in 
natural forests (or when a forest is transformed to another land uses if tree canopy 
cover remains higher than 10%- e.g., shifting cultivation”)(Lambin et al., 2001). It 
has been estimated that between 13 and 16 million hectares of forests were converted 
to various uses in each year of the 1980s and 1990s respectively (FAO, 2010). 
Although it has been reported that deforestation is mostly occurring in tropical areas, 
most natural forest regrowth has been conducted in Western Europe and North 
America (Lambin and Geist, 2006). This shows a high unsustainability in 
reforestation practices around the world. 
Rangeland is another form of LCC on the earth. Rangeland is defined “by the 
presence of grass and trees used by grazers or browsers, and encompasses vegetation 
types ranging from complete grass cover, through woodlands with as much as 80% 
canopy cover, to pastures within dense forests”. It is estimated that the area of 
grazing land has been expanded from 500 million km2 in 1700 to 3100 million km2 
in 2006 (Lambin and Geist, 2006). Rangeland growth may cause frequent land/soil 
erosion in associated areas. 
All the above forms of LCC are results of population growth, which has 
particularly occurred in urban areas. In 2011, 2,003,092,000 people resided in cities 
(Demographia, 2013) and this is predicted to reach 5 billion in 2030 (Seto et al., 
2012). Such population growth may result in 1.2 million km2 expansion of urban 
areas. (Seto et al., 2012). Besides, it is predicted that the number of megacities with 
more than 10 million population will rise to 100 by 2025 (Weng and Quattrochi, 
2007). Consequently, urban expansion is one of the biggest drivers of LCC in the 
current century. Although urban areas cover a very small fraction of the earth’ 
surface (less than 2%), they significantly alter the global and regional environment 
(Lu et al., 2015). For instance, in 2000, because of the expansion of cities, about 
88% of the world’s primary vegetation has been destroyed in “biodiversity hotspots” 
(Seto et al., 2012).  
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Finally, globalisation changes the regional causes of LCC to global reasons. 
Regional sources of LCC may be due to the production of life essentials for people 
of related areas, while globalisation has led to more separation between the location 
of production and consumption.  
For instance, between 2000 and 2005, there was a positive correlation 
between tropical deforestation and exports of agricultural products. In other words, 
the farming yields were mostly used by wealthy nations while the level of production 
was increased in other places (Lambin and Meyfroidt, 2011). After discussing 
different causes and forms of LCCs, the next section explains the greatest impacts of 
these changes on human life and the environment. 
2.4 CONSEQUENCES OF LAND COVER CHANGE 
Local impacts of LCC are so pervasive that when combined globally, they 
may lead to profound effects on human well-being and the environment (Lambin and 
Geist, 2006). Examples of such impacts are loss of biodiversity and climate change 
(Ellis, 2013). For instance, Reyers et al. (2009) demonstrated that LCC led to a 
decline of 20%-50% in the ecosystem services of the Karoo region, South Africa,.  
LCC also alters global climate (climate change) through biogeochemical and 
biogeophysical process (Feddema et al., 2005). Briefly, for instance, changes in 
biogeochemical process lead to alterations in the carbon cycle, thereby increasing the 
level of CO2 in the atmosphere (Cox et al., 2000). This increase ultimately raises 
global earth temperatures, that is, causes global warming. Biogeophysical processes, 
on the other hand, influence absorption and disposition of energy at earth’s surface 
by changing the amount of albedo (Feddema et al., 2005). This change leads to a 
decrease of reflected energy from the earth into the space. This process mainly 
occurs during urbanization, so that cities experience higher temperatures than non-
urban areas (urban heat island effect). The following section presents the details of 
UHI creation and its associated impacts on human and environment. 
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2.5 URBAN HEAT ISLAND (UHI) 
Urban and suburban areas have recorded higher temperatures than their 
surroundings for a long time; this is known as the UHI effect. This phenomenon can 
be defined as the biogeophysical impact of LCCs. The concept of UHI was 
introduced by Howard (1820). Later, Emilian Renou and Wilhelm Schemidt 
explored the UHI idea in Paris and Vienna in the 19th and 20th centuries 
respectively (Gartland, 2011). UHI results in a difference of temperature between 
urban and rural areas of almost 10 to 15° C in the daytime and 5 to 10°C at night-
time (Hashem Akbari et al., 2013). Figure 2-1 shows the profile of air and surface 
temperatures during day and night for urban, suburban and rural areas.  
 
Figure 2-1:Temperature profile for urban, suburban and rural areas during day and night (EPA, 2016) 
Two main reasons for the UHI effect have been documented in the 
literatures. First, the urban materials are mostly impermeable; consequently, 
moisture is not available to dissipate the sun’s heat. For example, the temperature of 
dry urban surfaces under a clear sky can reach up to 88°C, while vegetated areas 
with low moisture and in the same conditions experience a temperature of 18°C. 
Secondly, dark materials in cities with canyon-like configurations trap more of the 
sun’s energy. Moreover, factors such as human-made heat (atmospheric heat), low 
wind speed and air pollution increase the UHI effect dramatically (Gartland, 2011). 
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The UHI effect (Figure 2-2) is mathematically demonstrated through the 
surface energy balance model (Equation 1) (Coutts et al., 2010, Sass, 2003). 
𝑅𝑛 + 𝐹 = 𝐻 + 𝐿𝐸 + 𝑆                                                            (1)                                                       
 Where 𝑅𝑛 is the net radiation (energy generated by the sun and earth system); 
F denotes the anthropogenic heating (heat from buildings and vehicles); H stands for 
sensible heat (the heat that causes change of temperature in an object); LE is latent 
heat (the heat required to convert a solid into a liquid or vapour); and S represents 
heat storage. During the day, a city experiences heat emitted from the sun (𝑅𝑛) 
together with anthropogenic heat (F). As a recycling process, this amount of 
heat/energy is transferred into three alternative energies: 1) it is stored in the city (S), 
for example absorbed by the building materials; 2) it causes evapotranspiration (LE); 
and 3) it heats the atmosphere. In urban areas, the generated heat (𝑅𝑛 + 𝐹) is mostly 
stored in rough and low albedo materials (i.e. asphalt) whereas vegetated areas act as 
a significant heat sink. Urban areas thus experience a higher temperature than 
vegetated areas, which is defined as the UHI effect (Roth, 2013).  
 
Figure 2-2: Partitioning of energy fluxes in a city (left) and a rural area (right). (Image from Coutts et 
al. (2010)) 
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Researchers have classified UHI into three categories based on the altitude at 
which they are measured (Zhang et al., 2009a). These categories include boundary 
layer heat island, canopy layer heat island, and surface urban heat island (Oke, 
1976). The boundary layer UHI measures temperature differences at altitudes 
ranging from general rooftops to the atmosphere. The canopy layer UHI is derived at 
altitudes ranging from the rooftop to the surface of the earth (Roth, 2013). Generally, 
microwave radiometers and networks of meteorological sensors data are used to 
derive boundary layer UHI and canopy layer UHI respectively (Voogt, 2007). In 
contrast, the surface urban heat island (SUHI) measures temperature differences 
between urban and non-urban areas at the surface of the earth. In general, SUHI is 
measured using remote sensing data (Oke, 1976). This study and the following 
literature review is limited to the SUHI effect and hereinafter is referred to as UHI. 
 As mentioned earlier, UHI leads to an increase of temperatures in urban 
areas. However, it is not the only adverse impact of UHI. The next section describes 
the different influences of UHI on human life and the environment. 
2.5.1 Impacts of Urban Heat Islands  
A review of literature reveals two groups of impacts for UHI. The majority of 
studies address the adverse effects of UHIs, while some investigations report their 
positive impacts. Aguiar (2012) has categorised the adverse effects of UHIs on 
health, environment and economics. 
Heat-related mortality is the most hazardous effect of UHIs. In one of the 
first studies in New York and St. Louis, Clarke (1972) has reported that inhabitants 
of urban areas experienced sustained thermal stress during the day and night at the 
time of a heat wave. This sustained thermal stress led to excessive deaths in urban 
areas. Buechley et al. (1972) also presented the question of “Heat Island=Death 
Island?” to show that excessive heat causes excessive deaths. Likewise, 
investigations in Lyon and Chicago showed that a heat wave resulted in 14,800 and 
700 deaths in 2003 and 1995 respectively (Argaud et al., 2007, Semenza et al., 
1996). Similarly, Tan et al. (2010) found a high relationship between UHI and heat-
related mortality in Shanghai. Likewise, Taylor et al. (2015) have found that elderly 
people suffer excessive heat-related mortality due to UHI effects in London. Other 
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health-related effects of UHIs include but are not limited to general discomfort, heat 
stroke, sun burn, dehydration and respiratory difficulties (Aguiar, 2012, EPA, 2016). 
Studies also have revealed UHI-related environmental problems such as 
weather changes, pollution of ecosystems and energy-related emissions. In the case 
of weather, efforts have shown that UHI contributes to an increase of smog, 
precipitation rates and humidity. For example, investigations in Atlanta and Arizona 
have reported three storms and 37 UHI-initiated precipitations respectively (Dixon 
and Mote, 2003, Bornstein and Lin, 2000). Another major problem of UHI is related 
to thermal pollution of water which threatens fauna in rivers and oceans. 
Experiments have shown that the temperature of rainwater increases from 21°C to 
35°C after passing over pavements.  
This water may later flow into rivers and streams which can have harmful 
effects on their ecosystems. Moreover, the need for cooler places in urban areas 
leads to an increase in energy demand, especially during warm seasons. This 
increase results in the emission of greenhouse gasses and other air pollutants by 
electrical companies. This is caused by the use of fossil fuels by electrical plants to 
meet the extra demands of their clients (EPA, 2016). 
 UHI also has various negative influences on city’s economics. For example, 
decreasing the average temperature between 1.8–3.6°F in the cities of Baton Rouge, 
Sacramento and Salt Lake City may lead to savings of about $26 million annually 
for such cities (Konopacki and Akbari, 2000). Millions of dollars are paid out for the 
medical expenses of people with respiratory problems, owing to heat-related issues 
around the US (Golden, 2004).  
Despite the various disadvantageous of UHIs, Gartland (2011) has identified 
the advantages of UHIs for cities in high latitude areas. The UHI effect contributes to 
people in these areas experiencing warmer weather in cold seasons, defined as 
“winter warming of UHI”. The UHI effect also leads to lower consumption of energy 
during cold seasons in cities in comparison to non-urban areas. Therefore, it can 
compensate for the extremely high use of energy in warm seasons in urban areas.  
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2.5.2 Literature Review of UHI Studies 
i. Application of satellite images in UHI studies  
As mentioned earlier, the concept of UHI was introduced by Luke Howard 
between 1806 and 1830 (Mills, 2008). However, UHI studies have been boosted 
with the emergence of satellite images during the last decade (Li et al., 2016a). This 
increase stems from two characteristics of satellite images. First, remote sensing 
images provide frequent wall-to-wall coverage of a desired context. These datasets 
thus are valuable resources for studying large urban areas during a desired span. 
Second, satellite images (e.g. Landsat, MODIS and ASTER) are able to deliver 
thermal information either in a scene/image or as individual products (Li et al., 
2016a, Schwarz et al., 2011, Li et al., 2013b).  
As a result, significant cost and time can be saved in obtaining and 
processing thermal datasets. Since this research used satellite images as the main 
dataset, this review focuses on UHI studies which incorporate satellite images. Such 
studies vary in terms of applied satellites, explanatory variables, statistical analysis 
and contexts. 
 There is no doubt that Landsat images (TM, ETM and OLI) are the dominant 
datasets for UHI studies. Their popularity stems from their unique temporal coverage 
(since 1980), free access and delivery with different leveld of processing. Studies 
from other satellite images such as MODIS, ASTER and AVHRR have also been 
used for investigating UHI patterns. For example, Tran et al. (2006) used night and 
day images acquired from TERRA/MODIS to compare the pattern of UHI in 18 
mega cities of Asia, and provided an overview of urbanisations in those cities. 
Similarity, Imhoff et al. (2010) utilised MODIS images in conjunction with Landsat 
TM images to analyse the relationship between UHI and land cover patterns (such as 
vegetation and impervious surfaces) in 38 cities of USA. MODIS images are mostly 
used for large-scale studies (comparison between cities). This is because MODIS 
instruments provide large-scale coverage of land surface temperatures (LST) 
(MOD11 and MOD21) as direct products (NASA, 2016a, NASA, 2016b). Thus 
substantial time can be saved in processing and extracting the required information. 
MODIS products, however, are not suitable for studies on a regional scale because of 
the low resolution.  
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For instance, thermal MODIS data is available in 1km resolution. Examples 
of other satellites for LST and UHI studies include ASTER (Cao et al., 2010, Cai et 
al., 2011) and AVHRR (Saradjian and Sherafati, 2015, Gallo et al., 1993).  
It is worth taking into consideration that information (e.g. LST and UHI) 
extracted from satellite images includes associated anomalies. For example, Krehbiel 
and Henebry (2016) compared field and satellite datasets (MODIS) employed to 
extract LST and thereby SUHI patterns. It was understood that diurnal LST derived 
from MODIS images is overestimated in comparison to field observation. 
 However, the night time LST from both datasets is very similar. In another 
example, the UHI patterns of sprawl areas in Doha City, Qatar were extracted using 
Landsat TM, ETM, OLI and ASTER thermal bands. The results indicated that 
Landsat images provided more accurate estimation of LST and thereby UHI patterns 
than ASTER images (Al Kuwari et al., 2016).   
Note that discussions regarding the selection of a satellite image as the 
desired dataset are subject to the characteristics of the given satellite and objectives 
of the study. For example, Landsat and ASTER satellites provide thermal datasets 
with resolutions of 30 and 90 meter respectively. However, ASTER images have not 
been freely available until recently (April 2 2016) (Buis, 2016). Therefore, studies 
conducted on a small scale, (e.g. city) have generally used medium resolution images 
(e.g. ASTER and Landsat). MODIS/AVHRR images, on the other hand, are more 
suitable for large scales (e.g. country). Studies were also conducted based on the 
unconventional satellites such as HJ-1B (Yang et al., 2010a, Wang et al., 2010). 
ii. Relationship between UHI and its indicators 
The main land cover classes that were used as explanatory variables of UHI 
include vegetation (e.g. forest and grass), waterbody areas, and impervious surfaces 
(IS). The prevailing conclusion is that there is a positive association between UHI 
and IS, while waterbody areas and vegetation areas provide a negative relationship 
with UHI. For instance, a study in Pearl River Delta (PRD) in China, by using a 
regression analysis, found a positive correlation between normalised difference built-
up indices (NDBI) and UHI (Chen et al., 2006). A negative correlation was found 
between UHI and normalised difference water index (NDWI), normalised difference 
bareness index (NDBaI), and normalised difference vegetation index (NDVI).  
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 As another example, the relationship between impervious surface areas 
(ISA) and UHIs was investigated in the Delhi Metropolis area by using a 
combination of ASTER and Landsat ETM+ images during the night (Mohan et al., 
2013). A linear spectral mixture analysis (LSMA) was used to estimate ISA. The 
linear regression coefficient showed a high correlation between UHI and ISA. This 
correlation was intensified in high density and low density built-up areas as well as 
in commercial and industrial lands. Whereas negative relationships were observed 
between UHI and vegetated areas, and between UHI and scrub/bare soil. Similar 
results to the Delhi study were found in the Shanghai metropolitan region by Li et al. 
(2011). Using a regression analysis, this study found a strong positive relationship 
between land surface temperature (LST) and ISA. LST is used to extract UHI (Zhang 
et al., 2009b). Therefore, the correlation between LST and ISA demonstrates the 
relationship between ISA and UHI. Furthermore, it has been concluded that urban 
vegetation mitigates surface UHI, which shows the negative correlation between 
NDVI and UHI. Further, Zhang et al. (2009b) have found a positive relationship 
between UHI and ISA in Fuzhou City, China.  
Previous studies have also examined the association between land cover 
composition and configuration with UHI. For example, Zhou et al. (2011) suggest 
that both land cover composition and configuration are significant factors in 
explaining UHI, though land cover composition plays a more important role. 
Varying methods were used to derive the variables of LC patterns in the literature. 
Amongst them, land cover indices such as NDVI, NDBI and NDWI have gained 
significant attentions. This popularity mostly stems from its relative simplicity in 
computation and acceptable accuracy in determining LC patterns.  
Generally, the above studies have employed the ordinary least squares (OLS) 
regression model through cross-sectional analysis to quantify the relationship 
between UHI and associated indicators. Such studies however, have limitations. 
First, they are mostly based on cross-sectional evidence. Therefore, they do not 
provide enough evidence to conclude, for example, that an increase of ISA leads to a 
UHI effect or that an increase in vegetated areas reduces UHI. 
 In other words, these studies have not investigated the causal relationship 
between UHI and its explanatory factors. Secondly, recent studies have shown that 
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localised models (e.g. geographically weighted regression) provide more realistic 
and rational results than global models (e.g. OLS). For example, a study of the 
relationship between the percentage of built-up areas and UHI using geographically 
weighted regression (GWR) in TaoYuan, Taiwan, indicates significant spatial 
variations for obtained R2, slopes and intercepts (e.g. 0.5 ≤R2≤ 0.8) (Su et al., 2012). 
This is because OLS is unable to incorporate spatial autocorrelation and non-
stationary spatial data (Javi et al., 2014). 
Note that few studies have incorporated a time dimension into their UHI-related 
analysis. These studies were widely based on common characteristics. Such 
investigations are mainly qualitative in nature and based on the seasonal/diurnal 
variations of UHI. For instance, Li et al. (2012) compared the UHI intensity from 
difference seasons between 1997 and 2008 in Shanghai, China. The results indicated 
that the strongest UHI intensity is experienced during summer, while it is rather 
weak in winter. In this study the qualitative analysis also showed that land use 
changes in Shanghai have resulted in associated UHI changes from 1997–2008. 
Additionally, this study demonstrated a positive logarithmic relationship between 
LST and population density. Similar results have been also obtained from a study 
conducted by Lu et al. (2014) in Shenyang, China. In line with the forgoing studies, 
Cui and De Foy (2012), Chow and Roth (2006) and Zhou et al. (2013) have also 
examined the diurnal/seasonal variations of UHI. The findings from these studies 
also confirm the changes in UHI due to seasonal/diurnal variations. The 
aforementioned researches, however, made no effort to draw quantitative inferences 
between changes in land cover types and UHI difference. 
iii. UHI and urban growth policies 
 Ample studies have investigated the impacts of urbanisation (urban 
expansion) on different types of UHI intensities. These studies can broadly be 
classified into two groups: 1) retrospective studies – the majority of studies fall into 
this category, which examines the UHI effect of past development in a given city; 
and 2) simulation studies – a few researchers have investigated the impacts of future 
urban growth patterns on UHI effects. 
Retrospective studies widely used regression/comparative analysis to reveal 
the association between urban development and UHI intensity. For example, Lu et 
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al. (2014) extracted land cover indices (normalised difference vegetation index, 
normalised difference water index, and normalised difference built-up index) from 6 
Landsat TM images between 1986 and 2005 to establish the association between 
urban expansion and the UHI dynamic in Shenyang, China. Similarly, Polydoros and 
Cartalis (2015) utilized land cover indices within a regression analysis framework to 
correlate urban expansion to UHI intensity in Athens from 1994–2010. Meng and 
Liu (2013) conducted a similar study in Jinan, China. Despite the fact that 
urbanisation is a multifactorial process, the focus of the above studies was limited to 
land cover changes as an indicator of urbanisation. On the other hand, Klok et al. 
(2012) used yjr sky view factor, albedo and land cover compositions extracted from 
15 Landsat TM and ETM+ images to find the relationship between city growth and 
UHI effect in Rotterdam, Netherlands between 1984 and 2007. Other factors such as 
fractal dimensions and spatial centroids from Nanjing, China were used by Tu et al. 
(2016) to examine the impacts of city development on UHI changes between 2000–
2012. Population is another critical variable in urbanisation. This variable was 
considered in studies conducted in Nagpur, India (Kotharkar and Surawar, 2016), 
Tehran, Iran (Bokaie et al., 2016) and a comparitive study of 47 cities in China and 
USA (Cui et al., 2016).   
Another group of studies, in contrast, focused on modelling UHI intensity for a 
future time. The use of previous patterns of expansion of a given city in conjunction 
with meteorological datasets characterises such studies. Atkinson (2003) argued that 
UHI modelling is implemented using three approaches: 1) hardware modelling; 2) 
physical modelling employing surface energy budget equations; and 3) dynamic 
numerical modelling (a combination of surface forcing function and advective 
components of climate). Dynamic and numerical modelling have been used in 
various studies to model the impacts of urbanisation (city expansion) on urban 
climates (UHI intensity). For example, Adachi et al. (2014) simulated the UHI 
(boundary UHI) effect in Tokyo by comparing two scenarios: dispersed versus 
compact city models. This study has shown that compact urban development is 
associated with a better UHI.  
Aoyagi et al. (2012) used a numerical model (Japan Meteorological Agency 
Non-Hydrostatic Model) to simulate surface air temperatures, based on the changes 
in urban land use patterns. This study found significant influences of land use 
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distribution on surface air temperature. In another example, Lemonsu et al. (2015) 
simulated UHI intensity due to urban sprawl using the NEDUM-2D model, which is 
based on socioeconomic factors developed at the end of the 1960s (Mills, 1967). The 
study again has suggested that city densification is a defensible strategy to control 
UHI intensity. Similar results were achieved from the study of  Debbage and 
Shepherd (2015) by using the land use/cover dataset from 50 populous cities of US. 
In this study, the impacts of urban sprawl, particularly urban contiguity, on the 
canopy UHI intensity were examined. Chen et al. (2016) used weather a research and 
forecasting (WRF) model configured with a single-layer urban canopy model to 
investigate the impacts of urbanisation on urban climate in Nanjing, East China as a 
case study. The results of the study indicate that urban sprawl may increase the daily 
mean UHI intensity up to almost 0.74 °C. Details of the forgoing models are 
available in Rizwan et al. (2008a) and Santamouris (2007). 
 All the studies reviewed above, however, have overlooked common features. 
First, there is no comparison between the impacts of alternative city development 
scenarios in such studies. An in-depth comparison of the impacts of various urban 
growth policies on UHI intensity is essential for urban ecosystem studies, urban 
planning and management of cities (Tu et al., 2016). Secondly, the studies associated 
with predicting UHI intensity were widely focused on the boundary UHI rather than 
surface UHI. Yet surface UHI plays a critical role in the creation of boundary UHI 
(Haashemi et al., 2016). Additionally, the process of modelling UHI based on the 
canopy/boundary is complicated and requires specific datasets which may not be 
widely available. This may then present a challenge for urban planners to transform 
scientific concepts into planning actions (Zhao et al., 2011). From the above 
discussion and objectives of this study, the following subsection presents on 
overview of the history of neighborhood planning concepts. 
2.5.3 Neighbourhood planning concepts  
Neighbourhood planning incorporates practices to improve the physical 
characteristics of one or multiple neighbourhoods in order to enhance the living 
conditions of residents (Rohe, 2009). Various neighbourhood planning concepts 
evolved in the 20th century in response to degenerating environments and the social 
conditions of the post-industrial revolution (Meenakshi, 2011). Clarence Arthur 
Perry developed the neighbourhood planning unit (NPU) concept, which is 
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documented as the first published attempt to define a neighbourhood (Perry, 1998, 
Gillette, 1983). Briefly, he used an elementary school as the focal point of a 
neighbourhood and then estimated the number of people require for proper 
functioning of the school. Despite the weaknesses of this concept (creating a small 
town within a bigger town), its principles are still used as the basis of neighbourhood 
planning in various cities globally (Cowie and Davoudi, 2015). In the 1960s, the 
concept of planned unit development (PUD) was introduced as a response to 
overcoming many of the shortcomings of NPU. The PUD concept provides a regular 
framework for practices while meeting the overall community density and land use 
goals (UWSP, 2005). The key advantage of this concept is that developers are not 
bounded by existing zoning requirements (David, 2015, UWSP, 2005). Rohe (2009), 
however, reported various drawbacks of PUD, such as the high cost of constructing 
curvilinear street patterns and a lack of pedestrian amenities. To tackle the 
shortcomings of PUD, Andres Duany proposed the concept of traditional 
neighbourhood development (TND) in the 1980s (Duany and Plater-Zyberk, 1994). 
This concept is also known as village-style development. The TND concept is based 
on the principle of mixed land use and well-connected streets and blocks in tandem 
with the construction of stores, schools and other amenities within walking distance 
of residences (National League of Cities, 2016).  
Modern urban problems (such as traffic congestion and air pollution), require 
the TND concept to be reformed into the transit oriented development (TOD) 
concept. TODs are also known as transit villages, transit-supportive development, 
and transit-friendly design (Cervero et al., 2002). The main difference between TOD 
and TND concepts is that TOD is based on development around transit stops, 
whereas TND does not specify such requirements (Rohe, 2009). TOD often applies 
to multiple city blocks/neighbourhoods. Transit joint development (TJD) is a similar 
concept to TOD, but is focused within a single block or specific real estate 
development (Cervero et al., 2002, Landis et al., 1991). Closely related to TOD and 
TJD is corridor oriented development (COD) which focuses on the growth of 
neighbourhoods that intersect with the main transit corridors of a given city (Newton 
et al., 1997).   
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2.5.4 Land Cover Change Models 
Modelling LCC is a core part of this study. This section thus provides an 
overview of various LULC models widely used in various studies. Since the 
availability of remote sensing and GIS, different modelling approaches of LCC have 
been presented by researchers. Generally, three significant functions for models in 
land change science are indicated. First, models are used for better understanding of 
systems dynamics; second, they are important tools for developing and testing 
hypotheses empirically; and finally, models are applied to predict and evaluate 
scenarios for use in assessment activities (Gutman et al., 2004). 
The large diversity of modelling techniques presents a challenge for 
researchers to select the best model. Although some efforts have been conducted to 
review modelling techniques, there is no concrete review about all aspects of them. 
Authors have classified modelling techniques according to the different criteria. 
Reviews and classifications such as Arsanjani (2012) (review and categorisation of 
open source software simulations of multi-agent based models) and Giri (2012) 
(details of only spatial explicit models). Table 2-2 illustrates the classification of 
LCLU models according to Qiu et al. (2013). To our knowledge, this is the last 
update of models classifications. The present Table is updated and modified with 
examples of models and new references. 
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Table 2-2: Classification of LCLU models according to Qiu et al. (2013), adapted 
Distinction of 
Models 
Definitions Examples References 
Spatial Models 
“Spatial models aim at spatially explicit representations of 
land-use change at some level of spatial detail, in which 
land-use change is indicated for individual pixels in a 
raster or other spatial entities such as administrative units. 
This group of models is, therefore, able to explore spatial 
variation in land-use change and account for variation in 
the social and biophysical environment”. 
Conversion of land use and 
its effects (CLUE) 
SLEUTH Model 
GEOMOD Model 
 
(Geri et al., 2011) 
(Kustas and Norman, 
1996) 
(Gillies et al., 1997) 
(Zhang et al., 2013b) 
(Taha, 1997) 
(Jantz et al., 2010) 
 
Non-Spatial Models 
“The group of non-spatial models focuses on modelling 
the rate and magnitude of land-use change without 
specific attention for its spatial distribution”. 
Sahel Region Model (SALU) 
(Stephenne and Lambin, 
2001) 
Descriptive “Descriptive models aim at simulating the functioning of 
the land-use system and the explorative simulation of near 
future land-use patterns’. 
Markow Chain Model 
Agriculture intensification 
models 
(Lambin, 1997) 
(Liu et al., 2008) 
Prescriptive “Prescriptive models, in contrast, aim at the calculation of 
optimized land use configurations that best match a set of 
goals and objectives”. 
Review paper (Briassoulis, 2000) 
Dynamic 
“ Dynamic models give specific attention to the temporal 
dynamics 
of land-use systems, represented by the competition 
between land-uses, irreversibility of past changes leading 
to path dependence in system evolution and fixed land use 
change trajectories”. 
GEOMOD model 
CLUE model 
SLEUTH model 
Multi-agent models 
As Spatial Models 
Static 
“Static models can be used to test our knowledge of the 
driving factors of land-use change”. 
Modelling land use patterns 
at the forest edge 
(Vanclay, 1995) 
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Distinction of 
Models 
Definitions Examples References 
Inductive Inductive 
“Most land-use change models rely on the inductive approach in which 
the model specification is based on statistical correlations between land 
change and a suite of explanatory variables that provide insight into 
this change”. 
CLUES 
DINAMICA  EGO 
CA-Markov 
Land Change Modeller 
(Hogan, 2012) 
Deductive 
“The deductive models are based on theory that projects pattern from 
process. Such process-led studies use theory to guide the 
characterization of land-use pattern relationships explored in the land-
change model”. 
Comparing inductive and 
deductive modelling 
(Rizwan et al., 
2008b) 
Pixel-based 
In the pixel-based models the unit of analysis is either polygon or plot 
or pixel. The results of these models are maps which illustrate the land 
use patterns. 
Spatial explicit models As spatial 
models 
Agent-based 
“Agent- based models incorporate the influence of human decision-
making on land use in a mechanistic, formal, and spatially explicit 
way, taking into account social interaction, adaptation, and decision-
making at different levels”. 
MEJAN 
FLORES 
SYLVOPSAT 
SLUDGE 
(Matthews et al., 
2007) 
Regional 
Regional land use models are used to predict changes of land patterns 
in an area from few kilometres to continental level. The resolutions of 
these models vary between  50 m2 to 1000 km2 
All the above All the above 
Global 
These models try to respond to land-use related questions globally. 
Only few of these models are available. 
World3 
Integrated Assessment 
Models (IAMs) 
(Qiu et al., 2013) 
Table 2-2: Classification of LCLU models according to Qiu et al. (2013) 
Queensland University of Technology  2-29 
Due to the large diversity of LULC models, it is impossible to make a 
concrete rule for choosing the best model. Lambin and Geist (2006) have proposed 
the selection of a suitable model according to the research question and availability 
of primary data. They also suggested the use of hybrid models, if possible, as an 
alternative. This study has thus selected CA-Markov, categorised as an inductive 
model, for its purposes. The details of this model are presented in subsection 3.3.7.  
Currently, satellite images provide the most reliable and cost-effective 
sources for UHI studies. The next chapter thus presents a brief history of remote 
sensing in conjunction with specifications of Landsat TM and OLI as the main 
providers of datasets for this research. 
2.6 CONCLUSION 
Urban growth (i.e. LCC) and its associated UHI effects are the focus of this 
study. Therefore, it was necessary to provide a lucid definition of LC and its 
characteristics. This issue is significant due to the interchangeable use of LU and LC. 
Additionally, the influences of LC and LU on UHI are different. Accordingly, the 
distinctions between these two terms (LC and LU) are clarified from the literature. 
LC refers to the biophysical features on the Earth’s surface, while LU indicates the 
modification of LC by humans. It is shown that LCC plays a key role in sustainable 
development. For example, LCC (urban growth) leads to alterations in urban 
climates (UHI effect). This phenomenon increases heat-related mortality and energy 
consumption, and may exacerbate global warming.  
It is thus critical to enrich our knowledge about the effects of LCC (herein 
urban growth) on the UHI effect. All the studies reviewed, however, overlooked 
common features. First, there is no comparison between the impacts of alternative 
city development scenarios in such studies. An in-depth comparison among the 
impacts of various urban growth policies on UHI intensity is essential for urban 
ecosystem studies, urban planning and management of cities (Tu et al., 2016). 
Secondly, the studies associated with modelling UHI intensity are widely focused on 
boundary/canopy UHI rather than surface UHI, although surface UHI plays a critical 
role in the creation of boundary UHI (Haashemi et al., 2016). Additionally, the 
process of modelling UHI based on the canopy/boundary is complicated and requires 
specific datasets which may not be widely available. This may then cause a 
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challenge for urban planners when they try to apply scientific concepts to planning 
actions (Zhao et al., 2011).  
Given the scale of a city, a specific dataset is required for examining the 
impacts of urban growth on the UHI effect. Such a dataset should be able to provide 
wall-to-wall coverage of the city while providing the opportunity for direct 
derivation of LC, LST, and UHI intensity. Satellite images nowadays (mainly 
Landsat) are the dominant dataset in this field, and are employed for this research. 
 Accordingly, an integrated methodology based on the Landsat images was 
employed in this study. The methodology (see Chapter 3 for details) consists of 
methods from remote sensing, geographic information systems and statistical 
analysis. 
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Chapter 3: Data and Methodology  
3.1 INTRODUCTION 
As explained in Chapter 1, this study aims to model the UHI intensities of 
alternative growth management scenarios. This chapter thus details the study area 
and required dataset in tandem with the methodology adopted to achieve the aim of 
this research. First, it introduces Brisbane and its features as the research context. 
Secondly, this chapter identifies the dataset collected for this study, which consists 
of satellite images (i.e. Landsat TM and OLI), ground data (e.g. aerial images), and 
census information. Finally, this chapter presents the integrated methodology, a 
combination of remote sensing and GIS techniques in tandem with statistical 
analyses to achieve the objectives of the research.  
3.2 STUDY AREA 
This study was conducted in the city of Brisbane, which is the capital of the 
state of Queensland and the third most populous city of Australia (Figure 3-1). It is 
located between 27° 22’ to 27° 36’ S and 152° 40’ and 153° 10’ E with an area of 
1,163 km2 (excluding areas located at different islands). Brisbane city 
accommodated approximately 1.1 million persons in 2011, which is expected to 
increase to 1.5 million by 2030. The city has subtropical weather with wet summers 
and low winter rainfall, and almost 1200 mm precipitation per year. During recent 
years, Brisbane has also been subjected to severe heatwaves and more-than-average 
temperature (e.g. >30° centigrade) in summer/spring, followed by severe 
thunderstorms and flash floods (Stephens, 2015). These weather conditions are 
exacerbated in the central business district of (CBD) Brisbane, arguably due to 
substantial development in this area in recent years (Remeikis, 2016). Brisbane also 
has very diverse land use/cover, including Brisbane River and associated creeks, 
farmlands, residential and industrial areas, conservation and natural environments.  
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Figure 3-1:The location of Brisbane (study area) in Australia and Queensland state 
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3.3 DATATSET 
The datasets required for this study are categorised in three groups: (1) 
satellite images (i.e. Landsat TM and OLI) which were used to extract land cover 
classes, LST and UHI intensity; (2) reference/ground datasets which were employed 
to evaluate the accuracy of information extracted from the satellite images; and (3) 
census/demographic data which were used to model the UHI intensities of 
alternative growth management scenarios. The following subsections describe the 
details of dataset used in this study.  
3.3.1 Remote Sensing/Satellite Images  
Landsat TM and OLI images are the key datasets used for this study. This 
section hence presents a review of the history of the remote sensing industry in 
conjunction with the characteristics of these satellites.    
i. History of Remote Sensing 
The history of remote sensing started around 150 years ago, when the first 
image was captured by the first camera. Later, Nadar, a French photographer, 
developed the so-called aerial photo taking pictures from a balloon in 1860s (PAPA 
International, 2017). At the end of the last century in Europe, a novel idea made the 
pigeon the means for taking aerial photos (Figure 3-2). During World War I, cameras 
were mounted on airplanes for military reconnaissance. However, the dominance of 
aerial photography ceased after the development of space programs by Russia and 
USA in the early 1960s.  
 
Figure 3-2: Cameras were mounted on pigeons for capturing images from required areas (Image 
from Wikipedia) 
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The first operational space program for scheduled monitoring of land and 
oceans, namely Landsat 1, was launched on July 23, 1972. The idea of Landsat was 
proposed in 1965 by the director of the US Geological Survey (USGS), William 
Pecora, for gathering facts about the Earth’s resources. Later, the unique 
specifications of satellite data as well as various applications of them led to the 
construction of more spacecraft. Examples include but are not limited to Landsat 2-8, 
SPOT, NOAA, RADARSAT, ASTER, IKONOS, and WorldView. The 
incomparable specifications of satellite images offer an exceptional opportunity for 
scientists to monitor vast areas at frequent optional periods. Further, the availability 
of satellite images has led to better simulations of LCC. This is because future 
simulation of LCC is strongly associated with the frequent availability of past 
patterns of LCC.  
The Landsat fleet offers the most valuable dataset for LCC monitoring, in 
particular Landsat TM, ETM, and recently OLI. This is because the mission of 
Landsat has provided the longest record of medium spatial resolution (10-50 m) of 
earth observation data (Hansen and Loveland, 2012b). Moreover, the unique 
specifications of Landsat satellites, such as open-access data and global special 
coverage, make them an irreplaceable data resource for monitoring LCC and UHI 
(Zhang et al., 2013a). The next two subsections review the specifications of Landsat 
TM and OLI satellites.  
ii. Landsat Thematic Mapper (TM) 
The TM sensor was mounted on Landsat 4, 5 and 6 platforms. Although 
Landsat 6 mission was unsuccessful, TM sensors on Landsat 4 and 5 have provided 
valuable information from July 1982 to the present. Landsat 4 and 5 were launched 
on 1982 and 1984 respectively. The TM sensor is a whisk broom/across track 
scanner (Figure 3-3) for passive remote sensing missions. In the whisk broom 
scanner, a mirror scans the ground track of satellites and the information of each 
pixel is collected by using a single detector. Figure 3-4 illustrates the different parts 
of the TM sensor. It records energy in 7 bands of the electromagnetic spectrum, 
which includes visible, reflective infrared, middle infrared and thermal infrared 
regions. The TM sensor collects data in 30× 30m resolution in bands 1 through 5 and 
7, while thermal band (6) captures images with spatial resolution of 120× 120 m 
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(Jensen, 2005b). Table 3-1 shows the spatial and spectral resolution of the TM 
sensor in tandem with associated applications (FAS, 2005).  
 
 
Figure 3-3: Landsat TM uses whisk broom scanner which scans the Earth’s surface perpendicular to 
the flight. (Image from www.florianhillen.de)   
 
 
Figure 3-4: Different parts of TM sensor (Image from NASA) 
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Table 3-1: Characteristics and applications of TM sensor bands (USGS, 2015a) 
 
iii. Landsat 8 Operational Land Imager (OLI) and Thermal Infrared 
Sensor (TIRS) 
Landsat OLI is the newest and most advanced member of the Landsat 
constellation and was launched on February 11, 2013 (Error! Reference source not f
ound.). It was located 705 km above Earth in a sun-synchronous orbit using an 
Atlas-V rocket. For the first time in Landsat history, it uses push broom sensors to 
scan Earth’s surface. In such sensors “a line of detectors is arranged perpendicular to 
the flight direction of the spacecraft. As the spacecraft flies forward, the image is 
collected one line at a time, with all of the pixels in a line being measured 
simultaneously” (Figure 3-6) (Shippert, 2013c). This type of sensors has the 
advantage of receiving stronger signals than whisk broom sensors because of the 
longer time they focus at each pixel (Shippert, 2013c). However, weaknesses in the 
calibration of these sensors result in stripes in the images (Shippert, 2013c). 
 The satellite covers the whole globe in 16 days, except for the highest polar 
latitudes. In line with its predecessors, it captures images with 30 × 30m resolution 
except in thermal bands (100×100 m). OLI images cover an area of 170 km north-
south by 183 km east-west. Landsat OLI records Erath’s surface in 9 spectral and 2 
thermal bands.  
Its spectral bands provide more information than Landsat TM and ETM. For 
example, bands 1 and 9 can be used for studying coastal aerosols and cirrus clouds 
Band 
No 
Wavelength 
interval 
(µm) 
Spectral 
responses 
Spatial 
resolution 
Applications 
1 0.45 - 0.52 Blue-Green 30 Coastal water mapping 
2 0.52 - 0.60 Green 30 Soil vegetation 
differentiation 
3 0.63 - 0.69 Red 30 Deciduous/coniferous 
differentiation 
4 0.76 - 0.90 Near IR 30 Green reflectance by healthy 
vegetation 
5 1.55 - 1.75 Mid-IR 30 Chlorophyll absorption for 
plant 
6 10.40 - 12.50 Thermal IR 120 Specifies differentiation 
7 2.08 - 2.35 Mid-IR 30 Biomass surveys 
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respectively (USGS, 2015a). Table 3-2 presents the details of Landsat OLI bands 
with associated applications.   
 
Figure 3-5: Landsat OLI uses push broom sensors to scan the Earth’s surface (Image from 
www.florianhillen.de) 
 
Figure 3-6: Different parts of Landsat OLI instruments (image from Ball Aerospace & Technologies 
Corporation) 
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Table 3-2: Specifications of Landsat OLI spectral and thermal bands (USGS, 2015a) 
Band 
No 
Wavelength 
interval (µm) 
Spectral 
responses 
Spatial 
resolution 
Applications 
1 0.43 - 0.45 
coastal aerosol 
30 
Coastal and aerosol studies 
2 0.45 - 0.51 
Blue 
30 
Bathymetric mapping, 
distinguishing soil from 
vegetation and deciduous 
from coniferous vegetation 
3 0.53 - 0.59 
Green 
30 
Emphasizes peak 
vegetation, which is useful 
for assessing plant vigor 
4 0.64 - 0.67 
Red 
30 
Discriminates vegetation 
slopes 
5 0.85 - 0.88 
Near Infrared 
(NIR) 
30 
Emphasizes biomass 
content and shorelines 
6 1.57 - 1.65 
Short-wave 
Infrared 
 
30 
Discriminates moisture 
content of soil and 
vegetation; penetrates thin 
clouds 
7 2.11 - 2.29 
Short-wave 
Infrared 
30 
Improved moisture content 
of soil and vegetation 
and thin cloud penetration 
8 0.50 - 0.68 
Panchromatic 
15 
15 meter resolution, sharper 
image definition 
9 1.36 - 1.38 
Cirrus 
30 
Improved detection of 
cirrus cloud contamination 
10 10.60 - 11.19 
TIRS 1 
100 * (30)  
100 meter resolution, 
thermal mapping and 
estimated soil moisture 
 
11 11.50 - 12.51 
TIRS 2 
100 * (30 
100 meter resolution, 
Improved thermal mapping 
and estimated soil moisture 
 
iv. Finding suitable Landsat Satellite Images 
As indicated, the unique specifications of Landsat satellites (e.g. open-access 
data and global special coverage) make them an irreplaceable resource of data for 
monitoring LCC and UHI (Zhang et al., 2013). This study aims to investigate the 
impacts of LCCs on UHIs. Therefore, it was critical to minimise the impacts of other 
variables such as air temperature on LST and subsequently UHI. Moreover, in order 
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to monitor LCCs and then project such changes over a suitable time period, more 
than 5 years was required between each image.  
Consequently, a methodology was adopted to find suitable images. Brisbane 
is located in an area with wet summer and low winter rainfall. Therefore, to find 
cloud-free images, winter and autumn were searched for finding the suitable images. 
Then, the maximum daily temperature of all images with less than 10% cloud 
between 1991 and 2013 were compared to each other to find the dates with closest 
temperatures. The maximum daily temperature was obtained from the Archerfield 
Airport station (Figure 3-7). This is the only station inside our study area with a 
temporal coverage of 1991 to 2013.  
Finally, three images of Landsat TM (1991, 2004) and OIL (2013) were 
selected. The images were downloaded from the USGS website in Level 1T 
processing which is categorised as “Standard Terrain Correction” group. This means 
that the satellite images were processed for systematic radiometric and geometric 
errors by using ground control points. Moreover, a Digital Elevation Model (DEM) 
has been used to remove topographic effects. Table 3-3 shows the characteristics of 
the obtained images and associated temperatures. 
 
Figure 3-7: Location of Archerfield Airport station which was used to collect maximum daily 
temperature 
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Table 3-3:  Characteristics of Landsat TM and OIL images of this study 
3.3.2 Ground Data 
The ground datasets of this research include three sources (1) high resolution 
photogrammetry images which are accessible from nearmap.com/au; (2) Google 
Earth images; (3) Bing Images; and (4) historical aerial images from the Queensland 
government. Briefly, the ground data was used to assess the accuracy of LC maps. 
3.3.3 Demographic Data 
For this study, different types of census/demographic data such as 
population, dwelling and employment were obtained from two main sources. These 
sources include the Queensland regional database (http://www.qgso.qld.gov.au) and 
the Australian Bureau of Statistics database (www.abs.gov.au). In brief, this data was 
employed to establish the relationship between UHI and its explanatory factors. The 
next subsection presents the details of methodology applied to achieve the objectives 
of this study. 
3.4 METHODS 
The methodology (Figure 3-8) adopted to achieve the objectives of this 
research has 5 phases: (1) pre-processing of Landsat images; (2) classifying land 
cover patterns using SVM (per-pixel) and LSMA (sub-pixel analysis) methods; (3) 
extracting LST and UHI patterns; (4) investigating the relationship between LC 
compositions and UHI according to cross-sectional and longitudinal analysis using 
OLS and GWR models; and (5) predicting UHI intensity in 2023 according to five 
alternative city development scenarios. Note that the details of the alternative 
development scenarios are presented in Chapter 6. 
 
Spacecraft 
ID 
Sensor 
Name 
Path/Row 
Cloud 
Cover 
% 
Quality Temperature Date 
Y/M/D 
Landsat 5 TM 89/79 0.00 9 26.1 1991/8/21 
Landsat 5 TM 89/79 0.00 9 26.7 2004/5/4 
Landsat 8 OIL-TIRS 89/79 1.35 9 26.4 2013/4/27 
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Figure 3-8: Different stages of methodology applied in this study 
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3.4.1 Pre-processing 
Pre-processing steps are necessary to prepare raw satellite images for 
processing. It is defined as the process of correcting errors and artefacts of raw 
satellite images (digital numbers of images). The general pre-processing steps 
include detection and restoration of bad lines, geometric correction, radiometric 
calibration (normalisation), atmospheric correction (AC) and topographic correction 
(Lu and Weng 2007). However, pre-processing steps are applied according to 
required accuracy, sensor type, ancillary data and condition of study area. Figure 3-9 
shows pre-processing steps required for per/sub-pixel image classification in our 
research.   
 
Figure 3-9: Pre-processing steps of Landsat TM and OLI images 
i. Georeferencing 
Georeferencing is the process of removing geometric distortions of satellite 
images so that every pixel will be in its proper planimetric map location (Jensen, 
2005b). The satellite images herein were acquired as level 1T processing with 
geometric accuracy less than 1 pixel (Lewis, 2013). This accuracy is acceptable for 
long-term classification and modelling purposes (Sexton et al., 2013). Therefore, 
georeferencing was not applied in this study. 
ii. Normalisation of Satellite Images 
a) Background 
Normalisation is required when classification is conducted by using either 
multi-temporal images or different sensor types (Jensen, 2005b). Over the image 
normalisation process, raw digital numbers of satellite images are converted to 
reflectance values (Churches et al., 2014). Reflectance is defined as “the proportion 
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of the radiation striking a surface to the radiation reflected off of it” (Shippert, 
2013a). Reflectance values are classified into two types. Firstly, top-of-atmosphere 
(TOA) reflectance measured by devices above the atmosphere (satellites). This type 
includes the adverse influence of atmosphere, namely atmospheric effect. As a result, 
the atmospheric effects should be removed from TOA reflectance values before they 
can be used in further processing. The correction of TOA values leads to the second 
kind of reflectance, defined as surface reflectance. These values are ready for 
extracting quantitative information about features on the earth (Shippert, 2013a). 
Application of surface reflectance compensates for three main errors in 
satellite images.  
“First it removes the cosine effect of different solar zenith angles due to time 
difference between data acquisitions. Second, TOA reflectance compensates 
for different values of exoatmospheric solar irradiance arising from spectral 
band differences. Third, the TOA reflectance corrects for the variations in the 
Earth-Sun distance between different data acquisitions dates”. (Chander et 
al., 2009)  
b) Converting to TOA reflectance (Landsat TM) 
 This study employed all the spectral bands of TM images, excluding the 
thermal band (number 6) for image classification. The TOA reflectance values of 
TM images were calculated by using the automatic “Landsat Calibration” tool in 
ENVI software. This tool uses the following equations to convert the digital number 
of pixels to TOA values (ENVI, 2015). 
pλ =
(π×Lλ×d
2)
(ESUNλ× sin(Θ))
                                                                                            (2)      
Where 𝐿𝜆 refers to the “radiance” in units of W/ (m
2 * sr * µm), d represents the 
distance between Earth and sun in astronomical units, 𝐸𝑆𝑈𝑁𝜆  equals “Solar 
irradiance” in units of W/ (m2 * µm) and Θ is “sun elevation” in degrees. The values 
of all the variables are available in a metadata file of satellite images.  
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c) Converting to TOA reflectance (Landsat OLI-TIRS) 
  As outlined in subsection iii, Landsat OLI offers new bands which were not 
available in its predecessors. However, all the bands are not used in the classification 
process. Accordingly, the TOA reflectance of OLI bands of 2, 3, 4, 5, 6 and 7 were 
calculated (Li et al., 2013a) based on the following equation (USGS, 2015b). 
Pλ′ = MPQcal + Ap                  (3) 
Where 𝑃𝜆′ refers to TOA reflectance without correction for solar angle, 𝑀𝑃 
and 𝐴𝑝  are rescaled factors available in the metadata file as 
“reflectance_mult_band_x (band number)” and “reflectance_add_band_x (band 
number)” respectively; and finally, 𝑄𝑐𝑎𝑙 represents the digital number (DN) of 
pixels. The following equation was then applied to correct the obtained TOA 
reflectance values for the solar angle. 
Pλ =
Pλ′
sin(θSE)
                                                                                                             (4) 
Where 𝑃𝜆 is the corrected TOA reflectance for sun angle and 𝜃𝑆𝐸  refers to 
“sun elevation angle” in degrees derived from the metadata file of Landsat OLI 
images. As a result, six scenes (a scene/image per spectral band) were obtained for 
2013. Note that the above processes were conducted using the “raster calculator” 
tool in AcrMap 10.3.1. 
iii. Atmospheric Correction (converting to surface reflectance) 
a) Background 
 Although converting digital numbers of satellite images to TOA values 
provides more accurate information about the Earth’s surface, TOA values contain 
anomalies due to atmosphere effects. It is thus critical to remove such anomalies and 
obtain surface reflectance values. The images with surface reflectance values then 
can be used to extract quantitative information about associated features (Shippert, 
2013b). 
Various commercial AC algorithms are available for conducting atmospheric 
correction. Examples include High-accuracy Atmospheric Correction for 
Hyperspectral Data (HATCH), Atmosphere CORrection Now (ACORN), 
atmosphere removal algorithm (ATREM), Fast Line-of-sight Atmospheric Analysis 
of Spectral Hypercubes (FLAASH) (ISDAS), and  Dark Object Subtraction (DOS) 
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(Gao et al., 2009, Jensen, 2005b). However, there is no comprehensive comparison 
in the literature about all the features of AC algorithms. This is due to the fact that 
various environmental, topographical and meteorological factors impact on the 
accuracy of AC algorithms. For instance, Gao et al. (2009) found that FLAASH, 
ACORN, and ATREM methods provide comparable results in deriving surface 
reﬂectance. 
The DOS method was used herein to remove the atmospheric effects of TOA 
values and thereby calculate surface reflectance. Song et al. (2001) recommended 
that DOS provides acceptable results for classification and change detection 
purposes. Moreover, Sexton et al. (2013) used this method in a similar study to 
remove atmospheric errors of 55 Landsat TM images between 1984 and 2007. DOS 
is based on the concept that dark objects reflect no light, thus any value greater than 
zero should come from atmospheric impacts. DOS’s equations are available in 
Schroeder et al. (2006). 
b)  Applying DOS on TOA values of satellite images 
This study used the “Dark Subtract” tool of ENVI software to apply DOS to 
obtaining TOA values from TM and OLI images. This tool requires either a pixel 
value (minimum pixel value per spectral band) or a given region (e.g. waterbody) 
representing the dark object. Accordingly, the “Quick Statistics” tool in ENVI 
software was used to find the minimum pixel value for individual spectral bands. 
Subsequently, the tool subtracted obtained minimum value from all the pixel values 
of the associated spectral band. The output of this step was an image containing 
surface reflectance for every spectral band for 1991, 2004, and 2013. 
iv. Stacking and Clipping of Atmospheric Corrected Images 
In this step, the obtained surface reflectance scenes of associated satellite 
images (1991, 2004 and 2013) were stacked together to form one image per year. 
This research then used the “layer stacking” tool of ENVI software to create the 
stacked images. Three images (each image consisting of six spectral bands) then 
were generated for 1991, 2004 and 2013. Later, the images were clipped to the 
extent of the research context to facilitate further processing. Now, the satellite 
images are ready for classification processing. The next section details such 
processing.   
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3.4.2 Processing (Per-pixel Image Classification) 
After describing the pre-processing steps of satellite images, this section 
moves on to present the processing. The purpose of the processing steps herein was 
to extract thematic/abundance maps from TM and OLI images. Such maps then were 
used to identify patterns of LCCs. The following subsections describe the processing 
steps and associated backgrounds. 
i. Background (Support Vector Machine) 
Currently, satellite images are the main sources of producing thematic maps. 
The process of generating a thematic map from satellite images is defined as 
classification. It is the procedure of classifying features on the earth into meaningful 
classes and categories (EOS 2005). Since the emerge of satellite images, various 
methods have been developed for classification purposes. Table 3-4 shows the 
categories of such methods and related definitions, based on Jensen (2005a). These 
categorisations are based on the mathematical logic or statistics of classification 
techniques. It should be noted that some methods can be included in more than one 
category.  
According to Jensen (2005a), different classification methods have been 
introduced during remote sensing history, however, “no pattern classification method 
is inherently superior to any other”. This is because performing any classification 
technique depends on the nature of the classification problem, conditions of study 
area, and distribution of satellite images, such as normal distribution and prior 
knowledge about the land features of the study area (Jensen, 2005a). The details of 
different classification methods are also available in Jensen (2007) and Lu and Weng 
(2007). 
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Table 3-4: Categorisations of classification methods for satellite images 
Category Definition/Application Example 
Parametric 
It assumes that the satellite images are normally distributed and 
needs knowledge about the forms of underlying class density 
functions. 
Maximum likelihood 
classification 
Unsupervised Clustering 
Nonparametric 
It applies to the satellite images that are not normally distributed and 
“without the assumption that the forms of underlying densities are 
known”. 
Nearest-neighbour 
Fuzzy classifier 
Neural network 
Support vector machine 
Nonmetric 
It can operate on both “real-valued data such as reflectance values 
and nominal scaled data”. 
Rule-based decision tree classifier 
Supervised 
In supervised classification the identity and the location of some land 
features are known prior to classification. 
Maximum likelihood classification 
Minimum distance classification 
Parallelepiped 
Support vector machine 
Unsupervised/clustering 
In this method, there is no information about land features before 
classification procedure. The computer classifies the features 
according to their spectral characteristics. 
Iso-Data 
K-means 
 
Object-oriented 
This technique allows the operator to decompose the scene into many 
relatively homogenous objects. 
Mostly is applied to very  high 
resolution images  
Per-pixel 
The classification which is based on the processing images pixel by 
pixel. 
Maximum likelihood classification 
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Given the above discussion, the support vector machine (SVM) was selected 
as the classification method for this study. Development of SVM dates back to the 
1970s (Vapnik, 1999, Vapnik and Chervonenkis, 1971), while its application in the 
remote sensing industry has just started (Zheng et al., 2015). As shown in Table 3-4, 
“SVM is a non-parametric supervised statistical learning technique” (Mountrakis et 
al., 2011). Figure 3-10 illustrates a simple linear scenario of SVM in categorising a 
dataset into two classes in a two-dimensional input space. 
 
Figure 3-10:Classification of two dataset into two classes using a simple linear SVM scenario 
(Mountrakis et al., 2011) 
 
SVM is based on classifying the datasets into given classes using an optimal 
hyperplane through a learning process. It uses training samples (support vectors) to 
find an optimal hyperplane that minimises the misclassification between predefined 
classes. The optimal hyperplane is obtained through an iterative process (learning 
process).  
 
Misclassification instances 
Margin width 
Support vectors 
SVM hyperplane 
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SVM only uses the training samples (support vectors) that define the margin 
of hyperplane, Hence, high classification accuracy can be achieved using a limited 
number of training samples through this method (Mountrakis et al., 2011). 
Mathematical SVM equations are available in Ben-Hur and Weston (2010) and Hsu 
et al. (2003). 
SVM has attracted attention in previous studies of monitoring LCCs. It has 
achieved high accuracies in LULC mapping literature (Paneque-Gálvez et al., 2013) 
and outperformed other well-known classifiers such as maximum likelihood 
classifier (MLC) (Poursanidis et al., 2015, Otukei and Blaschke, 2010) and decision 
tree classifier (DTC) (Huang et al., 2002).  SVM has also produced better results than 
neural network classifiers (NNC) with several variables (Huang et al., 2002). The 
SVM outperformance is mainly due to its low sensitivity to size, data distribution, 
and quality of training samples (Mountrakis et al., 2011). SVM also has the 
advantage of using mixed pixels (mistakenly considered as training samples) to 
improve the classification results (Paneque-Gálvez et al., 2013). 
ii. Implementing Support Vector Machine Method on TM and OLI 
Images 
The outputs of pre-processing were three images for 1991, 2004 and 2013. 
The pixel values of the images represent the surface reflectance values of associated 
features on Earth. These images were ready for the image classification process.  
The first step in image classification is to develop a classification scheme. 
Therefore, four main land covers were selected according to a previous study (Shatu 
et al., 2014), Australia’s land cover maps, the requirements of this study, and USGS 
land cover scheme. These classes include built-up, densely vegetation, upland natural 
and waterbody areas. The details of features included in each class are presented in 
Table 3-5 
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Table 3-5:Descriptions of  land cover classes in Brisbane 
Later, sufficient numbers of training samples were selected for the individual 
LC class through Google Earth images. Note that the aim was to distribute training 
samples across the entire research context.  
ENVI 5.0 software was used to apply the SVM classification method to TM 
and OLI images. The method requires inputs from the analyst for several parameters 
as prerequisites, including kernel type and related gamma parameter (𝛾), penalty 
parameter, classification probability, and pyramid levels threshold. In the case of 
kernel type, four functions are available, including Linear, Polynomial, Radial Basis 
Function (RBF), and Sigmoid (Hsu et al., 2003). Amongst them, the RBF kernel can 
handle non-linear relationship between class labels (target values) and attributes 
(features or observed variables), and therefore, the RBF kernel was found to be the 
most commonly used kernel type in the literature (Zheng et al., 2015). Previous 
studies have also demonstrated its high efficiency in different empirical settings (Li 
and Liu, 2010, Singh et al., 2014, Kavzoglu and Colkesen, 2009). Accordingly, the 
RBF kernel type was used in this study. The study considered 100 as the penalty 
parameter, based on previous studies (Jia et al., 2014) which was also found to be the 
default value in most software packages, including the one used in this research 
(ENVI). The classification probability is a threshold that determines whether a pixel 
is classified as a particular class. Previous studies indicated that if 50% (0.5) or more 
of a pixel is covered by a particular class, the pixel should be assigned to that class  
(Jensen, 2005a). Finally, 0 was considered as the pyramid level in order to process 
the TM and OLI images as full resolution (ENVI, 2016).  
 
Land Cover Type Description 
Built-up area 
All infrastructure- residential, commercial, mixed use and industrial 
areas, villages, settlements, road network, pavements and man-made 
structures. 
Water body 
River, permanent open water, lakes, ponds, canals, 
permanent/seasonal wetlands, low-lying areas, marshy land and 
swamps. 
Dense Vegetation 
 
Dense trees, mixed forest, tropical forests 
Upland Natural 
Fallow land, urban recreations, grasses, pastures, sparse vegetation, 
wetland areas 
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iii. Post-processing of Initial Thematic Maps 
The preliminary results of the classification of 1991, 2004 and 2013 images 
were visually inspected to evaluate the general accuracy. It was found that due to the 
shadows of tall buildings located in Brisbane central business district (CBD) some 
areas were mistakenly classified as water. These areas are minor and training 
samples were revised to resolve this issue. Subsequently, sieve tool and a 3×
3 majority filter were applied to eliminate the salt and pepper effect. A 3×3 minority 
filter was applied on some boundary areas of the image to remove the salt and pepper 
effect., Three thematic maps were generated for 1991, 2004 and 2013. The thematic 
maps, however, are not acceptable without assessing their accuracies. The next 
subsection presents the accuracy assessment procedure and related background.  
3.4.3 Accuracy Assessment (Per-pixel Classification) 
i. Background  
Accuracy assessment of generated thematic maps is a key step in the 
classification process. This is due to inclusion of errors stemming from, for example, 
georeferencing , and poor quality of training samples in final results (Lu and Weng, 
2007).  
Three basic components are included in the accuracy assessment procedure 
(Stehman and Czaplewski, 1998). First, there is a need for a method such as random, 
systematic, stratified random sampling to collect sampling data (IDRISI, 2014, Lu 
and Weng, 2007). Second, response design is applied to collect necessary 
information. Response design is the procedure of “collecting information pertaining 
to the reference determination, and rules for assigning one or more of land-cover, to 
estimate areal extent of various cover reference classifications to each sampling unit” 
(Stehman and Czaplewski, 1998). Finally, the sample data and the thematic maps are 
compared to find the errors. 
An error matrix (contingency table, confusion matrix) is the general approach 
for expressing the errors of a classification technique (Lu and Weng, 2007, Jensen, 
2005b, Churches et al., 2014, Sexton et al., 2013). Table 3-6 depicts the typical shape 
of a confusion matrix, followed by definitions of the different parts of it (Jensen, 
2005b).  
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Table 3-6: The general shape of a confusion matrix which is used for presenting errors of 
classification 
 
o The central part of the error matrix is a square array of numbers 𝒌×𝒌 
size in which k is the number of classes.  
o The columns and rows show the reference and classification 
information respectively.  
o The intersection of rows and columns presents the sample units such 
as pixels or polygons and the total number of them is shown by N. 
o The diagonal of the matrix summarises the number of either pixels or 
polygons which are classified correctly (colour blue). 
o The off-diagonal cells illustrate the errors of classification which are 
related to the ground reference data (coloured grey). 
Remote Sensing 
Classification 
Ground Reference Test Information 
Class 1 2 3 k Row 
Total 
1 X 1,1 X1,2 X1,3 X1,k X1+ 
2 X2,1 X2,2 X2,3 X2,k X2+ 
3 X3,1 X3,2 X3,3 X3,K X3+ 
k Xk,1 Xk,2 Xk,3 X k, k X k+ 
Column 
Total 
X+1 X+2 X+3 X +k N 
Producer’s 
Accuracy 
 
User’s Accuracy  
Overall Accuracy  
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o The surrounding rows and columns of the error matrix (marginal) are 
used to demonstrate errors of inclusion (commission errors) and 
exclusion (omission errors).  
o Commission errors show the pixels that are categorised by class of 
interest, while they belong to another class (ENVI, 2014).  
o Omission errors depict the pixels which belong to the ground truth 
class, but classification failed to assign them to a proper class (ENVI, 
2014). 
o The outer row are used to show producer’s and user’s accuracy.  
o “Producer accuracy (colour orange) is a measure indicating the 
probability that the classifier has labelled an image pixel into Class A 
given that the ground truth is Class A” (ENVI, 2014). 
o “User accuracy (colour green) is a measure indicating the probability 
that a pixel is Class A given that the classifier has labelled the pixel 
into Class A” (ENVI, 2014). 
 Finally, the overall accuracy of thematic map is presented by dividing the 
total number of correct pixels by the total number of pixels in the error matrix 
(Jensen and Lulla, 1987, Jensen, 2007). 
Classification accuracy is also expressed by two Kappa analyses: (1) Kappa 
coefficient of agreement; and (2) conditional kappa coefficient of agreement (Jensen, 
2005b). The Kappa coefficient of agreement measures the agreement between the 
thematic map and the reference data. Accordingly, Kappa values of more than 0.80 
show strong agreement between the classification map and reference data. Kappa 
values between 0.80 and 0.40 represent moderate agreement, and values less than 
0.40 express poor agreement (Landis and Koch, 1977). A conditional kappa 
coefficient of agreement is applied to determine the agreement between each 
produced class and the reference map individually. In this study, the confusion 
matrix, Kappa coefficient of agreement, and conditional kappa coefficient of 
agreement were used to show the accuracy of generated thematic maps. 
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ii. Implementing Accuracy Assessment on Thematic Maps 
The classification approach started with randomly selecting 100 pixels 
(30 ×30 meter) per LC class. Figure 3-11 illustrates the workflow adopted for 
selecting such pixels. After selecting the random pixels, their ground truth 
classifications were assigned through overlaying them on the related reference 
map/data. A pixel was assigned to an LC class (built-up area, water body, dense 
vegetation and upland natural) when more than half of it was covered by such LC.  
The accuracy of the 1991 LC map was evaluated using 1994 aerial images of 
Brisbane with a resolution of 54×54 centimetres. These aerial images were the 
closest data that this research could obtain for our 1991 thematic map. However, the 
aerial images did not cover the entire area of Brisbane. The study used Google Earth 
images to assess the accuracy of the 2004 and 2013 thematic maps.  
 
 
Figure 3-11: Workflow adopted to randomly generate 100 pixels for per LC class 
3.4.4 Simulating Land Cover Patterns for 2023 (CA-Markov model) 
i. Background  
Having explained the process of generating thematic maps of this study, this 
subsection explains the use of them for projecting LC patterns in 2023. In this study, 
the CA_Markov model was applied to generate future LC maps. This model was 
selected based on the research question and availability of primary data (Lambin and 
Geist, 2006).  
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The CA_Markov model combines the Markov chain, Cellular Automata 
(CA), Multi-Criteria Evaluation and (MCE) and Multi-Objective Land Allocation 
(MOLA) models/techniques to model LULC changes (Surabuddin Mondal et al., 
2013). This hybrid of the approaches gives the analyst the advantage of using 
individual technique strengths when the techniques compensate for their drawbacks. 
Accordingly, the Markov chain model projects the future state of a system depending 
on the previous states of that system. This is performed by “generating a transition 
probability matrix of LULC change from time one to time two”(Surabuddin Mondal 
et al., 2013). Although the Markov model is a convenient tool for describing the 
future changes of LULC, it lacks knowledge of spatial dependence. In other words, 
“the main problem of Markov analysis is that, it is insensitive to space and it 
provides no sense of geography” (Surabuddin Mondal et al., 2013). Therefore, the 
CA model was used to compensate for this drawback. This model consists of rows or 
girds in which each cell has an initial value. Then, each cell will be evaluated and 
changed to a new value according to internal states and values of their neighbours. 
In addition to the Markov chain and CA models, MCE technique is also used 
to find the suitability of a cell for a specific land cover during the modelling 
procedure of the CA_Markov model (Surabuddin Mondal et al., 2013). MCE is 
defined as a procedure which needs to be conducted for accomplishing a goal by 
evaluating several criteria (Eastman, 2009). Finally, the MOLA technique is as 
follows:  
… “based on the information from a set of suitability maps, one for each 
objective, the relative weights to assign to objectives, and the amount of area 
to be assigned to each, MOLA determines a compromise solution that 
attempts to maximize the suitability of lands for each objective given the 
weights assigned”. (Eastman, 2009). 
 The CA_Markov model has been applied for different kinds of LCC 
modelling. It has been used in applications such as forest management (Adhikari and 
Southworth, 2012), urban development (Sang et al., 2011), future vegetation change 
(Mobaied et al., 2011), rural land planning (Kamusoko et al., 2009) and modelling 
coastal landscape (Shirley and Battaglia, 2008). Moreover, CA_Markov is the only 
model that takes into account the accuracy of its input LULC maps, which allows 
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more accurate predictions. This model also incorporates GIS and remote sensing 
abilities (Adhikari and Southworth, 2012) for importing and analysing  information. 
ii. Implementing CA-Markov Model  
The CA_Markov model requires thematic maps of three time periods (T1, T2 
and T3) to project the thematic map of a given future time (Tn). The thematic maps 
of T1 and T2 are used to generate the drivers of land cover changes and the 
probability of conversion between various land cover classes. Using such drivers and 
probability values, a classified map is projected for T3. The projected map of T3 is 
validated using the real map of T3 to calibrate the model. The acceptance of 
validation between the projected and real map of T3 proves the suitability of drivers 
of land cover changes and reliability of the model. The same process then is 
conducted between thematic maps T2 and T3 to simulate the classified map of Tn. In 
this study T1, T2, T3 and Tn refer to 1991, 2004, 2013 and 2023 respectively.   
The study used Land Change Modeller (LCM) software integrated in the 
TerrSet package to run the CA_Markov model. Accordingly, three steps need to be 
conducted to project LCLU for a future time. First, LCM estimates the transition 
probability matrix. The values of the matrix represent the probability of conversion 
from a land cover class to other classes. Table 3-7 shows the likelihood of transition 
among different land cover categories. The values show the probability of conversion 
from one LC to another LC. The diagonal and off-diagonal values represent the 
probability of self-replacement and conversion to other land cover classes over given 
periods (1991-2004 and 2004-2013) respectively. The higher a value between two 
LC types, the more certain that conversion will occur (Arsanjani et al., 2013). Note 
that Table 3-7 was produced automatically by LCM software through running the 
CA_Markov model. 
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Table 3-7: Likelihood of conversion between different land covers from 1991–2013 
 2004 
Land cover class 
 Land cover class Built-up Dense 
vegetation 
Upland natural Waterbody 
1991 
Built-up 0.95 0.02 0.02 0.005 
Dense vegetation 0.05 0.93 0.008 0.001 
Upland natural 0.31 0.27 0.40 0.003 
Waterbody 0.05 0.04 0.005 0.89 
  2013 
2004 
Built-up 0.88 0.05 0.06 0.01 
Dense vegetation 0.1 0.82 0.06 0.02 
Upland natural 0.25 0.12 0.63 0.002 
Waterbody 0.07 0.02 0.005 0.89 
 
It is necessary to define the constraint and incentive maps in order to 
determine the suitability of a pixel for transition. These maps show whether a pixel is 
allowed for LCLU change. The maps are presented as static and dynamic. The static 
map represents the areas of incentive and constraint for conversion with pixel value 
of 1 and 0 respectively. These drivers are constant through the time of transition. In 
this study, the locations of watercourses and conservative areas were considered as 
constraints for conversion.  
Figure 3-12 shows the map of static incentive (areas allowed to change) and 
constraint (areas not allowed to change) that was used to project LC change. 
The dynamic suitability maps represent the drivers of land cover changes 
which are time-dependent and can be changed through transition of time. These maps 
are images with pixel values varying between 0 and 255. A pixel with 0 value is not 
suitable for conversion, while a 255 value shows the most suitable related pixel for 
conversion (Halmy et al., 2015). This research used proximity to urban areas (Figure 
3-13) and dense vegetation areas (Figure 3-14) as dynamic drivers. The maps were 
created using the Distance tool of TerrSet software. The dynamic and static drivers 
here were selected based on previous studies and expert knowledge of the study area 
(Shafizadeh Moghadam and Helbich, 2013, He et al., 2013, Jokar Arsanjani et al., 
2013).  
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Figure 3-12: Location of incentive and constrain areas for future LC change 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-13: Suitability for transition based on the distance to urban areas  
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Figure 3-14: Suitability for transition based on the distance to dense vegetation areas 
Finally, a thematic map of Brisbane in 2013 was projected by means of a 5×5 
contiguity filter as a requirement for the cellular automata part of the CA-Markov 
model and a seven-year time period. The modelled map was compared with a 
classified map from Landsat OLI to calibrate the model and find the suitability of 
drivers/constraints. The same process was then conducted using thematic maps 
between 2004 and 2013 to simulate land cover in 2023. The factor and constraint 
maps were modified based on the new period and associated datasets. The CA-
Markov model and validation process were conducted within the framework of the 
TerrSet software. 
iii. Validating CA-Markov Model 
Figure 3-15 shows the results of validation between the predicted and reference 
maps (classified map from Landsat OLI). The study used the validation tool of 
TerrSet software to find the accuracy of predicted map. The tool automatically 
compares the agreement between the quantity and location of pixels in the predicted 
and reference maps. In Figure 3-15, the vertical axis provides a quick overview of 
the agreement between the modelled and reference maps. The colours of the vertical 
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axis are associated with agreement (e.g. AgreeGidcell) and disagreement (e.g. 
Disagree Quantity) values. 
 From the axis (green colour), it is clear that there is a significant agreement 
between predicted and reference maps.  In Figure 3-15, Kappa indices are the key 
values indicating the overall accuracy of the predicted map. These indices include: 1) 
Kappa standard (Kstandard); 2) Kappa for no information/ability (Kno); 3) Kappa for 
grid-cell level location (Klocation); and 4) Kappa for stratum-level location 
(KlocationStrata). Table 3-8 shows the interpretation of each Kappa indicator. For all 
Kappa indices, “0% indicates the level of agreement is equal to the agreement due to 
chance and 100% indicates perfect agreement” (Clark Labs, 2017). The other values 
(e.g. medium, perfect) are complementary to the Kappa indices used to identify the 
potential errors in the predicted map when Kappa indices are rather low. These 
values also can be used to calculate Kappa indicators. Normally, they are not 
discussed as part of the accuracy assessment of the predicted map. More information 
is available in Pontius (2000) and Pontius Jr (2002). 
Table 3-8: Interpretation of Kappa indices (Pontius Jr and Millones, 2011)  
Kappa indicator Interpretation 
 KStandard “An index of agreement that attempts to account for the expected 
agreement due to random spatial reallocation of the categories in 
the comparison map, given the proportions of the categories in the 
comparison and reference maps, regardless of the size of the 
quantity disagreement.” 
Kno “It is identical to Kstandard showing overall agreement when both 
the quantity and allocation of categories in the comparison map 
are selected randomly.” 
Klocation “The extent to which the two maps agree in terms of location of   
each category” 
KlocationStrata  “How well the grid cells are located within the strata.” 
 
The obtained values of Kappa indices (0.90) show the high accuracy of the 
predicted map. Such values indicate the success of the model in identifying the 
correct location of grid cells within the whole map (Klocation) and within a given 
land cover class (Klocationstrat). The values are also consistent with past literature 
(Arsanjani et al., 2013, Shafizadeh Moghadam and Helbich, 2013).  
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Accordingly, the model and associated variables (i.e. constraints and 
incentives) can be used to predict the land cover map of 2023. 
 
Figure 3-15: Results of validation between projected thematic map of 2013 and thematic map of 2013 
from Landsat OLI 
 
3.4.5 Processing (Sub-pixel Image Classification) 
In contrary to per-pixel classification, in which a pixel is assigned to a 
specific LC, sub-pixel classification provides an abundance of LCs included in a 
pixel. The application of sub-pixel classification is essential when an area of interest 
(e.g. cities) contains highly heterogeneous LCs. Consequently, large numbers of 
mixed pixels occur in the associated moderate resolution satellite images (e.g. 
Landsat satellites) (Powell et al., 2007). In per-pixel classification, mixed pixels are 
assigned to a specific LC class, resulting in over/underestimation of LC-extracted 
information (Lu et al., 2011) and related analysis.  
Moreover, LC maps generated through sub-pixel analysis illustrate a more 
realistic view of the heterogeneity of urban LCs. As a result, in this research, sub-
pixel classification was also employed to compensate for weaknesses of applied per-
pixel classification (SVM technique).  
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i. Background 
Various approaches were presented in the literature to estimate the 
proportions of LC within a pixel. Approaches are based on the vegetation indices 
(Elmore et al., 2000), neural networks, fuzzy set theory and spectral mixture analysis 
(SMA) (Quintano et al., 2012, Keshava, 2003).  
Each approach is subject to weaknesses and should be applied carefully based 
on the characteristics of the study area and required information. For example, 
approaches using vegetation indices, particularly NDVI, are vulnerable to soil color 
(Elmore et al., 2000) and seasonal effects.   
Among the above approaches, SMA is widely used for sub-pixel 
classification (Deng et al., 2012). This method is based on the Ridd (1995) 
vegetation-impervious surface-soil (V-I-S) model. Ridd (1995) assumed that a pixel 
in an urban area is covered with a fraction of vegetation, soil and impervious 
surfaces. Thus, the reflected spectrum of such a pixel is the combination of spectra of 
LCs within that pixel. As a result, using an inverse least squares deconvolution 
model and endmember spectra, the percentage of each type of LC within the target 
pixel can be calculated. SMA is classified into linear and non-linear. In the linear 
model, the combination of LCs within a pixel follow a “spatially segregated pattern” 
(Quintano et al., 2012). 
 It indicates that the spectrum of a pixel can be decomposed into a “linear 
combination of the endmember spectra weighted by the fractional area coverage of 
each endmember within that pixel” (Quintano et al., 2012). However, when the 
pattern of LCs within a pixel is complex, the electromagnetic radiation is the result of 
interactions between different LCs, and thus SMA is considered non-linear. The non-
linear model provides better results. However, it is not widely used in remote sensing 
industry due to difficulties of application (Quintano et al., 2012). Moreover, the 
effects of complex pattern of LCs within a pixel on electromagnetic radiation is 
negligible in urban-related studies (Wu and Murray, 2003).  
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 A linear SMA (LSMA) approach was used to estimate the fraction of LCs in 
our study. LSMA is calculated as constrained and unconstrained. The constrained 
LSMA needs to meet the two requirements of sum-to-one constraint and non-
negativity constraint, while there are no such constraints for non-constrained LSMA 
(Deng et al., 2012). This work used constrained LSMA in our research, because it 
yielded better results in previous studies. The LSMA for a given wavelength (𝜆) is 
presented as (Powell et al., 2007): 
p′iλ = ∑ fki×Pkλ + eiλ 
N
k=1                                                                       (5)                                              
Where 𝑝′ is the reflected measurement from a given pixel, N represents the 
endmembers, 𝑓𝑘𝑖 equals the fraction of endmembers (LCs) within the pixel and 𝑃𝑘𝜆 is 
the spectrum resulting from the faction of endmembers. In the above equation, 𝑒𝑖𝜆 
indicates the residual term which is calculated from the difference between measured 
and modelled spectra. Moreover, as constrained LSMA was used in this project, 
∑ 𝑓𝑘𝑖 = 1 
𝑁
𝑘=1  and 𝑓𝑘𝑖 ≥ 0 are required.  
Model (LSMA) fit is assessed using the RMSE of each pixel, which is 
calculated as: 
𝑅𝑀𝑆𝐸𝑖 = (∑ (𝑒𝑖𝜆)
2/𝑁𝜆𝑘=1 )
1/2
                                                                          (6)         
ii. Implementing Constrained LSMA on TM and OLI Images 
The phases of applying LSMA on a satellite image can be presented as: (1) 
converting the DN of satellite images into at-surface reflectance values (image pre-
processing); (2) finding suitable and sufficient endmembers; and (3) solving the 
obtained constrained LSMA equations (Weng and Lu, 2008). The phase of 
conducting image pre-processing on the TM images is discussed in subsection 4-2-1. 
It is worth mentioning that similar pre-processing is required for per- and sub-pixel 
classification. The next phase is to find the suitable and sufficient endmembers. This 
is the most significant phase in employing different methods of spectral mixture 
analysis, including LSMA (Weng and Lu, 2008, Elmore et al., 2000). 
 Previous studies have presented various approaches to find such endmembers. 
Those approaches can be classified into two main groups. The first group involves 
acquiring endmembers from sources rather than the image itself (e.g. spectral library, 
VHR satellite image). The second group focuses on the approaches to locate the 
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endmembers in the image itself, such as the Spectral Hourglass Wizard (SHW) tool 
in ENVI software (Quintano et al., 2012). However, “none of the existing methods to 
obtain this information is perfect” (Quintano et al., 2012).  
Moreover, finding suitable and sufficient endmembers is a crucial step of 
applying LSMA (Weng and Lu, 2008, Elmore et al., 2000). Studies have not yet 
reached a certain amount for the number of endmembers. Overall, the number of 
endmembers is dependent on the features of satellite images (e.g. spectral bands) and 
the characteristics of the study area. For example, Schmid et al. (2005) and Peterson 
and Stow (2003) used 5 and 4 endmembers extracted from Landsat TM images 
respectively. Radeloff et al. (1999), on the other hand, argued that due to the limited 
dimension of TM images, LSMA models with three endmembers provide better 
results than models with four endmembers. Yuan and Bauer (2007) also supported 
this argument and used three endmembers to derive fractional maps from Landsat 
TM and ETM images in Twin Cities. Similarly, Deng and Wu (2013b) proposed to 
use three endmembers (vegetation, high and low albedo endmembers) when bare soil 
is not available in a study area. This study used three endmembers after masking out 
dense vegetation and waterbodies because of limited bare soil cover in the study 
area. This situation applies to our context, in which, due to its weather conditions, 
bare soil coverage is rather limited. Accordingly, this research used an integrated 
method to derive endmembers, as outlined below.  
This research used an integrated method to find the associated endmembers. 
Firstly, a vector file was created representing the areas totally covered with either 
water or vegetation. This project used the outputs of SVM per-pixel classification 
and NDVI ≥ 0.5 to find the waterbody and vegetation areas respectively. 
 Waterbody areas are often masked out before finding endmembers to improve 
their selections and lessen the impacts of shades (Weng and Lu, 2008, Li et al., 
2011). 
 This study also masked out the areas with NDVI ≥ 0.5, as those areas were 
covered totally with vegetation. Consequently, there were limited areas and thus 
materials to find the associated endmembers. A combination of different tools in 
ArcMap and ENVI was used to mask waterbody and fully vegetated areas. 
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This project used the method presented in Johnson et al. (1985) and Smith et al. 
(1985) to find the endmembers in the masked images. The authors of these studies 
found that the endmembers were located on the corners of triangular scatter plots 
created from principle component (PC) bands of target image (Dawelbait and 
Morari, 2012). The 2004 image was used as the reference image for selecting the 
suitable endmembers. This is because Google Earth/VHR images are available for 
2004, and thus the selected endmembers could be finalised by overlaying them on 
the associated Google Earth/VHR images. 
Therefore, PC analysis was applied on our 2004 Landsat TM images to 
produce the associated PC bands. Figure 3-16 shows the calculated eigenvalue of 
individual Landsat bands. As shown, bands 1, 2 and 3 have the most variance 
(information) in our Landsat image. In addition to the characteristics of endmembers, 
the number of them is also critical. A sufficient number of endmembers is dependent 
on the LC diversity of the study area and should be less than the number of spectral 
bands (image dimensionality) of the target image (Gong et al., 2015). Previous 
studies have suggested various numbers of endmembers. For example, five 
endmembers (Brandt and Townsend, 2006, Deng et al., 2012), four endmembers 
(Elmore et al., 2000) and three endmembers (Lu and Weng, 2004a) were used in 
previous studies. In general, four endmembers can make a strong correlation among 
the spectral bands of Landsat TM images (Xiao and Moody, 2005). 
 
Figure 3-16: Eigenvalue of individual Landsat bands (2004) 
Queensland University of Technology  3-66 
Accordingly, scatter plots were created based on different combinations of 
selected PC bands (1, 2 and 3) (Figure 3-17 and Figure 3-18). Using created scatter 
plots, all the initial endmembers were selected. The selected initial endmembers then 
were overlaid on the Google Earth/VHR images to find the purest/most suitable 
endmembers. 
  
Figure 3-17: Scatter plot between PC band 2 and PC band 1 
 
 
Figure 3-18: Scatterplot between PC band 3 and PC band 1 
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Finally, 17 potential endmembers were selected and constrained LSMA was 
applied to each combination of endmembers to find the best combination. For 
example, combinations with three, four and five endmembers were tested. Each 
combination was examined based on the range of the values (preferably between 0 
and 1) of output fractional images, calculated RMSE, visual interpretation and expert 
knowledge. Lastly, a combination of three endmembers was selected as the most 
suitable combination. Using the selected endmembers, three fractional images were 
generated for the individual years of 1991, 2004, and 2013. Herein, the fractional 
image from the vegetation endmember represents the percentage of upland natural 
areas within each pixel. ISA is represented through a merge of low and high albedo 
fractional images. After creating such percentage/abundance images, it was critical to 
assess their accuracy with respect to the reference dataset. This process is described 
in the following subsections. 
iii. Accuracy Assessment of Abundance Images (sub-Pixel Image 
Classification) 
Accuracy assessment of soft classification (sub-pixel) is much harder than hard 
(per-pixel) classification (Quintano et al., 2012, Zhang et al., 2015). There are two 
main reasons for this. First, there are difficulties in finding reference datasets (e.g. 
ground truth dataset, aerial images and VHR satellite images) with suitable date, 
accuracy and resolution.  
Secondly, the traditional analysis measurement tools used for classification 
accuracy may not be suitable for sub-pixel classification (Quintano et al., 2012).  
Three datasets were used to evaluate the accuracy of obtained fractional 
images. The accuracy of 1991 fractional images was compared with Brisbane aerial 
images of 1994. This research also used VHR IKONOS-2 images of 2001 and 2011 
with resolution of 3.2×3.2 meters to assess the accuracy of 2004 and 2014 fractional 
images respectively. The accuracy assessment was conducted using 150randomly 
selected samples (Lu and Weng, 2004b) with the unit of 3×3 pixels to avoid 
potential geometric errors between the reference dataset and fractional images (Wu 
and Murray, 2003). The samples were selected from the areas covered by the 
reference datasets.  
The percentage of vegetation and IS within each sample were determined using 
visual interpretation (Deng et al., 2012) and a maximum likelihood classification 
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method for aerial and IKONOS images respectively. Finally, the correlation between 
modelled fractions and related reference fractions were used to evaluate the accuracy 
of our classification. The values of R2, slope and intercept were calculated to find the 
‘goodness’ of correlation.  
So far, the pre-processing of Landsat TM and OLI images, and the approaches 
that were used to create the thematic and fractional LC patterns in Brisbane from 
1991–2013 have been described. We have also explained the methods employed to 
evaluate the accuracy of such LC maps. This chapter hereinafter focuses on 
explaining the methods of extracting the pattern of LST and UHI for Brisbane during 
the forgoing period. It also will present the statistical analysis employed to examine 
the relationship between the UHI patterns and their explanatory factors. Finally, it 
describes the approaches used to simulate the pattern of UHI in Brisbane for 2023 
according to the five likely scenarios.  
3.4.6 Deriving Urban Heat Island Effect 
i. Background 
As presented in the literature review chapter, the difference between the 
temperatures of an urban area with its surrounding area is defined as Urban Heat 
Island (UHI) effect. Different aspects of UHI effect were explained in the literature 
review chapter elaborately. This section presents the method applied for estimating 
LST and then UHI effect in our context (i.e. Brisbane). 
It is necessary to derive Land/skin Surface Temperature (LST), for extracting 
UHI from satellite images. Various methods have been developed for accurate 
estimation of LST from space. Figure 3-19 depicts the classification of such 
methods. (Li et al., 2013b). However, according to Li et al. (2013b): 
it is meaningless to perform a comparison of LST algorithms without 
considering different assumptions and conditions. Therefore, it is generally 
difficult to decide which algorithm is superior to others. The optimal method 
to retrieve the LST from space in practice can be selected by considering the 
characteristics of the sensor, the availability of emissivity data and 
atmospheric information, the complexity of method and other consideration.  
The “single channel” method was employed to calculate LST and then the UHI 
effect. This method has been widely applied in previous studies to estimate LST and 
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then the UHI effect based on the thermal bands of Landsat TM (band 6) and OLI 
(bands 10 and 11).  
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Figure 3-19: Different methods of calculating LST from satellite images 
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ii. Deriving Land Surface Temperature from TM and OLI Images 
Herein, the LST from Landsat TM was estimated using its thermal band (band 
6) based on the method adopted in (Li et al., 2016b). Accordingly, the TOA radiance 
of the thermal band (see 3.3.1 for details) was converted into at-sensor brightness 
temperature using the following equation: 
TB=
K2
In (
K1
Lλ
+1)
 
Where TB  is the at-sensor brightness temperature in Kelvin; Lλ equals TOA 
radiance (see 3-43 for details); and K1= 607.76 W/(m
2sr µm) and K2=1260.56 W/(m
2 
sr µm) are pre-launch calibration constants. The generated brightness temperature 
values as derived from the above equation were then converted to emissivity-
corrected LST in Kelvin using the following equation: 
Ts =
TB
1 + [(λ×TB/α)lnε]
 
Where λ  is the wavelength of emitted radiance equals 11.5 µm; α = hc/b 
(1.438×10^-2 mk); b refers to Boltzman constant as 1.38 × 10^-23 J/K; h is the 
Planck’s constant 6.626× 10^-34 JS; C refers to the velocity of light 2.998× 10^8 
m/s; and ε is the surface emissivity. 
Brisbane is a heterogeneous region; thus, it was necessary to consider the 
emissivity effect (ε) in estimating LST. This research applied the NDVI threshold 
method to different land covers of our study areas. Accordingly, first, the emissivity 
of waterbody pixels extracted by the SVM method was assigned as 0.990 
(Senanayake et al., 2013). Then, an emissivity of 0.985 was designated to pixels with 
normalised differences of vegetation index (NDVI) of ≥ 0.5, which was considered 
as fully vegetated. Finally, for the remaining pixels (covered with built-up and sparse 
vegetation), an emissivity was calculated based on the following equations (Deng 
and Wu, 2013a). 
                                                         
 
 
(7) 
(8) 
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   εmix = εvpv + εn(1 − Pv) + Ci 
      Pv = (
NDVI − NDVImin
NDVImax − NDVImin
)
2
 
        Ci = (1 − εn)(1 − Pv)F 
Where εv =0.985 and εn =0.92 (urban surface) (Li et al., 2011); 
NDVImax and NDVImin  are the values of full vegetation and non-vegetation 
respectively; Pv is the scaled NDVI/fractional vegetation cover; and F = 0.55, which 
refers to the shape factor for geometric distribution. The calculated temperature in 
Kelvin was then converted into centigrade for ease of interpretation. The above 
processes were also applied to the OLI image to estimate the LST.  
iii. Derivation of UHI Patterns from Land Surface Temperature 
The method proposed by Weng and Lu (2008) was used to estimate the UHI 
pattern of Brisbane. Briefly, the average LST value for non-built-up areas was 
calculated using the zonal statistics tool in ArcMap 10.3.1. The non-built-up areas 
herein include waterbody and vegetation classes as extracted from SVM method (see 
section 3.4.2 for details). Later, the differences between the LST of each pixel and 
the mean LST of non-built-up areas were calculated to determine the UHI pattern in 
Brisbane.  
3.4.7 Statistical Analysis  
i. Background  
Researchers have often used the OLS model to estimate the relationship 
between independent (land cover types) and dependent variables (UHI). It has been 
identified that this method has two prominent limitations when it is applied to spatial 
datasets. The OLS model lacks the ability to take into account spatial autocorrelation 
and spatial non-stationarity issues (Javi et al., 2014). 
 In an autocorrelation situation, the value of a variable (UHI) in a location is 
impacted by the value of the same variable at nearby locations – that is, if an area is 
surrounded by several high temperature zones, that area will automatically 
experience high temperatures. The spatial non-stationarity factor explains that the 
relationship between independent and dependent variables varies over space (Tu and 
Xia, 2008). As a result, parameters estimated by the OLS method are averaged over 
an entire area of interest rather than being location-specific within an area. These 
(9) 
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limitations significantly weaken the local effectiveness of the model and thus 
generalisation of the results for a particular area type. The GWR method overcomes 
these limitations (Brunsdon et al., 1996). 
The efficiency of the GWR model for estimating the effect of spatially varying 
factors has been widely examined in various fields. For example, Zhou and Wang 
(2011) employed this model to investigate the local relationship between LST and 
land cover/use (LUC) patterns. The GWR model has also been employed to 
investigate non-stationary relationships between climatic factors and vegetation 
health (Zhao et al., 2015). Further, Tu and Xia (2008) and Javi et al. (2014) modelled 
the local relationship between water quality indicators and LUC patterns using GWR 
analysis. However, the application of the GWR model to assess the relationship 
between LUC and UHI is rather limited, with few exceptions (Szymanowski and 
Kryza, 2012, Ivajnšič et al., 2014) .  
Previous studies have shown that the GWR model outperformed the OLS 
model in terms of predicting the relationship between UHI and its associated driving 
forces, including LUC. Mathematically, a GWR model takes the following form 
(Wheeler and Tiefelsdorf, 2005): 
yi = βi0 + ∑ βikxik + εi                  
p
k=1 i = 1 … … … … , n                               
where 𝑦𝑖 represents a dependent variable at location 𝑖, 𝑥𝑖𝑘 is the value of Kth 
independent variable at location 𝑖 , 𝛽𝑖𝑘  denotes the local regression coefficient for 
Kth independent variable at location 𝑖 , 𝛽𝑖0 is the intercept parameter at location 𝑖, 
and 𝜀𝑖  is the random disturbance at location 𝑖. 
Although the GWR model outperforms the OLS model in predicting the UHI 
effect, the GRW model is sensitive to kernel type and kernel bandwidth. These two 
factors together define a moving window (kernel) which is used to determine the 
parameters (e.g. R2 and coefficients) of a GWR model. Prior studies have used two 
types of kernel: fixed and adaptive. As the name implies, a constant distance is used 
in a fixed kernel, whereas the distance varies from one location to another in an 
adaptive kernel, depending on underlying data density. In terms of bandwidth, the 
most commonly used methods are Akaike Information Criterion (AICC), Cross 
Validation (CV), and bandwidth-parameter. The rationale of using each of these 
(10) 
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methods is discussed elsewhere and is not presented here in detail (see 
(Fotheringham et al., 2003)).  
ii. Derivation of explanatory factors of UHI Effect 
As shown in the literature review chapter, prior studies have examined the 
influences of various explanatory factors on UHIs. It was a challenge, however, to 
find variables that can be incorporated in both cross-sectional and longitudinal 
analysis. For example, factors such as slope, elevation, northness (Ivajnšič et al., 
2014) are constant over time. Socioeconomic factors are not widely available. This 
study thus used population density, percentage of ISA, porosity, employment 
density, and dwelling density as potential explanatory variables. Note that porosity is 
derived based on the ratio of total open space (herein dense vegetation and upland 
natural areas) to total built-up areas (Wang et al., 2015). Further, waterbody areas 
were excluded from this research for two reasons: (1) Brisbane River as the main 
watercourse in this context does not belong to any statistical local area (SLA) 
tessellation; and (2) waterbody areas herein have been almost constant over time and 
thus cannot be used for longitudinal analysis. The census/demographic data was 
extracted from government databases and LC datasets (e.g. percentage of vegetation) 
were extracted from LSMA method (see section 3.4.5 for details). 
a) Implementing OLS and GWR analysis 
This research estimated four models in total: a) Model 1 — cross-sectional 
OLS — an OLS model to examine the association between UHI and land cover 
patterns over the study area in 2013; b) Model 2 – cross-sectional GWR – a GWR 
model is estimated to examine whether the outputs generated from Model 1 possess 
significant spatial variation; c) Model 3 – longitudinal OLS – an OLS model is 
estimated to examine whether changes in independent factors led to changes in UHI 
effects between 2004 and 2013; d) Model 4 – longitudinal GWR – a GWR model is 
estimated to examine whether the outputs generated from Model 3 vary significantly 
over space. All models were estimated after controlling for potential confounding 
factors (e.g. population density). The work herein used SLA as the unit of analysis. 
Therefore, the datasets were derived for each SLA in Brisbane. The mean of UHI 
(MUHI) per SLA in 2013 was used as the dependent variable for the cross-sectional 
OLS and GWR models. For the longitudinal models, the difference of the MUHI 
effects between 2013 and 2004 was used as a dependent variable. The OLS and 
GWR models were generated using ArcMap 10.3.1. Note that the GWR models were 
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created according to the kernel type of adaptive and bandwidth method as AIC (Javi 
et al., 2014, Buyantuyev and Wu, 2010, Fischer and Getis, 2009). Moreover, the 
above analysis was just conducted for 2004 and 2013 owing to available required 
datasets (census datasets) for such years.  
3.5 CONCLUSION 
This chapter details the three mainstays (study area, dataset, methodology) of 
this research. First, the chapter substantiates the selection of Brisbane as the research 
context. It is shown that Brisbane, as the third largest city of Australia, has been 
subjected to substantial growth (land cover changes) over the last two decades. 
Brisbane also has experienced high temperature, arguably due to UHI effects over 
recent years. Such reasons in conjunction with expert knowledge of the study area 
and the availability of required datasets made this city a suitable context for the aim 
of this research.  
This chapter also identifies the datasets collected for this project. The main 
dataset includes two TM images (1991 and 2004) and one OLI image (2013). The 
satellite images were used to derive LC patterns, LST and UHI intensity. This 
research also obtained ground data (e.g. aerial images) and census information (e.g. 
population) respectively for accuracy of assessment and statistical analysis.  
Finally, this chapter explains the integrated methodology adopted to achieve 
the objectives of the study. Briefly, the methodology herein is divided into five main 
phases including: (1) pre-processing of Landsat images; (2) generating land cover 
maps using SVM (per-pixel) and LSMA (sub-pixel analysis) methods for each time 
period (1991, 2004 and 2013); (3) extracting LST and UHI intensity for each time 
period; (4) investigating relationship between LC compositions and UHI intensity 
according to cross-sectional and longitudinal analysis using OLS and GWR models; 
and (5) predicting UHI intensity in 2023 according to alternative city development 
scenarios. 
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Chapter 4:  Land cover patterns and 
their changes in Brisbane 
4.1 INTRODUCTION 
The land cover information derived from satellite images is critical to LST 
and UHI studies (Chen et al., 2006, Zhang et al., 2009b). The process to extract such 
information often follows a standard procedure with four steps: a) pre-processing of 
the images to make geometric, radiometric, atmospheric, and topographic corrections 
- see (Jensen, 2005a) for detail -; b) classification of the corrected images to prepare 
thematic maps such as vegetation, built-up areas etc.; c) accuracy assessment of the 
generated thematic maps; and d) identification of changes from one theme to another 
between two time periods. Numerous studies have been conducted on each of the 
steps, aimed at improving the procedure either by developing new techniques or by 
applying alternative data types- see (Hussain et al., 2013). This research aims to 
contribute to the second and third steps of the procedure in order to fulfil the first 
objective of this study: to compare the quality of land cover maps generated from 
per-pixel and sub-pixel analysis. Accordingly, this chapter presents the results that 
answer this objective. The chapter also provides the results of the accuracy of 
thematic maps generated from SVM and LSM methods, in conjunction with the 
amount and location of land cover changes in Brisbane from 1991 to 2023.  
4.2 RESULTS OF ACCURACY ASSESSMENTS OF THEMATIC MAPS 
Accuracy assessment of the obtained thematic maps shows the overall 
accuracies and kappa indices of agreement of more than 0.88 and 0.87 for all years 
(1991, 2004 and 2013) respectively (Table 4-1). The obtained accuracies meet the 
minimum accuracy of 0.80 for classification purposes (Poursanidis et al., 2015). The 
omission and commission errors varied among the LCs for different years, while 
meeting the required accuracy of thematic maps. It is clear from Table 4-1 that the 
upland natural class had a lower accuracy than other classes (except in 2013), mostly 
because this category is located within built-up and dense vegetation areas and is 
confused with them. In general, waterbody areas had higher accuracy than other LCs, 
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which stems from the significant differences in spectral reflectances of this class 
from other LC patterns. 
Table 4-1:Results of accuracy assessment of generated thematic maps in 1991, 2004 and 2013 
The overall accuracy of thematic maps form Landsat OLI and TM showed 
similar results. These results differ from a previous study (Poursanidis et al., 2015) 
which indicated that Landsat OLI outperformed the use of the SVM classification 
method in urban areas. The difference may have various explanations, such as 
different methods of accuracy assessment. In the study, visual interpretation was 
used to find the accuracy of classified pixels, while in previous studies, a 
combination of field work and visual interpretation were employed. Further, SVM 
produces varied results because of the different prerequisite factors (e.g. kernel type, 
(γ) and penalty parameter). In general, the results confirm the suitability of Landsat 
TM and OLI for producing quality thematic maps of complex/heterogeneous urban 
areas using the SVM method. The findings also demonstrate that the SVM method 
correctly classifies the gaps stemming from masked cloud areas. Figure 4-1 shows 
the thematic maps obtained from OLI images before and after masking the clouds 
using the SVM method. From Figure 4-1(a), it is obvious that the areas covered with 
clouds and associated shadows were mistakenly classified as built-up areas. 
 Accuracy values 
 Land cover class 
Overall 
accuracy 
Kappa Omission error 
Commission 
error 
1991 
Built-up 
0.87 0.84 
0.89 0.86 
Dense vegetation 0.91 0.88 
Upland natural 0.78 0.90 
Waterbody 0.96 0.84 
 
2004 
Built-up 
0.90 0.87 
0.91 0.86 
Dense vegetation 0.93 0.90 
Upland natural 0.79 0.93 
Waterbody 0.98 0.92 
 
2013 
Built-up 
0.89 0.87 
0.96 0.87 
Dense vegetation 0.82 0.92 
Upland natural 0.85 0.95 
Waterbody 0.98 0.85 
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However, such areas were classified correctly after the clouds and the related 
shadows had been removed (Figure 4-1(b)). This ability of tbe SVM method may be 
due to the learning nature of this approach. It thus significantly contributes to saving 
the pre-processing time of cloudy images. More importantly, it decreases the need 
for ancillary datasets which may be required to replace the cloudy areas within a 
satellite image. 
 
Figure 4-1:The upper images present the false color of Landsat OLI with clouds (a) and without  
clouds (b). The obtained classified images are shown at the bottom of each image. 
 
4.3 LAND COVER PATTERNS AND THEIR CHANGES FROM 1991 -2013 
Figure 4-2, Figure 4-3, and Figure 4-4 respectively show the LC maps of 
Brisbane created through the SVM method in 1991, 2004, 2013. In 1991, about 
28.09% of the land area was covered by the upland natural class, which dropped 
significantly to 8.90% in 2004. Upland natural areas have slightly increased to 
10.23% in 2013. These two land cover classes thus experienced the highest level of 
change. During the same period, dense vegetation areas have been subjected to slow 
and fluctuating changes (40.25%, 46.52% and 42.98%), while waterbody areas 
remained almost constant over the period. 
a b 
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 Table 4-2 shows the percentages of land cover changes between 1991 and 
2013. In the table, the diagonal values show the percentage of LC with no change 
over the associated years. To illustrate, 92.47% of built-up areas has remained 
constant from 1991–2004. The non-diagonal values, on the other hand, present the 
amount of conversion between LC classes. For example, 3.63% of built-up areas has 
been converted to dense vegetation areas between 1991 and 2004.  
From Table 4-2, it is clear that a substantial change in land cover patterns has 
occurred over the time periods. As shown, the built-up class has been the main 
receiver of land from other classes. For example, in total, the built-up class took over 
60% of the areas from other classes (dense vegetation, upland natural and waterbody) 
between 1991 and 2004. This amount, however, nearly halved (to 31.19%) in the 
next 10 years. From Table 4-2 , it is also obvious that the upland natural class is the 
key land provider for built-up development. Overall, between 1991 and 2013, the 
upland natural class has lost 57.66% of coverage to built-up areas. As expected, the 
water body category has experienced the lowest level of changes over the past 22 
years. Note that Table 4-2 was derived from comparison between LC maps of 1991, 
2004 and 2013 in ArcMap software, using the logical tool. 
The above findings show that overall, the rate of change was lower between 
2004 and 2013 than between 1991 and 2004. These findings therefore suggest that 
urban growth patterns followed the policy recommendation as outlined in the 2005 
version of the South East Queensland Regional Plan, and that Brisbane needs a 
policy shift from horizontal expansion of cities to vertical expansion, in order to 
accommodate population growth in a sustainable manner.  
Note that Brisbane’s population grew by 1.4% and 1.9 % between 1991 and 
2004, and between 2004 and 2013 respectively. Despite the continuing population 
growth, the rate of urban expansion has dropped significantly. Figure 4-5 shows the 
location of land cover changes in Brisbane between the periods. 
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Figure 4-2:Pattern of land covers in Brisbane for 1991 
 
Figure 4-3: Pattern of land covers in Brisbane for 2004 
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Figure 4-4: Pattern of land cover in Brisbane for 2013 
Table 4-2: Percentage of LCCs between 1991-2013 based on the per-pixel analysis 
Year Land cover class 
2004 
% Built-
up 
% Dense 
vegetation 
%Upland 
natural 
%Waterbody 
1991 
%Built-up 92.47 3.63 2.97 0.94 
%Dense vegetation 9.78 88.74 1.11 0.36 
%Upland natural 39.26 33.12 27.02 0.59 
%Waterbody 10.33 7.31 0.81 81.54 
 
Year Land cover class 
2013 
%Built-up %Dense 
vegetation 
%Upland 
natural 
%Waterbody 
2004 
%Built-up 91.05 3.95 4.25 0.74 
%Dense vegetation 7.45 87.09 4.28 1.18 
%Upland natural 18.40 8.81 72.63 0.16 
%Waterbody 5.34 1.46 0.36 92.84 
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Figure 4-5: Areas in Brisbane with land cover changes and no changes from 1991 to  2013 
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Further analysis using the generated thematic maps also indicated the spatial 
trend of LCC in Brisbane. This research focuses on the conversion from various LC 
categories to the built-up class as the dominant transformation (see Table 4-2 for 
details). From Figure 4-6(a) it is obvious that the area south of Brisbane has 
experienced intense LCC (built-up expansion) from 1991 to 2004. Moving toward 
the north of Brisbane, on the other hand, the magnitude of built-up expansion has 
been eased significantly. The intense transition in the South of Brisbane can be 
explained by the substantial development that took place in suburbs such as Inula, 
Durack, Willawong and Algester. Additionally, the development of suburbs in the 
east (e.g Tringalpa and Wynnum) and north (e.g. Asphly and Chermside) were the 
major cause of transition in associated areas. 
Figure 4-6(b) demonstrates the spatial trend in Brisbane from 2004 to 2013. 
As shown, there are significant changes in spatial trend between 1991 and 2004, and 
between 2004 and 2013. Between 2004 and 2013, the south of Brisbane has 
continued its intense built-up expansion in a similar pattern to the last 10 years. Over 
this period, the north of Brisbane has experienced a more substantial built-up 
expansion than from 1991–2004. Overall, the spatial trend maps imply significant 
LCC (built-up growth) in suburban areas compared to the inner part of Brisbane. 
Various factors may cause this trend, such as lack of lots for development in the 
inner part of the city, the intentions of policy makers to develop suburban areas, and 
the development plans of Brisbane. 
 
Figure 4-6: The intensity of land cover changes in Brisbane between 1991 and 2004 (a); and from 
20004 to 2013 (b) 
a b 
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4.4 LAND COVER PATTERNS IN 2023 
Figure 4-7 shows the projected pattern of LC in Brisbane for 2023. Figure 4-8 
illustrates the percentage of LC between 1991 and 2023 in Brisbane. It is evident that 
Brisbane built-up areas will experience a 2% expansion (45.69%) over the next 10 
years. whereas the dense vegetation class will lose 4% (39.92%) of its area. During 
the same period, the coverage of upland natural (10.23%) and waterbody (3.68%) 
classes will remain the same as for the past 10 years.   
 
Figure 4-7: Patterns of land cover in Brisbane for 2023 
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Figure 4-8: Bar chart represents the percentage of land covers in Brisbane between 1991 and 2013 
4.5 RESULTS OF ACCURACY ASSESSMENT FOR FRACTIONAL MAPS 
BETWEEN 1991 -2013 
Figure 4-9 and Figure 4-10 show the scatter plot of correlations between 
modelled and reference faction of ISA and upland natural areas in 1991 respectively. 
Results indicate R2 of 0.61 and 0.60 (P<0.001) with a confidence level of 0.95 for 
ISA and vegetation respectively. 
   
 
Figure 4-9: Correlation of impervious surfaces values between modelled and reference images (1991) 
 
Figure 4-10: Correlation of upland natural values between modelled and reference images (1991) 
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Figure 4-11 and Figure 4-12 show the scatter plot correlation between 
modelled and reference faction of ISA and vegetation in 2004 respectively. Results 
indicate R2 of 0.83 and 0.88 (P<0.001), with a confidence level of 0.95 for ISA and 
vegetation respectively.  
 
Figure 4-11: Correlation of the impervious surface values between modelled and reference images 
(2004) 
 
Figure 4-12: Correlation of upland natural values modelled and reference images (2004) 
Figure 4-13 and Figure 4-14 illustrate the scatter plot of correlation between 
modelled and reference faction of ISA and vegetation in 2013 respectively. Results 
indicate R2 of 0.78 and 0.82 (P<0.001), with a confidence level of 0.95 for ISA and 
vegetation respectively. 
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Figure 4-13: Correlation of the impervious surface values between modelled and reference images 
(2013) 
 
Figure 4-14: Correlation of the upland natural values between modelled and reference image (2013) 
 
The above results indicate a good linear relationship between modelled 
fractions and reference fractions. Overall, R2 > 0.59 was obtained for all fraction 
images, showing the effectiveness of the LSMA method for sub-pixel classification 
of heterogeneous urban areas. Comparing the obtained accuracies with previous 
studies is inherently difficult, since researchers have applied various methods to 
evaluating their works (Quintano et al., 2012). Moreover, the accuracy of results 
from urban areas differs from those from non-urban areas.  
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The accuracies this study has obtained are comparable with previous studies 
that are comparable with this study. For example, Lu et al. (2011) extracted ISA from 
Landsat TM images through the LSMA method with an accuracy of R2= 0.45. 
Similar results are reported by Zhang et al. (2015) from Landsat TM and ETM 
images. It is worth mentioning that in this study, the reference datasets provide only 
partial coverage of Brisbane. Furthermore, the abundance of ISA and vegetation for 
the reference dataset of 1991 was estimated using visual interpretation from low 
quality aerial images. These issues might impact on the accuracy of our work.  
4.6 LAND COVER PATTERNS FROM 1991 – 2013 (SUB-PIXEL 
ANALYSIS) 
The created fractional images met an acceptable level of accuracy (R2 >0.59), 
and thus could be used to monitor LC patterns in Brisbane. Figure 4-15, Figure 4-16, 
and Figure 4-17 respectively illustrate the percentage of LC patterns in Brisbane in 
1991, 2004, and 2013. From the figures, it is obvious that upland natural areas have 
been subject to a significant decrease from 1991–2013. On the other hand, built-up 
(ISA) areas have had a dramatic increase over the same period. These results can be 
used to monitor infill development policy in Brisbane. It is evident that such 
development has mainly occurred in the vacant (upland natural areas) lots/parcels.  
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Figure 4-15:Fraction images of impervious surfaces and upland natural areas in Brisbane (1991) 
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Figure 4-16: Fraction images of impervious surfaces and upland natural areas in Brisbane (2004) 
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Figure 4-17: Fraction images of impervious surfaces and upland natural areas in Brisbane (2013) 
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4.7 DIFFERENCE BETWEEN QUALITY OF LC MAPS GENERATED 
FROM SUB/PER-PIXEL ANALYSIS  
It has been shown above that LC maps generated from sub-pixel and per-
pixel analysis are evaluated according to the individual methods. In general, a 
confusion matrix is used to assess the accuracy of thematic maps (per-pixel analysis), 
while fractional maps (sub-pixel analysis) are evaluated according to the goodness-
of-fit method (regression analysis). This subsection provides the answer to our first 
research question: What is the difference between the qualities of LC maps 
generated from sub/per-pixel analysis? It is necessary to answer this question in 
order to strike a balance between the complexity, cost and prerequisites (such as 
reference datasets) of a classification approach.     
The findings from the above subsections (see 4.2 and 4.5 for details) show 
that both methods produce good quality thematic maps. However, it was difficult to 
conclude which method is preferable and what is the trade-off of selecting a 
particular approach. This section compares the results obtained from the extent of 
land cover classes compared to very high resolution IKONOS images. Note that the 
comparison was conducted only for the OLI images. Results from Table 4-7 show 
that the SVM method overestimated built-up areas and water bodies, and 
underestimated the vegetation areas. On the other hand, LSMA underestimated built-
up areas, while it overestimated vegetation areas. Neither methods was able to 
estimate the amount of land cover with a high degree of accuracy. 
 However, the LSMA technique produced better estimations of the 
proportions of the land cover components. These findings showed that estimation of 
the accuracy of a classified map using common classification accuracy methods (e.g. 
confusion matrix and goodness of correlation) may not be reliable for indicating the 
suitability of such a map for estimating the extent of land cover classes. The 
outcomes herein show that estimation of the areal extent of land cover classes may 
need to be applied alongside the confusion matrix or goodness of correlation to 
provide further information on the accuracy of a classified map.  
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Table 4-3: Comparison of the estimated amount of land cover from SVM, LSMA techniques and 
IKONOS images (OLI images) 
Sensor 
Land cover 
class 
Amount of land cover (hectares) Difference 
SVM LSMA VHR 
SVM 
and VHR 
LSMA and 
VHR 
2013 
OLI 
Built-up 9569.97 3541.50 5532.94 +4037.03 -1991.44 
Vegetation 
4601.34 
 
3206.05+ 
6648.11 
(NDVI≥0.5) 
 
9193.54 
 
-4592.2 
 
+660.62 
 
Waterbody 1555.74 ………. 998.95 556.79 ……….. 
 
4.8 CONCLUSION 
Understanding the past, current and future patterns of land cover in a given 
region underpins the sustainable development of such a region.  However, no study 
has explicitly investigated the pattern of land cover changes from past to future time 
of Brisbane, the fastest growing city and capital of the second largest state 
(Queensland) of Australia.  
 Thematic and fractional maps were generated using two widely recognised 
methods, namely SVM (per-pixel analysis) and LSMA (sub-pixel analysis). The 
thematic maps showed an increase of 17.58% of built-up areas, with a constant 
increase and fluctuating pace between 1991 and 2023. Additionally, it is expected 
that Brisbane’s vegetated areas will decrease by 18.54% until 2023. Clearly, the 
findings also show the intensity of LC transition in the southern and northern suburbs 
of Brisbane due to the development of associated suburbs/areas. The results also 
indicate that Brisbane’s urban footprint has been almost constant from 1991–2013, 
and the same trend will be preserved until 2023. This output is consistent with 
Brisbane’s development policy on controlling urban foot expansion and fostering 
compact development. Similar to the thematic maps, the same trend of LC patterns 
was evident in fractional/abundance maps.  For instance, the abundance maps show 
the trend/pattern of infill development policy (i.e. TOD) in Brisbane between 1991–
2013. Those maps indicate the effectiveness of this policy in Brisbane.  
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This chapter also provides a framework to compare the quality of LC maps 
generated from per-pixel (SVM) and sub-pixel (LSMA) analysis. The framework 
includes two parts: (1) using the areal extent of the thematic lands derived from of a 
reference dataset (IKONOS image) as the benchmark; and (2) employing a confusion 
matrix and goodness of correlation to individually assess the quality of per-pixel and 
sub-pixel approaches respectively. In this work, per-pixel and sub-pixel approaches 
were applied by means of SVM and LSMA methods respectively.   
Despite the high accuracy of classified maps generated from SVM and 
LSMA methods, the proportion of land cover classes estimated from such methods 
was not very close to our reference dataset (IKONOS images). This implies that the 
accuracy of a classified map using random pixels (confusion matrix and goodness of 
correlation) may not yield sufficient accuracy for estimating the area of land cover 
classes derived from associated thematic maps. However, from the results, it was 
observed that the LSMA method provided a much more accurate estimation of the 
area of land cover classes.  
This study thus suggests that per-pixel analysis is reliable for creating a 
classified map to have a general overview of land cover classes. Complex sub-pixel 
approaches (e.g. neural networks, fuzzy set theory, and SMA) may need to be 
applied to estimate the terrestrial extent of the land cover classes. It is obvious that 
the use of sub-pixel analysis is critical in heterogeneous areas due to the presence of 
mixed pixels in a relatively low and/or medium resolution satellite image. The results 
of this study will enable practitioners to select the best classification approaches to 
achieve a better understanding of their performance. Thus, time and cost will be 
saved in selection of a classification approach. In general, Landsat TM and OLI 
images provide acceptable accuracies for classification purposes using SVM and 
LSMA methods in complex urban areas. 
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Chapter 5: Correlation or Causality 
between Land Cover 
Patterns and Urban Heat 
Island Effect? 
5.1 INTRODUCTION  
As mentioned in the literature review chapter, numerous studies have blamed 
that urban sprawl (Al Kuwari et al., 2016, Lemonsu et al., 2015)(low density outward 
expansion of cities) reduces vegetation cover and thus contributes to urban heat 
island (UHI) effect – a phenomenon when urban areas experience high temperature 
compared to their non-urban surroundings. However, most of these studies are based 
on cross-sectional evidence which means that they investigated the link between land 
cover type and land surface temperature based on data from a single point in time to 
substantiate their claims. Although the findings from these studies bear important 
policy implications for land use planning (such as the development of smart growth 
concept and new urbanism movement), they are inadequate to infer a causal 
relationship, and the potential for spurious relationship remains an issue.   
Research has highlighted that at least four criteria must be satisfied in order to 
stablish causal link: “(a) association – a statistically significant relationship between 
cause and effect; (b) non-spuriousness-a relationship that cannot be attributed 
another variable i.e. no third factor creates as accidental relationship between the 
variables; (c) time precedence/order – the cause precedes the effect; and (d) causal 
mechanism - a plausible explanation  for why the alleged cause should produce the 
observed effect” (Kamruzzaman et al., 2016)  
Most existing studies examining the relationship between land cover type and 
UHI effect, therefore, meet the first and forth criteria as they are based on cross-
sectional evidence. For example, increase of UHI through LC changes is resulted 
from replacing vegetation areas with ISA (i.e. urban expansion) (Taha, 1997, Morini 
et al., 2016). This is due to that impervious surfaces are low albedo features which 
lead to reflect a small amount of solar radiation while absorbs the rest (see section 
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2.5. for more details). Past studies, have not established the causality and their 
underlying direction.  
The cross-sectional analysis does not meet non-spuriousness relationship 
(second criteria). This criterion, focuses on to “find out if there is an alternative 
explanation for the original bivariate relationship”(Boston University, 2017). 
Therefore, longitudinal dataset and associated analysis is required to this criterion 
which is not possible using cross-sectional analyse. In case of the third criteria (i.e. 
time precedence), cross-sectional analysis uses the single time dataset. As a result, 
this analysis is not able to explain that, for example, changes in land cover may lead 
to UHI variance.  
 The available evidence thus leaves a key question largely unanswered: if cities 
restrict urban expansion and encourage people to live within existing urban areas 
(e.g. smart growth nodes), will that help controlling UHI effect?  
Given the above discussion, this chapter thus provides new evidence that helps 
to answer above question; it aims to provide a stronger basis for assessing the 
potential for land-use policies to reduce UHI effect. Key to this methodological 
innovation is testing the validity of using cross-sectional data for understanding the 
relationship between land cover type and UHI effect. Presently, there is no research 
that validates the findings of cross-sectional data using longitudinal (panel) data. Our 
research, for the first time, matches findings from both longitudinal and cross-
sectional data using Brisbane as a case. Previous studies have used linear regression 
model to generalize relationship between land cover type and UHI effect for an entire 
urban area. These studies thereby failed to capture the variability of this relationship 
over space. The work presented in this paper overcomes this weakness through the 
application of geographically weighted regression (GWR). However, prior to 
estimating the GWR model, ordinary least square (OLS) regression models were also 
estimated to examine the differences of the models’ outputs. In addition, this 
research adapted an irregular tessellation of the geography following local 
government boundaries to assess the causal relationship within each boundary (zone) 
and thus provides a more practical result to inform land use policy at the level of 
neighbourhoods. 
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5.2 GEOGRAPHICAL DISTRIBUTION OF LST IN BRISBANE IN 1991, 
2004 AND 2013 
Figure 5-1, Figure 5-2, and Figure 5-3 demonstrate the spatial distribution of 
LST in Brisbane in 1991, 2004 and 2013 respectively. The pattern of LST in the 
maps was classified based on the standard deviation of the values (Bokaie, Zarkesh 
et al. 2016). From the Figures, it is evident that Brisbane surface temperature has 
been subjected to significant spatial variation during this period (i.e. 1991- 2013) and 
over the whole context. However, some trends/patterns can be recognized from such 
Figures. For instance, in 1991 substantial parts of Brisbane experienced high and 
medium LST (i.e. > 20 °C). Arguably, in such time, Brisbane development was 
experiencing its early stage and thereby considerable underdeveloped lots were 
available over the Brisbane. Such lots resulted in high LST in most areas of 
Brisbane. In other words, urban footprint of Brisbane was not regularly/officially 
developed.  
Moving toward the present time, Brisbane surface temperature has been 
subjected to a more regular pattern. For example, the patterns of LST in 2004 and 
2013 are matched with current urban foot print of Brisbane. The pattern of LST in 
2004 and 2013 are in line with associated land covers in 2004 and 2013 (Figure 4-3 
and Figure 4-4). Figures 5-1, 5-2 and 5-3 also demonstrate that Brisbane CBD and 
adjacent suburbs underwent higher LST in 2004 and 2013 than 1991. This is due to 
significantly increase of commercial and governmental activities in those suburbs. As 
a result, they have contained a substantial amount of built-up/ISA, which have been 
identified to be significant factors contributing to LST as discussed in the literature 
review chapter. A Similar example is “Port of Brisbane”; it is obvious that this area 
experienced low LST (i.e. < 20 °C) in 1991, though its surface temperatures has 
boosted to more than 26 °C in 2004 and 2013. In contrary, suburbs located in 
southeast Brisbane (e.g. Brookfield and Enoggera Reservoir) were experienced the 
lowest level of LST from 1991 to 2013. These suburbs were mainly covered with 
dense vegetation (e.g. Forest), which potentially led to a lower level of LST 
compared to other areas of Brisbane. 
 The above discussion suggests that LST is highly impacted by urban 
developments which have been substantiated in previous studies (Chaudhuri and 
Mishra 2016). 
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Figure 5-1: Pattern of land surface temperatures in Brisbane (1991) 
 
Figure 5-2: Pattern of land surface temperature in Brisbane (2004) 
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Figure 5-3: Pattern of land surface temperature in Brisbane (2013) 
5.3 GEOGRAPHICAL DISTRIBUTION OF UHI IN BRISBANE IN 1991, 
2004 AND 2013 
Figure 5-4, Figure 5-5, and Figure 5-6 illustrate the spatial distribution of 
UHI intensities across Brisbane in 1991, 2004 and 2013 respectively. On average, the 
urban areas in Brisbane experienced 1.31°C, 2.98 °C, 3.75 °C higher temperature 
compared to their rural areas in 1991, 2004, and 2013 respectively. Spatially, the 
suburbs with UHI effect vary between the periods. For example, Brisbane CBD did 
not experience UHI effect in 1991 but it has experienced more than 5°C increase in 
the following periods. However, some suburbs maintained the same level of UHI 
intensity in all three periods. For example, the Port of Brisbane and nearby suburbs 
have experienced a higher level of UHI intensity over the last 22 years (> 4.1°C). 
This is due to concentration of significant impervious surfaces (i.e. industrial areas) 
in these suburbs. Enoggera reservoir and adjacent suburbs, on the other hand, have 
experienced the lowest level of UHI intensity in the same period (<1°C). This pattern 
was expected because a large part of these suburbs is covered by dense vegetation 
(i.e. forest). 
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To further analyse spatial pattern of UHI effect in Brisbane, Figure 5-7 shows 
the percentage of areas in Brisbane that experienced a particular level of UHI 
intensity in 1991, 2004, and 2013. As seen from Figure 5-7, UHI intensity in 1991 
was rather weak than 2004 and 2013. In 1991, 60% of Brisbane area was subjected to 
the lowest level of UHI intensity (< 1°C). The proportion, however, decreased to 
48% in 2004 and 43% in 2013. In contrary, areas with a higher level UHI intensity 
have increased gradually between 1991 and 2013 (>5.1°C). The percentage of such 
areas has been grown from almost 8 % in 1991 to 10% in 2004 and has then reached 
to 13% in 2013.  
The spatial pattern of UHI intensity was found to be in line with the amount 
and location of land cover changes in Brisbane as outlined in Figure 4-5 and Table 4-
2. This indicates that UHI effect is highly associated with urban development which 
has been substantiated in past studies and examined in the next section (Du et al., 
2016, Chaudhuri and Mishra, 2016).  
 
Figure 5-4: Pattern of UHI effect in Brisbane (1991) 
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Figure 5-5: Pattern of UHI effect in Brisbane (2004) 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-6: Pattern of UHI effect in Brisbane (2013) 
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Figure 5-7: Patterns of UHI intensities experienced by Brisbane suburbs over the three periods 
 
Figure 5-8, Figure 5-9, and Figure 5-10 show the mean of UHI (MUHI) effect 
per SLA of Brisbane in 1991, 2004 and 2013 respectively. As shown, the MUHI is 
spatially distributed across the Brisbane city in all years. From Figure 5-8 it is 
obvious that, most of SLAs in Brisbane experienced very low UHI effect in 1991 
(i.e. <1.5 °C).  This pattern herein is also consistent with abundance of land cover 
patterns in 1991 (see Figure 4-15 for details). In such year abundance of ISA was 
very low comparing to vegetation areas. As a result, UHI effect was at the lowest 
level comparing to 2004 and 2013. Besides, A visual comparison indicates that 
MUHI effects were similar for some suburbs in both 2004 and 2013. For example, it 
can be observed that inner city areas and their adjacent suburbs experienced the 
highest MUHI effects the in both years. The results also indicate that some parts of 
Brisbane have experienced an increase of 1°C in terms of MUHI effect between 2004 
and 2013. 
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Figure 5-8: Mean of UHI effect per SLA of Brisbane in 1991 
 
Figure 5-9: Mean of UHI effect per SLA of Brisbane in 2004 
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Figure 5-10:Mean of UHI effect per SLA of Brisbane on 2013 
5.4 CROSS-SECTIONAL EVIDENCE OF THE RELATIONSHIP 
BETWEEN LAND COVER PATTERNS AND UHI EFFECTS IN 2013 
i. Diagnostics of OLS and GWR models (Models 1 and 2) 
For the cross-sectional analysis, MUHI effect in 2013 was used as dependent 
variable. Figure 5-11 shows that the MUHI effect is approximately normally 
distributed in 2013. As a result, a linear regression analysis was conducted to 
examine the association between MUHI and land cover types. As indicated 
previously, two land cover variables (% of ISA and porosity within each SLA) were 
derived for this research to examine the association. In addition, three controlling 
factors were considered including population density (PopDen), employment density 
(EmpDen), and dwelling density (DweDen). Prior to conducting the regression 
analysis, a correlation analysis was conducted amongst the explanatory variables 
which showed that population density was highly correlated with % of ISA, 
employment density, and dwelling density (Table 5-1). Again, % of ISA was 
negatively correlated with porosity. This was, however, expected given that these 
two land cover variables are mutually exclusive in nature – i.e. one cannot exist if the 
other one exists.  
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As a result, % of ISA, employment density, and dwelling density were 
excluded from this cross-sectional investigation. Therefore, the final model was 
estimated using two explanatory factors: porosity level within each SLA; and 
population density of each SLA. The final model, however, included only the 
statistically significant factors (p<0.05) upon refinement of an initial model that 
included the two explanatory factors. 
 
Figure 5-11: The histogram represents the normal distribution of MUHI in 2013 
     Table 5-1: Results of Pearson’s correlation for cross-sectional analysis in 2013 
 
Table 5-2 shows the results and diagnostics of cross-sectional OLS analysis in 
2013 (Model 1). As shown, the model explained 40% (R2 =0.40) of total variance of 
UHI intensity. Although the explanatory power of the model is less than 50%, but it 
is common for longitudinal models (Krizek, 2003). Besides, the Jarque-Bera p-value 
of 0.45, indicates that the residuals (i.e. prediction of dependent variable) were 
normally distributed and thus the model was not biased. Joint F-statistics and Joint 
Explanatory 
variable 
PopDen 
2013 
%Porosity 
2013 
%ISA 
2013 
EmpDen 
2011 
DewDen 
2011 
PopDen2013 1     
%Porosity2013 .131 1 
%ISA2013 .615** -.335** 1 
EmpDen2011 .974** .108 .640** 1 
DewDen2011 .985** .099 .641** .983** 1 
** Correlation is significant at the 0.01 level (2-tailed). 
Number of explanatory variables=133 
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Wald statistic are also both statistically significant (p-value=0.000). These 
parameters therefore present the overall significance of the model. 
 However, the results of the global Moran's I index test on the OLS residuals 
detected the existence of spatial non-stationarity among the predictors and response 
variables (Moran’s index =0.23, z-score=4.41 and p-value=0.000). The result of 
Moran's I index test signals that a location-based model may provide more reliable 
outputs.  
Table 5-3 and Figure 5-12 illustrate the results and diagnostics of the GWR 
model (Model 2). The results show that Model 2 has a better predictive power than 
Model 1 (R2 increased by 30%). Besides, the Akaike's Information Criterion (AIC) 
value, which is used to compare the performance of different models, was decreased 
by 59. Moreover, the values from global Moran's I index test on the GWR residuals 
showed more random spatial patterns among them compared to OLS residuals 
(Moran’s index=0.23, p-value=0.48). Overall, GWR model (Model 2) yielded more 
reliable results compared to the OLS model (Model 1).  
 Based on the local R2 of GWR model Figure 5-12 (a)), it is also evident that 
R2 varies significantly across the Brisbane region. This finding indicates that local-
based models provide more rationale and realistic relationship between UHI and its 
driving factors. Such finding was also confirmed in previous literatures 
(Szymanowski and Kryza, 2012, Ivajnšič et al., 2014, Su et al., 2012).  
The spatial variation of R2 can also be used to detect the areas where other 
factors might be needed to better explain the MUHI. In other words, a high R2 in a 
SLA signifies that porosity and population density are strong variables to explain the 
MUHI in such SLA. Accordingly, UHI mitigating strategies may need to focus on 
these factors. Note that, the predictions of MUHI as presented in Figure 5-12(e) 
suggest that, an outstanding agreement was achieved in this research to model UHI 
effect in 2013 in Brisbane with only two explanatory factors (R2 =0.70).  
ii. Association between Dependent and Explanatory Variables 
According to the results obtained from the OLS model in Table 5-2 (Model 1), 
all the explanatory variables are statically significant (p-value < 0.01). Moreover, the 
Variance Inflation Factor (VIF) test (i.e. test) results show that these two variables 
were not subjected to multicollinearity issues, indicating that each variable had a 
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different impact on the MUHI 2013 (i.e. the dependent variable) and none of the 
explanatory variables was redundant. 
 With respect to the sign of coefficients, population density has a positive 
impact on the MUHI 2013, while porosity has negative relationship with the MUHI 
2013. The Beta coefficients of the explanatory factors in the OLS model, however, 
show that the porosity is a stronger predictor of MUHI 2013 over population density. 
 
Table 5-2: Results and diagnostics of cross-sectional OLS analysis (dependent variable: MUHI in  
2013) 
 
 
 
 
 
 
Cross-sectional OLS results 
Explanatory variables 
Intercept 
Population 
density 
% Porosity 
Coefficient 3.171 0.001 -0.014 
Beta 0.000 0.390 -0.567 
Standard error 0.179 0.000 0.002 
t statistics 17.730 5.767 -8.383 
Probability 0.000 0.000 0.000 
Robust SE 0.216 0.000 0.002 
Robust t 14.709 4.576 -6.331 
Robust probability 0.000 0.000 0.000 
VIF ……. 1.01 1.01 
Cross-sectional OLS diagnostics 
Number of parameters: 133 Joint F-Statistic Value: 46.24 
Classic AIC: 366.26 
Joint F-Statistic Probability (p-
value): 
0.000 
AICc: 366.57 Wald Statistic: 48.17 
R square: 0.415 Wald Statistic Probability (p-value): 0.000 
Adjusted R square: 0.406 Koenker (BP) Statistic: 4.005 
Jarque-Bera Statistic: 1.58 
Koenker (BP) Statistic Probability (p-
value): 
0.134 
Jarque-Bera Probability (p-
value): 
0.45 
 
Moran Index (MI): 
0.23 
 Moran Index Probability (p-value): 0.000 
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Table 5-3: Results and diagnostics of cross-sectional GWR analysis 
iii. Spatial variations of the identified associations 
The previous section has identified that both porosity and population density 
are significantly associated with MUHI effects in 2013. This section presents the 
results obtained from the GWR model (Model 2) to indicate whether such 
associations significantly vary over different parts in Brisbane. Figure 5-12 (c,d) 
shows the local coefficients of explanatory variables based on the GWR model. The 
spatial patterns of slopes extracted from the GWR model (Model 2) reveal rather 
interesting spatial variations. The signs of the slopes of each explanatory factor 
indicate that they have both positive and negative relationships with MUHI; 
suggesting that a single variable may have positive association in certain part of the 
city but possesses a negative relationship in other parts. It can be observed that 
porosity has a negative relationship with MUHI over the entire study area (Figure 
5-12 (d)). Such finding confirms a consistent influence of porosity on UHI effect in 
global and regional scale. Note, however, that the intensity of such influence is 
different for different SLAs. For example, the impact of porosity on MUHI is 
stronger in southeast and nearby SLAs in Brisbane (i.e. slopes > -0.007) than other 
SLAs. This result implies that a small increase of porosity in such areas would result 
in a significant decrease of UHI.  
Cross-sectional GWR results 
Explanatory variables 
Intercept Population density %Porosity 
Mean 3.206 0.0003 -0.013 
Standard deviation 0.995 0.0002 0.006 
Minimum 0.307 -0.0002 -0.028 
Maximum 4.964 0.001 -0.0009 
Lower quartile 2.430 0.0001 -0.016 
Median 3.242 0.0002 -0.012 
Upper quartile 3.939 0.0005 -0.010 
Cross-sectional GWR diagnostics 
Number of parameters: 133 
Neighbours 28 
AICc: 307.41 
R square: 0.80 
Adjusted R square: 0.70 
Moran Index (MI): 0.03 
Moran Index Probability (p-
value): 
0.48 
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Despite the positive association between population density and MUHI based 
on the OLS analysis (Model 1), the GWR model showed that population density had 
both positive and negative impacts on MUHI depending on the location of a city. 
Overall, with respect to the obtained coefficients from OLS and GWR models, 
porosity is the most significant factor in controlling MUHI. Such results confirm that 
sustaining balance between built-up and unbuilt-up areas in a given region can be 
applied as an effective UHI mitigation approach. 
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Figure 5-12: Parameters of GWR model derived from cross-sectional analysis: R2 (a), intercept (b), 
population density (c), porosity (d), and predicted values of MUHI (e). 
 
 
Queensland University of Technology  5-111 
5.5 LONGITUDINAL INVESTIGATION OF THE IMPACTS OF 
CHANGES IN LAND COVERS ON THE CHANGES IN UHI 
BETWEEN 2013 AND 2004 
i. Diagnostics of OLS and GWR Models (Models 3and 4) 
For the longitudinal analysis, the difference of the MUHI effect between 2013 
and 2004 (DMUHI) was used as dependent variable. Figure 5-13 demonstrates that 
the changes in MUHI effect data are normally distributed. As a result, a linear 
multiple regression analysis was conducted. The explanatory variables used in this 
model include changes in: porosity; % of ISA; population density; employment 
density; and dwelling density. In addition, I hypothesized that changes in MUHI 
effect not only a function of changed circumstance but also related to their ‘base’ 
values including MUHI effect in the base year (2004). As a result, base values 
associated with land cover types and other controlling factors in 2004 were also 
considered in the model, in addition to MUHI effect in 2004. Similar to the cross-
sectional analysis, a correlation analysis was conducted amongst the all the 
explanatory variables (including both changed and base variables) which showed that 
changes in population density between 2013 and 2004 were significantly correlated 
with changes in: ISA, employment density, and dwelling density between this period 
(Table 5-4). Changes in population density were also significantly correlated with all 
other base factors, except with porosity in 2004. As a result, these factors were not 
included in the regression model. Again, the final model included only the 
statistically significant factors (p<0.05) upon refinement. 
 
 
 
 
 
 
 
Figure 5-13: The histogram represents the normal distribution of difference of MUHI between 2013 
and 2004
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Table 5-4: Results of Pearson’s correlation for longitudinal analysis between 2013 and 2004 
 
Explanatory 
variables 
Pop 
DenDiff 
Porosity 
Diff 
%ISA 
Diff 
Emp 
DenDiff 
Dwe 
DenDiff 
Pop 
De2004 
Porosity 
2004 
Emp 
De2006 
Dew 
De2001 
MUHI 
2004 
PopDenDiff 1          
PorosityDiff -0.093 1 
%ISADiff -.234** -.580** 1 
EmpDenDiff .892** -0.054 -.219* 1 
DweDenDiff .847** -0.002 -.357** .826** 1 
PopDe2004 .624** 0.037 -.346** .540** .484** 1 
Porosity2004 -0.039 -0.136 .176* -0.056 -0.133 0.165 1 
EmpDe2006 .727** 0.059 -.399** .657** .646** .969** 0.125 1 
DewDe2001 .598** 0.048 -.315** .528** .414** .982** 0.165 .940** 1 
MUHI2004 .420** -0.16 -.171* .426** .523** .202* -.464** .261** .174* 1 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 
Number of explanatory variables=133 
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Table 5-5 illustrates the results and diagnostics of longitudinal analysis using 
OLS model (Model 3). As shown, the model is rather weak. It was able to model 
almost 16% (adjusted R2) of variance in difference of MUHI between 2013 and 
2004. Despite the low R2, the obtained diagnostics showed that the generated model 
was not biased. For example, the Jarque-Bera p-value of 0.78 indicated that the 
residuals (i.e. prediction of dependent variable) were normally distributed and thus 
the model was not biased. Joint F-statistics and Joint Wald statistic are also both 
statistically significant (p-value <0.01), implying that the model was overall 
significant. 
 Table 5-6 shows the diagnostics and results of GWR model (Model 4). The 
estimated GWR model had a better explanatory power than the OLS model (adjusted 
R2 = 0.60). However, similar to the cross-sectional GWR model, the local R2 (Figure 
5-14 (a)) values of this longitudinal GWR model also indicates that the explanatory 
variables as used in this study had a variable explanatory power to explain the 
variance of DMUHI across Brisbane. Besides, the significant spatial variation of R2 
herein again shows the suitability of local-based models compared to global models 
for UHI-related studies.  
ii. Association between dependent and explanatory variables 
According to Model 3, all the explanatory variables were statistically 
significant (p-value < 0.01). In line with the cross-sectional analysis, the results show 
that an increase in porosity level reduces the MUHI effect between the periods. In 
contrast, an increase in population density increases MUHI effect in Brisbane. The 
GWR model however yielded spatially variant coefficients for different explanatory 
variables. For example, despite constant negative relationship between MUHI and 
porosity from cross-sectional analysis, a varying positive and negative relationship is 
observed in longitudinal analysis (Figure 5-14 (d)). The same pattern is also clear for 
slopes of porosity 2004 (Figure 5-14 (e)). In contrary to cross-sectional GWR 
analysis, the longitudinal GWR model shows that changes in population density had 
a consistent positive impact on DMUHI for all SLAs. The finding suggests that an 
increase in population density is likely to increase UHI effect irrespective of 
geographical context.  
 
 
 Queensland University of Technology  5-114 
 
Overall, longitudinal results from both OLS and GWR models suggest that 
land use planning policy must be based on a balance between non-urban and urban 
uses. In other words, an efficient strategy to control UHI can be to expand cities 
vertically rather than horizontally with sufficient provisioning of green spaces to 
preserve porosity (Unger, 2008). 
Table 5-5: Results and diagnostics of longitudinal OLS analysis (dependent variable: changes in 
MUHI) 
 
 
 
 
Longitudinal OLS 
results 
Explanatory variables 
Intercept 
Changes in 
population 
density 
Changes 
in 
%Porosity 
%Porosity2004 
Coefficient 0.675 0.000 -0.008 -0.002 
Beta 0.000 0.240 -0.233 -0.263 
Standard error 0.073 0.000 0.003 0.001 
t statistics 9.302 2.998 -2.880 -3.258 
Probability 0.000 0.003 0.005 0.001 
Robust SE 0.078 0.000 0.002 0.001 
Robust t 8.690 2.352 -3.783 -4.219 
Robust probability 0.000 0.020 0.000 0.000 
VIF ……… 1.01 1.02 1.02 
Longitudinal OLS diagnostics 
Number of 
parameters: 
133 Joint F-Statistic Value: 
9.41 
Classic AIC: 151.63 
Joint F-Statistic Probability (p-
value): 
0.0000 
AICc: 144.51 Wald Statistic: 44.21 
R square: 0.179 
Wald Statistic Probability (p-
value): 
0.000 
Adjusted R square: 0.160 Koenker (BP) Statistic: 3.46 
Jarque-Bera Statistic: 0.495 
Koenker (BP) Statistic 
Probability (p-value): 
0.32 
Jarque-Bera 
Probability (p-value): 
0.78 
 
Moran Index (MI): 
0.49 
 
Moran Index Probability (p-
value): 
0.000 
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Table 5-6: Results and diagnostics of longitudinal GWR analysis 
 
Longitudinal GWR results 
Explanatory variables 
Intercept Changes in 
population 
density 
Changes in 
%Porosity 
%Porosity2004 
Mean 0.665 0.0002 -0.0004 -0.001 
Standard deviation 0.278 0.0003 0.012 0.001 
Minimum -0.144 -0.0004 -0.018 -0.005 
Maximum 1.089 0.0014 0.035 0.004 
Lower quartile 0.483 0.0000 -0.009 -0.002 
Median 0.712 0.0001 -0.004 -0.001 
Upper quartile 0.890 0.0005 0.005 -0.0005 
Longitudinal GWR diagnostics 
Number of parameters: 133 
Neighbours 43 
AICc: 71.57 
R square: 0.71 
Adjusted R square: 0.60 
Moran Index (MI):  0.15 
Moran Index Probability (p-
value): 
0.003 
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Figure 5-14: Parameters of GWR model derived from longitudinal analysis: R2 (a), intercept (b), 
population density (c), porosity (d), porosity 2004 (e), and predicted values of DMUHI (f).  
 
 
b  
d  
a  
c  
e  f  
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5.6 CONCLUSION 
The global insurgence of and interest in global warming has increased the need 
to understand the relationship between UHI effect (i.e. a main driver of global 
warming) and its driving factors, particularly land cover patterns. Important 
questions, however yet available in the literatures about the causal relationship 
between land cover patterns and UHI; and how they vary over context/space. The 
purpose of this chapter was to address these shortcomings using both cross-sectional 
and longitudinal analyses frameworks and based on two types of models (OLS and 
GWR). Land cover variables (i.e. % of ISA and porosity) in conjunction with 
potential confounding factors (i.e. population density, employment density and 
dwelling density) were used as explanatory variables for a rigorous examination of 
the relationship between UHI and land cover patterns.  
The cross-sectional analysis showed that while porosity is negatively 
associated with UHI effect, population density has a positive association. However, 
these findings do not hold for the entire study area. The GWR model identified that 
the influence of the factors varies significantly across Brisbane. Even some factors 
(e.g. population density) might exert influence in a different way (from positive to 
negative) depending on spatial context in which the factor is in operation.    
The research also set out to assess the notion of causality between land cover 
type and UHI effect. The results in this research confirm the causal relationship 
between porosity and UHI effect in Brisbane. This research found that increased 
porosity level significantly reduced UHI. Also, consistent with the cross-sectional 
model, it was found that increased population density enhances UHI effect in 
Brisbane. The findings, therefore, validate that in the absence of a time-consuming 
analysis of longitudinal data, a cross-sectional model can effectively infer about the 
causal relationship between land cover patterns and UHI effect.     
The synergies of OLS and GWR models according to the framework of cross-
sectional and longitudinal analysis have significant implications for urban planners 
and policy makers to design time/cost-effective mitigation measures of UHI effect. 
For instance, simultaneous application of GWR and OLS models contribute to 
distinguish variables with global and local impacts. Intuitively, it is much cost-
effective to design mitigation plans based on the global variables rather than local 
variables.  
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This chapter also showed that GWR model is a powerful tool for identifying 
significant local explanatory variables of UHI. With that advantage, urban planners 
are able to detect such variables and then modify UHI mitigating plans accordingly. 
Overall, findings of this chapter suggest that urban containment by encourage people 
to live within existing urban areas will help controlling UHI effect only when there is 
a sufficient provisioning of non-urban usage within existing urban areas. 
In conclusion, in this chapter, the OLS model (R2 = 0.40) showed the 
association between UHI and land cover (association criterion). Moreover, a 
statistically significant longitudinal model was created between UHI and land cover. 
his indicated non-spuriousness and time precedence/order criteria between UHI and 
land cover. It was also reported in Chapter 2 that increase of UHI through LC 
changes is resulted from replacing vegetation areas with ISA (i.e. urban expansion) 
(Taha, 1997, Morini et al., 2016). This is due to that impervious surfaces are low 
albedo features and thereby reflect a small amount of solar radiation while absorbs 
the rest (see section 2.5. for more details). This characteristic of ISA lead to increase 
of LST and thereby UHI. This confirmed the causal mechanism criterion.  
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Chapter 6: Modelling Urban Heat 
Island Effect of Smart 
Growth Policy Scenarios in 
Brisbane for 2023   
6.1 INTRODUCTION 
Although sprawl development increases UHI effect (Zhao et al., 2016), 
research has shown that  high-density urban development, an important characteristic 
of all types of smart growth policies, can amplify UHI intensities (Elsayed, 2012). In 
addition, studies have further identified that the UHI intensities vary between low-
populated sprawl and high-populated sprawl (Lemonsu et al., 2015). These findings 
suggest that UHI intensity is a function of at least two factors (sprawling – 
conversion of vegetated land to low density urban areas, and population density). 
This raises another research question of this study: Do smart growth policies really 
reduce UHI effect over sprawl development, and if so, what type of smart growth 
policies would be most effective? An empirical answer to this question is challenging 
for three reasons: first, it is impractical to implement different neighbourhood 
planning policies and then to assess their UHI effects; second, city plans often direct 
single neighbourhood planning policy for an entire city spanning over a longer 
period. Even though the policy changes over time, an assessment of UHI effect 
between different types of neighbourhood with inconsistent temporal exposure will 
bias the results; and third, alternative neighbourhood types cannot be selected from 
multiple cities for comparison because UHI is a relative concept – relative to the 
non-urban context surrounding an urban area. A way forward to overcome these 
challenges is to generate alternative neighbourhood planning scenarios through 
simulation of existing land uses in a city (Houet et al., 2016). This chapter presents 
the results associated with the third (i.e. To generate alternative urban growth 
management scenarios) and forth (i.e. To model the effectiveness of alternative 
growth management policies to reduce UHI intensities) of this study. 
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6.2 ALTERNATIVE DEVELOPMENT SCENARIOS OF BRISBANE IN 
2023  
Houet et al. (2016) proposed three criteria for the generation of policy scenarios in a 
simulation study: 1) the capacity of scenario to incorporate drivers of land use/cover 
changes; 2) implementation of a given scenario with easy-to-use software; and 3) 
expertise of project partners. Influenced by these three criteria and also based on 
prior research in Australian context, the two factors (drivers) of UHI intensities were 
used in various combination to derive five policy scenarios for 2023 (Newton et al., 
1997, Thorne et al., 2017). The scenarios are: a) business as usual, b) transit oriented 
development (TOD), c) infill development, d) corridor oriented development, and e) 
sprawl development.  
Figure 6-1 shows the methodology applied to simulate the impacts of five scenarios 
on UHI intensity for 2023. The specific parameter used to derive each of these 
scenarios are discussed below.  
 
 
 
Figure 6-1:Process flow diagram showing key methodological steps used to simulate impacts of 
development scenarios on UHI intensity 
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6.2.1 Scenario 1 (Business as usual Scenario): 
This scenario was designed based on the assumption that variation in porosity 
and population density will follow the same pattern as identified between 2004 and 
2013. Accordingly, the growth rate of population for each suburb was calculated 
based on following Equation  (ABS, 2016):  
r =  [(
𝑃𝑛
𝑃0
) 
1
𝑛 − 1] ×100                                                                                   (11)          
where r is the growth rate of population, 𝑃0  (2004) and 𝑃𝑛  (2013) are the 
population at the start and end of the periods respectively, and n represents length of 
the period between 𝑃0 and 𝑃𝑛 in years. The estimated growth rate was then used in 
the following equation to calculate population for each suburb for 2023.  
𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑡𝑟𝑒 =  𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑟𝑒𝑠𝑒𝑛𝑡×(1 + r )
𝑛                                    (12)     
where 𝑟 is the growth rate and 𝑛 is the number of years between 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 
and 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑡𝑟𝑒.  
Figure 6-2 and Figure 6-3 illustrate the population density in 2004 and 2013 of 
Brisbane respectively. The porosity values herein were derived from CA-Markov 
model (see 3-54 for details). Briefly, the model requires thematic maps of three time 
periods (T1, T2 and T3) to project the thematic map of a given future time (Tn). The 
generated thematic maps of 1991 (T1), 2004 (T2) were used to generate the drivers 
of land cover changes and probability of conversion between various land cover 
classes over the period of 1991-2004. Using such drivers and probability values, 
thematic maps were projected for 2013 (T3) (Ahmed et al., 2013a).  
The 2013 projected thematic maps (T3) were then validated against the 
real/observed 2013 thematic maps. The validation results were found to be defensible 
in the literature with ‘Kappa for no information/ability’ (Kno) equals to 0.90  (Sang 
et al., 2011, Arsanjani et al., 2013, Subedi et al., 2013, Gong et al., 2015). This 
validity of the 2013 projected maps justifies the suitability of the drivers of land 
cover changes and the reliability of the model. The same procedure was repeated to 
generate thematic maps for 2023 (Tn) based on the 2004 and 2013 thematic maps. 
Figure 4 shows the projected thematic maps of Brisbane for 2023. 
In terms of operational procedure, the Markov model was used to create a 
transition probability matrix/images based on the 1991 and 2004 thematic maps. The 
values of the matrix/images represent the probability of conversion from a land cover 
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class to other classes. Two types of suitability maps including static (constrain) and 
dynamic (driver factors) maps were used to determine the suitability of a pixel for 
conversion from one theme to the other. The static map represents the areas of 
incentive and constraint for conversion with pixel value of 1 and 0 respectively. 
These drivers are constant through the time of transition. In this study, the locations 
of watercourses and conservative areas were considered as constraint for conversion. 
The dynamic suitability maps represent time-dependent drivers of land cover 
changes which means that changes will occur at certain time interval. The pixel 
values of these transition suitability maps vary between 0 and 255. A pixel with 0 
value is not suitable for conversion and a value of 255 indicates the highest 
suitability for conversion (Halmy et al., 2015). This research used proximity to urban 
areas and dense vegetation areas as dynamic drivers. The dynamic and static drivers 
were selected based on previous studies and expert knowledge of the study area 
(Shafizadeh Moghadam and Helbich, 2013, He et al., 2013, Jokar Arsanjani et al., 
2013). Finally, a thematic map of Brisbane for 2013 was projected using a 5×5 
contiguity filter as a requirement for cellular automata part of the CA-Markov model.  
 
 
Figure 6-2: Pattern of population density of Brisbane in 2004 
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Figure 6-3: Pattern of population density of Brisbane in 2013 
6.2.2 Scenario 2 (Transit Oriented development) 
TOD scenario is based on the current planning strategy for this region as 
documented in the South East Queensland Regional Plan 2009-2031. The plan 
highlights that future growth in the region should be accommodated in targeted 
precincts and the “transit oriented development principles are to be applied to 
precincts within a comfortable 10-minute walk of a transit node” (Queensland 
Government, 2009, p.101). The identified precincts are shown in Figure 6-4. The 
plan also specified specific design principles for these precincts. For example, the 
specified dwelling density to be 120 dwellings and 40 dwellings per hectare for 
principal activity centres and transit corridor respectively. These parameters were 
then used to calculate population density for these suburbs for 2023 using following 
Equation  
𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 = 𝑑𝑤𝑒𝑙𝑙𝑖𝑛𝑔 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ×𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ℎ𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑 𝑠𝑖𝑧𝑒 
  
According to the Queensland Government, the projected population for 
Brisbane for 2026 is 1,186,831 persons which means that there will be around 
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145,000 additional people in Brisbane between 2013 and 2023 (Queensland 
Government, 2011). These extra population was distributed in two ways: first, they 
were assigned to the TOD precincts; and second, the remaining population was 
proportionately distributed across the remaining suburbs based on their past growth 
pattern. It means the more a suburb has experienced population growth between 2004 
and 2013, it thereby received more proportion of remaining population.     
Some existing suburbs in Brisbane possess the characteristics of a TOD (see, 
Kamruzzaman et al., 2014). The average porosity level of these suburbs was used to 
assign porosity level for all TOD precincts for 2023. The porosity level for the 
remaining suburbs were calculated based on past trend – i.e. an equal rate of change 
to that observed between 2004 and 2013 was assigned. 
 
 
Figure 6-4: Planned dwelling density of Brisbane until 2023 
 
6.2.3 Scenario 3 (Infill development) 
  The South East Queensland Regional Plan also specified alternative dwelling 
allocations policy and indicated that specific growth management policies aimed at 
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achieving urban consolidation will require infill and redevelopment in established 
urban areas (Queensland Government, 2009, p.9). As a result, the infill development 
scenario assumes that all future population growth, as predicted by the Queensland 
Government, will be accommodated within the inner suburbs of Brisbane. 88 suburbs 
(out of 133) in Brisbane belong to the inner suburb (Figure 6-5). Hence, the 
additional 145,000 people that are expected to increase between 2013 and 2023 were 
proportionately distributed within these 88 suburbs based on their past growth rate. 
Therefore, the population in the remaining suburbs were held constant for this 
scenario.   
The 2023 porosity level of the inner suburbs was considered as equal to the 
level found in 2013. This is due to the fact that these inner suburbs are already fully 
developed horizontally. The existing porous areas (e.g. garden, river) will not change 
because of regulatory measures. As a result, any future growth will be 
accommodated through vertical expansion of these areas. Moreover, given that there 
will be no additional population growth in the remaining suburbs, their porosity level 
will not change either and will remain identical to that found in 2013.  
 
Figure 6-5: Suburbs located in inner and outer ring of Brisbane 
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6.2.4 Scenario 4 (Motorway Corridor development) 
Corridor has been defined as those suburbs that intersect with the motorways in 
Brisbane (Figure 6-6). The intersecting suburbs can be classified in two ways: a) 
those that are located within the inner Brisbane area as shown in Figure 6-5; and b) 
those that are located in outer Brisbane area. Corridor development scenario assumes 
that all future population will be accommodated in these corridors. Therefore, the 
additional (145,000) population, as predicted by the Queensland Government, were 
proportionately distributed in these suburbs based on their past growth rate between 
2004 and 2013. Consequently, the population in the remaining suburbs were 
considered constant to that 2013 level. 
The porosity level of the inner city corridor were assumed to be equal to the 
porosity level of 2013 due to the reason outlined in infill development scenario. The 
porosity level of the outer city corridor was considered to be equal to the lowest 
porosity level of the existing corridor suburbs located in outer Brisbane area – the 
intent here is to assume that the porosity level will not deteriorate beyond the 
existing lowest. The porosity level of the remaining suburbs was held constant to the 
2013 level given that these suburbs will not experience any further population 
growth.  
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Figure 6-6: Suburbs intersect with main corridors of Brisbane 
6.2.5 Scenario 5 (Sprawl development) 
In this scenario, the predicated population growth by the Queensland 
Government was proportionately distributed in the outer suburb regions based on 
their past growth rate. This scenario assumes that all future growth will be 
accommodated only in the outer suburbs. As a result, the population of the inner city 
suburbs was held constant to the 2013 level.  
The porosity level for the outer suburb was calculated based on an assumption 
that future population growth will consume all upland natural areas in these suburbs. 
In contrast, the porosity level of the inner city suburbs was assumed to be held 
constant to the 2013 level given that these suburbs will not accommodate any future 
population growth.   
6.3 GWR MODEL GENERATION AND VALIDATION 
As shown in Figure 6-1, the estimated 2004 GWR model was validated using 
the 2013 data. Briefly, the coefficients as estimated in the 2004 model (Figure 6-8) 
were used to predict the UHI intensity for each suburb based on the 2013 version of 
the population density and porosity data. The predicated 2013 UHI intensities were 
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then compared against the derived/actual 2013 UHI intensities. This validation result 
showed a good fit with R2= 0.72 (Figure 6-7) which justifies the use of the 2004 
GWR model coefficients to predict the UHI intensities for 2023. The estimation and 
prediction of all GWR models were performed using the Geographically Weighted 
Regression tool in ArcGIS 10.2 software. 
 
 
Figure 6-7: Comparison between predicted UHI in 2013 and UHI extracted from OLI image 
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Figure 6-8: Spatial variation of the estimated coefficients derived from the 2004 GWR model. 
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6.4 THE IMPACTS OF ALTERNATIVE SCENARIOS ON UHI 
INTENSITIES 
Figure 6-9 (a-e) respectively show the projected UHI effect in each suburb of 
Brisbane for 2023 based on business as usual, TOD, infill development, motorway 
corridor development, and sprawl development scenarios. Visual comparison reveals 
that the scenarios have a differential effect on the level of UHI in each suburb. Figure 
6-9 also demonstrates that some suburbs will experience a similar level of UHI effect 
irrespective of the policy scenarios. For example, Brisbane CBD and nearby areas 
will experience the highest level of UHI in all scenarios (> 4°C), except the sprawl 
development scenario. Whereas, suburbs located in the northwest (e.g. Engorge 
Reservoir) will be subjected to the lowest level of UHI effect (< 1°C). These are in 
line with the patterns of UHI effect found in 2004 and 2013. This finding implies that 
a hot suburb (high UHI effect) in 2004 (base year) would be hot again in 2023 if 
sprawl development policy is not actively undertaken. However, the level of 
temperature increase is different between policy scenarios. This finding suggests 
that: a) past neighbourhood planning policy for a given city may have more 
important role to the level of UHI effect in future; and b) future policy has some role 
to control UHI effect for these suburbs, albeit very small. As a result, it is critical that 
new cities should follow a particular neighbourhood planning concept to control UHI 
effect over time. This is particularly the case for Australian cities where Greenfield 
development is still a common practice. Additionally, a visual comparison of the 
UHI effects between smart growth policies and sprawl development does not indicate 
that sprawl development has an adverse effect on UHI (Figure 6-9).  
Table 6-1 shows a quantitative comparison of the UHI effects among the policy 
scenarios in 2023. This study used descriptive statistics (min, max, range, standard 
deviation, and mean) of the UHI effects as predicted for 2023 under different policy 
scenarios in order to draw a conclusion about their effectiveness. These statistics are 
compared among the scenarios and also against the base levels (2004, 2013). On 
average, Brisbane will experience a higher level of UHI effect in 2023 compared to 
the 2004 level irrespective of the policy scenarios. In contrast, compared to the 2013 
levels, the average UHI effect will decrease in 2023 regardless of the scenarios. The 
findings suggest that any of the policy scenarios would be effective to control the 
UHI effect in 2023 when compared to the recent past (2013). However, among the 
policy scenarios, infill development would be the most effective intervention to 
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control the UHI effect in Brisbane according to the exogenous definition provided 
previously. Table 6-1 also shows that sprawl development scenario will almost 
equally be effective like infill development scenario to control the UHI effect, 
against all the odds of this type of development as outlined in Section 2. More 
importantly, the UHI effect will be spatially balanced across the suburbs under 
sprawl development scenario (lowest standard deviation and also the maximum UHI 
effect is relatively lower compared to the other scenarios).  
There is also a close match between transit oriented development scenario and 
business as usual scenario in terms of their effectiveness in mitigating the average 
UHI effect (Table 6-1). However, the UHI effect would more spatially concentrated 
under the TOD scenario (highest standard deviation of UHI effect and maximum 
temperature). The UHI effect of motorway corridor oriented development lies in 
between the two extremes (infill development and TOD). 
 
Table 6-1: Comparison among predicted UHI intensity of alternative neighbourhood planning 
concepts and UHI 
of 2013 
  
 
 
 
 
Scenarios Min 
UHI 
effect 
(°C) 
Max 
UHI 
effect 
(°C) 
Range of 
UHI effect 
(°C) 
Std. 
deviation of 
UHI effect 
(°C) 
Mean  UHI 
effect (°C) 
Observed in 2004 0.02 5.68 5.66 0.98 2.31 
Observed in 2013 0.01 7.09 7.09 1.23 2.94 
Business as usual scenario 0.31 5.02 4.72 0.77 2.54 
Transit oriented development 
scenario 
0.31 5.16 4.86 0.98 2.55 
Infill development scenario 0.31 4.79 4.48 0.76 2.44 
Motorway corridor development 
scenario 
0.31 4.80 4.49 0.77 2.52 
Sprawl development scenario 0.31 3.74 3.43 0.65 2.45 
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Figure 6-9: Prediction of UHI of Brisbane in 2023 based on the scenarios of ‘business as usual’ (a), 
‘TOD (b), ‘infill development’(c), ‘corridor development’ (d) and ‘sprawl development’ (e) scenarios 
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6.5 CONCLUSION 
Numerous research studies have identified that sprawl development is a 
major cause of the UHI effect. Various smart growth policies have been developed 
(TND and TOD) over the years to tackle the negative effect of sprawl development. 
This research is the first that uses empirical evidence to examine the likely impact of 
alternative growth management policies on the UHI effect. The findings from this 
research form critical evidence for urban planning policies aimed at controlling the 
UHI effect, and thereby to address a range of negative consequences on human well-
being (e.g. heat-related mortality) and the environment (e.g. global warming). Given 
that there are many operational measures of smart growth policy, the question that 
remained to be answered: What type of smart growth policy would be most effective 
to mitigate the UHI effect? This study answers the above question by predicting the 
UHI effects of five policy scenarios for Brisbane for 2023: business as usual, TOD, 
infill development, motorway corridor oriented development, and sprawl 
development. The scenarios were derived using various combinations of porosity and 
population density as significant factors of UHI effect in this research context.   
On average, the urban areas in Brisbane will experience 2.44°C – 2.54°C 
higher temperature compared with its rural surroundings in 2023. This is an increase 
of 0.13°C – 0.23°C from the UHI intensities observed in the base period 2004 
(2.31°C). Overall, the findings indicate that UHI intensities will continue to increase 
regardless of the type of growth management policies undertaken (e.g. compact, 
TOD and TND), albeit slowly. The findings, however, are consistent with other 
contexts that UHI intensities are likely to increase in future (Adachi et al., 2014, 
Lemonsu et al., 2015). 
A comparison of UHI intensities among the growth policy scenarios 
demonstrates that infill development would be a marginally effective policy to 
control the UHI effect in Brisbane compared to sprawl development policy 
conditional on the definition applied in this research. UHI intensities will increase by 
0.13°C from the 2004 level under the infill development policy scenario whereas the 
increase will be 0.14°C under the sprawl development scenario. In contrast, the level 
of UHI intensities would be much higher in some suburbs (4.79°C) under the infill 
development scenario compared to sprawl development scenario (3.74°C). These 
findings possess a new policy question: how should city plan make a trade-off 
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between fewer suburbs with extreme UHI effect as is the case for infill development 
policy scenario and more suburbs with moderate UHI effect as found in the case of 
sprawl development scenario? 
The findings of this study clearly demonstrate that smart growth policies can 
mitigate the UHI effects. These are consistent with findings of past studies (Masson 
et al., 2014). It also demonstrates that sprawl development can equally be effective to 
control the UHI effect. This is probably due to the fact that smart growth scenarios 
are operationalised within existing built-up areas. These areas already lack porous 
land (responsible to reduce the UHI effect) but need to accommodate more people 
(high density increase the UHI effect) according to the policy scenarios. 
Consequently, the UHI effect was found to be much higher under some smart growth 
policy scenarios (TOD). Past studies also reported similar findings. For example, 
Schwarz and Manceur (2015) and Debbage and Shepherd (2015) indicated that 
compact development policy may lead to increase of urban heating. In contrast, 
sprawl development reduces porous land (i.e. contribute to the UHI effect) and 
accommodate more people (again contribute to the UHI effect). Therefore, it was 
expected that sprawl development scenario would be the least effective option to 
reduce the UHI effect. Against this expectation, a competitive performance of the 
sprawl development scenario highlights the need for a new city design standard: 
what would be the optimum porosity and population density levels in an area to have 
the least UHI effect? This remains a question for future research. 
 This study also demonstrates that an initial neighbourhood planning policy of 
a city is more important in controlling the UHI effect than the policies to be adopted 
lately. This is due to the fact that future policies will have little opportunity to 
reshape the already developed urban form of a city. As a result, city policies should 
focus on controlling the UHI effect ahead of approving new neighbourhood plans 
likely to be implemented in Greenfield sites. Equally important is to undertake 
policies to increase the porosity level of existing built form to reduce the UHI 
intensities (e.g. green building design).  This research developed the policy scenarios 
based on two factors: land cover composition (porosity) and population density. 
Several important factors such as land use diversity/mix, socio-economic status of 
people are often considered as essential attributes of smart growth principles. These 
are not considered in this research to inform the development of policy scenarios. 
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Future studies should take into account these factors to improve upon the GWR 
model presented in this research and thereby to develop more realistic policy 
scenarios. The focus of smart growth polices is to foster compact development 
through vertical expansion. Previous studies have utilised 3D city model to measure 
the UHI effect more precisely (Danahy et al., 2015, Mirzaei, 2015). Incorporation of 
3D models to develop and assess policy scenarios remains a way forward from here. 
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Chapter 7: Discussion and conclusion 
7.1 INTRODUCTION 
Since the beginning of the 20th century, urbanization has been evidenced as a 
key cause of land cover changes (LCCs) (Chen, Zhang et al. 2016). Such changes 
mainly occur through replacing vegetation areas with impervious surfaces (e.g. 
highway, building). As a result, cities experience higher temperature than their 
surrounding non-urban areas - a phenomenon refers to as urban heat island (UHI) 
effect (Li, Li et al. 2016). This phenomenon has been identified to have adverse 
effects on human being (e.g. heat-related mortality) (Tan, Zheng et al. 2010) and on 
the environment (e.g. global warming) (EPA 2016). These critical outcomes in cities 
necessitate urban growth management policies to alleviate UHI effects. Despite cities 
are subject to continuous policy changes to achieve some goals (e.g. congestion 
reduction), scientific evidence was lacking to inform which policy measures will 
bring co-benefits by achieving the desired goals as well as mitigating UHI intensities. 
This research aimed to contribute to this gap in the literature. This research modelled 
the impacts of alternative growth policies on UHI intensity, using Brisbane as a case, 
to enrich the knowledge and understanding of various stakeholders involved in city 
policy making so that they become aware of the consequences of their policies. The 
research, therefore, will serve as a knowledge base for the stakeholders to 
incorporate an important but often overlooked policy issue “urban micro-climate (i.e. 
herein UHI)” in planning processes to develop more sustainable cities.  
7.2 KEY FINDINGS AND CONCLUSION  
The research evolved around four research objectives to achieve the overall 
aim of this study “to model the UHI intensities of alternative growth management 
scenarios”. The following sections summarise the findings associated with each 
objective. This enables to draw conclusions of this research and ultimately to answer 
the research questions as outline in Chapter 1. 
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7.2.1 The quality of classified land cover maps: per-pixel vs. sub-pixel 
analyses 
Land cover maps are critical dataset for modelling the impacts of city 
development scenarios on associated UHI. Different approaches (i.e. per-pixel and 
sub-pixel analysis) have been used to generate land cover maps. However, any 
comparative evaluation of the quality of outputs (e.g. level of accuracy) generated 
between the two classifications approaches is challenging because unique method is 
used to assess the accuracy level for each of the approaches. 
 This study thus utilized an evaluation framework to answer how to determine 
the level of trade-off between the approaches in order to select an effective 
classification approach? The framework includes two parts: (1) using the areal extent 
of the thematic lands derived from of a reference dataset (IKONOS image) as the 
benchmark; and (2) employing confusion matrix and goodness of correlation to 
individually assess the quality of per-pixel and sub-pixel approaches respectively. In 
this work, per-pixel and sub-pixel approaches were applied by means of support 
vector machine (SVM) method and linear spectral mixture analysis (LSMA) 
respectively. The research then found that both approaches generated thematic maps 
with high accuracy when evaluated based on their unique evaluation techniques. The 
SVM method produced thematic maps with an overall accuracy of more than 0.89. 
The LSMA method also generated thematic maps with high accuracy: 83% (i.e. R2= 
0.83) for impervious surfaces and 88% ((i.e. R2= 0.88) for vegetation (i.e. upland 
natural) areas.  
Comparing the obtained accuracies with previous studies is inherently 
difficult due to methodological and contextual (e.g. urban vs. non-urban) differences 
(Quintano et al., 2012). However, a closely matched study of this research shows a 
relatively consistent result (R2 = 0.81) for impervious areas but a much lower level of 
correlation was reported for vegetation (R2 = 0.60) (Poursanidis et al., 2015).. Similar 
to the results obtained from per-pixel based analysis, the accuracy level of the 
derived thematic maps from the sub-pixel based approach is also defensible in the 
literature.  
 These results indicated that both methods produced high-quality thematic 
maps. However, when they were compared against the benchmark, a large variation 
was found to exist for per-pixel based approach. A substantial difference also existed 
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for sub-pixel based approach (although not as pronounced as the per-pixel based 
approach). The results suggested that, in the absence of a high-resolution image, sub-
pixel based analysis is superior but an analyst needs to be aware about the additional 
efforts require to operationalise this approach. 
However, from the results, it was observed that the LSMA method provided 
much accurate estimation of the area of the land cover classes. This study thus 
suggests that per-pixel analysis is reliable for creating a classified map to have a 
general overview of land cover classes. While, complex sub-pixel approaches (e.g. 
neural networks, fuzzy set theory, and SMA) may need to apply so as to estimate the 
terrestrial extent of the land cover classes.  It is obvious that the use of sub-pixel 
analysis is critical in heterogeneous areas due to the existence of mixed pixels in a 
relatively low and/or medium resolution satellite image (Myint et al., 2013). The 
obtained results contribute to practitioners to select the classification approaches with 
a better understating of their performance. As a result, time and cost will be saved to 
select a classification approach. Further, this work demonstrated the suitability of 
Landsat OLI images for the classification of heterogeneous urban areas.  
Using the generated LC maps, this study showed that Brisbane’s built-up 
areas have increased for almost 15% from 1991 to 2013. During this time, vegetation 
areas, specifically upland natural class have been the main provider of land for 
Brisbane’s Built-up areas. Further, this study examined the expansion of urban 
footprint (i.e. per-pixel classification) and infilling development (sub-pixel 
classification) in Brisbane using thematic and fractional LC maps respectively. The 
results indicated that Brisbane urban footprint has been almost constant from 1991- 
2013; and the same trend will be preserved until 2023. It was found that expansion of 
Brisbane urban footprint has been controlled between 1991 and 2013. During the 
same period, infilling development has been increased significantly. 
7.2.2 Land cover changes and UHI: the causal relationship 
To model the impacts of city development scenarios on UHI intensity, it was 
necessary to confirm the causal relationship between land cover changes and UHI 
variances. In other words, there was a requirement to prove that city development 
(i.e. LCC) leads to UHI intensities. Most previous studies examining the impact of 
land cover changes on UHI effect are based on the cross-sectional analysis (Chen et 
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al., 2006, Lee et al., 2011). This research modelled the changes of UHI intensity 
between 2004 and 2013 (i.e. longitudinal analysis), based on a number of 
explanatory factors including porosity, % ISA, employment density, population 
density and dwelling density. A cross-sectional analysis was also conducted using 
the 2013 dataset. The longitudinal investigation indicated that changes in porosity 
level (i.e. land cover) significantly affected UHI intensity, after controlling for 
potential confounding effects (i.e. employment density, population density and 
dwelling density). The findings also indicated that the UHI effect is, not only 
influenced by land cover patterns, but population density has a significant role in 
increasing UHI.  
The results obtained from longitudinal analysis were also confirmed in cross-
sectional analysis. Thus, it can be concluded that changes in UHI intensity is a 
function of LCCs and changes in population density.  
Overall, it can be concluded that in the absence of panel data, cross-sectional 
analysis is a reliable tool to replicate the causal analysis between UHI variances and 
land cover changes. Such finding thus contributes significantly to save time and cost 
of longitudinal analysis.  
For example, stakeholders (e.g. urban planners) would be able to use the cross-
sectional analysis to estimate the likely consequences of converting a vegetation area 
(e.g. park) to an impervious surfaces area (e.g. parking) in terms of 
increasing/reducing UHI. Note that, the panel/time series data required for 
longitudinal analysis may not be widely available in all regions, particularly under-
developed/developing countries (Economist, 2014). As a result, this finding is also 
critical for such states to simulate the longitudinal analysis using single time data. 
 Again, most previous studies have used global models (e.g. OLS) to establish 
the relationship between LCC and UHI intensities (Ahmed et al., 2013b, Deng and 
Wu, 2013a, Taleb and Abu-Hijleh, 2013). These models however, may not be able to 
reveal the spatially varying relationship (e.g. in neighbourhoods/suburban scale) 
between UHI intensity and associated explanatory factors (e.g. population density 
and LCC) (Brunsdon et al., 1996, Ivajnšič et al., 2014, Javi et al., 2014). Thus, the 
implications of their findings may not be generalized locally. For example, the 
development of a car-park may not have a city-wide impact, but might increase 
localised temperature and UHI effect. 
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This research investigated the relationship between UHI and its explanatory 
variables (i.e. population density and porosity) were established using a local-based 
model (i.e. geographically weighted regression - GWR). Note that, this research also 
examined a hypothesis that changes in the UHI effect are, not only a function of 
changed circumstances, but are also related to their ‘base’ values (e.g. variables in 
2004).  
The results again showed that increasing porosity level lead to decrease of 
UHI, while population density has positive influence on UHI increase. The above 
hypothesis was also verified in this research. It showed that the changes in UHI is a 
function of the porosity level in 2004 for each local area (suburbs). 
 Overall, the above findings bear both research and policy implications in two 
ways. Firstly, the results provided strong evidence that local-based models yield 
stronger and more rational relationship between UHI and its explanatory factors than 
global models (i.e. ordinary least square regression). For example, R2 = 0.80 and R2 = 
0.71 were achieved from cross-sectional and longitudinal analysis using GWR 
model. The OLS model however, yielded R2 of 0.41 and 0.17 from cross-sectional 
and longitudinal analysis respectively. It is then suggested that studies should employ 
local (e.g. GWR) rather than global models to quantify the relationship between UHI 
and its explanatory factors.  
Secondly, the GWR models as estimated in this research showed that the 
influence of a particular factor (e.g. porosity) varies between contexts. For example, 
it was found that, the impact of porosity level is stronger in outskirts than in CBD. 
The findings would, therefore, enable planners to develop localised cost-effective 
measures to mitigate UHI intensities  
7.2.3 What are the contemporary growth management policies and how to 
operationalise these to assess their UHI impacts? 
Policy makers are less concerned about managing UHI effect on their cities; 
but they place a higher emphasis on managing other environmental phenomenon 
such as congestion and greenhouse gas emissions., to mitigate these latter issues, 
various urban growth management policies are currently in operation (e.g. transit 
oriented development compact development corridor development) (Adachi, Kimura 
et al. 2014, Myint, Zheng et al. 2015).This research formulated five urban 
 Queensland University of Technology  7-141 
development scenarios to predict the influence of urban growth policies on UHI 
intensity in Brisbane for 2023. Note that, the prediction was implemented using 
GWR model owing to its outperformance than OLS model. The five scenarios 
include ‘business as usual’, ‘TOD, ‘infill development’, ‘corridor development’ and 
‘sprawl development’ scenarios.  
 All the above-mentioned scenarios are likely to increase UHI intensity in 
2023 compared to the level in 2013. In other words, cities experience higher UHI due 
to increase of population density and thereby associated humans’ needs (e.g. 
dwellings and infrastructures). The results also provided defensible evidence that 
alternative urban growth policies have differential impact on the UHI intensity.  
The findings imply that urban growth polices can be used as tool/solution to 
control UHI effect. For example, it was found that sprawl development deteriorates 
UHI intensity. In this case, Brisbane experienced an average UHI of 2.94 °C in 2013 
which is likely to increase to 4.30 °C until 2023. In this case, the number of suburbs 
subjected to temperature more than average is increased from 68 in 2013 to 70 until 
2023. TOD scenario, on the other hand, yielded the best result for controlling UHI 
effect. This scenario is designed based on TOD /compact development policies as 
outlined in South East Queensland Regional Plan 2009-2031. The plan highlights 
that future growth in the region should be accommodated in targeted precincts and 
the “transit oriented development principles are to be applied to precincts within a 
comfortable 10-minute walk of a transit node” (Queensland Government, 2009, 
p.101).  Although TOD increases the average UHI intensity by small margin of 
0.15°C in 2023 from that of in 2013, it is the only scenario that reduces the number 
of suburbs with above average UHI effect from 68 in 2013 to 59 in 2023. 
To sum up, from all the above scenarios, it was found that UHI necessarily 
increases as urban areas expanding. It is thus the duty of the urban planners/policy 
makers to design strategies which are able to mitigate UHI intensity. However, 
stakeholders (e.g. urban planners and policy makers) rarely utilize the knowledge of 
urban climate (i.e. herein UHI effect) in their planning process to improve the well-
being of city residents (Coutts et al., 2010). It may be due to various reasons. For 
example, conflicting of economic, cultural and political factors in designing city 
growth policies (Eliasson, 2000). Additionally, the complicated process of modelling 
 Queensland University of Technology  7-142 
the consequences of a given policy on urban climate may be a hurdle for urban 
planners to apply associated models.  
This study however provided an unchallenging methodology for stakeholders 
to model the impact of their policies/plans on UHI intensity. This research also 
herein provided strong evidence that cities can increase their population density and 
simultaneously control associated UHI by preserving the porosity level. 
 It is obtained through compact development policy. However, concurrent 
implementation of this policy in conjunction with preserving porosity level is a 
paradoxical challenge. As a result, suitable strategies are required to overcome this 
challenge. A popular example, is the use of green roof in high density areas (e.g. 
CBD) (William et al., 2016, Squier and Davidson, 2016). Another strategy can be the 
modification of existing parklands/open spaces to improve their performances in 
cooling the urban climate. For instance, this can be achieved by planting specific 
species of vegetation/ trees in suitable scheme. 
 The detail of such strategies is available in Tan et al. (2016)  and Lanza and 
Stone Jr (2016). It is worth mentioning that, compact development policy and similar 
policies such as TOD inherently include advantages which may relatively 
compensate for increasing population density in the absence of preserving the 
porosity level. For example, compact development/TOD facilitates the use of public 
transportation and thereby decreasing the number of private vehicles. As a result, the 
critical impact of vehicle emissions (e.g. carbon dioxide (CO2)) on UHI is lessened 
dramatically.    
7.3 FUTURE STUDIES 
The focus of this project was to establish causal links between LCCs and 
changes in UHI intensities, and thereby to answer a key policy question “If cities 
restrict urban expansion and encourage people to live within existing urban areas, 
will that help control UHI effect”. This study thus used land cover composition and a 
number of census dataset (e.g. population) as explanatory factors.  As a result, future 
studies can pay attention to the impact of different types of land use and associated 
influences on UHI intensity. Additionally, landscape is a significant factor in 
fostering/limiting UHI effect. Future studies then may focus on the influences of 
various landscape indicators on UHI intensity. To establish the causal link, this study 
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estimated a linear regression model to infer whether changes in LC patterns cause 
changes in UHI intensities (longitudinal model). However, the causal link can 
sufficiently be identified if the confounding effects are adequately controlled for.  
Although this research controlled population growth factor, prior cross-sectional 
studies have identified that a number of other factors (e.g. age and dwelling) 
potentially affect UHI intensities (Taylor et al., 2015). Future research should seek to 
incorporate changes in these factors as confounders to improve upon the longitudinal 
model presented in this research.  
This research models land cover changes in an aggregated way – i.e. from 
non-built-up to built-up and assessed their impact on changes in UHI intensities. 
Changes to built-up land can take a variety of use (e.g. residential, commercial, 
industrial, infrastructure). This research does not separately identify the impacts of 
these individual transformations on UHI. It is possible that certain type of changes 
will have less impact on UHI than others. This information would be helpful to 
design an efficient land use pattern with minimum UHI effect.    
As previously indicated, this study used population density and porosity to 
predict UHI intensity for 2023. Population density was projected without considering 
the impacts of socioeconomic variables. This stems from lack of dataset to predict 
the socio-economic variables based on the 5 alternative scenarios. Future research 
should seek to predict population density considering socio-economic variables for a 
more accurate prediction of the UHI intensity. 
The LST and thereby UHI pattern were extracted from Landsat images (i.e. 
30 m× 30 m resolution). As a result, it was not possible to derive the LST for each 
feature included in the related satellite image pixel, This is significant, particularly, 
for urban areas which a pixel contains variety of features (Stathopoulou and Cartalis, 
2009). Future studies can be focused on the downscaling of LST extracted from 
Landsat images to yield finer LST information. Future studies may also pay attention 
to fuse medium and high spatial resolution images for extracting detailed LST 
information.  
This project was limited to the SUHI. As discussed previously, UHI effect 
can be measured in three altitude scales: surface UHI (SHI), canopy UHI and 
boundary UHI. Further studies should investigate the causal relationship between 
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land cover changes and the other two types of UHI in order to robustly infer about 
the impacts of urban growth policies. This improves the knowledge of policy 
makers/urban planners about the consequences of their policies on the different types 
of UHI. 
Intuitively, this research was based on a horizontal/2-dimentioal model. 
Population density factor is used as a proxy variable of vertical growth of cities in 
this research. However, more robust measure of vertical growth can be included such 
as the sky view factor and building heights for the modelling of UHI effect for a 
three-dimensional city. This challenge is critical due to the policy focus on vertical 
expansion of cities and restricting urban growth horizontally.  
In this study, UHI and its explanatory factors were extracted based on the 
SLA/suburban scale. It is possible that some smaller areas within each suburb might 
have experienced UHI effect but not identified. Similarly, it is also possible that 
some contiguous suburbs experienced UHI effect. These means that spatial scales 
matter for a thorough investigation of the UHI effect within a city. Future studies can 
focus on the impacts of scale on quantifying the relationship between UHI and 
associated indicators.  There is no doubt that the cost of UHI mitigation strategies is 
an imperative factor in implementing them. Therefore, a significant focal point for 
future studies can be proposing cost-effective mitigating strategies of UHI. For 
example, such studies may investigate how cities can modify their existing 
vegetation areas to improve their efficiency in controlling UHI effect. 
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