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A spectral interpretation of zeros of certain functions
Kim Klinger-Logan
Abstract: We prove that all the zeros of a certain family of meromorphic
functions are on the critical line Re(s) = 1/2, and are simple (except possibly
when s = 1/2). We prove this by relating the zeros to the discrete spectrum
of unbounded self-adjoint operators. For example, for h(s) a meromorphic func-
tion with no zeros in Re(s) > 1/2, real-valued on R, and h(1−s)
h(s)
≪ |s|1−ǫ in
Re(s) > 1/2, the only zeros of h(s)± h(1− s) are on the critical line. More gen-
erally, we can allow certain patterns of finitely-many zeros and poles in the right
half-plane. One instance of such a function h is h(s) = ξk(2s), the completed
zeta-function of a number field k, or, more generally, many self-dual automor-
phic L-functions. We use spectral theory suggested by results of Lax-Phillips and
ColinDeVerdière. This simplifies ideas of W. Müller, J. Lagarias, M. Suzuki, H.
Ki, O. Velásquez Castañón, D. Hejhal, L. de Branges and P.R. Taylor.
Our goal is to prove the following results.
Theorem 1. Let h(s) be a meromorphic function with no zeros in Re(s) > 1/2 and sup-
pose that h(s) is R-valued on R and cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly away from poles in
Re(s) > 1/2 for some ǫ > 0. Assume 1 + cs restricted to the critical line 1/2 + iR is not
square-integrable. Then, except for simultaneous zeros of h(s) and h(1−s) (if any), the only
zeros of 1 + cs are on the critical line.
Theorem 2. Let h(s) be a meromorphic function with no zeros in Re(s) > 1/2, except for
at most finitely many zeros σi in (1/2,∞) with largest at s = σn,. Suppose also that h(s) is
R-valued on R and cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly away from poles in Re(s) ≥ 1/2 for some
ǫ > 0.
(i) On one hand, if we assume Ress=σics ≥ 0 and 1 + cs is not square-integrable on the
critical line then, except for simultaneous zeros of h(s) and h(1− s) (if any), the only
zeros of 1 + cs are on the critical line (or on the real interval [1− σn, σn]).
(ii) On the other hand, if we assume Ress=σics ≤ 0 and 1 − cs is not square-integrable on
the critical line then, except for simultaneous zeros of h(s) and h(1 − s) (if any), the
only zeros of 1− cs are on the critical line (or on the real interval [1− σn, σn]).
In either case, all of these zeros are simple (except possibly when s = 1/2).
Theorem 1 is a special instance of Theorem 2. However, we will prove the theorems
separately so as to use the proof of Theorem 1 as a case study that helps explain the
mechanisms at work in the proof Theorem 2. This explanation will take place in Section 1.
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Results of a similar form have been established for various functions h by e.g. Lagarias-
Suzuki [10][11], Ki [9], McPhedran-Poulton [13], Velásquez Castañón [18], Hejhal [6], and
Taylor [17]. We will use more general methods, following a direction vaguely reminiscent
of de Branges [3] and expanded upon by Kaltenbäck and Woracek [8]. P.R. Taylor’s case
included h(s) = ξ(s − 1/2) where ξ(s) is the completed Riemann zeta function [17]. The
Lax-Phillips-ColinDeVerdière-Hejhal-Müller [14] base example was h(s) = ξ(2s), equivalent
to Taylor’s case. Lagarias-Suzuki [11], Hejhal [6] and Müller [14], also treated the case
h(s) = ξ(2s)ys to show that all the zeros of the constant term of the Eisenstein series are
on the critical line. Similarly, our result can be applied to h(s) = ξk(2s) the completed
zeta-function of a number field k and many self-dual automorphic L-functions.
Each of these results is a special case of Theorem 2. The Lax-Phillips 1976 automorphic
example arguably suggests a similar result for constant terms of other Eisenstein series on
reductive groups and Müller’s work is an extension of Lax-Phillips [12]. Finally, it is worth
noting that, though Taylor’s paper suggests that some have hoped otherwise, this approach
cannot prove that the zeros of ζ(s) are on-line since the methods apply to Epstein zeta
functions, which are known to have many off-line zeros (see Potter-Titchmarsh [15], Stark
[16], Voronin [20], et al).
The proof of Theorem 2 is given in Sections 2 and 3. A general explanation of the
phenomena and the proof of the much simpler Theorem 1 are given in Section 1. In Section
1, we also explain that the proof of Theorem 2 is given by identifying the zeros of the function
1±cs with the spectral parameters for eigenvalues λs = s(s−1) of the Friedrichs extension of
an unbounded operator. As explained in the Appendix (Section 5), the Friedrichs extension
is a self-adjoint extension and so this construction will show that all of the eigenvalues are
real and hence each of the zeros of 1± cs have Re(s) = 1/2 (except for possibly finitely many
on the real line). In Section 4, we will provide proof of a converse theorem which tells about
the convergence of the solution to the operator equation used in Section 2.
1. Explanation of Phenomena
Theorems 1 and 2 both establish that certain functions have no off-line zeros. The proof
of Theorems 1 and 2 employ a simple argument using the Friedrichs extension (discussed
in generality in the Appendix). The Friedrichs extension is a self-adjoint extension of a
densely-defined, semi-bounded, symmetric operator T with domain D. The basic idea is to
identify the zeros of a function 1±cs with spectral parameters s for eigenvalues λs = s(s−1)
of the Friedrichs extension. Having done this, the spectral theorem for self-adjoint operators
on Hilbert spaces gives that λs ∈ R from which it follows that Re(s) = 1/2 or s ∈ [0, 1] for
T ≤ 0. We will provide a simplified explanation of these phenomena by proving Theorem 1.
To begin, let h(s) be a meromorphic function with no zeros in Re(s) > 1/2. Suppose that
h(s) is R-valued on R and cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly in Re(s) ≥ 1/2 for some ǫ > 0.
Finally, assume 1 + cs is not square-integrable on the critical line.
Let D := H0 ∩ C∞c (1/2 + iR) where
H0 :=
{
f ∈ L2(1/2 + iR)
∣∣∣ f(1− s) = f(s)
cs
for Re(s) =
1
2
}
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with L2-norm.1 Let T to be the operator with domain D obtained by multiplication by
s(s− 1) on 1/2 + iR. Note that T is a densely-defined semi-bounded, symmetric operator.
Our goal for the moment is to examine the Friedrichs extension of T on D. We emphasize
that the Friedrichs extension and other constructions done in what follows can be employed
for other densely-defined, semi-bounded, symmetric operators, not just this specific choice
of T and domain D. Details about the general construction of the Friedrichs extension can
be found (as previously mentioned) in the Appendix.
For each k ∈ R, let Hk be the Sobolev-like space
Hk :=
{
f measurable on 1/2 + iR
∣∣∣ (−λs)k · f ∈ L2(1/2 + iR)
and f(1− s) = f(s)
cs
for Re(s) =
1
2
}
(where λs = s(s− 1)) with norm ||f ||2Hk = 〈(−λs)kf, f〉L2.
Lemma 3. Hk and H−k are mutual Hilbert-space duals by the pairing 〈f, g〉H−k×Hk =∫
(1/2)
f(s) · g(s) ds.
Proof. Let f ∈ H−k and define ϕf : Hk → C by ϕf(g) = 〈f, g〉H−k×Hk for each g ∈ Hk. Let
f ∈ H−k and g ∈ Hk
|ϕf(g)| = |〈f, g〉H−k×Hk | =
∣∣∣∣∫
(1/2)
f(s) · g(s) ds
∣∣∣∣ ≤ ∫
(1/2)
|f(s) · g(s)| ds
=
∫
(1/2)
∣∣(−λs)−k · f · (−λs)k · g)∣∣ ds
≤
(∫
(1/2)
|f |2 (−λs)−2k ds
)1/2
·
(∫
(1/2)
|g|2 (−λs)−2k ds
)1/2
by the Cauchy-Bunyakovsky-Schwarz Inequality
≤ |f |H−k · |g|Hk <∞
Since ϕf is bounded, it is continuous.
Before moving on to the proof of Theorem 1, we will review the characterization of the
Friedrichs extension to be used in this case. Let T# : H1 → H−1 be the continuous operator
defined by ((−T#) v) (w) = 〈v, w〉H1
for all v, w ∈ H1 and notice that T# extends T from D to H1. Let θ ∈ H−1 and not in H0
and let θ˜ : H1 → C be the functional on H1 corresponding to the function θ ∈ H−1. Define
1 Note that for what follows we could use the full space L2(1/2 + iR) without restricting to those which
satisfy the functional equation. This larger space will still be stable under the multiplication operator we
define and the proof will follow in a similar way. In this paper, we restrict our attention to the smaller space
H0 as in subsequent work and applications of this technique there are reasons for such a restriction.
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Tθ := T
#|
ker θ˜∩D and let T˜θ be the Friedrichs extension of Tθ. For our purposes, the most
useful characterization of the Friedrichs extension is that for θ ∈ H−1, u ∈ H1 and f ∈ H0
there is some α ∈ C so that
T˜θu = f ⇐⇒ T#u = f + α · θ & θ˜u = 0
as is presented in the Appendix. For our purposes, Theorem 16 establishes that, for u ∈ H1
and some α ∈ C,
(T˜θ − λw)u = 0 ⇐⇒ (T# − λw)u = α · θ and θ˜(u) = 0 (1)
where λw = w(w − 1).
To prove that any particular function has no off-line zeros, i.e. to prove Theorems 1 and
2, we will follow the following procedure:
(I) Identify the appropriate spaces and operator T for which to perform the
Friedrichs extension.
(II) Identify the appropriate θ.
(III) Solve (T# − λw)uw = α · θ for uw where λw = w(w − 1).
(IV) Show that θ˜(uw) = 0.
The idea behind the proof of Theorem 1 (and thus Theorem 2 as well) is to construct
an explicit symmetric operator T and functional θ such that the zeros of 1 + cs appear as
w-values for λw = w(w − 1) which satisfy
(T# − λw)u = α · θ
for α ∈ C, and then show that the solution u also satisfies θ˜(u) = 0. By (1), doing this will
ensure that the zeros of 1 + cs appear as as w-values for λw which satisfy (T˜θ − λw)u = 0
where T˜θ is the (self-adjoint) Friedrichs extension of Tθ = T |kerθ˜. Since T˜θ ≤ −1/4, it follows
that λw = w(w − 1) must be real and λw ≤ −1/4 and so Re(w) = 1/2.
The appropriate choice of T and θ in (I) and (II) will allow us to claim that the zeros of
our desired function correspond to the w-values of λw. The combination of (III) and (IV)
will allow us to claim that λw is an eigenvalue for the (self-adjoint) Friedrichs extension
T˜θ ≤ −1/4. Thus those eigenvalues are real and λw ≤ −1/4 so Re(w) = 1/2.
For the proof of Theorem 1, we have completed (I) above. In what remains of this section
we will complete (II) - (IV).
1.1. Proof of Theorem 1
Recall the statement of Theorem 1:
Theorem 1. Let h(s) be a meromorphic function with no zeros in Re(s) > 1/2 and suppose
that h(s) is R-valued on R and cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly. Assume 1 + cs restricted
to the critical line 1/2 + iR is not square-integrable. Then, except for simultaneous zeros of
h(s) and h(1− s) (if any), the only zeros of 1 + cs are on the critical line.
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Note that for the proof of Theorem 1, it is sufficient to show that 1 + cs has no zeros
in Re(s) > 1/2. This would imply that 1 + c1−s has no zeros in Re(s) < 1/2. Since
csc1−s =
h(1−s)
h(s)
· h(s)
h(1−s)
= 1, we have that cs(1 + c1−s) = 1 + cs. Recall cs =
h(1−s)
h(s)
and the
numerator h(1 − s) has no zeros in Re(s) < 1/2 since h(s) has no zeros in Re(s) > 1/2.
If the denominator h(s) has poles in Re(s) < 1/2 (causing a zero of cs), there will also be
a pole of c1−s (and of 1 + c1−s) at the same point which will cancel. Thus we have that
cs(1 + c1−s) = 1 + cs is nonzero in Re(s) < 1/2.
For step (I), we have already defined the appropriate T above. For step (II), in our
case the natural choice for θ is θ(s) = 1 + cs. Let θ˜ : H
1 → C be the functional on H1
corresponding to the function θ ∈ H−1. For f ∈ H1,
θ˜(f) =
1
4πi
∫
(1/2)
θ(s) · f(s) ds
where we use the notation
∫
(1/2)
g(s) ds :=
∫ 1/2+i∞
1/2−i∞
g(s) ds. The argument in the proof of
Lemma 6 can also be used to show that θ˜ ∈ H−1. We will then extend T to T# by defining
T# : H1 → H−1 as above and let Tθ = T#|ker θ˜∩D as above.
Let wo be a zero of 1 + cs. In Lemma 4, we will find a solution u to (T
# − λw)u = α · θ
(as in step (III)). We will then show that it satisfies θ˜(u) = 0 in Lemma 5 (as in step (IV)).
By (1), we will be able to conclude that λwo is an eigenvalue for the Friedrichs’ extension
and thus wo lies of the critical line.
Lemma 4. For Re(w) > 1/2, there is a solution uw ∈ H1 to (T# − λw)uw = α · θ.
Proof. Solving by division, we find
uw(s) = α · 1 + cs
λs − λw
for Re(s) = 1/2. We can verify that this is in fact a solution by seeing that for Re(s) = 1/2,
(T#−λw)uw = (T#−λw)α · 1 + cs
λs − λw = α ·
(T# − λw)(1 + cs)
λs − λw = α ·
(λs − λw)(1 + cs)
λs − λw = α ·θ.
To see that uw ∈ H1, first note that it satisfied the functional equation on Re(s) = 1/2:
csuw(1− s) = cs · α · 1 + c1−s
λ1−s − λw = α ·
cs + 1
λs − λw = uw(s)
since csc1−s = 1 and λs = λ1−s.
Furthermore, for f ∈ H1,
〈uw, f〉H1 = 1
4πi
∫
(1/2)
(−λs)uw(s) · f(s) ds = 1
4πi
∫
(1/2)
(−λs)α 1 + cs
λs − λw · f(s) ds
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=
1
4πi
∫
(1/2)
α(1 + cs)
−λs
λs − λw · f(s) ds =
1
4πi
∫
(1/2)
α(1 + cs)
(−λs)2
(λs − λw)(−λs) · f(s) ds
Since Re(w) > 1/2 and f ∈ H1, we have that α 1
λs−λw
· f ∈ H1 and so α (−λs)2
λs−λw
· f ∈ H−1.
Thus the expansion above is equal to〈
θ˜, α
(−λs)2
λs − λw · f(s)
〉
H−1
which is finite since θ ∈ H−1 and we see that uw ∈ H1.
It may be helpful to note that the conclusion of Theorem 1 is that the zeros wo are on
the critical line Re(wo) = 1/2. Thus there is no need to show that the boundary condition
is satisfied when Re(wo) = 1/2 because we will already be assuming what we are trying to
prove. Thus it suffices to show that the solution exists and boundary condition is satisfied
whenever Re(wo) > 1/2.
Also note that we finally make use the of the assumption that cs :=
h(1−s)
h(s)
≪ |s|1−ǫ
uniformly away from poles in Re(s) > 1/2 for some ǫ > 0 in the following Lemma. This
assumption is used in order to compute a contour integral.
Lemma 5. For Re(w) > 1/2, if θ(w) = 0 then θ˜(uw) = 0.
Proof. Assume Re(w) > 1/2. We have
θ˜(uw) =
1
4πi
∫
(1/2)
(1 + cs)uw(s) ds for Re(w) > 1/2.
We compute the integral
∫
(1/2)
(1 + cs)uw(s) ds as follows:
∫
(1/2)
(1 + cs)uw(s) ds =
∫
(1/2)
(1 + cs) · α(1 + cs)
λs − λw ds = α
∫
(1/2)
1 + cs + cs + cscs
λs − λw ds
since uw(s) = α
1 + cs
λs − λw for s ∈ 1/2 + iR
= α
∫
(1/2)
2
λs − λw ds+ α
∫
(1/2)
cs
λs − λw ds+ α
∫
(1/2)
c1−s
λs − λw ds
since cs = c1−s on Re(s) = 1/2
= 2α
∫
(1/2)
1
λs − λw ds+ 2α
∫
(1/2)
cs
λs − λw ds
by a change of variables s 7→ 1− s.
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For each of these integrals (with corresponding function g(s)), we have∫
(1/2)
g(s)
λs − λw ds = limT→∞
∫ 1/2+iT
1/2−iT
g(s)
λs − λw ds.
For any σ > σn, let ST be a clockwise oriented closed semi-circle of radius T with endpoints
at 1/2− iT and 1/2 + iT and let AT be the outer arc of S with length πT .∫ 1/2+iT
1/2−iT
g(s)
λs − λw ds =
∫
ST
g(s)
λs − λw ds−
∫
AT
g(s)
λs − λw ds
As we send T →∞ each of the integrals ∫
AT
g(s)
λs−λw
ds→ 0:∣∣∣∣∫
AT
1
λs − λw ds
∣∣∣∣ ≤ ∫
AT
1
|λs − λw| ds =
∫
AT
1
|s2 − s− λw| ds ≤
1
|T 2 − T − λw| · πT ≤ πT
−1
Since we assume cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly away from poles in Re(s) > 1/2 for some
ǫ > 0, we also have∣∣∣∣∫
AT
cs
λs − λw ds
∣∣∣∣ ≤ ∫
AT
|cs|
|λs − λw| ds ≤
∫
AT
|s|1−ǫ
|s2 − s− λw| ds ≤ T
−1−ǫ · πT = πT−ǫ
for 0 < ǫ < 1, each of these integrals approaches 0 as T →∞.
Thus we can use the Residue Theorem to compute∫
(1/2)
g(s)
λs − λw ds.
Observe that cs has no poles on Re(s) = 1/2 since |h(s)| = |h(1− s)| on Re(s) = 1/2. Also,
h(s) no zeros in Re(s) > 1/2 so cs has no poles in Re(s) > 1/2 and
g(s)
λs−λw
has a simple pole
at s = w. By residues, for Re(w) > 1/2
2α
∫
(1/2)
1
λs − λw ds+2α·
∫
(1/2)
cs
λs − λw ds = −2πiα
(
2Ress=w
1
λs − λw + 2 · Ress=w
cs
λs − λw
)
= −2πiα
(
2
2w − 1 +
2cw
2w − 1
)
= −4πiα
(
1 + cw
2w − 1
)
since h(w) has no zeros in Re(s) > 1/2
We then have
θ˜(uw) = −4πiα
(
1 + cw
2w − 1
)
=
θ(w)
1− 2w = 0
We have now completed steps (I) - (IV). Thus for Re(wo) > 1/2 if θ(wo) = 0 then λwo is
an eigenvalue for the Friedrichs extension T˜θ. This extension is self-adjoint and T˜θ ≤ −1/4,
7
so λwo ≤ 1/4 and Re(wo) = 1/2. However, this is a contradiction and therefore, θ(wo) 6= 0
for Re(wo) > 1/2. This proves Theorem 1.
2. Proof of the Theorem 2
Recall the statement of Theorem 2:
Theorem 2. Let h(s) be a meromorphic function with no zeros in Re(s) > 1/2, except for
at most finitely many zeros σi in (1/2,∞) with largest at s = σn,. Suppose also that h(s) is
R-valued on R and cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly away from poles in Re(s) ≥ 1/2 for some
ǫ > 0.
(i) On one hand, if we assume Ress=σics ≥ 0 and 1 + cs is not square-integrable on the
critical line then, except for simultaneous zeros of h(s) and h(1− s) (if any), the only
zeros of 1 + cs are on the critical line (or on the real interval [1− σn, σn]).
(ii) On the other hand, if we assume Ress=σics ≤ 0 and 1 − cs is not square-integrable on
the critical line then, except for simultaneous zeros of h(s) and h(1 − s) (if any), the
only zeros of 1− cs are on the critical line (or on the real interval [1− σn, σn]).
In either case, all of these zeros are simple (except possibly when s = 1/2).
First note that we will actually save the proof of the simplicity of zeros for the next
section. Also notice that in the statement of Theorem 2, we wish to prove the result for both
1+cs and 1−cs. The structure of the argument will be the same for both 1−cs and 1+cs and
will only differ by sign. Thus, for clarity, we will denote η =
{
1 in the case of 1 + cs
−1 in the case of 1− cs .
Also observe (as was the case for Theorem 1) that for the proof of Theorem 2, it is sufficient
to show that 1+ cs has no zeros in Re(s) > 1/2. This would imply that 1+ c1−s has no zeros
in Re(s) < 1/2. Since csc1−s =
h(1−s)
h(s)
· h(s)
h(1−s)
= 1, we have that η · cs(1+ η · c1−s) = 1+ η · cs.
Recall that cs =
h(1−s)
h(s)
and the numerator h(1 − s) has no zeros in Re(s) < 1/2 since h(s)
has no zeros in Re(s) > 1/2. If the denominator h(s) has poles in Re(s) < 1/2 (causing a
zero of cs), there will also be a pole of c1−s (and 1 + η · c1−s) at the same point which will
cancel. Thus we have that η · cs(1 + η · c1−s) = 1 + η · cs is nonzero in Re(s) < 1/2.
Recall that our first step (I) was to define the appropriate Hilbert spaces on which to
define the operator. We will consider a Hilbert space and an unbounded multiplication
operator as follows. Let
H0η =
{
f ∈ L2(1/2 + iR) ∪ F (S)
∣∣∣ f(1− s) = η · f(s)
cs
for Re(s) =
1
2
}
where S = {τ1, . . . τn} for τi abstract points in bijection with the complex numbers σi and
F (S) is the set of functions defined at s ∈ S. Observe that F (S) = L2(S) and define the
H0η -norm to be the L
2 norm on this space so that ||f ||2H0η = 〈f, f〉L2. Note that as with
Theorem 1, we could use the full space L2(1/2 + iR) ∪ F (S) without restricting to those
which satisfy the functional equation.
We will complete step (I) by defining our operator T and the rest of the relevant spaces.
Define Dη := H
0
η ∩ (C∞c (1/2 + iR) ∪ F (S)) and let Tη be the operator with domain Dη
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obtained by multiplication by s(s−1) for function on 1/2+ iR and σi(σi−1) for s = τi ∈ S.
Note that Tη is a densely-defined semi-bounded symmetric operator.
For each k ∈ R, let Hkη be the Sobolev-like space
Hkη :=
{
f measurable on (1/2 + iR) ∪ S
∣∣∣ (c− λs)k · f ∈ L2(1/2 + iR) ∪ F (S)
and f(1−s) = η · f(s)
cs
for Re(s) =
1
2
}
(where λs = s(s− 1) for s ∈ 1/2 + iR and λs = λσi = σi(σi − 1) for s = τi ∈ S and c > 0 is
some fixed real constant depending on the σi’s) with norm
||f ||2Hkη := 〈(c− λs)
kf, f〉L2(1/2+iR) + 〈(c− λσi)kf, f〉L2(S).
Note that these Hkη ’s are very similar to those Section 1 with the only changes being
that the functional equation and operator now depend on a sign making this case slightly
more complicated. Again Hkη and H
−k
η are mutual Hilbert-space duals by the pairing
〈f, g〉Hkη×H−kη =
∫
(1/2)
f(s) · g(s) ds using a slightly-modified version of the proof of Lemma 3.
To accomplish step (II), we let
θη(s) :=
{
1 + η · cs for s ∈ C− {σ1, . . . , σn}√
η ·Ri for s = τi ∈ S
where Ri = Ress=σics. Let θ˜η ∈ (H1η )∗ be the functional corresponding to θη ∈ H−1η and let
f ∈ H1η . Then
θ˜η(f) =
1
4πi
∫
(1/2)
θη(s) · f(s) ds+
∑
τi∈S
θη(τi) · f(τi).
Lemma 6. θ˜η : H
1
η → C is a continuous linear functional.
Proof. Let f ∈ H1η . Note that θ˜η is linear by construction. To show that it is continuous,∣∣∣〈f, θ˜η〉H1×H−1∣∣∣ =
∣∣∣∣∣ 14πi
∫
(1/2)
θη(s) · f(s) ds+
∑
τi∈S
θη(τi) · f(τi)
∣∣∣∣∣
≤ 1
4πi
∫
(1/2)
|θη(s)| · |f(s)| ds+
∑
τi∈S
|θη(τi)| · |f(τi)|
=
1
4πi
∫
(1/2)
∣∣∣θη(s) (c− s(s− 1))1/2∣∣∣ · ∣∣∣f(s) (c− s(s− 1))−1/2∣∣∣ ds
+
∑
τi∈S
∣∣∣θη(τi) (c− σi(σi − 1))1/2∣∣∣ · ∣∣∣f(τi) (c− σi(σi − 1))−1/2∣∣∣
≤ 1
4πi
(∫
(1/2)
|θη(s)|2 (c− s(s− 1)) ds
)1/2
·
(∫
(1/2)
|f(s)|2 (c− s(s− 1))−1 ds
)1/2
+
(∑
τi∈S
|θη(τi)|2 (c− σi(σi − 1))
)1/2
·
(∑
τi∈S
|f(τi)|2 (c− σi(σi − 1))−1
)1/2
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by the Cauchy-Bunyakovsky-Schwarz Inequality
≤ |f |H1 · |θ˜η|H−1 <∞
since f ∈ H1η and θη = 1 + η · cs where |cs| = 1 on Re(s) = 1/2. Since θ˜η is bounded, it is
continuous.
Because θη /∈ H0η , we have that ker θ˜η∩Dη on H1η is dense in H0η . This is explicitly proved
in the appendix by Lemma 15.
Define T#η : H
1
η → H−1η to be the continuous operator defined by
((c− T#η )v)(w) = 〈v, w〉H1η
for all v, w ∈ H1η and notice that T#η extends Tη. Define T θη = T#η |ker θ˜η ∩Dη and let T˜ θη be the
Friedrichs extension of T θη .
Recall that the Friedrichs extension is a self-adjoint extension of a densely-defined sym-
metric semi-bounded operator. Similarly to (1) above, Theorem 16 establishes that, for
u ∈ H1η and some α ∈ C,
(T˜ θη − λw)u = 0 ⇐⇒ (T#η − λw)u = α · θη and θ˜η(u) = 0 (2)
where λw = w(w−1).We may assume that α 6= 0 since otherwise u would be an eigenfunction
for Tη and there are none. Furthermore, the value of α does not affect the location of the
zeros, so we may assume α = 1.
To complete step (III), we will find a solution uw to (T
#
η − λw)u = θη in Lemma 7. This
result is an analogue of Lemma 4 from the proof of Theorem 1. By (2), we will be able to
conclude that λwo is an eigenvalue for the Friedrichs’ extension and thus wo lies of the critical
line.
Lemma 7. For Re(w) > 1/2 and w 6= σi for each i, there is a solution uw ∈ H1η to
(T#η − λw)uw = θη.
Proof. Solving by division we find
uw(s) =
1 + η · cs
λs − λw
for s ∈ 1/2 + iR and
uw(τi) =
√
η · Ri
λσi − λw
for s = τi ∈ S. This can be similarly verified as in the proof of Lemma 4.
To show that uw ∈ H1η , first note that uw satisfies the functional equation. In Re(s) = 1/2,
csuw(1− s) = cs · 1 + η · c1−s
λ1−s − λw =
cs + η
λs − λw
since csc1−s = 1 and λs = λ1−s and, since η
2 = 1, we have
= η · 1 + η · cs
λs − λw = η · uw(s).
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Finally, to see that uw ∈ H1η , for f ∈ H1η examine
〈uw, f〉H1η =
1
4πi
∫
(1/2)
(c− λs)uw(s) · f(s) ds+
∑
τi∈S
(c− λσi)uw(τi) · f(τi)
=
1
4πi
∫
(1/2)
(c− λs)1 + η · cs
λs − λw · f(s) ds+
∑
τi∈S
(c− λσi)
√
η · Ri
λσi − λw
· f(τi)
=
1
4πi
∫
(1/2)
(1 + η · cs) c− λs
λs − λw · f(s) ds+
∑
τi∈S
(
√
η · Ri) c− λσi
λσi − λw
· f(τi)
=
1
4πi
∫
(1/2)
(1 + η · cs) (c− λs)
2
(λs − λw)(c− λs) · f(s) ds+
∑
τi∈S
(
√
η · Ri) (c− λσi)
2
(λσi − λw)(c− λσi)
· f(τi)
Since Re(w) > 1/2 and w 6= σi for each i and f ∈ H1η , we have that 1λs−λw · f ∈ H1η and so
(c−λs)2
λs−λw
· f ∈ H−1η . Thus the expansion above is equal to〈
θ˜η,
(c− λs)2
λs − λw · f(s)
〉
H−1η
which is finite since θ˜η ∈ H−1η and we see that uw ∈ H1η .
To complete the main part of the proof of Theorem 2, we want to show that if wo is a
zero of θη then Re(wo) = 1/2 or wo is real. By (2) is done by showing that showing that
(T˜ θη − λwo)u = 0 (as we have come in Lemma 7), thus it remains to show the boundary
condition θ˜η(uwo) = 0 is satisfied whenever θη(wo) = 0. We are thus concluding step (IV) by
proving Lemma 8 which is the analogue of Lemma 5 in Section 1.
As in Theorem 1, there is no need to show that the boundary condition is satisfied when
Re(wo) = 1/2 because we will already be assuming what we are trying to prove. Thus
it suffices to show that the solution exists and boundary condition is satisfied whenever
Re(wo) > 1/2.
2
Note that in the proof of the following lemma we will finally make use of the seemingly
mysterious assumption cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly away from poles in Re(s) > 1/2 for
some ǫ > 0.
Lemma 8. For Re(w) > 1/2, if θη(w) = 0 then θ˜η(uw) = 0.
Proof. Assume Re(w) > 1/2. We have
θ˜η(uw) =
1
4πi
∫
(1/2)
(1 + η · cs)uw(s) ds+
∑
τi∈S
θη(τi) · uw(τi) for Re(w) > 1/2.
2We should also note that we will need a lemma similar to Lemma 8 for Re(wo) = 1/2 in order to show
that the zeros are simple; however, it does include an additional assumption. Thus we will include it in the
next section otherwise it may appear as though there is an extra condition on requiring the zeros to be on
the critical line.
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By design in the second term we have
∑
τi∈S
θη(τi) · uw(τi) =
n∑
i=1
√
η · Ri ·
√
η · Ri
λσi − λw
=
n∑
i=1
η · Ri
λσi − λw
since ηRi ≥ 0 by assumption.
For the first term we compute the integral
∫
(1/2)
(1 + η · cs)uw(s) ds as follows:
∫
(1/2)
(1 + η · cs)uw(s) ds =
∫
(1/2)
(1 + η · cs)(1 + η · cs)
λs − λw ds =
∫
(1/2)
1 + η · cs + η · cs + cscs
λs − λw ds
since uw(s) =
1 + η · cs
λs − λw for s ∈ 1/2 + iR
=
∫
(1/2)
2
λs − λw ds+ η ·
∫
(1/2)
cs
λs − λw ds+ η ·
∫
(1/2)
c1−s
λs − λw ds
since cs = c1−s on Re(s) = 1/2
= 2
∫
(1/2)
1
λs − λw ds+ 2η ·
∫
(1/2)
cs
λs − λw ds
by a change of variables s 7→ 1− s.
For each of these integrals (with corresponding function g(s)), we have∫
(1/2)
g(s)
λs − λw ds = limT→∞
∫ 1/2+iT
1/2−iT
g(s)
λs − λw ds.
For any σ > σn, let ST be a clockwise oriented closed semi-circle of radius T with endpoints
at 1/2− iT and 1/2 + iT and let AT be the outer arc of S with length πT .∫ 1/2+iT
1/2−iT
g(s)
λs − λw ds =
∫
ST
g(s)
λs − λw ds−
∫
AT
g(s)
λs − λw ds
We send T →∞ each of the integrals ∫
AT
g(s)
λs−λw
ds→ 0:∣∣∣∣∫
AT
1
λs − λw ds
∣∣∣∣ ≤ ∫
AT
1
|λs − λw| ds =
∫
AT
1
|s2 − s− λw| ds ≤
1
|T 2 − T − λw| · πT ≤ πT−1
Since we assume cs :=
h(1−s)
h(s)
≪ |s|1−ǫ uniformly away from poles in Re(s) > 1/2 for some
ǫ > 0, we also have∣∣∣∣∫
AT
cs
λs − λw ds
∣∣∣∣ ≤ ∫
AT
|cs|
|λs − λw| ds ≤
∫
AT
|s|1−ǫ
|s2 − s− λw| ds ≤ T
−1−ǫ · πT = πT−ǫ
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for 0 < ǫ < 1, each of these integrals approaches 0 as T →∞.
Thus we can use the Residue Theorem to compute∫
(1/2)
g(s)
λs − λw ds.
Observe that cs has no poles on Re(s) = 1/2 since |h(s)| = |h(1− s)| on Re(s) = 1/2. Also,
h(s) has at most finitely many zeros σi in Re(s) > 1/2 so cs has at most finitely many poles
σi in Re(s) > 1/2 and
g(s)
λs−λw
has a simple pole at s = w. By residues, for Re(w) > 1/2
2
∫
(1/2)
1
λs − λw ds+ 2η ·
∫
(1/2)
cs
λs − λw ds
= −2πi
(
2Ress=w
1
λs − λw + 2η ·Ress=w
cs
λs − λw + 2η ·
n∑
i=1
Ress=σi
cs
λs − λw
)
= −2πi
(
2
2w − 1 +
2η · cw
2w − 1 + 2η ·
n∑
i=1
Ri
λσi − λw
)
= −4πi
(
1 + η · cw
2w − 1 +
n∑
i=1
η · Ri
λσi − λw
)
.
We then have
θ˜η(uw) = −
(
1 + η · cw
2w − 1 +
n∑
i=1
η ·Ri
λσi − λw
)
+
n∑
i=1
η · Ri
λσi − λw
=
1 + η · cw
1− 2w =
θη(w)
1− 2w = 0
Note that, apart from additional complications added by the implementation of zeros of
h(s), this proof mimics Lemma 5 fairly precisely and completes step (IV). We conclude that
for Re(wo) > 1/2 if θη(wo) = 0 then λwo is an eigenvalue for the Friedrichs extension T˜
θ
η . This
extension is self-adjoint and non-positive, so Re(wo) = 1/2 (or wo ∈ [−σn, σn]). For proof of
this characterization of the Friedrichs extension see Section 5. This finishes the proof of the
main part of Theorem 2. We will prove that these zeros are simple in the following section.
3. Simple Zeros
In order to show that the zeros are simple we will first want to examine θ˜η(uw) for
Re(w) = 1/2.
Lemma 9. For Re(wo) = 1/2 and wo 6= 1/2, if θη(wo) = 0 then θ˜η(uwo) = 0 unless
h(wo) = 0 = h(1− wo).
Proof. For Re(wo) = 1/2 (wo 6= 1/2) and θη(wo) = 0,
θ˜η(uwo) =
1
4πi
∫
(1/2)
(1 + η · cs)(1 + η · cs)
λs − λwo
ds+
∑
σi∈S
θη(σi) · uwo(σi)
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=
1
4πi
∫
(1/2)
(1 + η · c1−s)(1 + η · cs)
λs − λwo
ds+
∑
σi∈S
θη(σi) · uwo(σi)
since cs = c1−s on Re(s) = 1/2
=
1
4πi
∫
(1/2)
(1 + η · c1−s)(1 + η · cs)− (1 + η · c1−wo)(1 + η · cwo)
λs − λwo
ds
+
1
4πi
∫
(1/2)
(1 + η · c1−s)(1 + η · cwo)
λs − λwo
ds+
∑
σi∈S
θη(σi) · uwo(σi)
The function
w 7→ 1
4πi
∫
(1/2)
(1 + η · c1−s)(1 + η · cs)− (1 + η · c1−w)(1 + η · cw)
λs − λw ds
+
1
4πi
∫
(1/2)
(1 + η · c1−s)(1 + η · cw)
λs − λw ds+
∑
σi∈S
θη(σi) · uw(σi)
is meromorphic in w. As in the proof of Lemma 8, we can evaluate it for Re(w) > 1/2
for residues to get that θ˜η(uw) =
1 + η · cw
1− 2w . Thus at w = wo, it is θ˜η(uwo) =
1 + η · cwo
1− 2wo =
θη(wo)
1− 2wo = 0.
Finally we have the following.
Lemma 10. The zeros wo of 1+η ·cw on (1/2+ iR)∪ [−σn, σn] are simple except for possibly
wo = 1/2.
Proof. Suppose wo is a zero of θη(w) = 1 + η · cw. To show that wo is simple, we want to
show θη(w)
′(wo) = η · c′w(wo) 6= 0. Notice θ˜η(uw) =
1 + η · cw
1− 2w from the proofs of Lemma 8
and 9 and so
θ˜η(uw)
′(wo) =
(1− 2wo)(η · cw)′(wo) + 2(1 + η · cwo)
(1− 2wo)2 = η ·
c′w(wo)
1− 2wo
since 1 + η · cwo = 0. Thus in order to show that θη(w)′(wo) = η · c′w(wo) 6= 0 is suffices to
show that θη(uw)
′(wo) 6= 0.
To see that this is in fact non-vanishing, recall that on Re(s) = 1/2,
θ˜η(uw) =
1
4πi
∫
(1/2)
(1 + η · cs)(1 + η · cs)− (1 + η · cw)(1 + η · cw)
λs − λw ds (Re(s) = 1/2)
+
1
4πi
∫
(1/2)
(1 + η · cw)(1 + η · cw)
λs − λw ds.
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Taking the derivative in w, the last two terms cancel one another, giving
θ˜η(uw)
′(wo) = − 1
4πi
∫
(1/2)
(1 + η · cs)(1 + η · cs)
(λs − λwo)2
ds · (2wo − 1)
Now θ˜η(uw)
′(wo) = −2wo − 1
4πi
|uwo|2L2(1/2+iR) which is not zero except at wo = 1/2.
4. Converse Assertions
The following theorem addresses the space in which the solutions uw live when Re(w) =
1/2. It also establishes the relationship between uw being a solution and θη(w) being 0.
When Re(w) = 1/2, uw is a solution of (T
#
η − λw)uw = θη and is in H1η if and only if
θη(w) = 0.
Theorem 11. For Re(w) = 1/2,
(1) if there is a solution u in H1η to (T
#
η − λw)u = θη then θη(w) = 0.
(2) if θη(w) = 0 then the solution u to (T
#
η − λw)u = θη is in H1η and u = uw
(as given in the proof of Lemma 7).
Proof. Let Re(w) = 1/2.
(1) Assume there is a solution u in H1η to (T
#
η − λw)u = θη. Observe that u(s) = θη(s)λs−λw on
Re(s) = 1/2 and thus not in L2(1/2 + iR) unless θη(w) = 0.
(2) Assume θη(w) = 0. For Re(w) = 1/2 and Re(s) = 1/2,
uw(s) =
1 + η · cs
λs − λw =
1 + η · cs − (1 + η · cw)
λs − λw +
1 + η · cw
λs − λw =
η · (cs − cw)
λs − λw +
1 + η · cw
λs − λw .
First note that the first term is a well-defined function on Re(s) = 1/2, because the
zeros of the denominator are cancelled by the corresponding vanishing of the numerator
(at s = w and s = 1 − w). Also the second term appears to blow up at s = w and
s = 1−w; however, the assumption θη(w) = 0 causes the numerator to be identically 0.
Now examining the first term more carefully, it satisfies the functional equation since
cs · η · (c1−s − cw)
λ1−s − λw = cs ·
(η · c1−s − η · cw)
λ1−s − λw = cs ·
(η · c1−s + 1)
λs − λw
since θη(w) = 0 and λ1−s = λs
=
η + cs
λs − λw =
η · (−η · cw) + cs
λs − λw =
cs − cw
λs − λw = η ·
η · (cs − cw)
λs − λw
since cs · c1−s = 1 and η2 = 1.
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Also since cs ∈ H−1η , we also have that η ·(cs−cw) ∈ H−1η and so −(λs−c)λs−λw η ·(cs−cw) ∈ H−1η .
Furthermore, to show that this first term is in H−1η , consider∣∣∣∣η · (cs − cw)λs − λw
∣∣∣∣2
H1η
=
1
4πi
∫
(1/2)
(c− λs)
∣∣∣∣η · (cs − cw)λs − λw
∣∣∣∣2 ds+∑
τi∈S
(c− λσi)
∣∣∣∣η · (cσi − cw)λσi − λw
∣∣∣∣2
=
1
4πi
∫
(1/2)
(c− λs)2
c− λs
∣∣∣∣η · (cs − cw)λs − λw
∣∣∣∣2 ds+∑
τi∈S
(c− λσi)2
c− λσi
∣∣∣∣η · (cσi − cw)λσi − λw
∣∣∣∣2
=
1
4πi
∫
(1/2)
1
c− λs
∣∣∣∣−(λs − c) · η · (cs − cw)λs − λw
∣∣∣∣2 ds+∑
τi∈S
1
c− λσi
∣∣∣∣−(λσi − c) · η · (cσi − cw)λσi − λw
∣∣∣∣2
=
∣∣∣∣−(λs − c)λs − λw η · (cs − cw)
∣∣∣∣2
H−1η
<∞
since −(λs−c)
λs−λw
η · (cs − cw) ∈ H−1η as stated above.
Thus the first term
η · (cs − cw)
λs − λw ∈ H
1
η .
Again, if θη(w) = 0 then the second term
1 + η · cw
λs − λw vanishes. Thus when Re(w) = 1/2
and θη(w) = 0, uw ∈ H1η . Also clearly uw solves (T#η − λw)u = θη.
5. Appendix: Friedrichs Extensions
For the convenience of the reader, we will recall some facts about Friedrichs extensions.
The following is given in a general setting which can easily be translated to our case.
A symmetric, densely-defined operator S on a Hilbert space V is semi-bounded when
〈Sv, v〉 ≥ c · 〈v, v〉 or 〈Sv, v〉 ≤ c · 〈v, v〉 for some real constant c. We can construct the
Friedrichs extension of a densely-defined, symmetric semi-bounded operator S as follows:
Without loss of generality, consider a densely-defined, symmetric operator S with dense
domain DS and 〈Sv, v〉 ≥ 〈v, v〉 for all v ∈ DS.
Define an inner product 〈, 〉1 on DS by 〈v, w〉1 := 〈Sv, w〉 for v, w ∈ DS and let V 1 be
the completion of DS with respect to the metric induced by 〈, 〉1. Since 〈v, v〉1 ≥ 〈v, v〉, the
inclusion map DS →֒ V extends to a continuous map V 1 →֒ V . Furthermore, V 1 is also
dense in V since DS is dense in V .
For w ∈ V , the functional v 7→ 〈v, w〉 is a continuous linear functional on V 1 with norm
sup
|v|1≤1
|〈v, w〉| ≤ sup
|v|1≤1
|v| · |w| ≤ sup
|v|1≤1
|v|1 · |w| = |w|.
By the Riesz-Fréchet Theorem on V 1, there is a w′ ∈ V 1 so that 〈v, w′〉1 = 〈v, w〉 for all
v ∈ V 1 and w ∈ V with norm bounded by the norm of v 7→ 〈v, w〉; explicitly, |w′|1 ≤ |w|.
The map A : V → V 1 defined by w 7→ w′ is linear. The densely-defined inverse of A will
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be a self-adjoint extension S˜, the Friedrichs extension of S. The Friedrichs extension S˜
is self-adjoint and an extension of S. This is due to Friedrichs [5] and is also on p.103 of
vonNeumann’s 1929 paper [19].
Theorem 12. S˜ is a self-adjoint extension of S.
This construction proves following theorem of Friedrichs [5].
Theorem 13. A positive, densely-defined, symmetric operator S with domain DS has a pos-
itive self-adjoint extension with the same lower bound.
This extension has useful properties of particular interest here. An alternative character-
ization of the extension makes this clearer.
Assume that V has a C-conjugate-linear complex conjugation v → vc with the properties:
(vc)c = v and 〈vc, wc〉 = 〈v, w〉. Further, let S commute with conjugation so that (Sv)c =
S(vc). Let V −1 be the dual of V 1 so that V 1 ⊂ V ⊂ V −1 via the embedding v 7→ (∗ 7→
〈v, ∗c〉) ∈ V −1 for v ∈ V .
Given this small adaptation, there is an alternate characterization of the Friedrichs ex-
tension. To give it, define a continuous, complex-linear map S# : V 1 → V −1 by
(S#v)(w) = 〈v, wc〉1
for v, w ∈ V 1.
Theorem 14. Let X = {v ∈ V 1 | S#v ∈ V }. Then the Friedrichs extension of S is
S˜ = S#|X with domain DS˜ = X.
Proof. Let B = S#|X . Let A : V → V 1 be the inverse of S˜ defined by 〈Av, w〉1 = 〈v, w〉 for
all w ∈ V 1 and v ∈ V from the Riesz-Fréchet Theorem. Then
〈BAv, w〉 = 〈Av, w〉1 = 〈v, w〉
for v ∈ V and w ∈ V 1. Also,
〈ABv, w〉1 = 〈Bv,w〉 = 〈v, w〉1
for v ∈ X and w ∈ V 1. This B = A−1 = S˜.
5.1. Extensions of Restrictions
Using the latter characterization of the Friedrichs extension we can see how the construction
of the extension behaves for restricted operators. Again, the following is given in a general
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setting which can easily be translated to our case. We will assume that S and the related
terms are as defined in Section 5. From above we have the following inclusions i and i∗
V 1 V V ∗ V −1i
∼= i∗
where V ∗ is the complex linear dual of V .
Let θ ∈ V −1 and assume that θ /∈ i∗(V ∗). Note that ker θ is a closed subspace of V 1.
The following lemma follows from the general fact that for a continuous inclusion of Hilbert
spaces i : V 1 → V for DS ⊂ V 1 is dense in V and for a finite-dimensional (in our case, one-
dimensional subspace spanned by θ) subspace Θ ⊂ (V 1)∗ = V −1 such that i∗(V ∗)∩Θ = {0},
we have that DS ∩ kerΘ ⊂ V 1 is dense in V .
Lemma 15. If θ /∈ i∗(V ∗) then DS ∩ ker θ is dense in V .
Proof. Since θ /∈ i∗(V ∗) and θ cannot be in the V -topology on dense DS. This gives us that
there is a δ > 0 so that for each ǫ > 0 an element xǫ ∈ DS with |xǫ|V < ǫ and |θ(xǫ)| ≥ δ.
Given y ∈ V density of DS in V gives a sequence zn in DS approaching y in the V -topology.
If θ(zn) = 0 for infinitely many n then we are done. Otherwise, the define the sequence
z′n = zn −
θ(zn)
θ(xǫn)
xǫn with ǫn =
δ
|θ(zn)|2
−n
is in ker θ. Then
θ(z′n) = θ(zn)−
θ(zn)
θ(xǫn)
θ(xǫn) = 0
and z′n → y in the V -topology since∣∣∣∣ θ(zn)θ(xǫn)xǫn
∣∣∣∣
V
=
∣∣∣∣ θ(zn)θ(xǫn)
∣∣∣∣ · |xǫn|V < |θ(zn)|1δ · δ|θ(zn)|2−n = 2−n → 0
Induction can be used to generalize the result for any such finite-dimensional subspace Θ
of V −1.
Define Sθ := S|DS∩ker θ then DSθ := DS ∩ ker θ. Since θ /∈ V as in Lemma 15, DSθ is still
dense in V and since Sθ is a restriction of S, the symmetry and 〈Sθ v, v〉 ≥ 〈v, v〉 properties
are inherited from S. The V 1-closure of DSθ is V
1 ∩ ker θ.
Let W−1 be the dual of W 1 = ker θ (on V 1) so we have W 1 = ker θ ⊂ V ⊂ W−1. This
yields the following diagram
V 1 V V −1
W 1 = ker θ W−1
j∗
Recall S# : V 1 → V −1 by (S#v)(w) := 〈v, wc〉1 for v, w ∈ V 1.
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Theorem 16. The Friedrichs extension S˜θ of Sθ has domain DS˜θ = {v ∈ W 1 | S#v ∈
V + C · θ} and is characterized by
S˜θ v = w ⇐⇒ S#v ∈ w + C · θ
for v ∈ DS˜θ and w ∈ V .
Proof. Define S#θ : W
1 → W−1 by
(S#θ v)(w) := 〈v, wc〉1
for all w ∈ W 1. The domain of the Friedrichs extension S˜θ is
DS˜θ = {v ∈ W 1 | S
#
θ v ∈ V }
where V is the cope of V in W 1 → V → W−1 and S˜θ = S#θ |DS˜θ by Theorem 9. With the
inclusion j : W 1 → V 1 for all x, y ∈ W 1
(S#θ x)(y) = 〈jx, (jy)c〉1 = (S#jx)(jy) =
(
(j∗ ◦ S# ◦ j)x) (y)
and so S#θ = j
∗ ◦ S# ◦ j and
DS˜θ = {v ∈ W 1 | j∗(S#(jv)) ∈ V }.
Furthermore S#(jv) ∈ V + C · θ and the inclusion map j is redundant. The dual W−1 of
W 1 is
W−1 = (V 1 ∩ ker θ)∗ ∼= V −1/C · θ.
The Friedrichs extension makes the following diagram commute:
V 1 V V −1
W 1 V W−1
DS˜θ
S#
j∗j
S#
θ
S˜θ
(The apparent missing arrows are excluded because the diagram would not otherwise com-
mute.)
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