This article studies some numerical approximations of the homogenized matrix for stochastic linear elliptic partial differential equations in divergence form:
Introduction
The context of this work is the homogenization of stochastic linear elliptic partial differential equations in divergence form
where D denotes a bounded domain of R d , d ∈ N * being the ambient dimension, and f ∈ L 2 (D). The matrix A η is random, symmetric, uniformly bounded and coercive, that is:
T A η (x, ω)ξ ≥ γ|ξ| 2 almost everywhere and almost surely,
where γ and M do not depend on η. Under additional stationarity hypotheses (the sense of which will be made precise below), it is classical that, when ǫ → 0, the random solutions u ǫ η of (1) converge in some appropriate sense to a 1 loc R d , L 1 (Ω) is said to be stationary if, for all k ∈ Z d , F (x + k, ω) = F (x, τ k ω), almost everywhere and almost surely.
Note that this setting is a straightforward classical variant of the more commonly used (continuous) stationary setting for random homogenization, for which the shift τ is indexed by elements of the group R d and (4) holds for all k ∈ R d instead of Z d . In our discrete setting, the ergodic theorem [11, 12] can be stated as follows:
(Ω) be a stationary random variable in the above sense. For k = (k 1 , k 2 , . . . k d ) ∈ Z d , we set |k| ∞ = sup 1≤i≤d |k i |. Then
This implies that (denoting by Q the unit cube in R d )
, almost surely.
Stochastic homogenization results
Standard results of stochastic homogenization (see [4, 10] ) apply to problem (1) when the matrix A η is stationary. For any fixed value of η, they provide the following result.
Theorem 1.2
We consider Model 1. Suppose that A η is a symmetric matrix, stationary in the sense of (4), uniformly bounded and coercive in the sense of (2) . Then the homogenized matrix A 
where, for any p ∈ R d , w In the sequel we will always assume that |p| = 1.
In the case A η (x, ω) = A per Φ −1 η (x, ω) , there exists an analogous result due to Blanc, Le Bris and Lions (see [5] ). Its statement requires to make precise the notion of stochastic diffeomorphism mentioned above. The map Φ η is said to be a stochastic diffeomorphism if it satisfies Φ η (·, ω) is a diffeomorphism almost surely, (7) Ess inf
Ess sup
∇Φ η is stationary in the sense of (4).
Under these hypotheses on Φ η , the following theorem gives the homogenized problem associated to (1).
Theorem 1.3 We consider Model 2. Suppose that
where A per is a symmetric matrix, uniformly bounded and coercive, and Φ η satisfies (7), (8) , (9) and (10). Then the homogenized matrix A ⋆ η appearing in (3) is defined by
where, for any p ∈ R d , w η p denotes the unique solution (up to the addition of a random constant) of the corrector problem 
Standard numerical approximation
In practice, problems (6) and (12) are solved numerically. The first step is to introduce a truncation. Following [8] , we approximate (6) by
where
d . We consider an analogous truncated problem for (12) . A classical finite element method is then used to approximate the solutions of (13). We consider a periodic triangulation T (Q) h of the unit cell Q = − d . Replicating it, we obtain a triangulation
We denote by V per h (Q N ) the space of functions ϕ h defined on R d , Q N -periodic, whose restriction to Q N is in a P 1 -Lagrange finite element space built from T N h = T h ∩ Q N , and which satisfy
where N v = N v (N ) is the number of degrees of freedom considered.
In the standard case (Model 1), we define the approximated corrector w η,h,N p as the solution to the variational formulation
and the approximated homogenized matrix by
In the second setting (Model 2), we similarly define the approximated corrector as the solution to
and the homogenized matrix is defined by
Note that for both (14) and (16) the solution w η,h,N p is a random field because of the truncation procedure. It follows that both (15) and (17) are random matrices. It is only in the limit N = ∞ that these objects become deterministic. In the numerical practice, one then commonly considers that the best approximation of A ⋆ η is given by E A * ,h,N η which is in turn estimated using an empirical mean, computed with standard Monte-Carlo methods.
Expansion of the random matrix
In this section, we consider the weakly stochastic setting of Model 1. We will turn our attention to Model 2 in Section 3. Our main result for Model 1 is Proposition 2.1. As announced above, it makes precise the behaviour of the random second order error in the expansion of the approximated homogenized matrix A ⋆,h,N η , under appropriate hypotheses. Then, passing to the limit h → 0, we prove that this result extends to the approximated homogenized matrix when only truncation is taken into account. Finally, letting N go to infinity, we recover the expansion of the exact homogenized matrix A ⋆ η derived in [7] . The functional setting described below is simple and the arguments we use in the proof of Proposition 2.1 are standard. Our aim is to illustrate in a simple and relevant framework that the randomness of the second order error in the expansions of ∇w ). In particular, this amounts to prove that the quantity η
) is bounded independently of h, N and η in some probability space. This is precisely what ensures Proposition 2.1 below.
Assumptions
We suppose that the matrix A η admits in (L ∞ (Q × Ω)) d×d the expansion
and there exists a deterministic constant C R independent of η such that, when |η| ≤ 1,
where we recall that
From (2), we know that A η is bounded and uniformly coercive. Using (19) and (2), we see that
and, for any ξ ∈ R d , we have
The matrix A per is thus also uniformly bounded and coercive.
Assuming that the expansion of A η holds in (L ∞ (Q × Ω)) d×d is relevant from the point of view of modelization, and it somehow simplifies the proof of Proposition 2.1. As will be seen below (Remark 2.1), up to slight modifications, our main result (Proposition 2.1) extends to the case when the original expansion of A η holds in a weaker sense, namely when it holds almost surely with uniformly integrable bounds. Of course, in this case, the second order error in the expansion of A ⋆,h,N η is bounded in a weaker sense. Lastly, it is to be mentioned that our proof does not directly extend to the case when the expansion of A η holds in spaces of the form (L ∞ (Q; L p (Ω))) d×d with 0 < p ≤ +∞; which models the idea of possibly large but rare local perturbations (see [3] for a detailed presentation of this latter model).
Formal expansion
Following the method introduced in [6] , we first postulate the formal expansion of the solution to (14):
where ∇r
in some appropriate space. We will sucessively identify w 0,h,N p and w
1,h,N p
and prove the validity of the expansion. Formally inserting this expression in (14), we obtain that the function w 0,h,N p is independent of N (we denote it by w 0,h p in the sequel) and solves
and that the function w
In addition, substituting the expansions of A η and w η,h,N p into (15), we formally obtain
where the terms of order zero and one are respectively defined by
In the sequel, we will make precise and rigorously justify the expansions (24) and (27).
Main result
Our main result in this section is the following.
Proposition 2.1 Suppose that A η is a symmetric matrix that satisfies (2) and is stationary in the sense of (4).
Suppose, in addition, that it satisfies (18), (19), (20). We assume that (21) holds, namely the second order error is
Then there exists a constant C independent of η, ω, N and h, such that, for |η| ≤ 1,
where w (26), respectively, and such that Note that, as the constant C in (30) and (31) is independent of ω, the expansions of ∇w
Proof of Proposition 2.1: Our goal is to prove estimates (30) and (31). To do so, following the methodology of [6] , we begin with justifying the expansion (24) in our discrete framework. This is the purpose of Steps 1, 2 and 3. First we will check that ∇w η,h,N p is bounded independently of η, ω, N and h and that it converges to the gradient ∇w 0,h p of a deterministic function (Step 1). We will then verify that the first order error term of ∇w η,h,N p , namely ∇v η,h,N p defined below, is bounded independently of η, ω, N and h and that it converges to the gradient ∇w 1,h,N p of a random function (Step 2). In Step 3, we prove that the second order error of ∇w η,h,N p , namely ∇z η,h,N p defined below, is bounded independently of η, ω, N and h. In other terms we prove (30), using bounds derived at Steps 1 and 2. In
Step 4, remarking that the second order error term of the homogenized matrix A , we use the bounds from Steps 1, 2 and 3 to prove (31).
Step 1: Our goal is first to prove that ∇w as test function in (14) and using (2), we obtain that
, which implies that (recall that |p| = 1)
Using (2), we deduce that ∇w
is a constant independent of η, ω, N and h. Thus ∇w
from η and almost surely. We then remark that 
We now return to (14) which we decompose using the expansion (18) of
(33) We are going to pass to the limit η → 0 in (33). By definition of ∇w
almost surely. Using (21), we see that, when |η| ≤ 1,
where we recall that C w is independent of η. We thus obtain that
Passing to the limit η → 0 in (33), we obtain that w 
Observe that θ h is Q-periodic, and that its restriction to Q is in the P 1 -Lagrange finite elements space built from T Step 2: we introduce the function
We want to prove that ∇v
Choosing
as test function in (35) and using (23), we have
Using (21), we have, when |η| ≤ 1,
We then deduce from (36), (32) and (37) that, for any |η| ≤ 1,
is a constant independent of η, h, N and ω. Thus ∇v
As above, we deduce that there almost surely exists w
Using the same arguments as in Step 1, we can pass to the limit η → 0 in (35). We obtain that w
almost surely. We thus recover (26).
Step 3: Our purpose is now to obtain a second order approximation of w η,h,N p
. To this end, we define
Our goal is to prove that ∇z
d almost surely and independently from η, N, h and ω. To do so, we will need the previous estimates (32) and (38) from Steps 1 and 2 respectively. Using (33), (34) and (26) we see that, for any
We choose ϕ h = z η,h,N p (·, ω) as test function in (39). Using (23), we obtain
In view of (21) we have that, for any η ≤ 1,
We deduce from (40), (32) and (38) that
with (see (32) and (38))
We observe that C z is independent of N, h, η and ω. This concludes the proof of the first assertion of the proposition, namely the bound (30).
Step 4: We now prove the second assertion in the statement of Proposition 2.1, namely the expansion of the approximated homogenized matrix. Using (15) and (18), we have for
Using definitions (28), (29), (35) and (39), we write
Applying Cauchy Schwarz inequality, and the bound (21), we obtain that, for any |η| ≤ 1,
Thus using (32), (38) and (??), we deduce that
Recall that C w , C v and C z are all independent from η, N , h and ω. The estimate (31) is thus proved. This concludes the proof of Proposition 2.1.
Remark 2.1
The same proof applies under weaker hypotheses. Indeed, suppose that the expansion
d×d , almost surely. This means that (21) is replaced by
where C R is now a random variable. We suppose in addition that the random variable C R satisfies E (|C R | q ) 1 q ≤C R . Under this weaker assumption, we have the following estimates (compare with (30) and (31)):
Remark 2.2 In Proposition 2.1, the key hypothesis is (21). This is the assumption from which we obtain inequalities (38) and (41) (from (36) and (40) respectively). Let us focus on (40). Looking at the first line, the term we have to control reads:
Using (21), we have
, and using the bounds on ∇w η,h,N p previously obtained, we can conclude that ∇z
Suppose now that we work within a different framework, say the original expansion of
Hypothesis (21) is replaced by
As a consequence, we cannot expect ∇z
However, there may be a means to recover boundedness, but in a different space, namely
To do so, one needs ∇w
d×d , which requires stronger regularity hypotheses on A η .
Convergence with respect to h and N
In Proposition 2.1, we have obtained bounds for quantities defined at the discrete level, namely after truncation and finite elements discretization. We now study the limit of (30) and (31) when h → 0, and next N → +∞. solutions to the problems by
Convergence as
We now prove the following result, which is a direct consequence of Proposition 2.1.
Corollary 2.1 Suppose that A η is a symmetric matrix that satisfies (2) and is stationary in the sense of (4). Suppose, in addition, that it satisfies (18), (19), (20). We assume that (21) holds, namely the second order error is
Then there exists a constant C, independent of N , η and ω such that, for |η| ≤ 1, (43) and (44), respectively, and such that Proof : Using (30), remark that
where C is independent of h, N , ω and η. Using standard properties of finite element approximations, we have that
Passing to the limit h → 0 in (50), we obtain (48). The proof of (49) follows the same line.
Convergence as N → ∞
We now study the limit of (49) as N → +∞. From [8] we already know that
where the exact homogenized matrix A ⋆ η is defined by (5). We now turn to A ⋆,N 1 whose limit when N → +∞ is given by the following lemma. 
where the deterministic matrix A ⋆ 1 is given by 
Proof :
We observe that
because w 0 ei is Q N -periodic and can therefore be chosen as a test function in (44). Since A per is symmetric, we have, using (43), that
and we conclude using the ergodic Theorem 1.1, as A 1 is stationary and ∇w
Expansion of stochastic diffeomorphism (Model 2)
We now focus on Model 2. The goal of this section is the same as that of Section 2. We prove that the random second order error in the expansions of the gradient of corrector ∇w η,h,N p and the homogenized matrix A ⋆,h,N η is bounded independently of h, N and η in some appropriate L p (Ω) space. The functional space in which the expansion of the original diffeomorphism Φ η holds is simple and somehow corresponds to the one considered for Model 1 in Section 2.
Hypotheses
In this section, we consider the Model 2 mentioned above, where the random matrix A η in (1) writes
where Φ η is a stochastic diffeomorphism, that satisfies conditions (7), (8), (9) and (10) . The periodic matrix A per is supposed uniformly bounded and coercive:
This model introduced by Blanc, Le Bris and Lions in [5] is not a particular case of the standard homogenization setting. Following [6] we now consider a weakly stochastic case, where the diffeomorphism Φ η is close to the identity. More precisely, we suppose in the sequel that the following expansion holds in
where Ψ satisfies (9) and (10) . This means that
where Id denotes the identity mapping. In addition, Θ η = O(η 2 ) means that there exists a deterministic constant C Θ independent of η such that, when |η| ≤ 1, 
In addition, substituting A η and w η,h,N p by their expansions into (17), we formally obtain that
where the term of order zero is defined by (25) and (28), as in the first model. The term of order one is defined by
As in Section 2, we now make precise and rigorously justify the expansions (61) and (63).
Main result
The main result of this section is the following proposition, which is analogous to Proposition 2.1.
Proposition 3.1 Suppose that Φ η satisfies (7), (8), (9) and (10) , and that it is a perturbation of the identity in the sense of (57), (58), (59) and (60). We suppose in addition that the symmetric periodic matrix A per satisfies (56).
Then there exists a constant C independent of η, ω, N and h, such that, for sufficiently small values of η, (62), respectively, and such that The proof, which is detailed below, follows the same lines as that of Proposition 2.1. It makes use of the following lemma.
Lemma 3.1 Suppose that Φ η satisfies (57), (58), (59) and (60). Then, there exist
with, when η is sufficiently small,
for two deterministic constants C Γ and C σ independent of η. In addition, there exists η 0 such that, for all |η| ≤ η 0 , we have
Proof of Lemma 3.1: The proofs of (67), (68) and (69) are straightforward. We now prove (70). First, let us denote by Λ the application that associates to any symmetric matrix
This application is continuous on S d (R). As a consequence, there exists a value δ 0 such that
We infer from (67) that the following expansion holds in
As a consequence, there exists a deterministic value η 0 such that
Collecting (71) and (72), we deduce that
Hence all the eigenvalues of (∇Φ η ) −T (∇Φ η ) −1 belong to the interval [1/2, 3/2]. It implies (70).
Proof of Proposition 3.1: As announced above, the structure of the proof is the same as that of Proposition 2.1. First, we rigorously justify (61). Doing so, we obtain bounds on ∇w η,h,N p , and on the error terms ∇v η,h,N p and ∇z η,h,N p that are defined below (Steps 1,2 and 3 respectively). These bounds are independent of h, N and η. We use them at Step 4 to control the second order error of the expansion of the approximated homogenized matrix A ⋆,h,N η .
Step 1: Our goal is first to prove that ∇w 
For each of these (s η , T η ), there exists a constant C s,T independent of h, N , η, and ω such that, for sufficiently small values of η,
Therefore, for each term of δ h,N η (ω) we can write
As a consequence, there exists a constant C δ independent of h, N , η and ω, such that, for sufficiently small values of η, Using bounds (91), (94) and (95), we obtain (66). This concludes the proof.
Remark 3.1 As in Section 2, we can pass to the limit h → 0 in the bounds of Proposition 3.1 and prove that (66) extends to the case when only truncation is taken into account. Letting N go to infinity is more difficult. Indeed, we need to show that lim [8] to Model 2 will be the subject of a future publication.
