We have used millisecond pulsars (MSPs) from the southern High Time Resolution Universe (HTRU) intermediate latitude survey area to simulate the distribution and total population of MSPs in the Galaxy. Our model makes use of the scale factor method, which estimates the ratio of the total number of MSPs in the Galaxy to the known sample. Using our best fit value for the z-height, z = 500 pc, we find an underlying population of MSPs of 8.3(±4.2) × 10 4 sources down to a limiting luminosity of L min = 0.1 mJy kpc 2 and a luminosity distribution with a steep slope of d log N/d log L = -1.45±0.14. However, at the low end of the luminosity distribution, the uncertainties introduced by small number statistics are large. By omitting very low luminosity pulsars, we find a Galactic population above L min = 0.2 mJy kpc 2 of only 3.0(±0.7) × 10 4 MSPs. We have also simulated pulsars with periods shorter than any known MSP, and estimate the maximum number of sub-MSPs in the Galaxy to be 7.8(±5.0) × 10 4 pulsars at L = 0.1 mJy kpc 2 . In addition, we estimate that the high and low latitude parts of the southern HTRU survey will detect 68 and 42 MSPs respectively, including 78 new discoveries. Pulsar luminosity, and hence flux density, is an important input parameter in the model. Some of the published flux densities for the pulsars in our sample do not agree with the observed flux densities from our data set, and we have instead calculated average luminosities from archival data from the Parkes Telescope. We found many luminosities to be very different than their catalogue values, leading to very different population estimates. Large variations in flux density highlight the importance of including scintillation effects in MSP population studies.
INTRODUCTION
To date pulsar astronomers have discovered over 2000 pulsars in the Galaxy and globular clusters, including over 170 millisecond pulsars (MSPs), and the known population continues to grow with the results from each new successful pulsar survey. However, the E-mail:lina.s.levin@gmail.com distribution of the observed sample implies that we only know of a small fraction of the total Galactic pulsar population. With the help of simulations we can use the properties of the known sample to estimate the underlying Galactic population.
Previous Studies
Studies of the MSP population in the Galaxy were for a long time severely affected by small-number statistics. To some degree that is still true today, however with the new large scale surveys increasing the total numbers of known MSPs, we are quickly getting closer to being able to perform full population synthesis studies of MSPs with good accuracy.
The first attempt to estimate the number of MSPs in the Galaxy was made by Kulkarni & Narayan (1988) , who examined the hypothesis that the birthrates of low-mass binary pulsars (LMBP) and low-mass X-ray binaries (LMXB) should be equal. This hypothesis is derived from the model of formation of MSPs through recycling (Alpar et al. 1982; Fabian et al. 1983; van den Heuvel, van Paradijs & Taam 1986) , where MSPs are ordinary pulsars spun-up by the accretion of matter from a companion. During the spin-up phase, the binary system is visible as an LMXB. Kulkarni & Narayan (1988) argued that the birthrates of these two groups are in fact not equal, but that the birthrate of short orbital period LMBPs is exceeding the birthrate of LMXBs by a factor of ∼10.
As part of their analysis they used 2 MSPs and estimated a total of >100,000 MSPs in the Galaxy. Their analysis was however dominated by one of these MSPs: PSR B1855+09. After the results from subsequent surveys by Narayan et al. (1990) the number of pulsars inferred in the analysis was revised and limited to a smaller number, but the conclusion that the birthrate of MSPs is more than 10 times that of LMXBs was still present. This issue is sometimes referred to as the birthrate problem, and the question whether all MSPs are produced in LMXB systems is still discussed today (e.g. Hurley et al. 2010) .
In the early 1990s Johnston & Bailes (1991) used five MSPs, including PSR B1855+09, and non-detections from two highfrequency surveys of the Galactic plane to estimate the disc population of MSPs. By using a revised distance scale, which increased the distance to PSR B1855+09, they attained a higher luminosity of the pulsar and hence derived a lower number of PSR B1855+09-like pulsars in the Galaxy. They estimated a total of ∼ 2 × 10 5 MSPs down to a limiting radio luminosity of Lmin,1500MHz = 0.3 mJy kpc 2 in the Galaxy. However, this result had a large uncertainty due to the small number of MSPs known at the time, and in addition, the result was dominated by the MSP B1257+12.
One important result from the study by Johnston & Bailes (1991) was their prediction that, in contrast to slow pulsars, the spatial distribution of MSPs would not be concentrated on the Galactic plane but evenly distributed over the sky. This understanding together with the first discoveries of MSPs at high galactic latitudes (Wolszczan 1991 ) encouraged large-scale (nearly) all-sky surveys for MSPs to be undertaken at various radio telescopes (Thorsett et al. 1993; Manchester et al. 1996; Sayer, Nice & Taylor 1997) .
One of these surveys, the Parkes Southern Pulsar Survey , discovered 17 MSPs and almost doubled the known sample resulting in 35 known MSPs at the time. Using these 17 discoveries together with the parameters for another 4 previously known MSPs, Lyne et al. (1998) estimated the local surface density of MSPs to be 1110±600 sources within a 1.5-kpc cylindrical radius of the Sun. This number corresponds to a local surface density of MSPs of 157±85 kpc −2 for L436 MHz > 0.3 mJy kpc 2 .
A more recent study of the MSP population was reported by Story, Gonthier & Harding (2007) , who used 56 radio-loud MSPs from 10 different pulsar surveys to predict the number of radio-loud and radio-quiet MSPs that are detectable as γ-ray pulsars. By assuming that ordinary and millisecond pulsars all can be described with a common radio luminosity model, their extensive study results in a Galactic birth rate of MSPs of 4 -5×10 −4 per century, which corresponds to a total Galactic population of 4.8 -6.0×10 4 MSPs.
Selection Effects in Pulsar Surveys
The known pulsar population for both ordinary pulsars and MSPs is strongly biased towards bright sources at small distances from the Earth. Pulsar astronomers define the intrinsic luminosity of a source at the observing frequency ν as Lν ≡ Sν d 2 , where Sν is the mean flux density at ν and d is the distance to the pulsar. The distance is usually derived from the dispersion measure (DM). This inverse square law results in a known sample dominated by nearby pulsars and those with high luminosity. Throughout this paper, L refers to the luminosity at an observing frequency of 1400 MHz.
Other selection effects of pulsar surveys that affect the observed population are interstellar dispersion and scattering of pulses. To estimate the underlying population of pulsars it is important to keep these biases in mind and take them into account in any population modelling.
The detection threshold of the apparent flux density for pulsar surveys is calculated with the radiometer equation by:
where S/Nmin is the threshold signal-to-noise ratio, Trec and T sky are the receiver and sky noise temperatures (measured in K), G is the telescope antenna gain (K/Jy), η is a survey-dependent constant ( 1) which accounts for losses in sensitivity due to e.g. sampling and digitization noise, n pol is the number of polarizations recorded, tint is the integration time (seconds), ∆ν is the observing bandwidth (MHz) and W is the observed pulse width given in parts of the pulse period (Dewey et al. 1985) . From eq 1 we can see that the minimum detectable flux density increases as W increases, hence it is harder to detect pulsars with broad pulse profiles than those with narrower ones. Dispersion smearing and multi-path scattering by the free electrons in the interstellar medium cause the detected pulse width to be broader than the intrinsic pulse value. Since the density of free electrons is higher closer to the Galactic plane, these effects are more severe for distant pulsars in the inner Galaxy. These effects are also highly dependent on observing frequency and are less severe at higher observing frequencies ( 1.4 GHz) than at frequencies around 400 MHz. The sky temperature scales with observing frequency (approximately as ν −2.8 ; Lawson et al. 1987 ) and makes higher observing frequencies attractive. On the other hand, pulsar flux densities in general possess a steep negative spectral index which causes the flux density to be roughly an order of magnitude lower at 1.4 GHz compared to at 400 MHz. This issue can be partly compensated for by increasing the receiver bandwidth at higher radio frequencies.
MILLISECOND PULSAR DATA SET
As input in the pulsar population model we have used recycled pulsars in the region of the sky covered by the intermediate latitude part of the southern High Time Resolution Universe survey (HTRU; Keith et al. 2010 ). The HTRU survey is an all-sky search for pulsars and fast transients currently underway at the Parkes 64-m Radio Telescope in Australia and at the Effelsberg 100-m Radio Telescope in Germany. The southern survey uses the 20-cm multibeam receiver (Staveley-Smith et al. 1996) at Parkes. The 13 beams in the multibeam receiver are mounted in a solid pattern consisting of a centre feed surrounded by two hexagonal rings of feeds with different sensitivity. The beam ellipticity and gain degradation of each feed are listed in Table 1 . The data are sampled using 2 bits every 64 µs, with an effective bandwidth of 341 MHz, centred around 1.35 GHz and divided into 874 frequency channels. For effective use of observing time, the survey region is divided up in three subsurveys with different integration times and sky coverage. The data set used in this paper is based on observations from the intermediate latitude part of the southern survey (medlat), which covers a region of the sky limited by −120
• with 540 s integrations. The other two sub-surveys cover the low latitudes (deep) and the high latitudes (hilat) of the southern sky respectively. The deep survey is bounded by |b| < 3.5
• and −80 • < l < 30
• and has an integration time of 4300 s. The hilat survey covers all the sky south of a declination of +10
• , not included in the medlat survey, with 270 s integrations. More detail on the HTRU survey can be found in Keith et al. (2010) .
For this analysis we have used 50 previously known and newly discovered recycled pulsars in the HTRU medlat survey area not associated with globular clusters. We define recycled pulsars as having a period P < 0.070 s and a spin down rateṖ < 10 −17 s/s. All pulsars in our sample are listed in Table 2 together with some of their properties and a note of in which 20-cm pulsar surveys they have been detected. Three of the newly discovered pulsars from the HTRU medlat survey were confirmed only shortly before this work started. Timing observations of these pulsars are carried out at Jodrell Bank Observatory and due to a lack of data from the Parkes Telescope at the time, these pulsars are not included in this analysis.
To make sure the numbers of detected pulsars from our simulation in each survey was correct, archival data from the Parkes Multibeam survey (PM) and the Swinburne Intermediate Latitude survey (SIL) were searched for the sample pulsars. This was done by finding the observation in each survey closest on the sky to each of the pulsars. The data files were then de-dispersed at the DM of the known pulsar and searched for periodicities close to the known pulsar period by performing an FFT with the program seek 1 . If a periodicity within ± 1 µs of the known pulsar period was found, the data were folded using this periodicity and the known pulsar DM. The resulting folded archives were then inspected by eye to determine if the pulsar was detected in the data or not. The analysis resulted in an additional five MSP detections in the PM survey and three MSP detections in the SIL survey, compared to published values. All the new detections were of pulsars originally discovered in the HTRU medlat survey.
Two of the previously known pulsars (J1157-5112 and J1454-5846) were not detected in the HTRU data. The positions for these pulsars were both at the edge of the covering beam in the survey. For PSR J1454-5846, the position offset reduces the average S/N enough for the source to be below the detection threshold of the medlat survey. That is not the case for PSR J1157-5112, which at its average flux density should be detectable even after corrections for the position offset is taken into account. However, this source has a low DM of ∼ 40 and is highly affected by scintillation, which could explain the HTRU non-detection.
The total numbers of pulsars from our sample detected in each survey are 19 pulsars in the PM survey, 15 in the SIL survey and 48 in the HTRU medlat survey.
Pulsar Flux Densities
Through the course of this analysis it became clear that the published flux densities for some of the pulsars as stated in the ATNF pulsar catalogue 2 (Manchester et al. 2005) do not agree with the values obtained in the observations in the HTRU medlat survey. In particular the values from four pulsars stood out as being a lot higher than the published flux density. The most obvious reason for this discrepancy would be if the pulsar signal was amplified by scintillation in our observation, and would then appear to be brighter than its average state. Since the luminosity of a pulsar is proportional to its flux density, it is very important to get the flux density values right before using the luminosity to derive the underlying pulsar sample.
In an effort to better understand these differences between our data and the published flux density values, we have analysed a large number of archival observations collected with Parkes of the MSPs in our sample 3 . By collecting data from each pulsar in our sample we have made histograms of their S/N, scaled to the HTRU medlat integration time and taking possible position offsets into account, and noted the average S/N from these observations as well as the catalogue S/N calculated from the catalogue flux density and eq 1. These histograms are shown in Fig 1 and the corresponding values are listed in Table 2 . In some cases it is obvious that the catalogue S/N value differs significantly from the observed values and cannot be equated to the true flux density, even if scintillation is taken into account. Some of the pulsars have a lot higher S/N values than indicated by catalogue values. See e.g. PSR J1125-6014, which the catalogue predicts from eq 1 should have an observed S/N of only 4 but the lowest S/N of the archival data is ∼ 11 and the average number is 45. Similar statements can be made for e.g. PSR J1216-6410, PSR J1751-2857 and PSR J1843-1113. There are also cases where the opposite is true, and the catalogue flux predicted S/N is a lot larger than the average and even top values of the archival observations, e.g. for PSR J0900-3144 and PSR J1732-5049.
To calculate luminosities of the sample MSPs, we have chosen to use the average values of the S/N from the archival observations, in combination with the periods and widths of the pulsars to calculate flux densities. In turn, these flux values were then used together with the DM derived distances 4 to the pulsars to calculate their radio luminosities at an observing frequency band centred at 1.4 GHz. The values for this calculation are listed in Table 2 . For some of the Table 2 . Millisecond pulsar parameters used as input numbers in the scale factor simulation, with values used to calculate the luminosity for each MSP. The pulse width is given at 50% of the pulse amplitude in parts of pulse period. The distance is calculated from the DM with the NE2001 model (Cordes & Lazio 2002) . The catalogue signal to noise (S/Ncat) is calculated from eq 1 and values published in the pulsar catalogue, if values exist. The average signal to noise (S/Nave) is calculated from archival Parkes observation (see text for details). The errors stated are standard deviations given in parentheses on the last quoted digit. The surveys used are the PM (p), the SIL (s) and the HTRU medlat (m) surveys. In both panels, the circles represent known pulsars with values from the pulsar catalogue and the crosses represent pulsars used in this analysis with luminosity values calculated from archival data at an observing frequency of 1400 MHz. The errors on the luminosity for the pulsars in our sample are one standard deviation with values given in Table 2. pulsars only a few archival observations were found, not enough to get a statistically significant average value. However, in order to be consistent in our analysis we have still used our derived average values rather than the catalogue values. The luminosities for the pulsars in our sample are plotted against their periods together with other known pulsars in Fig 2. The top panel includes all non-globular-cluster pulsars from the pulsar catalogue and the bottom panel shows only the recycled pulsars. The ordinary slow pulsars in the top panel (P 0.1 s) are collected in a distinct cluster centred around P ∼ 0.5 s and L ∼ 50 mJy kpc 2 . The sample pulsars from this analysis (represented by crosses) show no trends between luminosity and period, neither when combined with other known MSPs (represented by circles) nor by themselves.
MODEL
In this analysis we are using the so-called scale factor method to make an estimate of the Galactic MSP population by considering the 50 pulsars from the southern HTRU medlat survey region listed in Table 2 . By ignoring pulsars below our luminosity threshold from other surveys we will only obtain a lower limit on the population above a certain luminosity threshold.
The Scale Factor Method
The scaling factor, ξ, is defined as the ratio of the entire weighted volume of the Galaxy to the local volume in which a pulsar is detectable. That is, the scaling factor is given by
where ρR is the pulsar space density in Galactrocentric radius, R, and ρz is the density as function of the height over the Galactic plane, z (Vivekanand & Narayan 1981; Lorimer 2008) . The pulsar space density distribution is assumed to be uniform in Galactic azimuth position, φ. The detection parameter η depends on the simulated pulsar's coordinates as well as pulse period, P , and luminosity, L. It will return the value 1 if a pulsar with its parameters is detectable by the survey in question, and zero otherwise. Hence, the scaling factor is a function of pulse period and luminosity and will return a higher value for pulsars with short period and/or low luminosity, which have smaller detectable volumes. The model also assumes that P, L, R and z are independent of each other. Except for a very weak correlation between P and z no significant dependence exist between these quantities (Lorimer 2009 ), and we disregard the P − z correlation in this work. Usually in this method, a separate Monte Carlo simulation is run for each known pulsar to calculate ξ by evaluating the integrals in eq 2 using the known P and L values for that particular pulsar. In practice, for this paper, we create a large number of pulsars identical to the known pulsar and place them in the Galaxy with a reasonable distribution. After taking the inverse square law and pulse broadening into account, the number of detectable pulsars for different surveys is recorded and the scale factor is set to be the number of simulated pulsars divided by the number of detections.
The true total number of pulsars in the Galaxy (NG) depends not only on the scale factors but also on the pulsar beaming fraction (f ) as
where N known is the number of observed pulsars used in the analysis (Vivekanand & Narayan 1981) . This gives the total number of pulsars in the Galaxy over a limiting luminosity Lmin, since this model is ignorant of sources below the weakest pulsar used as input. The beaming fraction correction in this equation originates from the finite size of the pulsar beam in the pulsar emission model and is the probability that the pulsar beam sweeps past an arbitrary observer. The beaming fraction is given by
where θ is the half-angle of the emission cone (Emmering & Chevalier 1989) . Assuming a circular beam with a width of ∼ 10 • and a randomly distributed inclination angle between the spin and magnetic axes, f would be approximately 20% (Taylor & Manchester 1977 ). However, it is known from observations that pulsars with shorter periods in general have larger beams and hence larger beaming fractions than slower pulsars (see e.g. Narayan & Vivekanand 1983; Tauris & Manchester 1998). For millisecond pulsars the beaming fraction is believed to be between 0.4 < f < 1.0 (Kramer et al. 1998; Camilo et al. 2000) and likely in the upper range, closer to unity (Heinke et al. 2005) . Throughout this analysis we will assume a beaming fraction of 1. This is reasonable since the limited number of input pulsars only provides a lower limit on the total population of MSPs. The definition of the luminosity used here implies a beaming fraction of 0.08, and hence the luminosity is being rescaled to reflect our assumption of a beaming fraction f = 1.
For small samples, the detected pulsars are likely to be biased towards brighter sources, and in that case this analysis will underestimate the true underlying population. However, as long as N known is large enough (N known 10) , the scale factor model has proven to give reliable predictions (Lorimer et al. 1993 ).
Analysis
We have used the program psrevolve 5 to generate pulsars randomly spread out in the Galaxy and check if they are detectable in a number of radio pulsar surveys. To start with, we simulated 150,000 pulsars with periods, pulse widths and luminosities identical to each of the input pulsars in Table 2 . These were spread out in the Galaxy assuming a Gaussian radial distribution with radial scale length R = 4.5 kpc and z-values from a Gaussian distribution with a root mean square height z = 500 pc. The scale height was later varied to investigate the z-height of the underlying population.
A snapshot approach was used, in which it is checked whether a pulsar is detectable by different pulsar surveys directly where it is placed by the simulation. For each of the surveys used in this analysis, we have created a database of the coordinates for each observation. We then define the survey region for each survey to be the area of the sky that is covered by at least one of the survey beams. This makes the analysis more accurate than simply defining the survey region as the approximate areas limited by l and b that are often given as survey parameters. It also gives us the advantage of knowing in which of the beams in the Multibeam receiver a pulsar was detected, as well as the exact offset of the pulsar's position to the centre of the beam. Since the telescope beams are not uniformly sensitive, neither in comparison to each other nor over the beam field of view (see Table 1 for details), we use this information when calculating the sensitivity for the different surveys.
To decide if a pulsar is detected or not, the program checks a few different conditions for each survey. The first of these conditions is the location of the pulsar. If the pulsar's position on the sky is outside of the survey region, the pulsar is marked as undetected.
If the pulsar instead is inside the survey region we continue to check the second condition: the broadening of the pulse width due to propagation through the interstellar medium. This is done by calculating the effective pulse width for each pulsar and survey as a function of the pulsar's intrinsic pulse width and DM as well as the survey sampling time. The effective pulse width at the observer is given by:
where Wi is the intrinsic pulse width, tsamp is the survey sampling time and tscatter is the scattering time scale (in ms) given by:
−4.62+1.14 log(DM) + 10 −9.22+4.46 log(DM) Bhattacharya et al. (1992) at 400 MHz and scaled to the appropriate frequency for each survey after a ν −4.4 scaling law (Romani, Narayan & Blandford 1986) . The DM in the model is calculated using the position of the simulated pulsar in the Galaxy and the NE2001 model (Cordes & Lazio 2002) . DM0 is the dispersion smearing due to the finite sampling time and channel bandwidth in each survey, such that the smearing of the pulse in one channel is equal to the sampling time. If the pulse width at the observer is larger than the pulse period, the pulsar is marked as undetected, and otherwise a third condition is checked.
The third and last condition is that the flux density of the pulsar must be larger than the lower flux density limit of the survey, Smin, as calculated by eq 1 assuming the minimum detectable signal to noise S/Nmin = 10. In this calculation also the gain of the observing beam and the position offset of the pulsar to the centre of the beam are taken into account. If a simulated pulsar has passed all of these tests, it is marked as detected in that particular survey.
When all of the 150,000 simulated pulsars have gone through the detection tests, we check how many of the pulsars would be detected by the HTRU medlat survey. To estimate the scale factor for each pulsar, the number of simulated pulsars is divided by the number of HTRU medlat detections. Also the detections for each of the Parkes 20-cm surveys are noted and scaled after the number of HTRU medlat detections. This entire process is run 10 times for each of 5 different z-heights: z = 100, 250, 500, 750 and 1000 pc.
In addition, we have simulated pulsars with periods shorter than any currently known pulsar, to see if we would be able to detect these pulsars if they exist in the Galaxy. By creating pulsars of different periods (P = 1.5, 1.0, 0.5 ms) and luminosities (L = 0.1, 1.0, 10.0 mJy kpc 2 ), and with a pulse width of 0.10P , we can put limits on how many pulsars of each of these different kinds could exist in our Galaxy before we would detect one. In this analysis we started with simulating 150,000 of each hypothetical short period pulsar and after the simulation was finished we checked how many of these pulsars the HTRU medlat survey would have found. We then rescaled the input numbers and reran the simulation until exactly one pulsar was found. This is our upper limit on the population of pulsars with these particular properties. This process is then run 20 times to get average values on the population numbers.
RESULTS
The resulting scale factors for each of the sample pulsars are shown in Table 3 , together with the total numbers of the Galactic population of millisecond pulsars for each of the z-heights. One of the pulsars, PSR J1406-4656, contributes to almost half of the total population. This is the second weakest pulsar in our sample. The weakest one, PSR J1439-5501, has a luminosity of only L = 0.1 mJy kpc 2 , and as such puts the limit on the minimum luminosity we can consider in this study. For z = 500 pc (which is a more likely value of the real z-height, see Sec 5.2 for discussion) the fraction of such low luminosity pulsars to the Galactic population is about 65%.
From the 10 simulation runs of each scale height we can calculate average numbers of detections for each of the surveys that we are considering. These numbers are shown in Table 4 . The difference in the psrcat values and the all detections values comes from the extra search we have made of the medlat discoveries in the PM and SIL surveys, explained in Sec 2. The simulated detections are scaled to return the right number of HTRU medlat detections.
Average scale factors from the analysis of pulsars with periods Table 5 . Scale factors for simulated pulsars with P 1.5 ms over 20 runs. A z-height of 500 pc was used. The period, P, is given in ms and the luminosity, L, is given in mJy kpc 2 at an observing frequency of 1400 MHz. The errors stated are standard deviations given in parentheses on the last quoted digit. (780) 56(38) 0.5 38000(26000) 1100 (760) 61(41) P 1.5 ms are shown in Table 5 . These values are calculated as averages over 20 runs of the simulation. Here we used a z-height of 500 pc.
DISCUSSION

S/N Variations
Scintillation effects could result in varying values of the S/N of pulsar observations, in particular for sources with low values of DM. However, the large variations of S/N in many of the histograms in Fig 1, for both high-and low-DM pulsars, are surprising. Some of this variation could be due to scintillation, but it could also mean that the observing system noise fluctuates more than expected or that very thorough RFI removal is more important than assumed here.
When creating the S/N histograms, the discovery observations for the HTRU medlat pulsars were omitted. A comparison between the discovery S/N and the calculated average S/N is shown in Fig  3. The black bullets show the S/N of the discovery recorded by the processing pipeline. These values are in general lower than the average values, which can partly be explained by the offsets in the discovery position to the true position of the pulsar. In addition, the gain of the beams in the multibeam receiver varies between beams (as shown in Table 1 corrected for. The dashed line represents the equality of the two S/N values, and the arrow points to a pulsar (PSR J1406-4656) outside of the plot with a much higher discovery S/N than average S/N. The spread of the diamonds around the equality line might be explained by scintillation effects. The large variations in S/N of some sources raises the question of how many pulsars exist in the Galaxy that we would detect if they were all scintillating up at the time of the observation. The modelling used in this analysis does not take scintillation into account, and this result highlights the importance of including scintillation effects in future MSP population modelling.
Choice of Scale Height
In general, the scale height of the observed MSP population is larger than the scale height of the slow pulsars, which are observed to be more tightly clustered around the Galactic plane. This is because the slow pulsars decay in luminosity rapidly with age before they manage to move to large z-heights. In addition, it is harder to find low-luminosity pulsars at higher z-heights, because of the large distances to those pulsars, and hence the known sample is biased towards MSPs at lower z-heights. This implies that the underlying Galactic population of MSPs have a larger scale height than the currently known sample, and therefore we cannot use the known z-heights of the pulsars directly in the simulation. Instead we have chosen to give each simulated pulsar a z-value from a Gaussian distribution with a root mean square height, z, and run the simulation for 5 different values of z (100, 250, 500, 750 and 1000 pc). We can compare the z-heights for the simulated pulsar detections from these runs to the z-heights of the input pulsars to determine the most likely underlying scale height. This analysis is however only as accurate as the assumptions made on the other parameters of the simulation. In an attempt to avoid the bias of small number statistics at low luminosities, we have chosen to only include pulsars with L > 0.5 mJy kpc 2 in this analysis. Ten simulated survey detections of each simulated pulsar were collected and used to create cumulative histograms for each input z-height parameter. These are plotted in Fig 4 together with the z-values for the real medlat detections. From this plot it seems like z = 500 pc best describes the real population. This result is strengthened by a KolmogorovSmirnov (K-S) test, which calculates the probability that the real and simulated pulsars are drawn from the same distribution. In the case of z = 500 pc the K-S test returns a probability of ∼42%, while for z = 250 pc and z = 750 pc it returns ∼18% and ∼17% respectively. Hence we have chosen to use a z-height of z = 500 pc for the remaining part of this discussion.
Luminosity Distribution
By using the scale factors in Table 3 and the luminosity for each of the pulsars, we can create a luminosity histogram for the simulated population. This can give us an idea of the underlying luminosity distribution. In Fig. 5 we have plotted these numbers assuming a z-height of z = 500 pc. The checked bars in this histogram show the simulated population and the filled bars show the numbers of real pulsars in each bin.
A fit of a straight line to the logarithm of the luminosity distribution of the simulated population results in a slope (d log N/d log L) of -1.45±0.14 and gives a luminosity dependence
for our data, with standard errors given in parentheses. Similar values calculated for slow pulsars in a snapshot model results in a slope of ∼ −1 (Lorimer et al. 1993) , and hence the MSP luminosity distribution seem to possess a steeper slope than the slow pulsars. Since our simulation is based directly on the luminosities of the known pulsars and we have not made any assumptions on the luminosity distribution of the MSPs in the Galaxy, this analysis can not tell us anything about the luminosity distribution below the luminosity value for the weakest pulsar in our sample. 
DM Distance Errors
The validity of the scale factors calculated in this analysis is highly dependent on the estimated distance to the real and simulated pulsars. In this entire analysis we have used the NE2001 model (Cordes & Lazio 2002) to estimate distances/DMs for the pulsars from their DMs/distances and Galactic coordinates.
Since the luminosity of a pulsar is proportional to the square of the distance (as L = Sd 2 ) a variation in distance of 30% translates to a variation in luminosity of 60%. We have analysed which effect the distance has on the scale factors by assuming distances to the pulsars that are 30% higher and 30% lower than the DM derived value and run the simulation using the new corresponding luminosities. This resulted in an average change in the Galactic population of a factor of 3, similar to what has been shown before by Lorimer et al. (1995) . This verifies the importance of an accurate distance model.
The NE2001 model is a model of the structure of the ionised gas in the Galaxy (Cordes & Lazio 2002) . It consists of a thin disk of scale height 140 pc associated with low-latitude HII-regions and a thicker layer of a warm ionised medium up to a scale height of 950 pc, as well as large-scale structure of spiral arms and other known features in the interstellar medium. This model is based partly on DMs and distances to known pulsars, and can be improved by the addition of new measurements of DMs and independent distance estimates. It has been shown that the NE2001 model sometimes is unsuccessful in predicting DMs, in particular at higher galactic latitudes, a fact which is also acknowledged by Cordes & Lazio (2002) . This has also been pointed out in other studies (e.g. Kramer et al. 2003) and has led to suggestions and attempts to improve the NE2001 model (see e.g. Berkhuijsen 
Pulsars with P 1.5 ms
The fastest spinning currently known pulsar is PSR J1748-2446ad with a period P = 1.396 ms (Hessels et al. 2006) , located in the globular cluster Terzan 5. Outside of globular clusters the shortest period pulsar is PSR J1939+2134 with a period P = 1.558 ms (Backer et al. 1982) . This was the first MSP ever discovered and it held the record as the fastest spinning pulsar from its discovery in 1982 until 2006 when PSR J1748-2446ad was found. The maximum spin frequency of a pulsar is determined by the equation of state (the relationship between the density and the pressure) of the internal structure of the neutron star. By requiring that the neutron star is stable against break-up due to centrifugal forces, we can get an upper limit on the spin frequency of a neutron star with a given mass, M , and radius, R, by
where G is the gravitational constant and ν k is the Kepler or massshedding frequency (Lorimer & Kramer 2005; Friedman, Parker & Ipser 1989) . The latter, ν k , is the highest possible frequency for a star before it starts to shed mass at the equator, and hence the maximum spin frequency of a pulsar. This gives a theoretical limit of the maximum spin frequency of ν = 2170 Hz for a typical neutron star of mass M = 1.4 M and radius R = 10 km. Recent work discussing different neutron star equations of state and rapidly rotating pulsars can be found in Krastev, Li & Worley (2008) and Haensel, Zdunik & Bejger (2008) . The fastest spinning pulsar in our sample is PSR J1843-1143, P = 1.85 ms. In an attempt to estimate how many faster pulsars could exist in the Galaxy we have simulated pulsars with four different periods and three different luminosities. The scale factors for these twelve hypothetical pulsars can be found in Table 5 . From this analysis it is clear that at a luminosity of L = 10 mJy kpc 2 , only a very small population (<181 sources) of short period pulsars could exist in the Galaxy before we would detect one, even for periods as small as P = 0.5 ms.
Estimation of Detections for the Other HTRU Sub-surveys
In addition to the archival Parkes 20-cm surveys and the completed HTRU medlat survey, we have included the positions of finished and proposed future observations of the HTRU hilat and HTRU deep surveys in the simulation. This provides us with estimates of how many MSPs we should anticipate detecting in these surveys. The deep survey covers part of the same region of the sky as the medlat survey, limited by |b| < 3.5
• , but with an eight times longer integration time of 4300 s. At our preferred z-height of 500 pc we estimate that this survey will detect ∼ 68 MSPs, including ∼ 51 new discoveries.
At the same z-height we expect the hilat survey to detect 42 MSPs, including ∼ 27 discoveries. The hilat survey covers all the sky south of a declination of +10
• , not included in the medlat survey (which has limits |b| < 15
• , −120
. Each pointing in the hilat survey is integrated for 270 s, which is half the integration time of the medlat survey observations.
In the first survey paper of the HTRU survey, Keith et al. (2010) simulated the estimated detection and discovery numbers for the each of sub-surveys, using the pulsar population model described by Lorimer et al. (2006) and the PSRPOP 6 software. The main difference between that simulation and the analysis described here is that Keith et al. assumed a luminosity distribution as a power law with index -0.59 with minimum luminosity Lmin = 0.1 mJy kpc 2 . The Keith et al. simulation returned a similar number of medlat detections with 48 detections (and 28 discoveries) compared to the actual numbers of MSPs detected in the survey (51 detections, 26 discoveries). For the other two sub-surveys the corresponding values of MSPs from Keith et al. were 51 detections, 33 discoveries for the deep survey and 65 detections, 13 discoveries for the hilat survey. Hence, the simulation presented here predicts a similar number of MSP detections and a larger number of discoveries for the combined HTRU survey.
When all the HTRU sub-surveys are finished, using the numbers of new discoveries from the simulation, we estimate the total known sample of MSPs in the southern sky to 186 sources, which corresponds to 229 MSPs in the Galaxy in total. These numbers include the MSPs recently discovered by the Fermi collaboration, which at the time of writing is 43 MSPs (Ray 2012), but not MSPs in globular clusters. (It is worth noting that the numbers of discoveries predicted for the hilat and deep HTRU surveys have not taken the newly discovered Fermi pulsars into account, and hence the actual numbers of discoveries might be lower. The predicted number of detected pulsars, however, should be the same.) At that stage, more accurate population studies of the MSPs in the Galaxy can be performed. With such a large number of MSPs known, we would gain a better understanding of the MSP luminosity function and might be able to perform a full population synthesis study with dynamical modeling of the MSPs in the Galaxy.
CONCLUSIONS
We have performed a first-order pulsar population study, by using a snapshot model to simulate the distribution of MSPs in the Galaxy. Since many of the published luminosity values for the MSPs in our sample were found to differ from the values calculated from the S/N measured in archival observations, we calculated average luminosities for these pulsars to use as input parameters in the simulation.
The average luminosities for the sample pulsars show no correlation with spin period, neither by themselves nor when combined with the remaining known MSP population. The S/N values for many of the pulsars differ greatly between the average value and that at the time of discovery. We have chosen to use the average values in this work, but since pulsar surveys are flux limited it is arguable if the discovery S/N should be an input parameter to the model as well as the average S/N. To attempt to account for this discrepancy, we stress the importance of including scintillation effects in future pulsar population studies.
The scale factors for the 50 sample pulsars have been simulated using 5 different values of the scale height (z = 100, 250, 500, 750 and 1000 pc). A K-S test between real and simulated detections results in a best fitted scale height of z = 500 pc. By omitting beaming fractions, we find a total population of 8.3(±4.2) × 10 4 MSPs in the Galaxy at z = 500 pc, down to a limiting luminosity of Lmin = 0.1 mJy kpc 2 and a luminosity distribution with a steep slope of d log N/d log L = -1.45±0.14. However, at the low end of the luminosity distribution, the uncertainties introduced by small number statistics are large. By omitting very low luminosity pulsars, we find a Galactic population above Lmin = 0.2 mJy kpc 2 of only 3.0(±0.7) × 10 4 MSPs. This value corresponds to a birthrate of ∼2.5×10 −6 per year, which is ∼10 times that of the LMXBs (Hurley et al. 2010) and implies that the birthrate problem is still present. These population numbers refer to MSPs with periods larger than P = 1.85 ms, which is the shortest spin period of the pulsars in our sample. Using the same z-height, z = 500 pc, we estimate the maximum number of sub-MSPs in the Galaxy to be 7.3(±5.0) × 10 4 at L = 0.1 mJy kpc 2 . Finally, we predict that the HTRU deep and hilat surveys will detect 68 and 42 MSPs respectively, including a total of 78 new MSP discoveries. With the large number of detected MSPs predicted at the time of completion of the entire HTRU survey, it will be possible to perform a complete population synthesis study and extend it with dynamical modelling of the MSPs in the Galaxy.
