Stochastic modeling of cooperative
wireless multi-hop networks by Hassan, Syed Ali








of the Requirements for the Degree
Doctor of Philosophy in the
School of Electrical and Computer Engineering
Georgia Institute of Technology
December 2011
STOCHASTIC MODELING OF COOPERATIVE
WIRELESS MULTI-HOP NETWORKS
Approved by:
Professor Mary Ann Ingram, Advisor
School of Electrical and Computer
Engineering
Georgia Institute of Technology
Professor Erik Verriest
School of Electrical and Computer
Engineering
Georgia Institute of Technology
Professor Ye (Geoffrey) Li
School of Electrical and Computer
Engineering
Georgia Institute of Technology
Professor Liang Peng
School of Mathematics
Georgia Institute of Technology
Professor Xiaoli Ma
School of Electrical and Computer
Engineering
Georgia Institute of Technology





I would like to gratefully and sincerely thank Dr. Mary Ann Ingram for her guidance,
understanding, patience, and most importantly, her friendship during my graduate
studies at Georgia Tech. Her infectious enthusiasm and unlimited zeal have been
major driving forces throughout my graduate years. More importantly, she demon-
strated her faith in my ability to rise to the occasion and do the necessary work and
has always been a strong advocate for me. Thank you Dr. Ingram for being such a
nice adviser.
My special thanks go to the members of my thesis committee, Dr. Ye (Geoffrey) Li,
Dr. Xiaoli Ma, and Dr. Liang Peng for their terrific support during this tenure. I also
express my appreciation to Dr. Erik Verriest for being on my dissertation committee.
Their enlightening suggestions have greatly improved my research and the quality
of this dissertation. I appreciate the faith and funding of the National University
of Sciences and Technology (NUST) Pakistan, National Science Foundation (NSF),
School of Electrical and Computer Engineering (ECE) at Georgia Tech, and Higher
Education Commission (HEC) Pakistan, in giving me the opportunity to pursue my
doctoral research in an uninterrupted manner.
I thank my awesome friends and colleagues (former/present) at the Smart Antenna
Research Lab and Georgia Tech, Alper Akanser, Murtaza Askari, Yong Jun Chang,
Jin Woo Jung, Haejoon Jung, Muhammad Omer Jamal, Azhar Hasan, Syed Minhaj
Hassan, Dr. Aravind Kailas, Xiangwei Zhou, and Dr. Gao Zhen for the support they
have lent me over all these years. Further, I thank all my friends outside Georgia Tech
including Bushra Chaudry, Ali Imran and so many others for always being there for
me. My time at Georgia Tech was made enjoyable in large part due to the many
iv
friends that became a part of my life. I am grateful for time spent with roommates
and friends, especially Syed Hussain Raza and Sajid Saleem, for my backpacking
buddies and our memorable trips into the mountains, lakes, beaches, deserts and
visits to so many restaurants.
My very special thanks to the persons whom I owe everything I am today, my
parents. Their unwavering faith and confidence in my abilities and in me is what has
shaped me to be the person I am today. Thank you for everything. I would also like
to thank my brother and sisters and their families for their love and support. Finally,




DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
II ORIGIN AND HISTORY OF THE PROBLEM . . . . . . . . . . . . . . 5
2.1 Modeling Cooperative Wireless Networks . . . . . . . . . . . . . . . 5
2.2 SNR Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
III STOCHASTIC MODELING OF DETERMINISTIC LINE NETWORKS 10
3.1 System Description for the Cooperative Network . . . . . . . . . . 10
3.2 Modeling by Markov Chain . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Formulation of the Transition Probability Matrix . . . . . . . . . . 16
3.3.1 A Special Case: Non-Overlapping Windows . . . . . . . . . 21
3.4 Iterative Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5 Results and System Performance . . . . . . . . . . . . . . . . . . . 25
3.6 Performance of Co-Located Groups of Nodes . . . . . . . . . . . . . 32
3.6.1 Transition Matrix for Co-Located Groups Topology . . . . . 33
3.6.2 Results and Performance Analysis . . . . . . . . . . . . . . 34
IV STOCHASTIC MODELING FOR RANDOM PLACEMENT OF NODES 37
4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 The Transition Probability Matrix . . . . . . . . . . . . . . . . . . 39
4.2.1 Formation of the One-Step Transition Probability . . . . . . 39
4.2.2 Kronecker Representation of the Transition Matrix . . . . . 42
vi
4.3 Results and System Performance . . . . . . . . . . . . . . . . . . . 44
V SNR ESTIMATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1 System Model for the Rayleigh fading case . . . . . . . . . . . . . . 52
5.2 Estimation Techniques for the Rayleigh Fading Environment . . . . 53
5.2.1 Partially Data Aided MLE . . . . . . . . . . . . . . . . . . 53
5.2.2 Non-Data Aided MLE . . . . . . . . . . . . . . . . . . . . . 54
5.2.3 Joint Estimation Using Pilot and Data Symbols . . . . . . . 56
5.2.4 EDS Approach . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 SNR Estimation for a block Fading channel . . . . . . . . . . . . . 59
5.3.1 Partially Data-Aided Estimation . . . . . . . . . . . . . . . 60
5.3.2 Non-Data Aided Estimation . . . . . . . . . . . . . . . . . . 62
5.3.3 Joint Estimation Using Pilot and Data Symbols . . . . . . . 63
5.3.4 EDS Approach . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Cramer-Rao Lower Bound for Rayleigh Fading Channel . . . . . . 64
5.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
VI SNR ESTIMATION IN THE PRESENCE OF A CARRIER FREQUENCY
OFFSET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Data Aided Estimation . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.1 Method of Moments Approach . . . . . . . . . . . . . . . . 77
6.2.2 Maximum Likelihood Approach . . . . . . . . . . . . . . . . 79
6.2.3 Cramer-Rao Lower Bound . . . . . . . . . . . . . . . . . . . 80
6.3 Non Data-Aided Estimation . . . . . . . . . . . . . . . . . . . . . . 80
6.3.1 Method of Moment Estimator . . . . . . . . . . . . . . . . . 80
6.3.2 Maximum Likelihood Approach . . . . . . . . . . . . . . . . 83
6.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
VII CONCLUSIONS AND SUGGESTED FUTURE WORKS . . . . . . . . 89
APPENDIX A PROOF OF CLAIM 1 . . . . . . . . . . . . . . . . . . . . 93
vii
APPENDIX B HIGH SNR APPROXIMATION FOR RAYLEIGH FADING
ENVIRONMENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
APPENDIX C HIGH SNR APPROXIMATION FOR BLOCK FADING EN-
VIRONMENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
APPENDIX D CRB FOR THE NON-DATA AIDED ESTIMATOR . . . . 96
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
viii
LIST OF TABLES
1 Fraction of DF nodes for various hop distances . . . . . . . . . . . . . 32
ix
LIST OF FIGURES
1 a: Cooperative and direct transmission topologies, b: Probability of
outage vs SNR for various topologies . . . . . . . . . . . . . . . . . . 6
2 A sample outcome of the transmission system with the overlapping
windows; M = 5 and hd = 2 . . . . . . . . . . . . . . . . . . . . . . . 11
3 State transition diagram of a node . . . . . . . . . . . . . . . . . . . . 17
4 Sparse structure of the transition probability matrix with M = 9 and
hd = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5 Arrangement of nodes on a grid with non-overlapping windows; M = 4
and hd = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6 Distribution of the states for M = 2 and hd = 2 for non-overlapping
windows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
7 NMSE between the quasi-stationary distributions from analysis and
simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
8 Behavior of Perron-Frobenius Eigenvalues as M increase for a hop dis-
tance of 2 and β = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
9 Error curves for different window sizes for a hop distance of 2 and β = 2 28
10 Conditional membership probabilities of the nodes for hd = 2 for a
window size of 10 and Υ = 6dB. The sub-figure shows the analytical
membership function . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
11 Effects of path loss exponent on the convergence of eigenvalues for a
hop distance of 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
12 Normalized distance for various cooperative vs. non-cooperative cases 31
13 Equi-distant and co-located topologies in line network . . . . . . . . . 33
14 Behavior of eigenvalues in the co-located topology. . . . . . . . . . . . 34
15 Eigenvalue differences between two topologies; β = 2. . . . . . . . . . 35
16 Eigenvalue differences between two topologies; β = 3. . . . . . . . . . 36
17 Deterministic and random placement of nodes . . . . . . . . . . . . . 38
18 Ternary decomposition of the transition matrix . . . . . . . . . . . . 42
19 Behavior of success probabilities with the increase in window size for
a mean hop distance of 2 . . . . . . . . . . . . . . . . . . . . . . . . . 46
x
20 Success probabilities as a function of SNR Margin for a mean hop
distance of 2 and various granularity levels . . . . . . . . . . . . . . . 46
21 Success probabilities as a function of SNR Margin for a mean hop
distance of 3 and various granularity levels . . . . . . . . . . . . . . . 47
22 Normalized distance for given quality of service with different mean
hop distances. The squared-marker curves show the p = 1/2 case at
an indicated higher SNR margin . . . . . . . . . . . . . . . . . . . . 49
23 Relationship between the computed statistics, z, and γ for different
modulation orders, M , for the Rayleigh fading channel. . . . . . . . . 59
24 Behavior of the ratios of modified Bessel functions of the first kind. . 61
25 Effect of increasing M on NMSE for 1000 symbol-long packet for the
PDA estimator for the Rayleigh fading channel. . . . . . . . . . . . . 66
26 NMSE for different estimators for a Binary FSK receiver, (M=2), for
the Rayleigh fading channel with 1000 symbols including 100 pilot
symbols (g=100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
27 NMSE for different estimators for 8FSK receiver, (M=8), for the Rayleigh
fading channel with 1000 symbols including 100 pilot symbols (g=100). 68
28 NMSE for different estimators for 8FSK receiver, for a Rayleigh fading
channel with 36 symbols including 8 pilot symbols (g=8). . . . . . . . 69
29 NMSE between actual and approximated SNR values for NDA estima-
tor in Rayleigh fading for a packet length of 100 . . . . . . . . . . . . 70
30 NMSE contours for various packet lengths for the FDA estimator for
the Rayleigh fading channel. . . . . . . . . . . . . . . . . . . . . . . . 70
31 NMSE for different estimators for a block fading channel in 8FSK re-
ceiver, M=8, with 1000 symbols including 100 pilot symbols (g=100). 71
32 Effects of applying the estimators for a block fading channel on the
data received through Rayleigh fading channel. . . . . . . . . . . . . . 72
33 Sample variance of error for different parameters and bias of CFO
estimator; g=1000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
34 Behavior of MM1 and MM2 estimators for non data-aided case . . . . 82
35 Estimation of ρ by MM estimator for k = 1000 in the data-aided scenario 84
36 NMSE plot for SNR estimation for the data-aided scenario for k = 1000 86
37 MSE contour plot for different packet lengths in the MM estimation of
CFO for the data-aided case . . . . . . . . . . . . . . . . . . . . . . . 86
xi
38 Estimation of ρ by NDA MM estimators; true value of ρ = 0.1 . . . . 87
39 NMSE for SNR estimators for non data-aided case; k = 1000 . . . . 88
xii
ABBREVIATIONS
AWGN , Additive White Gaussian Noise
BER , Bit-Error Rate
CDF , Cumulative Distribution Function
CFO , Carrier Frequency Offset
CRB , Cramer Rao Bound
CT , Cooperative Transmission
DF , Decode and Forward
EDS , Estimation using Data Statistics
FDA , Fully Data Aided
MIMO , Multiple-Input Multiple-Output
MM , Method of Moments
ML , Maximum Likelihood
MSE , Mean Square Error
NCFSK , Non Coherent Frequency Shift Keying
NDA , Non Data Aided
NMSE , Normalized Mean-Square Error
OLA , Opportunistic Large Array
PDA , Partially Data Aided
PDF , Probability Density Function
QoS , Quality of Service
SISO , Single-Input Single-Output
SNR , Signal-to-Noise Ratio
xiii
SUMMARY
Multi-hop wireless transmission, where radios forward the message of other ra-
dios, is becoming popular both in cellular as well as sensor networks. This research is
concerned with the statistical modeling of multi-hop wireless networks that do coop-
erative transmission (CT). CT is a physical layer wireless communication scheme in
which spatially separated wireless nodes collaborate to form a virtual array antenna
for the purpose of increased reliability. The dissertation has two major parts. The
first part addresses a special form of CT known as the Opportunistic Large Array
(OLA). The second part addresses the signal-to-noise ratio (SNR) estimation for the
purpose of recruiting nodes for CT.
In an OLA transmission, the nodes from one level transmit the message signal
concurrently without any coordination with each other, thereby producing transmit
diversity. The receiving layer of nodes receives the message signal and repeats the
process using the decode-and-forward cooperative protocol. The key contribution
of this research is to model the transmissions that hop from one layer of nodes to
another under the effects of channel variations, carrier frequency offsets, and path loss.
It has been shown for a one-dimensional network that the successive transmission
process can be modeled as a quasi-stationary Markov chain in discrete time. By
studying various properties of the Markov chain, the system parameters, for instance,
the transmit power of relays and distance between them can be optimized. This
optimization is used to improve the performance of the system in terms of maximum
throughput, range extensions, and minimum delays while delivering the data to the
destination node using the multi-hop wireless communication system.
A major problem for network sustainability, especially in battery-assisted net-
works, is that the batteries are drained pretty quickly during the operation of the
network. However, in dense sensor networks, this problem can be alleviated by using
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a subset of nodes which take part in CT, thereby saving the network energy. SNR is
an important parameter in determining which nodes to participate in CT. The more
distant nodes from the source having least SNR are most suitable to transmit the
message to next level. However, practical real-time SNR estimators are required to
do this job. Therefore, another key contribution of this research is the design of op-
timal SNR estimators for synchronized as well as non-synchronized receivers, which
can work with both the symbol-by-symbol Rayleigh fading channels as well as slow




Wireless multi-hop transmission, both in cellular as well as sensor networks, has
attracted many researchers for solving the key issues of signal propagation under
fading environments. For large coverage areas, wireless multi-hop transmission, has
the advantage of reduced cost of deployment, compared to the networks that have a
base station or access point within one hop of every user. A conventional multi-hop
network employs a path or route, which is an arrangement of point-to-point links,
over which the signal propagates from the source to the destination. However, in a
multi-hop route through a wireless network, each link is generally subject to receiver
thermal noise and multi-path effects, causing non-negligible probability of link failure.
The end-to-end probability of success in delivering the packet, from the source to the
destination, is the product of all the link probabilities of success, and therefore the
end-to-end probability of success is much lower than the link probability of success
when there are many hops. A multi-hop transmission or a broadcast on a line network
faces similar issues. Link layer functions, such as retransmission, may attempt to save
the packet, at the cost of significant extra energy and delay. Cooperative transmission
(CT) has been proposed as a means to improve link reliability or provide range
extension, by having multiple radios transmit the same message to a receiver through
uncorrelated fading channels.
This dissertation addresses two issues in CT networks. The first issue is the statis-
tical modeling of a special form of cooperative diversity known as the Opportunistic
Large Array (OLA). In an OLA transmission, the nodes from one level transmit
the message signal concurrently without any coordination with each other, thereby
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producing transmit diversity. The receiving nodes receive the message signal and
repeat the process using the decode-and-forward (DF) cooperative protocol. Because
only a minimal amount of inter-node coordination is needed, OLAs are particularly
well suited for mobile networks, such as large groups of people with smart phones or
swarms of robots. The key contribution of this research is to model the transmissions
that hop from one layer of nodes to another under the effects of channel variations
and path loss. We model a special case of the DF OLA network, where the nodes
are uniformly spaced along a line. This topology can be considered a precursor to a
strip-shaped network or a uni-cast cooperative route for the finite density case. Typ-
ical examples include structural health monitoring and sensors employed in hallways
of buildings in a linear fashion. The topology would also be consistent with a plastic
communication cable, in which small wireless relays are embedded along a cable made
of a non-conducting material. Such “plastic wires” might find applications in areas
of high electric fields.
For the purpose of modeling, we assume that the distance between the source and
the destination is long enough that the transmission reaches a kind of steady state.
Specifically, we assume that the conditional probability that the kth node in a level
decodes, given that the previous level had at least one node transmitting, is the same
for each level. This allows us to apply the well-established theory of quasi-stationary
discrete time Markov chains with an absorbing state. The absorbing state is defined
to be when all the nodes in one hop cannot decode the message, and the transmissions
stop propagating. Once we have the quasi-stationary distribution, we can determine
network performance, such as packet delivery ratio and latency over a given distance
as a function of system parameters such as transmit power, inter-node distance and
path loss exponent.
The successful transmission of message signal over a linear network poses some
challenges that are present if the nodes along the link or route are equally spaced.
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However, if the nodes are not equally spaced, e.g., because of mobility or random
placement, there is an additional probability of very weak links, or a network partition,
where a gap is so large that no single-input-single-output (SISO) link can bridge the
gap. Another contribution of this research is that it analyzes a line network that
employs OLA network and considers a kind of quantized random deployment along a
line. In particular, we study the case where the potential node locations are equally
spaced, but the presence or absence of a node in each location follows a Bernoulli
process.
The second issue addressed in this dissertation is the estimation of signal-to-noise
ratio. Estimates of signal-to-noise ratio (SNR) are used in many wireless receiver
functions, including signal detection, power control algorithms and turbo decoding
etc. Although SNR is an important parameter in studying performance analysis of
different communication systems, it can also be used in determining which nodes to
participate in the CT. The more distant nodes from the source having least SNR
are most suitable to transmit the message to the next level. However, practical real-
time SNR estimators are required to evaluate system performance. Furthermore,
if the radios are energy constrained, e.g., if they are in a sensor network, constant
envelope modulation and non-coherent demodulation are desirable to reduce circuit
consumption of energy. FSK enables efficient power amplification in the transmitter
and a simple receiver design that employs envelope detection. Therefore, another key
contribution of this research is the design of optimal SNR estimators that can work
with both the symbol-by-symbol Rayleigh fading channels as well as slow flat fading
channels in a wireless medium. Failure to synchronize with the carrier frequency
often results in erroneous estimates of SNR. Thus, in this dissertation, we estimate
the SNR of a non-coherent FSK receiver in the presence of a carrier frequency offset
(CFO), treating the CFO as a nuisance parameter. The CFO estimation problem
is quite tedious to solve because of its highly non-linear nature, hence analytical
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methods cannot be directly applied to solve the problem at hand. Therefore, we
derive a maximum likelihood estimator for the SNR that uses a moment-based CFO
estimator. We also derive the Cramer-Rao lower bound (CRB) for the SNR estimator.
We provide two types of SNR estimators: a data-aided (DA) estimator that uses the




ORIGIN AND HISTORY OF THE PROBLEM
2.1 Modeling Cooperative Wireless Networks
Cooperative relaying methods have attracted a lot of interest in the past few years.
Cooperative transmission (CT) is an attractive technique in achieving higher system
performance in terms of capacity and diversity gains in wireless systems. It has
been proposed as a means to improve link reliability or provide range extension, by
having multiple radios transmit the same message to a receiver through uncorrelated
fading channels. Exploiting the broadcast nature of wireless networks, the relay nodes
help the transmission of data through different channels, resulting in considerable
improvement in system performance.
A conventional multi-hop cooperative communication system employs a relay node
in addition to the source and destination [1], [2]. The Figure 1a represents a pair of
terminals S and D who wants to communicate with each other. If there is a wireless
link between them, then the top curve in Figure 1b represents the outage probability
as a function of signal-to-noise ratio (SNR) [2]. An outage occurs if the received
signal by D drops below a certain specified SNR threshold. However, if a relay
R1 is employed to assist the source in sending the message to the destination, the
middle curve in Figure 1b represents an SNR advantage of approximately 13dB as
compared to the direct transmission. Using another relay node R2 further improves
the system performance with an SNR advantage of 19dB. Therefore, CT improves
the connectivity of network by providing diversity gain.
Two approaches are commonly used in cooperative relaying scenarios. The first
is known as amplify-and-forward transmission (AF), where the relay amplifies the
5






a                                                                                b
Figure 1: a: Cooperative and direct transmission topologies, b: Probability of
outage vs SNR for various topologies
received signal and forwards it to the destination. The second approach is decode-
and-forward transmission (DF) where the relay decodes the incoming signal first and
then re-encodes and broadcasts it [2]. A lot of work has been done on systems having
a single cooperative node operating as relay. Some researchers focus on the receiver
design to mitigate the effects of inter-symbol interference (ISI) and reducing the bit-
error rate (BER) of transmission [3], while others focus on channel capacity and
outage behaviors [4]. Another approach is the use of multiple relays in which more
than one relay station help the source in transmission of data. The technique com-
monly known as relay selection in described in [5] and [6]. More recently, a multiple
relay approach with feedback is proposed in [7]. These schemes show considerable
system performance and have great potential to be used in many wireless applications
especially in cellular networks.
One promising, very fast, and energy efficient multi-hop CT technique is the Op-
portunistic Large Array (OLA), which is suitable for networks consisting of a large
number of nodes or sensors having communication capabilities conveying information
in a networked manner to the destination [8]–[21]. This type of multi-hop network
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known as ad-hoc wireless sensor network (WSN) has also attracted considerable re-
search in the past several years. In an OLA transmission, the source sends the message
signal in the first time slot. Exploiting the broadcast nature of wireless networks, a
group of relays, in the vicinity of the source, decodes the message and those nodes
become part of the first level OLA. This process continues until the message signal
reaches the destination node. Because inter-node coordination is not needed, OLAs
are particularly well suited for mobile networks, such as large groups of people with
smart phones. For example, an OLA broadcast may complement or supplant base
station or access point transmissions, harnessing the other radios in a network to
increase the reliability and speed of a broadcast. A set of nodes being separated
in space, each having a single antenna, collectively form a ‘virtual-multiple-input-
multiple-output (MIMO) system,’ thereby offering the benefits of diversity protection
from multi-path fading and spectrum efficiency.
There are many uncertainties that influence exactly which radios participate in
an OLA. Path loss effects, multi-path fading, shadowing, imperfect signal-to-noise
ratio (SNR) calculation, effects of finite density of nodes in an area, optimal power
allocation for the relays, timing and carrier synchronization issues are among those
uncertainties that affect the propagation of signals in an OLA transmission. Cur-
rently, there is no way to model general OLA transmissions short of brute force
Monte Carlo simulation, and this has been a barrier to the fundamental analysis of
this transmission technique. Most of the previous theoretical works in cooperative
transmission deal with the single [1], [2] or dual relay system [24]–[27]. The authors
in [8] studied large dense networks, using the continuum assumption. Under this as-
sumption, the number of nodes goes to infinity while the power per unit area is kept
fixed. This assumption is not appropriate for low-density networks. The continuum
model was also used in [20] and [28], where the authors studied broadcasting and
uni-casting protocols with the path loss as the only channel impairment. Most finite
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density studies have used simulations, as in [23]. These papers derived conditions
under which broadcasting over an infinite disk or strip is guaranteed. In contrast,
we obtain closed-form theoretical results without the continuum assumption, by de-
ploying a simple one-dimensional network where the nodes are uniformly spaced on a
grid. By applying the quasi-stationary Markov chain analysis, we show that there is
no condition guaranteeing infinite propagation of OLAs. There is only a probability
of successfully delivering a packet over a given distance. Although our analysis fo-
cuses on the delivery of only a single packet, in many applications, numerous packets,
composing for example a video file, could be injected into such a cooperative route,
one every few time slots, similarly to how they are injected in a non-cooperative route.
2.2 SNR Estimation
Signal-to-noise ratio (SNR) is an important parameter to be estimated in a wireless
communication network. The estimates of SNR can be used in choosing one of the
relaying protocols (AF or DF) to enhance the overall system performance in terms
of achieving higher capacity and reducing the rate-loss. Wireless sensor nodes have
severe constraints in terms of their limited battery-reserve, computational power, and
storage capacity. These constraints correspondingly impact the kind of operations
that can be supported by the network and limit the reliability, survivability, and
lifetime of such networks. SNR estimation is a way for a receiver to determine if it is
near the edge of the decoding range of its source, and therefore, in a preferred location
to participate in a cooperative transmission [20]. Furthermore, if the radios are energy
constrained, e.g., if they are in a sensor network, constant envelope modulation and
non-coherent demodulation are desirable to reduce circuit consumption of energy. It
is, therefore, required to estimate the SNR for communication systems employing non-
coherent modulation schemes such as frequency shift keying (FSK). Several authors
have attacked the problem of estimating SNR for binary phase shift keying (BPSK)
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and FSK. For example, [38] compares a variety of techniques for SNR estimation in
additive white Gaussian noise (AWGN) for M-PSK signals. Many approaches also
include the channel effects such as multi-path fading and address the issues of SNR
estimation for fading channels for BPSK, e.g., in [39]–[42]. FSK enables efficient
power amplification in the transmitter and a simple receiver design that employs
envelope detection [46]. In [48], the authors have estimated the average SNR for non-
coherent binary FSK (NCBFSK) receiver, assuming a Rayleigh fading channel and
unit noise power spectral density. However, in implementations, noise power must
also be estimated. Also the approach in [48] cannot be generalized to M-FSK SNR
estimation.
In many wireless indoor applications and fixed wireless networks, the channel fre-
quency response does not change rapidly. Thus a block of data undergoes a constant
non-random fade. Estimation of SNR in such a case is of prime interest for various
receiver functions. Assumption of a slow fading channel can be converted to a fast
fading channel by assuming sufficient channel interleaving or by frequency hopping.
But these techniques may not be suitable for some applications, e.g., wireless sensor
networks, where the sensor nodes should be as simple as possible; devising such al-
gorithms in these applications tends to increase the transmitter complexity. Thus a
practical way of estimating SNR in slow fading environments is desirable.
The subject of the current research is to overcome the challenges of SNR estimation
for non-coherent MFSK systems in both symbol-by-symbol Rayleigh fading channels
and in slow flat fading channels.
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CHAPTER III
STOCHASTIC MODELING OF DETERMINISTIC LINE
NETWORKS
This chapter describes the framework used to analyze and model the cooperative
transmissions network in a line network. The placement of the nodes is deterministic
and takes into account the effects of channel impairments and finite density of the
relays. The rest of the chapter is organized as follows. In the next section, we define
the network parameters and propose a model of the network via discrete time Markov
chains (DTMC) and obtain a quasi-stationary distribution of this chain in Section 3.2.
In Section 3.3, we derive the transition probability matrix for the proposed model and
we propose an iterative algorithm for optimizing the membership function in Section
3.4. We will then validate the analytical results with those of numerical simulations
in Section 3.5.
3.1 System Description for the Cooperative Network
In this section, we describe our model for the signal-to-noise ratio (SNR) in each
receiver, and state our other assumptions. Consider a line of nodes where adjacent
nodes are a distance d apart from one another, as shown in Figure 2. We assume
that the nodes transmit synchronously in OLAs or levels, and that a hop occurs when
nodes in one level transmit a message and at least one node is able to decode the
message for the first time. Correct decoding is assumed when a node’s received SNR
at the output of the diversity-combiner, from the previous level only, is greater than
or equal to a modulation-dependent threshold, τ . Exactly one time slot later, all the









Figure 2: A sample outcome of the transmission system with the overlapping win-
dows; M = 5 and hd = 2
transmission is similar to selection relaying in [2]. Once a node has relayed a message,
it will not relay that message again. Let pn(m) be the membership probability that
the mth node transmits in the nth level, given that at least one node transmitted in
the (n− 1)th level. Also letM be at least the width of the region of support of pn(m).
In other words, there exists some M0 such that pn(m) ≥ 0 forM0 ≤ m ≤ M0+M −1
and pn(m) = 0 otherwise. As we will show later, the quasi-stationary property implies
that there exists a hop distance, hd, such that pn−1(m−hd) = pn(m). Hence hd can be
considered as a shift to the window of sizeM . A sample outcome of the transmissions
is shown in Figure 2 where the window size, M , is 5 and hop distance or the shift in
window, hd, is 2. The nodes 1, 2, and 4 are able to decode the message and become
part of level n − 2. These nodes will relay the message in the next time slot and
only the nodes in level n − 1 may decode that message. Since node 4 has already
participated in level n − 2, so it cannot be part of any other level including n − 1.
Thus the candidate nodes are 3, 5, 6, and 7, out of which nodes 3, 5, and 6 become
DF nodes in level n− 1 and this process continues.
We assume that all the nodes transmit with the same transmit power Pt. A node
receives superimposed copies of the message signal from the nodes that decoded the
message correctly in the previous level, over orthogonal fading channels using equal
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gain combining (EGC). Let us define Nn = {1, 2, ..., kn}, where kn is the cardinality
of the set Nn such that supn kn = M , to be the set of indices of those nodes that
decoded the signal perfectly at the time instant (or hop) n. For example, from Figure
2, Nn = {3, 4} and Nn+1 = {3, 4, 5}. The received power at the jth node at the next
time instant n+ 1 is given by








where the summation is over the nodes that decoded correctly in the previous level.
The flat fading Rayleigh channel gain from node m in the previous level to node
j in the current level is denoted by µmj ∈ µ; the elements of µ are independently
and identically distributed (i.i.d.) and are drawn from an exponential distribution
with the parameter σ2µ=1; β is the path loss exponent with a usual range of 2-4.
Consequently, the received SNR at the jth node is given as γj = Prj/σ
2
j , where σ
2
is the variance of the noise in the receiver. Throughout the thesis, we will use the
notation Prj(n) as the power received at the jth node at the nth time instant. We
assume perfect timing and frequency recovery at each receiver, and we also assume
that there is sufficient transmit synchronization between the nodes of a level, such
that all the nodes in a level transmit to the next level at the same time [22]. In other
words, the transmissions only occur at discrete instants of time n, n+ 1, ... such that
the hop number and the time instants can be defined by just one index n. By the
overlapping nature of the windows, we have the following proposition.
Proposition 1 Given M and hd, a node at a position x can become part of several











Proof : Without the loss of generality, we can assume that the first node in the
network is located at x = 1 and is a part of level n = 1. From the given geometry,
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the starting location of nth window is given by (n− 1)hd + 1, while the end location
as (n − 1)hd +M . A node at any position x in this window, lies in between these
locations, i.e.
(n− 1)hd + 1 ≤ x ≤ (n− 1)hd +M. (3)
The above inequality can be broken into two, such that
(n− 1)hd ≤ x− 1 and x−M ≤ (n− 1)hd.
This implies, x −M ≤ (n − 1)hd ≤ x − 1. From the necessary condition derived in
(3), we get (2). 






One goal of this study is to find the hop distance as a function of the values of
system parameters such as relay transmit power and inter-node distance. However,
because of the discrete nature of the hop distance, solving the problem is this manner
is quite tedious. Hence in this study, we follow the inverse approach, i.e., for a given
hop distance, we will find the system parameters that generate this hop distance. We
find the parameters that give the most compact OLAs.
3.2 Modeling by Markov Chain
At a certain time n, a node from the nth level will take part in the next transmission,
if it has decoded the data perfectly at the current time, or it will not take part, if
it did not decode correctly or it has already decoded the data in one of the previous
levels. The decisions of all the nodes in the nth level can be represented as X(n) =
[I1(n), I2(n), ..., IM(n)], where Ij(n) is the ternary indicator random variable for the






0 node j does not decode
1 node j decodes
2 node j has decoded at some earlier time
(4)
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Thus each node is represented by either 0, 1 or 2 depending upon the successful
decoding of the received data. For example, from Figure 2, we have I1(n) = I2(n) = 2,
I3(n) = I4(n) = 1 and I5(n) = 0. We observe that the outcomes of X(n) are ternary
M-tuples, each outcome constituting a state, and there are 3M number of states,
which are enumerated in decimal form
{
0, 1, ..., 3M − 1
}
. Let in be the outcome at
time n. For example, in = [22110] in ternary, and in = 228 in decimal in Figure 2.
Then we may write
P {X(n) = in|X(n− 1) = in−1, ..., X(1) = i1} =
P {X(n) = in|X(n− 1) = in−1} ,
(5)
where P indicates the probability measure. Equation (5) implies that X(n) is a
discrete-time finite-state Markov Process. Assuming the statistics of the channel
are same for all the hops in the network, the Markov chain can be regarded as a
homogeneous one.
It can be further noticed that at any point in time, there is a probability that
the Markov chain can go into an absorbing state, thus terminating the transmission.
That can be a state when all the nodes at a particular hop cannot decode the message
perfectly and thus Markov chain will be in the 0 state (decimal). It can be further
noticed, that any possible combination of 0 and 2 will also make the state an absorbing
state. Since we are enumerating the states using ternary words, the total number of
states appears to be 3M . But the following claim shows that the number of transient
states in the Markov chain are less than 3M .
Claim 1 Given M and hd, the possible number of states that can be reached during
transitions is N̂ = 3M−hd × 2hd, including 2M−hd number of absorbing states.
Proof : Please see the Appendix A.
Hence we consider the Markov chain, X , on a state space A ∪ S, where A is the
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set of absorbing states, and we have
lim
n→∞
P {X(n) ∈ A} ր 1 a.s. (6)
On the other hand, the states in S ( where the cardinality of S is |S| = N̂ − 2M−hd)
make an irreducible state space, i.e., there is always a non-zero probability to go from
any transient state to another transient state. We will define two matrices to describe
the Markov Chain. The first, P̃, is the full transition probability matrix for all the
states in the set A∪S. Each row in P̃ sums to one. The second matrix, P, is the sub-
matrix of P̃ that is formed by striking each column and row that involves transitions
to and from the absorbing states in A. Therefore, P is the matrix corresponding to
the states in S. It can be noticed that the transition probability matrix P on the
state space S is not right stochastic, i.e., the row entries of P do not sum to 1 because




Pij , i ∈ S. (7)
Since P is a square irreducible nonnegative matrix, then by the Perron-Frobenius
theorem [32], there exists a unique maximum eigenvalue, ρ, such that the eigenvector
associated with ρ is unique and has strictly positive entries. For the proof, please refer
to [32] and [35]. Since P is not right stochastic, ρ < 1. Also since all states in S are
transient and not strictly self-communicating, ρ > 0 [30]. Overall our assumptions
imply that
0 < ρ < 1. (8)
From the theory of Markov chains [35], we know that a distribution u = (ui, i ∈ S)
is called ρ-invariant distribution if u is the left eigenvector of the transition matrix P
corresponding to the eigenvalue ρ, i.e.
uP = ρu. (9)
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We are now interested in the limiting behavior of this Markov chain as time
proceeds. Since ∀n, P {X(n) ∈ A} > 0, eventual killing is certain. But we are
interested in finding the distribution of the transient states, before the killing occurs.
The so-called limiting distribution is called the quasi-stationary distribution of the
Markov chain, which is independent of the initial conditions of the process. From [29]
and [30], this unique distribution is given by the ρ-invariant distribution for the one
step transition probability matrix of the Markov chain on S. We can find the quasi-
stationary distribution by getting the maximum eigenvector, û of P, then defining
u = û/
∑N̂
i=1 ûi as a normalized version of û that sums to one.
Thus we can define the unconditional probability of being in state j at time n as
P {X(n) = j} = ρnuj, j ∈ S, n ≥ 0. (10)
We also let T = inf {n ≥ 0 : X(n) ∈ A} denote the end of the survival time, i.e., the
time at which killing occurs. It follows then,
P {T > n +m|T > n} = ρm, (11)
while the quasi-stationary distribution of the Markov chain is given as
lim
n→∞
P {X(n) = j|T > n} = uj, j ∈ S. (12)





where θ = {X(n) ∈ S : Im(n) = 1} .
3.3 Formulation of the Transition Probability Matrix
In this section, we will find the state transition matrixP for our model, the eigenvector
of which will give us the quasi-stationary distribution. Let i and j denote a pair of





Figure 3: State transition diagram of a node
of the ternary words formed by the set of indicator random variables. Now for each
node m, the probability of being able to decode at time n given that it failed to
decode in the previous level is given as
P {Im(n) = 1|Ihd+m(n− 1) = 0} =P {γm(n) > τ} . (14)
Similarly, the probability of outage or the probability of Im(n) = 0 is given as 1 −
P {γm(n) > τ} where




pγm(y) is the probability density function (PDF) of the received SNR at themth node.
From (4), we note that a node can have three possible states, where the initial state
of a node is always 0. A node can make the transitions shown in Figure 3. Hence each
individual node is a state machine, and Im(n) is a non-homogeneous Markov chain
itself; the probabilities of transition for a single node are non-zero only at certain
times. P01 from Figure 3, i.e., the conditional probability of success of the mth node
in the nth level, is given as
P01 = P {γm(n) > τ |Ihd+m(n− 1) = 0;X(n− 1) ∈ S} . (16)
Hence the probability of perfect decoding is based on the PDF of the received power
which can be obtained as follows.
Lemma 1 If hd = M , the conditional PDF of the received power, conditioned on
which nodes transmit, is hypoexponential.
Proof : It can be seen that the power at a certain node is the sum of the finite
powers from the previous level nodes, each of which is exponentially distributed.
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Thus for K independently distributed exponential random variables with respective
parameters λk, where k = 1, 2, ..., K, the resulting distribution of the sum of these















pY (y)dy = 1, it should not be thought that Ck are probabilities, because
some of them will be negative. 
For 1 ≤ hd < M , we consider the following lemma.
Lemma 2 For two independent exponential random variables with parameters λ and
λ + ǫ, the complementary CDF (tail probability) of their sum approaches that of a
Gamma distribution, Γ(2, λ), as ǫ → 0.












+ 1. Thus the CCDF is given as








+ exp (−λx). (20)
Taking limǫ→0 and using L’Hospital’s rule, we get
Fx(x) = exp((−λx))(1 + λx) (21)
which is the CCDF of Γ(2, λ). 
With the help of these lemmas, let’s consider the following theorem.
Theorem 1 The received power at any node in the network, conditioned on a cer-
tain pattern of nodes transmitting in the previous level, is always hypoexponentially
distributed.
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Proof : If hd = M , the resulting distribution is hypoexponential from Lemma
1. For hd < M − 1, a node will receive powers from adjacent nodes that are either
hypoexponentially distributed (if their respective parameters are different) or they are
received as pairs of Gamma distributed variables. Thus the power received will be
sum of exponential random variables such that there will be (groups of) two variables
having same parameters and rest having distinct parameters. But using Lemma 2,
the power received at any node is hypoexponential. 
Let us define a set which consists of all those nodes that decoded the data per-
fectly in the previous hop as Nn−1 = {mi : Imi(n− 1) = 1} ∀i = 1, 2, ...M , then from















dβ |hd − k +m|β σ2
Pt
. (23)
To determine the possible destination states in a transition from level n − 1 to
level n, it is helpful to distinguish between two mutually exclusive sets of nodes in the
nth level: 1) the nodes that were also in the M-node window of the (n− 1)th level,
i.e., nodes that are in the hd overlap region of the two consecutive windows, and 2)
the remaining M −hd nodes that are not in the overlap region. We denote these two




OL, respectively, where OL stands for overlap.
Suppose node k in N
(n)
OL decoded in the previous (n − 1)th level; this would be
indicated by Ihd+k(n−1) = 1. This node will not decode again, and therefore Ik(n) =
2. Similarly, if that node decoded prior to the (n−1)th level, then Ihd+k(n−1) = 2. In
this case also, we must have Ik(n) = 2. Alternatively, if the node has not previously
decoded, then Ihd+k(n−1) = 0, and Ik(n) can equal 0 or 1, depending on the previous
state and the channel outcomes; Ik(n) = 2 is not possible. If the node k is in the
N
(n)
OL, then there is no previous level index for this node, and, again we can have
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Figure 4: Sparse structure of the transition probability matrix with M = 9 and
hd = 2
Ik(n) ∈ {0, 1} depending on the previous state and channel outcomes, but we may
not have Ik(n) = 2.
Let a superscript on the indicator functions show the value of the indicator given
the ith state. For example, if i = {22110}, then I(i)5 (n) = 0. Therefore, considering
the above discussion, one-step transition probability going from the state i in level
n− 1 to state j in level n is always 0 when either of the following conditions is true:
Condition I : I
(j)
k (n) ∈ {0, 1} and I
(i)
hd+k
(n− 1) ∈ {1, 2},
Condition II : I
(j)
k (n) = 2 and I
(i)
hd+k
(n− 1) = 0.
Thus the one step transition probability for going from state i to state j is 0 if


































Figure 5: Arrangement of nodes on a grid with non-overlapping windows; M = 4





n are the indices of those nodes which are 1 and 0, respectively,
in state j at level n. Thus it can be seen that the transition probability matrix will
contain a large number of zeros. The smaller the hop distance, the larger are the
number of zeros in the matrix. Thus the resulting matrix is highly sparse which helps
in evaluating the Perron-Frobenius eigenvalue quickly. A sample sparse structure of
this matrix that results from M = 9 and hd = 2 is shown in Figure 4. It can be seen
that there are more than 95% of zeros in the matrix. Another interesting observation
is that the matrix entries start to repeat after 2/3 of the matrix. This is because
there is no difference in calculating transmissions if the first node in the window is 0
or 2. Thus the calculations are further reduced by a factor of 1/3.
3.3.1 A Special Case: Non-Overlapping Windows
A special case of the transmission system is that when the hop distance becomes
equal to the window size. Thus in this process, we constrain the clusters to be
contained in a pre-specified non-overlapping sets of nodes. Each cluster or OLA is
still opportunistic in the sense that only the nodes in the set that can decode will
be part of the OLA. An example of the cluster to cluster transmission is given in
Figure 5, where the correctly decoding nodes are shown as filled black circles. Since
no overlap is involved, at a certain time n, each node from the nth level will take
part in the next transmission, if it has decoded the data perfectly, or it will not take
part, if it did not decode correctly. The decisions of all the nodes in a level can be
represented as binary indicator random variables, Ij(n), taking value 1 for successful
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decoding and 0 for a failure decoding. Hence the considered Markov chain, X , is
defined on a state space 0 ∪ S, where S is a finite transient irreducible state space,
S =
{
1, 2, ..., 2M − 1
}
, and 0 being the absorbing state. The resulting sub-stochastic
transition probability matrix P is a (2M − 1)× (2M − 1) corresponding to the states




n = {1, 2, ..., kn} and N
(i)
n = {1, 2, ...,M} \N
(i)
n ,
to be the sets of those nodes which are 1 and 0, respectively, in state i. Then the one
step transition probability for going from state i to j is the same as given in (24),
where the distribution of received power at a single node is hypoexponential from
Lemma 1 and λ
(m)




dβ(M − k +m)βσ2
Pt
. (25)
It should be noticed that in this case, there are no conditions that would lead to zero
probability of transition from state i to state j and hence the matrix is not sparse.
3.4 Iterative Approach
In previous sections, we showed how to compute the quasi-stationary distribution and
the membership probabilities for a given specification of system parameters, such as
transmit power, path loss exponent, inter-node distance, hop distance, and for the
one artificial constraint, the window width. Therefore, an infinite variety of possible
solutions exist, depending on the choices of these parameters. In this section, we
eliminate the artificial constraint and show how the design space dimension can be
further reduced through parameter normalization and by optimizing the shape of the
membership probability function.
M is an artificial constraint because there is no real physical need for it, how-
ever, it strongly impacts the size of the state space and therefore the computational
complexity of finding the quasi-stationary distribution. Therefore, we would like for
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M to be as small as possible without significantly impacting the system performance
results. The transmissions from nodes at the trailing edge of a large window will have
only a small contribution to the formation of the next OLA, because of disparate
path loss (especially in a line-shaped network), and therefore, their contribution can
be neglected. This suggests that an energy efficient solution will be a uni-modal mem-
bership probability function with a narrow region of support, and therefore a smallM
can support it. We note that the number of nodes that relay in each hop determines
the diversity order in this finite density scenario, so the most narrow membership
function (a Kronecker delta) is not desirable. A final consideration is that for the
broadcast application, ideally, we want every node to decode the message, and so,
under our assumption that every node that decodes for the first time also relays, we
have that for a hop distance of hd, we want at least hd nodes to relay in each hop.
Based on all of these considerations, we decided to choose the solution that yields
a membership probability function that most closely resembles a square pulse of unit
height that is hd nodes wide, and takes the value of zero everywhere else on a window
that is M nodes wide. This can be interpreted as corresponding to the most compact
(i.e., shortest length) OLA. We find M by increasing it until the one-hop success
probability (i.e., the Perron-Frobenius eigenvalue) ceases to change significantly.
To further decrease the design space dimension, we observe that the transition ma-
trix in (24) depends on the product λ
(k)











which can be interpreted as the SNR margin from a single transmitting node a dis-
tance d away. However, Υ is not the only independent parameter, because β and hd
also separately impact the value of λ
(k)
m τ , in (23) through the factor |hd − k +m|β.
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We now formally describe our optimization procedure. We define our ideal mem-
bership probability function as
q̂(k) = u(k − a)− u(k − (a+ hd − 1)) k ≥ 1, (27)





+1. We can express the membership
probabilities for a given level in vector form as q = {pm1 , pm2 , ..., pmM}, where the
values of pmk(n) can be found using either (13) or as




P {Imk = 1|X(n) = j}P {X(n) = j}
∀k = {1, 2, ...,M} and j ∈ S.
(28)






‖q− q̂‖2 . (29)
The iterative algorithm is this case is given as follows.
1. Given hd, initialize the algorithm with a window size of M = 2hd.
2. Compute the Perron-Frobenius eigenvalue, ρ(M), over a range of SNR margins.
3. Increment the window size by one, and compute ρ(M + 1) using Step 2.
4. If |ρ(M + 1)− ρ(M)| < ǫ, for some small ǫ > 0, M is the desired window size
and the convergence is achieved. Otherwise go to Step 3.
By using the iterative technique, we are able to find the optimal window size
M over a range of SNR margins. To choose the SNR margin that gives a close
approximation to (27), minimize (29) over the SNR margin range to get the best
value of SNR margin where we achieve the minimization. This value of Υ is the one
that yields a given hd with maximum probability.
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P{X(n) = {0 1}} Analytical
P{X(n) = {1 0}} Analytical
P{X(n) = {1 1}} Analytical
P{X(n) = {0 1}} Simulation
P{X(n) = {1 0}} Simulation
P{X(n) = {1 1}} Simulation
Figure 6: Distribution of the states for M = 2 and hd = 2 for non-overlapping
windows
3.5 Results and System Performance
In this section, we compare the analytical results with those of numerical simulations
for different sets of parameters and we investigate system performance as a function
of certain parameters. For the purpose of the simulations, we calculate the received
power at each node based on the previous state (assuming an initial distribution of
nodes at the first hop), which is used to set the indicator functions as either 0,1 or
2 depending upon the threshold criterion. These indicator functions will form the
current state and the process continues. We finally obtain the distribution of the
chain by simulating over 20,000 trials. The Perron-Frobenius eigenvalue of P has
been found using [33].
Figure 6 shows the state probabilities of the Markov chain as a function of hop n,
when both the window size and the hop distance are assumed to be two, i.e., M =
hd = 2. The SNR margin is 12dB with a path loss exponent of 2. Thus, it can be seen
that the analytical results are quite close to that of the simulations. It can be further
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Figure 7: NMSE between the quasi-stationary distributions from analysis and sim-
ulations
noticed that as we increase the hop number, the probability of being in a transient
state decreases, which asserts the relationship as described in (6). Figure 7 shows the
normalized mean squared error (NMSE) between the quasi-stationary distribution








where û is the quasi-stationary distribution obtained from simulation, ||.||22 is the
squared Euclidean norm and < . > is the mean value of the vector. The figure shows
that as we increase the hop number, we approach the quasi-stationary distribution
quite fast. As we increase M , the NMSE starts to increase and these deviations in
the numerical and analytical results can be attributed as the precision errors while
calculating the eigenvalues of larger matrices.
Figure 8 depicts the trend of eigenvalues as we increase the SNR margin for
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Figure 8: Behavior of Perron-Frobenius Eigenvalues asM increase for a hop distance
of 2 and β = 2
different window sizes and a hop distance of 2. The behavior is quite obvious that
increasing SNR margin increases the probability of survival of the transmissions.
It can be further noticed that for a given value of SNR margin, the curves start
to converge as we increase the window size, thereby indicating that after a specific
window size, even if we increase M , there is no change in the transmissions outcome
which agrees with the iterative algorithm that we discussed in Section 3.4.
Figure 9 shows the error surfaces for the overlapping window case, generated by
(29) for a hop distance of 2 and different window sizes. It can be seen that the error
surface is convex that contains a minimum for a particular value of SNR margin, Υ.
It can be further noticed, that as we increase the window size the difference between
the errors becomes smaller in the same vicinity of Υ. Thus, for a window size of 10
and a hop distance of 2, we can select the SNR margin of around 6dB to give us
desired membership probability function. Figure 10 shows the numerical simulation
result for conditional membership probabilities of the nodes to different levels, where
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Figure 9: Error curves for different window sizes for a hop distance of 2 and β = 2
the values Υ and M are taken from the iterative algorithm. It can be seen that the
distance between the peaks of any two membership functions is always 2. Thus a
window size of 10 seems reasonable to get a hop distance of 2 with an SNR margin
of approximately 6dB. The sub-figure in the right top corner shows the analytical
membership function obtained from (28) by using the quasi-stationary distribution.
Figure 11 shows the effect of increasing the path loss exponent on the Perron
eigenvalue for a hop distance of 3. It can be noticed that for the same value of
success probability, we require more SNR margin. The convergence of the iterative
algorithm can also be seen in this figure. Also it can be noticed that for higher path
loss exponent, the curves converge fast as compared to smaller path loss exponent.
This effect can be attributed to the fact that if path loss exponent is higher, adding
a new node to window will not increase the success probability as the transmissions
are weaker to reach there. The converse holds true for a small path loss exponent.
From the deployment perspective of the network, it is sometimes desirable to
determine the values of certain parameters like transmit power of relays or distance
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Hop # 15 Hop # 25
Figure 10: Conditional membership probabilities of the nodes for hd = 2 for a
window size of 10 and Υ = 6dB. The sub-figure shows the analytical membership
function
between them to obtain a certain quality of service (QoS), η. In other words, we are
interested in finding the probability of delivering the message at a certain distance
without having entered the absorbing state, and we desire this probability to be at
least η where η ∼ 1 ideally. Thus (11) gives us a nice upper bound on the value of m
(the number of hops) one can go with a given η, i.e. ρm ≥ η, which gives
m ≤ ln η
ln ρ
. (31)
Thus if the destination is far off, we require more hops, which will require a larger
value of ρ. Now ρ is a nonlinear function of the SNR margin, Υ, where a large SNR
margin corresponds to a large node degree, whereas an SNR margin of 1 implies
a node degree of exactly two in this line-network. Figure 12 shows the relationship
between required SNR margin to reach the destination node at a particular normalized
distance for different values of hop distance. The normalized distance, which is the
true distance divided by d, is defined as the product of hd and the number of hops
(made to reach the destination).We have taken three values of the quality of service,
η to show our result. We observe that the performance of all the cooperative cases
29





























Figure 11: Effects of path loss exponent on the convergence of eigenvalues for a hop
distance of 3
exceeds that of non-cooperative case for a particular value of SNR margin, in terms
of the normalized distance. It can be further noticed that the transmissions with
cooperative case can reach a particular point in two ways, i.e., keeping both the hop
distance and SNR margin small or having a higher hop distance with a higher SNR
margin, where the latter has lower latency, i.e., fewer hops, and higher QoS, η. The
results are also plotted for a higher path loss exponent, i.e., β = 3. However, from
Figure 11 we know that a high SNR margin is required to get the same value of success
probability. Thus we observe that if we increase the path loss exponent and also the
SNR margin, we get results that are close to the case of small path loss exponent
with small SNR margin. The non-cooperative results show that we can reach a small
distance with a considerably small success probability when we use the same SNR
margin for the high path loss exponent.
Figure 12 also supports our expectation that fixing the transmit power, while
lowering the data rate, will increase the range that can be obtained for a given packet
delivery ratio (PDR). Lowering the data rate implies lowering the decoding threshold,


























































0.90.8 0.70.9 0.70.7 0.8 0.9 0.7 0.8 0.9
Quality of Service η
0.7
Figure 12: Normalized distance for various cooperative vs. non-cooperative cases
lowering the decoding threshold by 3.4dB (i.e., increasing Υ from 6 to 9.4) increases
the distances by nearly a factor of 7 for a PDR of 90% (η = 0.9).
From the broadcast perspective, another important parameter is to find the frac-
tion of nodes that have decoded in the network. If we assume that the Markov chain
is in the quasi-stationary state, and has not entered the absorbing state over a linear
network of interest, then the fraction of decoded nodes in the network is the same
as the fraction of the nodes in any one hop. From Figure 10, we can see that we
do not exactly get a rectangular membership function, which implies that not all
the nodes in the network may have decoded the data. Let Nd be a random variable
that denotes the number of forwarding nodes such that ndj are the realizations of
this variable where j = 1, 2, ...|S|. Hence the average number of the nodes that have






where ndj is the number of DF nodes in the jth state and uj is the quasi-stationary
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probability of that state. Hence for the cases that are described in Figure 12, the
results are summarized in Table I. It can be seen that as we increase the hop distance
(and the SNR margin consequently), we get more nodes that are able to decode in a
given hop.
Table 1: Fraction of DF nodes for various hop distances
Hop distance, hd 2 3 4
% of nodes decoded, β = 2 92.30 94.67 97.02
% of nodes decoded, β = 3 93.54 95.98 98.21
3.6 Performance of Co-Located Groups of Nodes
In this section, we consider another topology for the deployment of nodes in a one-
dimensional network. The first deployment scenario considers nodes, equally spaced
on a line as described in Section 3.3.1 and Figure 5, while the second topology has
groups of co-located nodes, such that the groups are equally spaced on the line, and
such that the two networks have equal average density. We call the former topology
as equi-distant topology. To some applications, the equi-distant node topology, as
in the top part of Figure 13, might be attractive, owing to the distributed nature of
sensors that can monitor a large area at many different locations, e.g., in structural
health monitoring of a bridge. However, the cooperating nodes in this topology will
necessarily have disparate path loss, leading possibly to a lower effective diversity.
Therefore, we consider allowing each set of cooperating nodes to be in a co-located
group (still separated slightly to have uncorrelated fading channels) as shown in the
bottom of Figure 13. To compare the two topologies, we restrict the collections of
candidates for cooperation in a given hop to have the same number of nodes and have
the same centroid, as shown in Figure 13. Therefore, the only difference between the
two topologies is that the cooperating nodes in equi-distant topology have disparate
path losses, while cooperating nodes in the co-located groups topology do not. Our
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Figure 13: Equi-distant and co-located topologies in line network
the magnitude of improvement depends on the system and channel parameters. We
consider the same modeling approach as in Section 3.3.1, where the state of each
node is characterized by a binary indicator function such that for jth node at time
n, Ij(n) = 1 represents successful decoding and Ij(n) = 0 represents a failure in
decoding. Hence the transition probability is given by (24) with λ
(m)
k as defined in
(25). For the other topology, we consider the following sub-section.
3.6.1 Transition Matrix for Co-Located Groups Topology
In this case, the received power at a certain node in a group is the sum of the finite
powers from the previous-level nodes, where the power received from each transmit-
ting node is exponentially distributed with the same parameter λ̃ = Dβσ2k/Pt. Since
all the nodes are co-located, and there are no disparate path losses that affect the
parameter of the exponential distribution, the PDF of the received power at the kth









Evaluating (15) to get the conditional success of the kth node, we have


































Figure 14: Behavior of eigenvalues in the co-located topology.
where Γ(Kn, λ̃τ) is the upper incomplete Gamma function. We define Φ(k) :=





















3.6.2 Results and Performance Analysis
In this section, we show the relative performance of the two topologies in terms of the
one-step success probability of making a successful hop, which indicates that at least
one node in the forward level has decoded the message successfully. As in prebvious
analysis, to reduce the design space, we let Υ = Pt
τσ2
as the normalized SNR with
respect to the threshold τ and call this the SNR margin. Note that in the simulation
results, we have used d = 1, which implies that the Υ, in the equi-distant topology,
can be thought of as SNR margin from a single transmitter d distance away. We
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Figure 15: Eigenvalue differences between two topologies; β = 2.
denote the one step success probability for equi-distant topology as ρd and for co-
located groups topology as ρD. Figure 14 shows the behavior of ρD as a function of
Υ for a path loss exponent of 2. It can be observed that for a specific cluster size,
the success probability increases monotonically with the increase in SNR margin. It
can be further noticed that if we increase the cluster size, an additional SNR margin
is required to get the same success probability than a smaller sized cluster. This is
because by increasing the cluster size, the inter-group distance also increases, which
requires more SNR margin to get the same quality of service.
Figure 15 shows the difference between the success probabilities of co-located and
equi-distant topologies for the path loss exponent of 2. We observe that the difference
increases as we increase M . However, this difference dominates at some specific SNR
margin values. For instance, if we require 95% success probability for M = 2 in a
co-located case, then from Figure 14, we require Υ = 8.9dB. However, from Figure
15, we notice that at this SNR margin, the equi-distant topology also performs almost
the same since ρD − ρd ≈ 0.027 as indicated by the black circle. For the same packet
35























Figure 16: Eigenvalue differences between two topologies; β = 3.
delievery ratio for M = 5, the co-located case requires Υ = 10.45dB, however the
difference in success probabilities for the two cases is more significant at 0.1485 at this
SNR margin value. At very high SNR margin, e.g., 12dB, the performance of both
the topologies is again the same, because the path loss effects are diminished with
high transmit power and partition constraint. An interesting observation is seen by
increasing the path loss exponent. Figure 16 shows ρD−ρd for β = 3 where the black
circles show the 95% success probability for the co-located topology. We observe a
larger difference between the two toplogies, especially for the rightmost dot, which
says that for M = 5, the co-located case has 0.95 probability of success, while the
equally spaced case has only 0.57 probability of success. We attribute this difference
to the large differences in path loss among the (up to) 5 equally spaced transmitters.
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CHAPTER IV
STOCHASTIC MODELING FOR RANDOM
PLACEMENT OF NODES
In this chapter, we extend the approach described in the previous chapter to the
case in which the nodes are randomly deployed over a line, according to a Bernoulli
process. As in Chapter 3, the channel model includes path loss with an arbitrary
exponent, and independent Rayleigh fading. The increased number of states, due
to the Bernoulli deployment, necessitated a formulation in terms of Kronecker prod-
ucts, which greatly simplifies the analysis and the number of computations required
to compute the transition matrix. The new formulation allows us to quantify the
SNR penalty for random placement of nodes, relative to the regular placement case,
for various granularities of placement possibilities. In contrast to deterministic de-
ployment, the analytical results reveal non-unity upper bounds for the probabilities
of one-OLA-hop success, because of the possibility of too few or no nodes in a local
area.
The rest of the chapter is organized as follows. In the next section, we define
the network parameters and propose a model of the network. In Section 4.2, we
derive the transition probability matrix for the proposed model and give its compact
representation. The results and system performance are given in Section 4.3.
4.1 System Model
As shown in Figure 17, our deployment model is to place nodes according to a
Bernoulli process on equally spaced candidate locations, such that at most one node










Figure 17: Deterministic and random placement of nodes
random variable B has the outcome B = 1 with probability p if a node is present,
and B = 0 with probability 1 − p, if the node is not present. If p is a very small
number, this Bernoulli deployment can be considered to be an approximation to a
Poisson point process (PPP). We wish to compare line networks with the same aver-
age density of nodes, but with different degrees of randomness and spatial granularity.
In Fig. 17, the p = 1 case shows a deterministic deployment of nodes with a fixed
density. We assume that the node locations are integer multiples of d, where d is the
inter-node distance on the one-dimensional grid. The subsequent plots in Figure 17
show examples of possible Bernoulli deployments with p = 1/2 and p = 1/3, respec-
tively. The filled-in circles indicate the existence of a node while the hollow circles
show the absence of a node. Thus, p can be regarded as the granularity parameter
and as p→ 0, the resulting deployment follows a PPP.
At a certain hop number n, a node, if present at a slot, will take part in the next
transmission, if it has decoded the data perfectly for the first time, or it will not
take part, if it did not decode correctly or it has already decoded the data in one of
the previous levels. The states of all the slots in the nth level can be represented as
X (n) = [I1(n), I2(n), ..., IM(n)], where Ij(n) is the ternary indicator random variable
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0 slot j has a node, which has not decoded
1 slot j has a node, which has decoded
2 slot j has no node or has a node that has decoded at an earlier time
(37)
Thus, each slot in a level is represented by either 0, 1 or 2 depending upon node
presence and successful decoding of the received data. Hence we consider the Markov
chain, X , on a state space A ∪ S, where S is a set of transient states and A is the
set of absorbing states as in the previous chapter. The quasi-stationary distribution
of this chain is also described by the Equations (11− 12).
4.2 The Transition Probability Matrix
For finding the state transition matrix for our model, we split our analysis into two
subsections. The first subsection deals with finding the one-step transition probability
of transiting from one state to another. In the next subsection, we formulate the ways
in which the matrix could be obtained without explicitly calculating each transition
and hence the algorithm is made less computationally complex.
4.2.1 Formation of the One-Step Transition Probability
Let i and j denote a pair of states of the system such that i, j ∈ S, where each i
and j are the decimal equivalents of the ternary words formed by the set of indicator
random variables. To determine the possible destination states in a transition from
level n− 1 to level n, it is helpful to distinguish between two mutually exclusive sets
of nodes in the nth level: 1) the nodes that were also in the M-slot window of the
(n− 1)th level, i.e., nodes that are in theM−hd overlap region of the two consecutive
windows, and 2) the remaining hd nodes that are not in the overlap region. We denote




OL, respectively, where OL stands for overlap.
Suppose node k in N
(n)
OL decoded in the previous (n − 1)th level; this would be
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indicated by Ihd+k(n−1) = 1. This node will not decode again, and therefore Ik(n) =
2. Similarly, if that node decoded prior to the (n−1)th level, or if there were no node
in the kth slot of (n − 1)th level, then Ihd+k(n − 1) = 2. In this case also, we must
have Ik(n) = 2. Alternatively, if the node is present and has not previously decoded,
then Ihd+k(n − 1) = 0, and Ik(n) can equal 0 or 1, depending on the previous state
and the channel outcomes; Ik(n) = 2 is not possible. If the location k is in the N
(n)
OL,
then there is no previous level index for this node, and, we can have Ik(n) ∈ {0, 1, 2}
depending on the node presence, previous state and channel outcomes. Hence from
this discussion and (37), we note that a slot can have three possible states. Hence
each individual slot is a state machine, and Ik(n) is generally a non-homogeneous
Markov chain itself; the probabilities of transition for a single node are non-zero only
at certain times. This slot Markov chain is the same as depicted in Figure 3.
Let a superscript on an indicator function shows the state associated with that
indicator function. For example, if i = {22110}, then I(i)5 (n) = 0.Therefore, consider-
ing the above discussion, the one-step transition probability going from the state i in
level n − 1 to state j in level n is always 0, ∀k = {0, 1, 2, ...,M}, when either of the
following conditions is true
Condition I : I
(j)
k (n) ∈ {0, 1} and I
(i)
hd+k
(n− 1) ∈ {1, 2} , (38)
Condition II : I
(j)
k (n) = 2 and I
(i)
hd+k
(n− 1) = 0. (39)
In the following, we assume that the previous state is a transient state, i.e., X (n−
1) ∈ S. For each node k ∈ N(n)OL, the probability of being able to decode at time n
given that the node exists but failed to decode in the previous level (P01 from Figure





k (n) = 1 | I
(j)
hd+k









If k ∈ N(n)OL, and VOL is the cardinality of set N
(n)
OL, then we define a sequence of
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k (n) = 1 | I
(j)
hd+k
(n− 1) = 0,X (n− 1)
}







k (n) = 2,Bk(n) = 0
}
=P {Bk(n) = 0} . (42)
Also




pγk|ξ(y) is the conditional probability density function (PDF) of the received SNR at
the kth node, conditioned on state X (n−1) and the node existing but not having de-
coded yet, and is given by the hypoexponential distribution [31]. For the formulation






k : k ∈ N(n)OL, I
(j)
k (n) = θ
}







k : k ∈ N(n)OL, I
(j)
k (n) = θ
}
, θ ∈ {0, 1, 2},
and let Vθ be the cardinality of N(j)θ
OL
, θ ∈ {0, 1, 2}. Then the one step transition



















































m (n− 1) = 1
}
was previously defined as the set of the slot


































Figure 18: Ternary decomposition of the transition matrix
is given as
λ(k)m =


















4.2.2 Kronecker Representation of the Transition Matrix
Many transition probabilities, Pij, in (44), are zero and hence the transition proba-
bility matrix is sparse. Rather than computing each non-zero element separately, the
Kronecker representation can enable obtaining the same matrix with fewer computa-
tions.
As the total number of states in the model is 3M , where we may enumerate the
state space as decimal equivalents of the ternary M-tuples, i.e.,
{
0, 1, ..., 3M − 1
}
,
hence the transition matrix, P, can be partitioned into three rectangular blocks as







]T , where T denotes the block transpose, such that the most
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2 is 0,1, and 2, respectively. In all the cases, the superscript (1) shows that we
are dealing with the MSS. This procedure is shown in Figure 18, where the ternary
expansion of some states are shown for M = 4.
Also note that the contribution to the received power at any node in the current
level, n, is zero if the state of that MSS was either 0 or 2 in the previous level, n− 1.
This results in equal probability of transition to a given state, if the originating
state’s MSS is 0 or 2. Thus, the transition probabilities to all of the 3M states from





2 . If the dimension of P, denoted as dim(P) = 3
M × 3M , then
dim(P(1)α ) = 3
























































where ⊗ denotes the Kronecker or tensor product. Thus the explicit computation of
P
(1)
2 is not required. The representation in (48) is depicted for the case when the first
slot in the previous level was either 0 or 2. Similarly, for the next location in previous
level, each of the Pα’s are further divided into a set of three matrices, as shown in
Figure 18, and this process of splitting matrices into a ternary tree goes on for all
locations m in level (n − 1) such that m = {1, 2, ..., hd}. If V0 := [ 1 0 1 ]T , and
V1 := [ 0 1 0 ]










where αj ∈ {0, 1} is the jth digit in the binary expansion of α, such that α =
∑hd−1
j=0 2
jαj . For each α, the dim(P
(hd)
α ) = 3
M−hd × 3M , which is far less than that
of dim(P) itself for a large hd. In other words, if 3
2M computations are required




)hd 32M computations are required, which are fewer
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)hd. Since from Figure 17, we need more slots per
hop for smaller granularity, the representation in (49) is helpful. For example, if hop
distance is 6 and window size is 10, then by using above representation, we have to
perform only 8.77% of the calculations as comparted to calcuating the full matrix P.
Also note that the total states are 3M , however |S| = 3M−2M , where |A| = 2M is the
number of absorbing states. Hence the computations are further reduced. It has also
been observed that the matrix is highly sparse due to conditions derived in (38) and
(39). For example, for the aforementioned case, the resulting matrix is more than
98% sparse. Hence for the purpose of modeling, we can use these simplifications to
reduce the computational complexity. The representation in (49) is used to derive the
transition matrix with a large number of states and is called the stochastic automata
network (SAN) descriptor [36]. If large window sizes and hop distances are needed to
evaluate, then there exists methods like GMRES and Arnoldi iterations, that make
use of this SAN representation to find the eigenvalues and the probability vector for
the transition probability matrix. Interested readers can see, for instance, [37] (and
the references therein), where the problem of state space explosion is studied and
solved using the SAN repsentation and iterative methods.
4.3 Results and System Performance
Up to this point, we showed how the transition matrix is fully characterized by its Per-
ron eigenvalue and the corresponding left eigenvector, which gives the quasi-stationary
distribution of the chain. However, the Perron eigenvalue, which is the one-OLA-hop
success probability in our case, depends upon many parameters like transmit power,
path loss exponent, inter-slot distance etc. Hence we define Υ as in (26), which can
be interpreted as the SNR margin at a receiver from a single transmitting node, a
distance d away. However, Υ is not the only independent parameter, because β and
hd also separately impact the value of λ
(k)
m τ in (46), through the factor |hd −m+ k|β
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and Pij also depends upon the granularity level p.
In the following, we will discuss the case depicted in Figure 17, i.e., a mean hop
distance of 2 and its corresponding different network topologies with random place-
ment and path loss exponent of 2. Similar results and analysis can be done for other
topologies. Note that the window size, M , is one of the factors that affects the values
of ρ and the model space dimension. M is an artificial constraint because there is no
real physical need for it, however, it strongly impacts the size of the state space and
therefore the computational complexity of finding the success probability. Therefore,
we would like for M to be as small as possible without significantly impacting the
system performance results. As in Section 3.4, we propose to find M by increasing
the window size for a given hop distance, until the one-hop success probability (i.e.,
the Perron-Frobenius eigenvalue, ρ) ceases to change significantly. This implies that
even if we add another slot at the trailing edge of the window, there is no or little
effect on the success probability because the transmissions reaching that specific slot
are attenuated owing to the large path loss. Figure 19 depicts the trend of eigenvalues
as we increase the SNR margin for different window sizes and a mean hop distance of
2 with p = 1/2. The behavior is quite obvious that increasing SNR margin increases
the probability of survival of the transmissions. It can be further noticed that for a
given value of SNR margin, the curves start to converge as we increase the window
size, thereby indicating that after a specific window size, even if we increase M , there
is no change in the transmissions outcome. Thus we select the window size where
this convergence is achieved.
In the following, we will discuss the case depicted in Fig. 17, i.e., a mean hop
distance of 2 and its corresponding different network topologies with random place-
ment and path loss exponent of 2. Similar results and analysis can be done for other
topologies. The mean hop distance refers to the hop distance in the deterministic de-
ployment. Note that the window size, M , is one of the factors that affects the values
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Figure 19: Behavior of success probabilities with the increase in window size for a
mean hop distance of 2
































Figure 20: Success probabilities as a function of SNRMargin for a mean hop distance
of 2 and various granularity levels
46



























Figure 21: Success probabilities as a function of SNRMargin for a mean hop distance
of 3 and various granularity levels
of ρ and the model space dimension. M is an artificial constraint because there is no
real physical need for it, however, it strongly impacts the size of the state space and
therefore the computational complexity of finding the success probability. Therefore,
we would like for M to be as small as possible without significantly impacting the
system performance results. We propose to find M by increasing the window size for
a given hop distance, until the one-hop success probability (i.e., the Perron-Frobenius
eigenvalue, ρ) ceases to change significantly. This implies that even if we add another
slot at the forward edge of the window, there is no or little effect on the success
probability because the transmissions reaching that specific slot are attenuated owing
to the large path loss. Fig. 11 depicts the trend of eigenvalues as we increase the
SNR margin for different window sizes and a mean hop distance of 2 with p = 1/2.
The behavior is quite obvious that increasing SNR margin increases the probability
of survival of the transmissions. It can be further noticed that for a given value of
SNR margin, the curves start to converge as we increase the window size, thereby
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indicating that after a specific window size, even if we increase M , there is no change
in the transmissions outcome. Thus we select the window size where this convergence
is achieved.
To compare the SNR margin required for a given quality of service, which can
be the one-hop success probability in this case, the behavior of success probability is
plotted versus SNR margin for different granularity levels in Fig. 20. In all cases, the
mean hop distance is 2. Thus it can be seen that a smaller SNR margin is required
to get the same success probability for deterministic deployment as compared to the
random deployment. For example, for 85% success probability, the deterministic
deployment requires 5.55dB of the SNR margin, whereas the SNR margins required
are 7.1dB, 8.5dB, and 10dB for p = 1/a, a = {2, 3, 4}, respectively. A similar plot is
also shown for a mean hop distance of 3 in Fig. 21, where we can observe that the
behavior of curves is the same as for mean hop distance 2, however we can achieve
higher values of success probabilities as the SNR margin increases, because larger hop
distance corresponds to more transmitters per hop and therefore more diversity gain.
From the deployment perspective of the network, it is sometimes desirable to
determine the values of certain parameters such as transmit power of relays to obtain
a certain quality of service (QoS), η. In other words, we are interested in finding the
probability of delivering the message at a certain distance without having entered the
absorbing state, and we desire this probability to be at least η where η ∼ 1 ideally.
Thus (11) gives us a nice upper bound on the value of m (the number of hops) one
can go with a given η, i.e. ρm ≥ η, which gives
m ≤ ln η
ln ρ
. (50)
Thus if the destination is far off, we require more hops, which will require a larger
value of ρ. Fig. 22 shows the relationship between QoS, η, and the normalized













































Figure 22: Normalized distance for given quality of service with different mean hop
distances. The squared-marker curves show the p = 1/2 case at an indicated higher
SNR margin
is the true distance divided by d, is defined as the product of hd and the number
of hops (made to reach the destination).We have taken three values of granularity
level p, to show our result and the SNR margins for mean hop distances of 2 and 3
are 6dB and 8.1dB, respectively. We have also added the square-marker curves for
p = 1/2 at the higher SNR margins of 12dB and 15dB, in the upper and lower graphs,
respectively, as well as the SISO case in both graphs. We observe that for a fixed
SNR margin (i.e., not including the square-marker curves) more random deployment
or higher granularity implies a shorter distance can be covered for a given QoS.
At low QoS, e.g., η = 0.7, the network is able to reach a particular distance with
different granularity levels. Whereas, at high QoS, e.g., 0.9, the highest granularities
are not possible. The p = 1 case always gives the best coverage for all values of the
quality of service. The square-marker curves show that increasing the SNR margin
can compensate the “random placement loss.” We notice that the deterministic SISO
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topology has very small coverage as compared to any cooperative topology with or
without random deployment. We point out that retransmissions would increase the
reliability of the SISO case, as well as the CT cases. However, retransmissions are





In this chapter, we derive two types of estimators for SNR, a maximum likelihood
estimator (MLE) and an estimator that uses data statistics, such that neither of them
assume prior knowledge of the noise power. Our algorithm is also applicable for any
value of M in an M-FSK receiver, where M = 2n; n being a positive integer. We
also consider two types of channels: one with fast Rayleigh fading and the other with
slow block fading. However, we notice that the estimators derived for both cases are
significantly different and lead to dramatically different analysis and results. [48] de-
rives the average SNR estimate for pilot and data symbols separately. We provide ML
versions of partially data-aided (PDA), non-data aided (NDA), joint PDA-NDA, and
fully data-aided (FDA) estimators for average SNR. The PDA approach uses only the
training sequence for estimation while the NDA approach does blind estimation using
the entire sequence. The joint PDA-NDA uses all the information, operating blindly
on the non-training part of the sequence. The FDA estimator uses the detected data
as training sequence for SNR estimation and is reasonable in a multi-hop broadcast
application, where every node must decode the entire message; the detected data are
all assumed to be correct in the analysis regardless of the value of SNR.
The organization of this chapter is as follows. In the next section, we describe
the system model and the notations used for the MFSK case. Section 5.2 treats the
derivations of the SNR estimators, for a Rayleigh fading channel, including three
sub-cases for MLE and also the estimator using data statistics. Section 5.3 considers
the estimators for a block flat fading channel. Then we will derive the Cramer Rao
Bound (CRB) for the Rayleigh fading case, and in Section 5.5, we will discuss the
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simulation results for various estimators and overall estimator performance in terms
of mean-squared error and CRB.
5.1 System Model for the Rayleigh fading case
Consider a Rayleigh fading communication system employing M-ARY FSK modula-
tion, where each transmitted symbol is corrupted independently by fading and noise
and the number of symbols in the constellation is M = 2n, for a positive integer n.
The received signal, after the matched filtering and passing the signal through the
square law device, is given as
xi = |siαi + ni|2, (51)
where |.| is the magnitude operator applied on each element of the above equation
and i is the time index. Each of xi, si, and ni are vectors with a dimension of M × 1,
and si = [0, ..., 0, 1, 0, ..., 0]
T , where 1 is in the mith position (1 ≤ mi ≤ M), where
mi indicates the symbol transmitted at time i, and the other positions have a zero.
For the sake of simplicity, we assume that the average symbol energy is unity so that
the expected energy of the ith received symbol is given as E|αi|2 = S, where αi is a
zero mean fading coefficient drawn from a complex Gaussian distribution. Similarly,
the elements of ni are also independent complex Gaussian random variables with
zero mean and variance N/2 per real dimension, thus the signal-to-noise ratio (SNR)
is given by γ = S/N . si, αi, and ni are assumed independent of each other. Our




2 · · · xTk
]T
. For the estimation schemes considered, we assume that that there
are g pilot symbols and l data symbols so that the total packet length is k = g + l.
Throughout the analysis, we assume perfect timing recovery at the receiver.
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5.2 Estimation Techniques for the Rayleigh Fading Envi-
ronment
As mentioned previously, we will derive the ML estimators for three cases, namely
PDA, NDA and Joint PDA-NDA. Another approach uses the statistics of observable
data, which we call Estimation using Data Statistics (EDS).
5.2.1 Partially Data Aided MLE
Without the loss of generality, the g pilot symbols are each set to [1 0 ... 0]T . The
received symbols from M branches are denoted as xm,i, where first index m denotes
the branch index where m = 1, 2, ...,M and second index i is the time index such that
i = 1, 2, ..., g. Since both the αi and ni in (51) are complex Gaussian, x1,i will have
an exponential distribution with a mean of E|αi|2 + E|ni|2. The probability density
functions (PDFs) of the received pilot symbols xi = [x1,i x2,i ... xM,i]




















, m = 2, ...,M. (53)















Thus the log-likelihood distribution of g received symbols is given as


















To find the MLE of the SNR, γ̂, we use the property that the ML estimate of the
ratio of two parameters (S and N here), is the ratio of the individual ML estimates






Thus by differentiating (55) with respect to S and N , and setting the derivatives














5.2.2 Non-Data Aided MLE
The PDF of the received symbol, given a 1 at the nth position is expressed as














Assuming equal prior probabilities of transmitted symbols, the unconditional joint























































It can be seen from (59) that the PDF contains sum of M exponential terms, which
are a1, a2, ..., aM ; taking the log-likelihood and then differentials with respect to S
and N will make the expression very difficult to solve. The expression can be made
































. Thus the log-likelihood function for the k received symbols is
given as























































































The above forms of the equations seem to prohibit the closed form solutions for
estimates of S and N . Thus using high-SNR approximations (see Appendix B), the

















































5.2.3 Joint Estimation Using Pilot and Data Symbols
Consider g pilot symbols and l data symbols, so that the total packet is of length
k = g + l. Assuming independent received symbols, the joint PDF is the product of
PDFs resulting from pilot and data symbols. So we use (54) for i = 1, 2, ..., g and
(60) for i = g + 1, ..., g + l = k. Thus the log-likelihood function from the joint PDF
is given as
































Using similar approximations as in the previous section and taking partial derivatives






















In this subsection, we derive another type of NDA estimator that uses the statistics
of the received signal for making an estimate of the SNR. We will show that this
estimator performs better in the low SNR region and thus can be used as an alter-
native to ML-NDA estimator derived in the previous subsection, which suffers from
approximation errors in the low SNR region.
In the EDS approach, we are interested in using the statistics of the received data
so that we are able to get the estimates of our parameters of interest, namely the
signal and the noise power. Owing to the i.i.d. (in time) nature of received data, we
will drop the time index i from the rest of the section. It is known that the optimal
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non-coherent FSK receiver requires a complex branch (i.e., I and Q channels) for
each FSK frequency, because the phase is unknown [45]. Therefore, we can extend
the scalar Equation (8) for BPSK in [51], to a vector formulation for MFSK, and
define an M ×M matrix Z given as









where E {xm} = [E {x1} E {x2} · · · E {xM}]T . Assuming equally likely probable




[S +MN ] , m = 1, ...,M. (72)
Thus E {xm}E {xm}T is given as
E {xm}E {xm}T =
1
M2
[S +MN ]2 1M , (73)
where 1M is anM×M matrix of all ones. The autocorrelation matrix of the received















S2 + 2SN +MN2
]
, m = 1, ...,M (74)
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γ2 + 2γ +M
(γ +M)2
, (76)
and γ = S/N is the signal-to-noise ratio. It can be noticed that the matrix H in (75)
is a special kind of Hankel matrix which is also circulant [52]. The inverse of such a
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a+M − 2 −1 · · · −1




















a2 + (M − 2)a− (M − 1)1M . (78)
Since the resulting Z from above equation contains identical elements at each location
of M ×M matrix, we can now utilize any one of the element from Z. Thus, using
value of a from (76), any z ∈ Z is given by
z =
(γ +M)2
M3 +M2(2γ + 1) +Mγ(3γ + 2)− γ2 . (79)
We may solve for γ to get an estimate as
γ̂ =
1
3Mz − z − 1 [M(1 −Mz − z)
+
√




To make this approach practical, we replace the expectations in (71) with the
corresponding block averages to compute the estimate of Z as





where x is a column vector of time averages ofM branches; x = [x̄1, x̄2, ..., x̄M ]
T , and






xm,i, m = {1, 2, ...,M} . (82)
We have plotted the results from (80) for the computed statistic, z, against the
SNR, γ, in Figure 23 for various values of M . Each curve in the figure exhibits
smooth monotone behavior for low values of SNR, i.e., when SNR ∈ [0,10]. Thus,
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Figure 23: Relationship between the computed statistics, z, and γ for different
modulation orders, M , for the Rayleigh fading channel.
the estimator performance is anticipated to be good in this SNR region. However,
as the SNR increases, all the curves appear to approach a vertical asymptote . This
implies that a very small change in the computed statistics of data would cause a
huge variation in the estimated value of SNR. Hence this approach will suffer in the
estimation of high SNR values. Therefore, this approach can be used as an NDA
approach for SNR estimation for low SNR regions.
5.3 SNR Estimation for a block Fading channel
In this section, we will briefly describe the approach for estimating SNR in a block
fading environment, which is the case when a block of data with k symbols undergoes
a constant non-random fade. Using the complex data model, the received symbols
are given as
vi = Asi + ni. (83)
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In the above equation A is the complex signal amplitude assumed constant over the
entire frame and ni is the noise vector whose elements are drawn from a zero mean
complex Gaussian distribution with a variance of N/2 per real dimension. Thus the
SNR for block fading environment is given as γ = |A|
2
N
. As previously, in this section,
we will assume that the SNR estimation is done after the square law. Thus, we will
estimate the SNR using the observed data xi =
[
(|v1|2)T · · · (|vk|2)T
]T
.
5.3.1 Partially Data-Aided Estimation
Using the same notations and assumptions as done in Section 5.2, the first branch
output, containing a 1, is given as
x1,i = |A+ ni|2, (84)
where A and n are as defined in the previous section. Since the noise is complex
Gaussian, thus the resulting PDF of x1,i will be non-central chi square distribution,
where the non centrality parameter λ is given as
λ = (ℜ{A})2 + (ℑ{A})2 = |A|2, (85)
where ℜ{A} and ℑ{A} denote the real and imaginary parts of the complex signal


















where I0(.) is the modified Bessel function of zero order first kind. The PDF for each









. m = 2, ...,M. (87)







































Figure 24: Behavior of the ratios of modified Bessel functions of the first kind.
The log-likelihood for the g received symbols is given as
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N |A| . (90)
An exact solution to the above equation is difficult to obtain because of the non-
linearity of modified Bessel function. However, it can be observed that for high values
of the argument, the ratio of first order modified Bessel function to the zero order
modified Bessel function, i.e. I1(.)
I0(.)
, is approximately equal to 1. This phenomenon










Differentiating (89) with respect to N and using similar approximations, the estimate





















5.3.2 Non-Data Aided Estimation
The PDF of the received symbol, given 1 at the nth position, is given as





















Assuming equal prior probabilities of transmitted symbols, the unconditional joint























For k received symbols, the log-likelihood function is given as






















































N |A| . (96)
Using some approximations of the modified Bessel functions (see Appendix C), the






















5.3.3 Joint Estimation Using Pilot and Data Symbols
Considering g pilot symbols and l data symbols the log-likelihood function from the
joint PDF is given as



















































Using similar approximations as in the previous section and taking partial derivatives
with respect to A and N and setting them equal to zero result in the estimates of



































In order to get an estimate of SNR using the statistics of the received data, we define
an M ×M matrix Z, similar to (71). Assuming equally likely probable transmitted







, m = 1, ...,M (102)
Thus E {xm}E {xm}T is given as







where 1M is anM×M matrix of all ones. The autocorrelation matrix of the received















|A|4 + 4N |A|2 + 2MN2
]
, m = 1, ...,M (104)
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while the rest of all elements will be (E {xm})2, where E {xm} is given by (102). Thus





γ2 + 4γ + 2M
γ2 +M2 + 2Mγ
, (105)
and γ = |A|2/N is the signal-to-noise ratio. Thus utilizing only one of the element
from Z, we get
z =
γ2 + 2Mγ +M2
M3 + 2M2γ +M2 + 2Mγ2 + 2Mγ − γ2 . (106)
We may solve for γ to get an estimate as
γ̂ =
1









It can be seen from (106) that z has no solution at z = 1/3 for M = 2. Thus this
method is not applicable for a BFSK system. This scheme follows the same behavior
of curves as in Figure 23, except for M = 2 case which would be a vertical line.
Otherwise we observe that in the higher SNR regime, the EDS approach will suffer
due to the steepness of the curves. But it will be shown in the simulation section,
that the EDS approach shows best performance for larger data set and in the low
SNR region, compared to the MLE algorithms discussed in the previous subsection,
because there are no approximation errors in this approach.
5.4 Cramer-Rao Lower Bound for Rayleigh Fading Chan-
nel
In this section, we will derive the CRB for the SNR estimator, for the Rayleigh fading
channel. It can be noticed, that we can have different CRBs for the different cases
discussed in the previous section. However, the FDA estimator serves as a benchmark
on the variance of all estimators; FDA is same as PDA but uses all information in
the packet as training sequence. We also show that the CRB for the NDA estimator
is identical to the CRB of the FDA estimator if we use the high SNR approximation.
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Since the unknown parameter is a vector i.e., θ = [S N ]T , thus the CRB for the SNR








where g (θ) = S
N









and I(θ) is the Fisher information matrix (FIM) given as
























which gives the CRB from (108) as
CRBFDA =
M
k(M − 1) (1 + γ)
2 . (112)
This bound has been plotted in Figures 26 and 27, and is further discussed in the
next section. The CRB of NDA estimator is given in Appendix D.
5.5 Simulation Results
In this section, we compare the normalized mean squared error (NMSE) (normalized
with respect to the square of the true value of the SNR) of the estimators using
simulations for different values of M and for different packet lengths averaged over








where γ is the true value of SNR and γ̂ is the estimated value. The results shown in
Figures 25 - 30 are for the Rayleigh fading channel. Figure 25 shows the NMSE vs.
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Figure 25: Effect of increasing M on NMSE for 1000 symbol-long packet for the
PDA estimator for the Rayleigh fading channel.
true SNR for the PDA estimator, with 500 pilot symbols in the packet for increasing
values of M . We observe that the estimates become more and more accurate as we
have more and more branches with noise only. Thus increasingM indirectly increases
the number of samples, which gives lower NMSE. Although not shown in the figures,
this behavior is found in all techniques discussed in Sections 5.2 and 5.3.
Figures 26 and 27 treat the long packet, which is assumed to comprise 100 pilot
symbols and 900 data symbols. We observe that the PDA NMSE is approximately
constant over the entire SNR range. The NDA and Joint cases perform similarly
because most of the packet is data and the NMSE is high in the low SNR region. The
large error in low SNR range of NDA and joint estimators can be attributed to the
approximation errors in the low SNR regime. To check the high SNR approximation
(from Appendix B), we have plotted the NMSE between the true SNR (computed
numerically using Equations (64) and (65) ) and the estimated SNR using the ap-
proximation in Equation 66. Figure 29 shows this NMSE for different values of M
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Figure 26: NMSE for different estimators for a Binary FSK receiver, (M=2), for
the Rayleigh fading channel with 1000 symbols including 100 pilot symbols (g=100).
for a packet length of 100. It can be seen that the error decreases with the increase
in SNR, which shows that the approximation in Appendix A is valid.
In Figures 26 and 27, we can observe the consequence of this approximation.
We notice a small NMSE, for the NDA estimator, as the SNR increases from 8dB
onwards. The EDS approach performs better for low SNR estimation as compared to
the NDA scheme. However, the EDS method shows bad behavior at high SNR due
to the steepness of curve from Figure 23, and therefore, we can see a rapid increase
in the NMSE after 10dB. To do a fair comparison, we assume that both the pilot and
the data symbols are available to the NDA and EDS approaches for the estimation.
For high SNR, the Joint estimation scheme works the best, as expected. The crossing
of the curves suggests that an adaptive mode of SNR estimation can also be derived
consisting of estimation from the pilot only (PDA) or EDS during the low SNR while
using the entire data packet for estimating high SNR values. In that case, the overall
NMSE will remain minimum over a wide range of SNR values. In Figure 27, which
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Figure 27: NMSE for different estimators for 8FSK receiver, (M=8), for the
Rayleigh fading channel with 1000 symbols including 100 pilot symbols (g=100).
shows the results forM = 8, the curves have the same behavior as in theM = 2 case,
but the NMSE for M = 8 is lower.
Figure 28 treats the short packet scenario, with 8 pilot symbols and 28 data
symbols. We show this short packet case because the EDS approach does not perform
well because of the limitations of the availability of data (approximation error of the
ensemble averages with time averages for small data set is large). Thus for a short
length packet and with the availability of pilot, the joint data estimation performs
best. If the pilot is not available, then the NDA MLE also gives better performance.
Figures 26 to 28 include the results for the FDA approach (decision feedback),
which utilizes the detected data, assuming no detection errors. It can be seen that
the performance of the FDA estimator is enhanced significantly and it reaches the
CRB. Using this approach, we gain two advantages: a larger data set and estimation
using DA approach which has no approximation errors. The no errors assumption
is good in the context of the decode and forward (DF) scenario, since passing the
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Figure 28: NMSE for different estimators for 8FSK receiver, for a Rayleigh fading
channel with 36 symbols including 8 pilot symbols (g=8).
CRC check is a precondition for forwarding the packet [11]. Sometimes, it is desired
to choose the packet length such that the NMSE should not exceed some specified
value. A contour plot of NMSE for SNR versus the packet length for FDA case is
shown in Figure 30 for M = 8. We observe that 5% error can be achieved with 50
symbols.
Figure 31 shows the estimation results for the block fading channel. It can be
seen that the behavior of the curves is identical to those of Figures 26 to 28 but
interestingly the EDS method outperforms the ML estimation with a considerable
margin for low values of SNR because there are no approximation errors in the EDS
scheme for a block fading channel. However, it shows bad behavior at high SNR due
to the steepness of the curves from Figure 23. The CRB for this case is not derived
due to tedious calculations involving modified Bessel function and hence is not plotted
here.
In Sections 5.2 and 5.3, we have shown that the mathematical analysis for both the
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Figure 29: NMSE between actual and approximated SNR values for NDA estimator







































Figure 30: NMSE contours for various packet lengths for the FDA estimator for the
Rayleigh fading channel.
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Figure 31: NMSE for different estimators for a block fading channel in 8FSK re-
ceiver, M=8, with 1000 symbols including 100 pilot symbols (g=100).
channel models are quite different from each other. However, an interesting scenario
is to apply the SNR estimators designed for Rayleigh fading channels to the block
fading case, and vice versa. We observe that the block fading estimator is better for
the block fading channel (in terms of SNR gain) for all estimators except PDA at
low SNR. The NMSE is higher at low-SNR region for the PDA approach, which can
be attributed to the approximations of the modified Bessel function that we made
in Section 5.3.1. We have simulated this effect for a short packet scenario for 8-FSK
scheme such that the packet contains 8 pilot symbols and 28 data symbols. From
Figure 32, it can be noticed that if we apply the reverse scenario, i.e., apply the
block fading estimators on Rayleigh fading channel, the estimators fail to estimate
the SNR. Intuitively, the block fading channel is a general case of Rayleigh fading
channel so the cross-estimator works, but with lower efficiency. On the other hand,
Rayleigh fading is not a general case of block fading channel, thus the cross-estimator
fails to estimate the SNR of the received data. Thus both estimators give appropriate
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Block fading PDA estimator applied to Rayleigh channel
Block fading NDA estimator applied to Rayleigh channel
Rayleigh fading PDA estimator for Rayleigh channel
Rayleigh fading NDA estimator for Rayleigh channel
Figure 32: Effects of applying the estimators for a block fading channel on the data
received through Rayleigh fading channel.
results for their respective channel models. From Figure 32, we observe that for a
very short range of SNR, the cross-estimators work better. This could be due to the
sub-optimality of PDA/NDA ML estimator cost functions in the mean-squared sense.
For the rest of the SNR range, the actual estimators perform better.
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CHAPTER VI
SNR ESTIMATION IN THE PRESENCE OF A CARRIER
FREQUENCY OFFSET
An important application of estimating SNR is used in cooperative communications
where the relay node decodes and forwards (DF) the received data only if the received
SNR is higher than that of a specified threshold. Opportunistic Large Arrays with
Threshold (OLA-T) [20] is one example, in which the authors assume perfect SNR
estimation for the DF mode. In this chapter, we derive practical ways of estimating
SNR for such applications. However, the carrier frequency offset (CFO) causes error
in the estimation of SNR; this will degrade the performance of systems that depend
upon the knowledge of SNR, e.g., amplify and forward (AF) cooperative algorithms
[24]. Thus, in this chapter, we estimate the SNR of a non-coherent BFSK receiver
in the presence of a carrier offset, treating the CFO as a nuisance parameter. The
CFO estimation problem is quite tedious to solve because of its highly non-linear
nature, hence analytical methods cannot be directly applied to solve the problem at
hand. Therefore, we derive a maximum likelihood estimator for the SNR that uses a
moment-based CFO estimator. We also derive the Cramer-Rao lower bound (CRB)
for the SNR estimator. We provide two types of SNR estimators: a data-aided (DA)
estimator that uses the pilot symbols and a non-data aided (NDA) estimator that
does blind estimation on the received symbols.
The rest of the chapter is organized as follows. In the next section, we describe the
system model and the notations used for the BFSK receiver operating in the presence
of CFO. Section 6.2 treats the derivations of the SNR estimators for the data-aided
scenario in the presence of a Rayleigh fading channel. Section 6.3 considers the
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estimators for non data-aided case and in Section 6.4, we will discuss the simulation
results for various estimators and overall estimator performance in terms of mean-
squared error and the CRB.
6.1 System Model
Consider a Rayleigh fading communication system employing binary FSK modu-
lation, where a block of data with k symbols undergoes symbol-rate fading. The
received signal observed at the receiver end is given as
r(t) =
√
Esα(t) exp (j2π(fc + fm +∆f)t + θ) + n(t),
0 ≤ t ≤ T, m ∈ {1, 2} ,
(114)
where Es is the signal power, T is the symbol time, fc is the carrier frequency, and fm
is the BFSK frequency corresponding to the message signal. The shift in the carrier
frequency at the receiver is denoted as ∆f and θ is the unknown carrier phase.
Without the loss of generality we will set θ = 0, since we are dealing with the non-
coherent receiver. The noise at the receiver is n(t), which is additive white Gaussian
noise (AWGN) and α(t) is the Rayleigh fading envelope. Thus, the integrator output,






Es exp (−j2π(fc + fm)t)dt, (115)
where we get the the signal part, after simplifying the above equation, as
vms = Pα
[
1− exp (−j2π∆fT )
j2π(m− 1) + j2π∆fT
]
, m ∈ {1, 2} , (116)
where P = EsT
2
. For the sake of simplicity, we assume that the average symbol energy
is unity, i.e., P = 1, and thus the signal output after the square law detector for the

















, m ∈ {1, 2} , (117)
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where ρ = ∆fT is the normalized frequency error, |.| is the magnitude operator, and













, m ∈ {1, 2} . (118)
The received symbols from 2 branches are denoted by xm,i, where the first index
m denotes the branch index and the second index i is the time index such that
i = {1, 2, ..., k}; k being the packet length. The channel gains, αi, and the noise
elements, ni, are zero mean complex Gaussian random variables with variance of S/2
and N/2 per real dimension, respectively. We can express xi = [x1,i x2,i]
T to be the
received signal vector at time i. Since we assumed that the average symbol energy is
unity, the expected energy of the ith received symbol is given as S. Thus, the signal-
to-noise ratio is given by γ = S
N
. Our interest is to find the estimate of the average
SNR using the observed data, after the square law detector but it can be seen that
the factor Am in (118) will reduce the signal power if ρ 6= 0. Thus, in this section,
we will try to estimate the CFO, ρ, and treat it as a nuisance parameter which is
essential to estimate the actual parameter of interest namely, the signal to noise ratio.
Throughout the analysis, we assume perfect timing recovery at the receiver.
6.2 Data Aided Estimation
In this section, we derive the SNR estimator for the BFSK receiver in the presence
of CFO, while having full knowledge of the transmitted data. Therefore, without
the loss of generality, we assume that all the transmitted symbols are identical, and
correspond to frequency f1. We drop the time index i for the ease of notation and use
the received data in one symbol period, because the received symbols are independent
at each time slot. From (117), it can be seen that the signal power is reduced by
the CFO factor, A1, in the upper branch (x1) and there is also a signal spill which
introduces some part of signal power in the lower branch, given by A2, where these






. Because of the signal leakage in
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both of the branches, the two branches no longer remain orthogonal and hence there








From (117), as α and n are zero-mean complex Gaussian, therefore, the probabil-
ity density function (PDF) of both the branches become exponential after passing
through the envelope detector. As shown in [48], the best performance of SNR esti-
mator, in terms of CRB, can be obtained if the likelihood function for the received
data is maximized after the envelope detector, i.e., the best estimator is obtained if
the input data to the SNR estimator is the vector x. However, there exists a cor-
relation between the elements of x, because of which the joint PDF of the received
signal vector is given by Downton’s bivariate exponential distribution [43], containing
a modified Bessel function. The presence of modified Bessel function makes the prob-
lem at hand very tedious to solve analytically. However, a reasonable solution can be
obtained if the input data to the estimator is the difference between x1 and x2, which
is also available in the BFSK receiver. Thus we use the Laplace distribution [44],
which is obtained by taking the difference of two exponential random variables as
y = x1−x2. In order to further simplify the PDF expression, we define the following:
µ = A1 + A2 , ν = A1 − A2, and φ =
√












, y ≥ 0, (120)
where 2σ2m = AmS + N, m ∈ {1, 2}, η = 2φN2+µSN , and α = 8νS+φ . It can be seen
from (120), that a closed form solution will be prohibitive if we try to maximize
the log-likelihood function of (120) with respect to three parameters namely S, N ,
and ρ. Specifically the CFO parameter is very difficult to solve analytically through
this optimization problem. A solution can be obtained if we somehow know the CFO
factor, ρ. In the following subsection, we estimate ρ using the moments based method,
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which turns out to be a very accurate estimate, especially at high SNR. Then we will
show how the estimate of CFO can help in estimating the SNR using the conventional
ML method.
6.2.1 Method of Moments Approach
In the method of moments (MM) approach, we use the first order self and cross
statistics of the received data to estimate the CFO, which will subsequently be used
in the estimation of SNR. In this case, the first order statistics obtained from both
the branches are as follows
E {xm} = AmS +N, m ∈ {1, 2} , (121)
and the first cross-moment is given as
E {x1x2} = 2A1A2S2 + SN(A1 + A2) +N2. (122)
In practice, we replace the ensemble averages in previous equations with those of time
averages, i.e., E {x} ≈ 1
k
∑k
i=1 xi. Hence we denote the time averages as E {x1} := X ,
E {x2} := Y , and E {x1x2} := Z. We also let Ã1 = A1S and Ã2 = A2S, then
equations (121) and (122) can be solved simultaneously to get the estimate of the





X + Y −
√
(X2 − 6XY + Y 2 + 4Z)
)
, (123)
and the estimates of Ã1 and Ã2 are given as
ˆ̃A1 = X − N̂ and ˆ̃A2 = Y − N̂ . Finally,

















If we define ζ(θ) := 1
n
∑n
i=1(θ̂i−θ)2 as the sample variance of the error of estimator




, then a plot of ζ is shown for various values
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Figure 33: Sample variance of error for different parameters and bias of CFO esti-
mator; g=1000
of SNR in top plot of Fig. 33. It can be seen that though ζ(Ã1) and ζ(Ã1) increases
with increasing SNR, the variance of error for ρ decreases. Thus the estimator of
ρ is anticipated to give better performance as SNR increases. However, since ζ(Ã1)
increases with increasing SNR, the SNR estimate resulting from (125) will show a
high mean squared error in the high SNR region. We can write ρ̂ = f(z), where
z = [z1 z2 z3]
T , and the non-linear function f is given as
f(z) =
z2 − z1 + 2
√
z3 − z1z2 +
√
z21 − 6z1z2 + z22 + 4z3
2(z1 − z2)
. (126)
Let µ = [µ1 µ2 µ3]
T be the vector of true moments, then a second order Taylor series
expansion of f about µ yields ρ̂ ≈ ρ + vT (z − µ) + 1/2(z − µ)TH(z − µ), where





In the above equation, tr represents the trace of a matrix and C is the symmetric
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covariance matrix of µ, where cii = {µ21, µ22, 2µ23 + 4µ1µ2 (µ3 − µ1µ2)}, i ∈ {1, 2, 3},
c21 = µ3 − µ1µ2, and c3i = µi(c21 + µ3), i ∈ {1, 2}. The final expression of bias from












R + µ21 − 4µ1µ2 + µ22
)









































and where P = µ1 − µ2, Q = c21, and R = µ21 − 6µ1µ2 + µ22 + 4µ3. The bottom
plot of Fig. 33 shows this approximate theoretical bias of the CFO estimator and it
can be seen that the estimator shows a very low bias and is asymptotically zero for
SNR ≥ 7dB.
6.2.2 Maximum Likelihood Approach
In the ML approach, we assume the knowledge of CFO, which we get from the MM
estimator in the previous subsection. Based upon the known value of ρ, we can treat
µ and ν in (120) as constant parameters. Thus, the log-likelihood of the k symbols,
yi, i = {1, 2, ..., k}, is given as
Λ(y;S,N |ρ) = −k
2





Maximizing the above likelihood with respect to S and N again prohibits a closed
form expression for the estimates of signal power and noise power. However, it will
be shown in the results section that the estimate of the CFO and hence the noise
power from the MM estimator is fairly accurate. Therefore, we can use the estimate
of the noise power from the MM estimator to derive the ML estimator.
Based on the above discussions, the log-likelihood function can be further simpli-
fied by using SNR γ, i.e., S/N , and the noise, N , as the parameters of interest. Thus
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we get,










4 + 4µγ + ν2γ2. Finding the maxima of the log-likelihood with respect









i=1 yi + µkN̂
. (131)
6.2.3 Cramer-Rao Lower Bound
The Cramer-Rao bound (CRB), which is the benchmark on the variance of an estima-
tor, is a function of the Fisher information, F (γ), [53], and is given as CRB = 1/F (γ),
where F (γ) is given as






Thus twice differentiating (130) with respect to γ and taking the expectation gives











where ψ = 2µφ̃γ(φ̃(µφ̃+ 6ν) + 2µγ(µφ̃+ ν) + µ3γ2)(2ν + µ(φ̃+ µγ)).
6.3 Non Data-Aided Estimation
In this section, we derive the MM and ML estimators for the non-data aided scenario
where we assume the equally likely probability of the transmission of the data symbols.
We follow the same approach of finding ρ̂ and N̂ from the MM estimator and then
use these estimates to find the ML SNR estimator.
6.3.1 Method of Moment Estimator
For the NDA case, we assume that P {signal ∈ x1} = P {signal ∈ x2} = 1/2. Hence
the average value of both branches remains the same. Thus, we use the following
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Ã1 + Ã2 + 2N
]
, m ∈ {1, 2} , (134)
E {x1x2} = 2Ã1Ã2 +N(Ã1 + Ã2) +N2. (135)
Since we need three linearly independent equations in order to get the estimates of
three parameters, we use the following vector formulation of the received data







where E {x} = [E {x1} E {x2}]T . Thus E {x}E {x}T is given as
E {x}E {x}T = 1
4
[
Ã1 + Ã2 + 2N
]2
12, (137)
where 12 is an 2 × 2 matrix of all ones. The autocorrelation matrix of the received











= (Ã21 + Ã
2
2) + 2N(Ã1 + Ã2) + 2N
2, m ∈ {1, 2} , (138)
while the off-diagonal elements are given as E {x1x2}, which are given by (135). Thus,
















Since the resulting Z from the above equation contains identical elements at each
location of 2× 2 matrix, therefore, we can select only one of the elements from Z. As
in the previous case, we let E {xm} := X , then any z ∈ Z can be written as
z =
X2
(2X − 2N)2 + 3N(2X − 2N) + 3N2 , (140)




























Figure 34: Behavior of MM1 and MM2 estimators for non data-aided case
Let us denote this estimator (resulting from the statistic z) as MM1. We have plotted
the results from (140) for the computed statistic, z, against the SNR, γ , in Figure 34
for a CFO factor ρ = 0.1. The curve in the figure exhibits smooth monotone behavior
for low values of SNR, i.e., when SNR ∈ [0, 10]. Thus, the estimator performance is
anticipated to be good in this SNR region. However, as the SNR increases, the curve
appears to approach a vertical asymptote. This implies that a very small change in
the computed statistics of data would cause a huge variation in the estimated value of
SNR. Hence this approach will suffer in the estimation of high SNR values. Therefore,
this approach of MM1 can be used as an NDA approach for SNR estimation for low
SNR values.
In order to design an estimator which performs better at high SNR values, we







= N(3NX − 2X2)− Y (2N − 3X), (142)
where, as before, Y := E {x1x2}. Let W :=
E{x1x22}
E{x21} , then an estimate of the noise











where f = X4 − 7X2Y + Y 2 + W 2(Y − 3X2) + 2W (5X3 − XY ). We denote this
estimator as MM2. The estimator characteristics are also plotted in Figure 34. It
can be seen that this estimator would not estimate accurately in the low SNR regime
because of the vertical asymptote. However, the estimator performance is likely to be
good in the high SNR region since the estimator characteristic exhibits almost linear
behavior. Hence we can use MM2 for the NDA estimation of SNR in the high SNR
region.








. If we denote this ratio of CFO factors as β, then ρ can be









β − 1) . (144)
We can calculate β from (134) and (135), which gives β = Y−N̂(2X−2N̂ )−N̂
2
2(2X−2N̂ )2 , where N̂





where Â1 and Â2 can be computed using the estimate of ρ from (144).
6.3.2 Maximum Likelihood Approach
Using the difference of random variables, y = x1 − x2, as done in the previous sec-
tion and assuming equally likely probability of transmitted symbols, the PDF of the




































where 2σ̂21 = 2σ̃
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which is the same PDF as for the data-aided case in (120), with the only difference
that the absolute of the data will be used now. Hence we use the same approach as in
the Section 6.2. The likelihood and hence the resulting estimates of the SNR follow
from (130) and (131), respectively. Even there is no change in the CRB, because the
likelihood of both the schemes is the same and also E {y} , y ≥ 0 for the DA case is




In this section, we compare the normalized mean squared error (NMSE) (normalized
with respect to the square of the true value of the SNR) of the estimators using
simulations for both the data-aided and non data-aided scenarios for a packet length,
k = 1000, averaged over 20,000 trials. For the data-aided scenario, Figure 35 shows
the estimates the CFO factor, ρ, using the MM approach for the DA case. It can be
seen that the estimate of CFO is highly accurate for SNR ≥ 7dB. Figure 36 shows
the NMSE for the SNR estimation resulting from both the MM and the ML estimator.
In the “No CFO estimation” case, the SNR is estimated without estimating the CFO
from the algorithm derived in [34]. We observe that as the SNR increases, the leakage
in the lower branch increases and consequently the error in the estimation increases.
It can also be noticed that the MM estimator works well for the SNR estimation at low
values of SNR. However, it suffers in the high SNR region due to a higher bias for high
values of signal power in this range. The same cup shaped curve of MM estimator can
also be seen in [47]. From the MM estimator, we know that the estimate of ρ is quite
accurate and this estimate also depends on the noise estimate from Equations (123)–
(124), hence we can use these estimates to derive the ML algorithm and the resulting
curve in Figure 36 shows that the NMSE is quite small if we use the estimates from
the MM estimator. The CRB is also plotted to compare the results. The high error
in the low SNR region of ML estimator is due to two facts: 1) bad estimates of ρ in
MM, 2) at low SNR, the condition of y ≥ 0 is not always satisfied in the PDF from
(120). However, the ML estimator shows good results at high SNR.
The above simulation results were for a packet length of k = 1000. However, it is
interesting to note the performance of the estimate of ρ even at small packet lengths.
The contour plot in Figure 37 shows the MSE of the estimation of CFO factor for
various values of packet lengths. It can be seen that even if the packet length is small,
we can get good estimates of ρ, which can be used in the ML estimator to accurately
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Figure 37: MSE contour plot for different packet lengths in the MM estimation of
CFO for the data-aided case
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Estimate of ρ using MM1
Estimate of ρ using MM2
Figure 38: Estimation of ρ by NDA MM estimators; true value of ρ = 0.1
estimate the SNR.
Figure 38 shows the estimation of the CFO factor for the non data-aided case
using both the MM1 and MM2 estimator for a packet length of 1000. It be seen that
the MM1 estimator performs better at low SNR as compared to the MM2 estimator.
However, in the high SNR region, the MM2 estimator gives a very accurate estimate of
ρ, which is evident from the discussions in Section 6.3.1 and Figure 34. However, the
NMSE at high SNR for both the estimators is very large (and is not plotted in Figure
39), hence both of them cannot be used for SNR estimation at high values of SNR. At
low SNR, the MM1 estimator gives a fairly better performance as can be seen from
Figure 39. We have plotted the NMSE for the NDA ML estimator using both the
estimates from MM1 and MM2. It can be seen that using the estimates from MM1
results in a better performance in low SNR region as expected, while the NMSE is
higher for the MM2 estimator in the same SNR range. However, an interesting result
arises in the high SNR regime. We observe that the NMSE performance is little
better for MM2-ML estimator, however the performance is almost the same for both
the NDA-MM1 and NDA-MM2 estimators, and the performance reaches to that of
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ML using MM1 estiamtor
ML using MM2 estimator
CRB
Figure 39: NMSE for SNR estimators for non data-aided case; k = 1000
the CRB at very high values of SNR.
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CHAPTER VII
CONCLUSIONS AND SUGGESTED FUTURE WORKS
In this dissertation, we have created a framework for designing, modeling, and evalu-
ating wireless network algorithms that take advantage of certain kinds of cooperation
among terminals. Specifically, in these cooperative transmission (CT) schemes, we
looked at a very simple and energy-efficient multi-hop scheme, known as the op-
portunistic large array (OLA), which can be used in many practical applications
involving wireless sensor networks. To deploy a pragmatic wireless network using
this CT scheme, there are many uncertainties that affect the performance of this
network. These uncertainties include performance issues related to connectivity and
coverage areas of the network, number of sensor nodes to deploy and their deploy-
ment geometry, and designing protocols and algorithms to attain maximum energy
efficiency.
The prevailing theme of this doctoral research has been to advance this agenda
with the modeling and analysis of novel cooperative protocols and to address the
uncertainties that prevail in a communication system when these protocols are uti-
lized. The dissertation consisted of two major parts. The first part addressed the
modeling issues of these CT networks to optimize network parameters for obtaining
maximum connectivity and coverage. The other part addressed the signal-to-noise
ratio (SNR) estimation for the purpose of recruiting nodes and developing the geom-
etry of the network to attain energy-efficient solutions, which are generally desired in
most communication systems and particularly in sensor network applications.
The opportunistic large array (OLA) is a simple strategy that provides an SNR
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advantage from the spatial diversity of distributed single-antenna radios. In this re-
search, it is shown that a one-dimensional multi-hop network that does opportunistic
large array transmission can be modeled as a Markov chain in discrete time. The steps
that lead to the development of the sub-stochastic matrix of this chain are formulated
in detail. The Perron-Frobenius eigenvalue and the corresponding eigenvector of this
matrix helps in determining different parameters for achieving better performance in
delivering the message to a destination. The research also considered two different
topologies for deploying a one-dimensional sensor network where the nodes can be
equi-distant from one another or they can be combined to form a co-located group.
The stochastic models for the transmissions for both topologies are developed and it
is shown that the co-located topology always outperforms the equi-distant topology,
and the performance difference is larger for larger path loss exponents.
As a next step to this fixed node deployment topologies, it is shown that the
quasi-stationary Markov chain model can also be applied to a one-dimensional ad
hoc network, where the nodes can be randomly placed. The presence or absence
of a node at a location is modeled using the Bernoulli process and the state space
of this system is formulated using indicator random variables. A compact tensor
representation of the transition probability matrix is also derived, which is based on
the underlying hypoexpnential distribution of the received power at each sensor. The
behavior of the Perron-Frobenious eigenvalue of the sub-stochastic matrix, referred as
the success probability, indicated the level of quality of service that can be achieved
for a certain transmission. It is shown that an additional SNR margin is required for
the random placement of nodes as compared to deterministic placement for obtaining
the same success probability.
Estimates of real-time SNR are required by many receivers to perform various
functions. Typical applications include selection diversity and turbo decoding. An-
other useful application is that SNR is a way for a receiver to determine if it is in the
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decoding range of its source and in a preferable position to take part in cooperative
transmission. Many amplify and forward protocols rely on SNR. This research consid-
ered the problem of estimating the average SNR for a non-coherent MFSK receiver,
taking into account both symbol-by-symbol Rayleigh fading and slow block fading
channels. The corresponding Cramer Rao Bounds and the maximum likelihood esti-
mators have been derived in addition to the EDS (estimation using data statistics)
approach, which uses the data statistics to estimate the SNR. Different degrees of
data knowledge in a packet is assumed and different versions of data-aided and non
data-aided estimators are provided. From the theoretical perspective and simulation
results, it is concluded that different scenarios lead to different results based on packet
length, availability of pilot sequence, and the region of SNR considered (low/high).
The offsets in carrier synchronization (CFO) causes degradation of the estimates
of SNR in the receiver. To combat this effect, the problem of estimating the SNR in
the presence of a CFO is studied. Both the data aided and non data-aided estimators
for the Rayleigh fading channel are derived and also derived are the method of mo-
ments estimator and the maximum likelihood estimator for each case. Concerning the
difficulty of the CFO estimation problem (in terms of its non-linearity), it is shown
that the estimates of CFO can be found using the method of moments estimators,
which can then be used to derive the ML estimators, which give accurate estimates
of the SNR at various high and low SNR scenarios.
The following is a list of possible directions for future research:
1. The stochastic modeling of the multi-hop cooperative wireless network has been
achieved for a one-dimensional grid as well as randomly deployed line network.
Though the one-dimensional modeling can be used in many wireless applica-
tions, a mathematical model for a general OLA broadcast scenario in strip
shaped networks would broaden the scope of applications, for instance, to co-
operate routes in ad hoc networks. This will require the modification of the
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current model into a two-dimensional grid of particular width. The designed
2D model will mimic a general wireless sensor strip network for a given finite
density of nodes.
2. Future research directions include extending the non-overlapped co-located groups
of nodes study to the overlapping windows and to study the connectivity effects
when more than one group is transmitting at the same time. A comparison
with overlapping windows in equi-distant case will be interesting.
3. In all our modeling approaches, a computational barrier was present in terms of
the length of window that corresponds to the number of candidate nodes that
take part in CT at one time instant. Though this problem of window size, M ,
was alleviated using a compact Kronecker approach, however it would be better
if we don’t require this window size parameter at all. If an algorithm is designed
that excludes this window size, the computational load would be minimized.
4. Though the SNR estimators are optimal corresponding to their working envi-
ronments, there are still some errors in the estimation of the true value of SNR.
These errors can cause a problem in selecting the most optimal node for trans-
mission purposes and thus decrease the network performance. The possible
solution to this problem is the design of a mathematical model and to incorpo-
rate this error model into the current network model. This will certainly reduce
the probability of making erroneous decisions in the selection of nodes that will
transmit for the next hop.
5. Another future direction would be to implement the OLA with transmission
threshold [20] with the realistic SNR estimators that are designed in this re-
search work. By using these real-time SNR estimators, the actual performance
in terms of the energy efficiency of wireless networks can be obtained.
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APPENDIX A
PROOF OF CLAIM 1
Let N = 3M , where N is the possible number of states for a window size of M using
ternary M-tuples. By construction, the window overlap size is M − hd, thus we split
a window such that







The shift part is always receiving transmissions from the previous window, thus the
nodes contained in shift can either go to 0 or 1 but never 2. Thus the possible
combinations in shift are those of 0 and 1 which make a total of 2hd. The overlap
part can contain any combination and thus is 3M−hd. Using the multiplication rule
of independent events, the effective states are given as
N̂ = 3M−hd × 2hd. (151)
If all the elements of the window form any combination of 0 and 2, the system will be
in absorbing state. The effect of 2 in the shift has already been taken into account
from above equation. Thus we want the additional combination of 0 and 2 to be
excluded from the overlap part which makes a total of 2M−hd.
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APPENDIX B
HIGH SNR APPROXIMATION FOR RAYLEIGH FADING
ENVIRONMENT
For simplicity, lets discuss the case where M = 2. In that case, the summation term











x1,i exp (−x1,iφ) + x2,i exp (−x2,iφ)
exp (−x1,iφ) + exp (−x1,iφ)
. (152)
From φ, it can be noticed that for high SNR where S >> N , φ can be approximated
as φ = − 1
N














Now one of the two branches, say x1, contains the signal. For high SNR, since the
noise power N << S, the denominator of first term approaches 1 because the ratio of
exponentials results in a very small number. While the same phenomenon is reversed
in the second term, where the denominator approaches a very large value since the
ratio of exponentials results in a very large number. Thus overall the second term is
negligible (since the numerator is also a small number), and we are just left with x1,i.









HIGH SNR APPROXIMATION FOR BLOCK FADING
ENVIRONMENT
For simplicity, lets discuss the case where M = 2. In that case, the summation term
























































is constant throughout, thus denoting it as ψ and separating terms in the

























Using the approximation I0(x)
I1(x)
≈ 1, one term in each denominator is always 1.
For the other term, it can be observed that at high argument values, the mod-

















≈ 0. Thus the denominator of first term approaches a 1, while the
same phenomenon is reversed for the other term where the denominator approaches
extremely large value. Thus overall we are left with the maximum term, i.e.
√
x1,i.










CRB FOR THE NON-DATA AIDED ESTIMATOR
For finding the CRB of the NDA estimator, (110) needs be to be evaluated. However,
the second derivatives of Equations (62) and (63), involved in this computation,
are difficult to solve analytically. Even if we get a closed form solution, taking the
expectation of those derivatives will be harder because of the correlation between the
numerator and denominator in both equations. This problem has been considered in
[55] and [56] for linear modulation schemes where the authors have used numerical
techniques to find these expectations. However, an interesting case arises, if we use
the approximation as done in Equation (66). The structure of the FIM remains the













































b− a = 2k(S +N)(M − 1)
N3











k(M − 1) . (164)
Thus by using this high SNR approximation, the CRB for the NDA case matches the
CRB for the FDA case. This can also be seen from Figures 26-27, where the NDA
approaches the CRB (derived for FDA) in the high SNR region.
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