The main objective of this paper is to extend an isothermal incompressible two-phase lattice
I. INTRODUCTION
The heat transfer mechanisms involving the liquid-vapor phase change provide ample cooling for many industrial application because of the considerable heat transfer associated with the latent heat of the liquid [1] . Liquid-vapor phase change characteristics have been extensively investigated theoretically, numerically, and experimentally by many researchers.
By using numerical tools, the phenomena that are difficult to observe experimentally due to complicated physical processes during boiling such as very small spatial scales and fast temporal changes can be successfully studied. A fully detailed numerical simulation of liquid-vapor phase change can be achieved by simultaneously coupling many physical effects none of which can be ignored. The mass, momentum, and energy conservation equations must incorporate the effects of surface tension, latent heat, interfacial mass flow rate, abrupt change of material properties, and phase interface dynamics. One of the most challenging problems in numerical simulations of liquid-vapor phase change is accurate representation of the motion of the phase interface in the presence of phase change.
Numerical simulation of boiling has been carried out using sharp interface and diffuse interface techniques. In the sharp interface approach, liquid-vapor phase change has been simulated with front tracking method [2] , Volume of Fluid method (VOF) [3] [4] [5] [6] , and level set method [7] [8] [9] . Recent attempts to simulate boiling with diffuse interface approaches such as diffuse interface method [10, 11] , phase field method [12, 13] , and Lattice Boltzmann Equation (LBE) method [14] [15] [16] [17] [18] offer new capabilities in dealing with complex interface morphologies and topological changes, near-critical fluid, and motion of a contact line along a solid surface [19] .
LBE methods have shown great success in simulating two-phase fluid flows with its mesoscopic nature [20] [21] [22] [23] . In order to enable liquid-vapor phase change in LBE methods, either they are equipped with the non-ideal gas equation of state (EOS) [14, 15, 17] or an interfacial source term is added to governing equations [16, 18] . While using EOS seems to offer a more straightforward path to simulate phase change problems, it exhibits difficulties in simulating systems away from the critical temperature. Adding an interfacial source term due to phase change to corresponding governing equation is promising in terms of enabling phase change problems with a large liquid-to-vapor density ratio and a better control over mass flux at the interface. In almost all recent numerical works on modeling liquid-vapor phase change using LBE methods [16, 18] , the interfacial source term is spread over a diffuse phase interface offering little control over the phase interface temperature. The sharp interface treatment of the interfacial source term by macroscopic internal energy equation provides a more accurate estimation of the mass flux at the phase interface and a better control over the phase interface temperature.
Furthermore, the benchmark problems with available theoretical solutions utilized for validation of phase change models in most recent studies include single-phase Stefan problems with different thermal configurations [3, 5, 18] . Although validation of these benchmarks proves some capabilities of the phase change models, by using more relevant benchmarks such as two-phase Stefan and two-phase sucking interface problems, the validations become more comprehensive, which provide situations close to a real boiling. In both two-phase Stefan and sucking interface problems, all liquid and vapor pertinent thermophysical properties are employed in the theoretical solution [24] .
In this study, the original two-phase LBE method of He et al. [20] (as an Eulerian-based approach for phase interface tracking) modified by Lee and Lin [25] and also equipped with the a potential form of surface tension [26] to eliminate the parasitic currents, is extended to model liquid-vapor phase change heat transfer. This modification is denoted as a pressurebased approach, in which an interfacial mass flow rate is added as a source term in the pressure evolution equation. The temperature distribution in the system is obtained by solving the sharp interface macroscopic energy equation discretized with an isotropic finite difference scheme. This paper is organized as follows. Section II describes the phase change model and the LBE method. In section III, the proposed phase change model is verified against theoretical solutions of two-phase Stefan and two-phase sucking interface problems, and a liquid droplet evaporation in a superheated vapor, a vapor bubble growth in a superheated liquid, and a vapor bubble rising in a superheated liquid are studied in detail. The concluding remarks are reported in section IV.
II. PHYSICAL MODEL AND NUMERICAL ALGORITHM
In this section, the phase change model, and the discrete and lattice Boltzmann equations are presented. liquid and vapor, respectively. For fluid flows with phase change, the same approach in [27] is utilized for the continuity equation in each phase except an extra source term (±ṁ ′′′ )
corresponding to the mass flow rate per unit volume is added for each phase [4, 18] . The continuity equation can be derived by combining the continuity equations for liquid and vapor phases,
where u is the macroscopic velocity. The divergence of velocity in Eq. (1) is zero everywhere except for nodes around the phase interface called Interface Neighboring (INB) nodes, as shown in Fig. 2 . The divergence of velocity at the phase interface corresponds to volume change due to phase change, which is positive in the case of evaporation and negative in the case of condensation by convention. The same convention applies to the interfacial mass flux. By forcing the divergence of velocity described in Eq. (1), the energy balance at the phase interface is satisfied automatically and it causes the phase interface to move based on the sign of the mass flux.
The corresponding pressure evolution equation that is to be recovered by the lattice Boltzmann equation (LBE) described in the next section is derived from the continuity 
where p is the pressure, t is time, and ∂ ρ p = c 2 s = 1/3 is the square of lattice speed of sound. In the low frequency limit, ∂ t p and u · ∇p become on the order of the truncation error and can be ignored recovering Eq. (1) [28] . Therefore, we can force continuity equation presented in Eq. (1) in the system by recovering the pressure evolution equation in the LBE framework. Now we can substitute Eq. (2) into the governing LBE for boiling two-phase flows.
B. Discrete Boltzmann Equations
The tracking of the density of a single-component two-phase fluid is given by the following discrete Boltzmann equation (DBE) [29] [30] [31] :
where α, f α , f eq α , e α , λ, and F are the characteristic direction, discrete particle density distribution function, discrete equilibrium particle density distribution function, particle microscopic velocity in the α-direction, relaxation parameter, and the forcing term, respectively and Γ α (u)=f eq α /ρ. The material derivative can be expanded as D/Dt = ∂ ∂t + e α · ∇ . The Maxwell-Boltzmann distribution of f eq α is expanded up to second order in terms of macroscopic velocity O(u 2 ):
where t α is the weight in the α-direction [32] . The D2Q9 and D3Q27 lattices are implemented in this study for two-and three-dimensional problems, respectively. The particle microscopic velocity in the corresponding α-direction for D2Q9 square lattice is extended from D1Q3 lattice as [29] ,
where Θ α = (α − 1)π/4 and with the weights t 0 = 4/9, t 1 = t 3 = t 5 = t 7 = 1/9, and t 2 = t 4 = t 6 = t 8 = 1/36 [29] . The microscopic velocity and weight in D3Q27 lattice are extended from D1Q3 method as well.
The following form for the forcing term F can be derived by considering the mean-field approximation and excluding the volume of molecules [26] :
where g is the gravitational acceleration. The non-classical form of the chemical potential µ = ∂ ρ E 0 − κ∇ 2 ρ is placed in the third term of Eq. (6), which accounts for the separation of phases and results in a volumetric surface tension force. The bulk energy is given by
2 with κ and β being the gradient parameter and the bulk energy constant, respectively. In a one-dimensional plane interface at equilibrium, the density profile across the phase interface can be given by:
where z is the normal distance from the phase interface and D =
is the phase interface thickness. The surface tension can be chosen as a numerical parameter and given
Eq. (3) recovers the continuity equation
A second distribution function is introduced by the transform,
, for pressure and momentum in the system as in [25] . When substituted into Eq. (3), its material derivative becomes:
The last two terms inside the parentheses on the right-hand side of Eq. (9) can be recast due to the pressure evolution equation Eq. (2) and the continuity equation Eq. (8),
respectively:
and
Substituting Eqs. (10) and (11) into Eq. (9) forms the following discrete Boltzmann equation
for pressure and momentum:
is dropped due to the low Mach number approximation [25] . For simplicity, the gravity term in Eq. (12) and from now on is omitted.
The last term on the right-hand side of Eq. (12) activates phase change in the system.
The macroscopic equations recovered by first and second order Chapman-Enskog expansion of Eq. (12) are the pressure evolution and the momentum equations for non-ideal gases, respectively:
with η being the dynamic viscosity. interface approaches. First approach considers the momentum balance across the phase interface [9] ,ṁ
where u l , u v , and u I are liquid, vapor, and phase interface velocities, respectively. In the second approach, the mass flux is related to the heat flux difference across the phase interface by using the energy balance at the phase interface [9] ,
where term h f g refers to the latent heat of vaporization or heat of evaporation. q v and q l represent the normal heat fluxes at phase interface point in vapor-side and liquid-side of the phase interface, respectively. Eq. (16) is called Rankine-Hugoniot jump condition [9] . In the present work, the second approach is implemented to find the mass flux, since the numerical treatment of Eq. (15) is not preferred because the phase interface velocity in Eq. (15) in not available unless the interfacial mass flux is added to the system. Using
Eq. (16) enables us to use heat flux from temperature distribution in each side of the phase interface and to calculate interfacial mass flux accurately without a need to recall the phase interface velocity. After finding the interfacial mass flux and adding it to the system, the phase interface moves in the correct direction and its velocity can be extracted as well.
The sharp interface treatment of interfacial mass flux lays down its calculation only on the phase interface location which may not coincide with lattice nodes. The nodes surrounding the phase interface are referred as INB nodes. The INB nodes located in both liquid and vapor phases are filtered out using the following criterion,
where φ I = 0.5 is the volume fraction at the phase interface and δt is the time step in LBE framework which is set to 1. In Fig. 2 , the INB nodes are shown with solid blue circles and they all satisfy the condition in Eq. (17) . As shown in The heat fluxes at phase interface point P I in vapor-and liquid-side of the phase interface can be written as,
where ∇T Using the characteristic direction e α , the normal temperature gradient on the vapor-side at phase interface point P I can be recast as [34] ,
The proof of Eq. (20) is provided in Appendix A. Eq. (20) uses the directional gradient of temperature in e α direction to approximate the normal temperature gradient in n v I direction. Similar relation can be used for the normal temperature gradient in the liquid-side of the phase interface. Therefore, the heat fluxes normal to the phase interface at P I in the vaporand liquid-side of the phase interface are,
where eᾱ = −e α . The normal vectors n v I and n l I at P I are not available since they do not reside on the lattice nodes. Fig. 4 where δx α = |e α | δt is the spatial step in the characteristic direction α. Ghost nodes are considered in the opposite side of each phase to facilitate the temperature gradient calculation. The temperature at the ghost node T v 0 is calculated in e α direction as in [35] to avoid singularity,
where T I is the phase interface temperature set to a constant saturation temperature T sat in this study, θ α is the normalized distance between P I and the first lattice node N v 1 in e α direction, and T v 2 is the temperature at the second lattice node N v 2 . By having the definition of temperature at the ghost node T v 0 , the temperature gradient at P I on the vapor-side is calculated with the following second-order formula [36] ,
Since the temperature gradient in Eq. (21) is calculated using the sharp interface approach, only the temperature of lattice nodes T 24). Likewise, the same treatment is applied for temperature gradient at P I in liquid-side of the phase interface.
The normal heat flux jump, q , at P I is then written as,
Substituting Eq. (25) into Eq. (16) yields the following equation for the interfacial mass flux due to phase change at P I ,
The mass flux at P I can be distributed on neighboring nodes along either n v I or n l I , but these vectors do not generally pass through lattice nodes. Alternatively, we find the component of mass flux in a given characteristic direction e α .
As shown in Fig. 3 , the angle formed by the characteristic direction e α and the normal vector n v I at the phase interface point is Φ v α and is calculated by the inner product of the two vectors,
The interfacial mass flux at P I can be mapped in e α direction using the angle Φ With this definition, the component of the mass flux in e α direction in Eq. (28) is expressed
Finally, Eq. (26) is substituted for the mass flux in Eq. (29),
which can then be further simplified as follows, 
whereṁ ′′′ eα is the mass flow rate at neighboring lattice nodes around P I and the Ψ ′ is the linear weighting function defined as,
where the non-dimensional argument is set to r = |x − x P I | /|e α | δt. The application of the linear weighting function not only distributes the mass flux at phase interface point but also it finds the link between the sharp interface mass flux and the mass flow rate at phase interface between liquid and vapor. Another way to distribute the mass flux at the phase interface point P I is to multiply it by the absolute value of the gradient of the volume fraction |∇φ| [18] . However, using |∇φ| does not guarantee the same initial diffusive profile as the phase interface undergoes deformation during the simulation runtime.
Vapor Liquid
The INB nodes may cross the phase interface curve in multiple e α directions. Consequently, different mass flow ratesṁ ′′′ eα may be found at one lattice node in each e α direction. A weighted averaging process is needed in this situation. Here we chooseṁ ′′′ eα in the dominant characteristic direction, which is defined as the direction of maximum inner product
As an example in D2Q9 lattice structure, the lattice node N v crosses the phase interface curve at P I,1 , P I,4 , and P 
D. Macroscopic Internal Energy Equation
The sharp interface macroscopic energy equation is considered for solving the temporal and spatial evolution of the temperature in the vapor and liquid phases:
where the χ, T , and u are the thermal diffusivity, temperature, and local velocity, respectively. Due to the sharp interface energy solver, the thermal diffusivity in the vapor phase becomes χ v and in the liquid phase becomes χ l . The energy jump condition due to phase change that includes the latent heat h f g and mass flow rateṁ ′′′ is embedded in the definition of divergence of velocity in Eq. (1). Therefore the local velocity in Eq. (34) carries information related to latent heat and mass flow rate at the interface and its profiles shows a jump at the phase interface due to the phase change at the phase interface.
The macroscopic energy equation is then discretized with the explicit Euler method in
time and the 2nd-order accurate isotropic finite difference method [25] in space:
In Eq. (35) on lattice nodes near the phase interface, the T (x + e α δt) or T (x − e α δt) may point to the temperature in the other phase and thus require the ghost nodes defined for calculation of the heat flux in Eq. (24) as well.
E. Lattice Boltzmann Equations
The discrete Boltzmann equations for the density in Eq. (3) and the pressure and momentum in Eq. (12) are discretized along the characteristics over time step δt as in [25] . By defining the following modified discrete distribution functions,
The lattice Boltzmann equations at a lattice site (x) can be written as:
, and
, where τ = λ/δt is the non-dimensional relaxation parameter.
The macroscopic variables such as density, momentum, and pressure can be calculated by taking the moments of modified distribution functionsf α andḡ α :
Viscosity and relaxation parameter are constant in each bulk phase but vary in the interfacial region. The relaxation parameter is inversely proportional to the volume fraction:
where the parameters τ l and τ v are relaxation parameters for liquid and vapor phases, respectively. The heat conductivity k, specific heat c p , and thermal diffusivity χ are constant in each bulk phase and have a jump across the phase interface.
The sign function in Eq. The proposed LBE model for liquid-vapor phase change is different from the one introduced by Safari et al. [18] in many aspects as described in the following. First, the current LBE model is based on the single-component two-phase fluid flow approach and the order parameter is density while in [18] , the model is based on the two-component two-phase fluid flow approach and the order parameter is composition. Second, the non-zero divergence of velocity in Eq. (1) is forced in the system by the pressure evolution equation, Eq. (13), in our model while it is added as a volumetric source term to the continuity equation in [18] .
Third, the present energy equation is solved using the sharp interface while it is solved using the diffuse interface in [18] . The sharp interface treatment not only is crucial in calculating the interfacial mass flux accurately but also gives us a better control over the phase interface temperature. Accurate calculation of the mass flux is important in the small-scale boiling. In [18] , since the thermal properties such as thermal conductivity and specific heat are smoothed over the interfacial region, it can not provide exact calculation of the heat flux and the mass flux. Accordingly, these properties are considered constant in each phase and exhibit a jump at phase interface in our model. Besides, in [18] , the phase interface thickness is dependent on density ratios (3, 4, and 5 in lattice units for the density ratios of 10, 100, and 1000, respectively) leading to introduction of an additional free parameter in the system. The phase interface thickness is constant for all simulation cases in the current study, regardless of density ratio.
III. NUMERICAL VALIDATION
In this section the current phase change model is used to simulate one-, two-, and threedimensional liquid-vapor phase change problems. The computational domain in all cases is a regular Cartesian lattice grid and the time step δt and grid spacing δx are equal to unity in lattice units. First, the physical model is verified against available theoretical solutions, and then the two-dimensional problem of droplet evaporation in superheated vapor and the three-dimensional problem of vapor bubble growth in superheated liquid and the threedimensional problem of vapor bubble rising in superheated liquid are studied in detail.
A. Heat Conduction in Liquid-Vapor Systems
In this section, steady and unsteady heat conduction simulations in liquid-vapor systems are validated. The main goal is to check the accuracy of the sharp interface energy solver in the lattice Boltzmann framework which plays an important role in accurate calculation of the interfacial mass flux. First, the steady state case is discussed followed by the unsteady one in section III A 2.
Steady State Heat Conduction
Figure. 7 illustrates the schematic of the heat conduction in a liquid-vapor system. Both phases are bounded with a constant temperature wall. Initially, the temperature is constant in each phase (T l = +1 and T r = −1) and has a jump across the phase interface. However, the phase interface temperature located at the midplane is kept constant at T I = 0.81 during the simulation. By neglecting the convection term in the macroscopic internal energy equation, it is simplified to,
where the thermal diffusivity has a discontinuity across the phase interface as in Eq. against the theory. There is an excellent agreement between the method and theory, and the sharp interface temperature profile at phase interface is magnified in Fig. 8b . As follows from this figure, the sharp interface internal energy solver creates a sharp transition in the temperature profile and assists in exact calculation of the heat flux jump across the phase interface.
Unsteady Heat Conduction
The unsteady heat conduction for the liquid-vapor system shown in Fig. 7 
B. Two-Phase Stefan Problem
The classical two-phase Stefan problem construes the temperature distribution in a homogeneous medium with phase change occurring at the phase interface. An theoretical solution [24] of this problem with limited applicability can be used to validate the liquidvapor phase transition model and to test the convergence of the current model towards the sharp interface limit. The similar benchmark for most recent studies on liquid-vapor phase change problems is the single-phase Stefan problem [3, 5] where the theoretical solution does not include the density ratio parameter and the thermophysical properties of one phase. The two-phase Stefan problem with density effect is considered a more realistic benchmark for phase change models since the theoretical solution encompasses all liquid and vapor thermophysical properties and there is no free parameter in the system.
The problem geometry and initial temperature profile is depicted in Fig. 10 . In the theory, the liquid and vapor phases initially have a constant temperature, T ∞ , which is less than saturation temperature, T sat = T ∞ + ∆T ∞ . The left boundary is a solid wall, which is kept at a constant temperature T w higher than the saturation temperature, T w = T sat + ∆T w .
The phase interface temperature is set to T sat during the simulation. Initially, there is a thin layer of vapor in the system with 10 lattice grid size to initiate the phase change process.
The initial temperature of liquid and vapor is set from the theoretical solution considering the initial vapor gap in the system. The simulation parameters in lattice units are listed in Table I . As the thermal profile evolves with time due to the temperature difference (∆T w ), the phase interface feels the superheat that triggers the phase change process. The location X I (t) and the transient vapor and liquid temperatures are given by [24] :
where
is the error function, erfc () is the complementary error function erfc (x) = 1 − erf (x) and parameter ζ is the solution of the following transcendental equation [24] :
Considering the fact that the theoretical solution assumes no initial vapor profile in the system, the time variable t and the phase interface location X I (t) in Eqs. (48) and (49) are modified based on the initial phase interface location X I (0) = 10. First, the density ratio is set to ρ l /ρ v = 1.5 and the effect of thermal diffusivity is considered. The physical parameters needed to set up the simulations are listed in Table I .
In Fig. 11a , the temperature distribution at time t * = 0.2 is compared to theoretical results for two different thermal diffusivity ratios, χ v /χ l = 1 and 10. A close look at the temperature profile at the phase interface in Fig. 11b confirms its sharp distribution. The thermal boundary layer in the liquid-side of the phase interface is thinner in case of smaller thermal diffusivity ratio (χ v = χ l ). Additionally, the comparison of the phase interface movement between the LBE and theoretical results for both thermal diffusivity ratios is depicted in Fig. 12 in which they show an excellent agreement. For the unit thermal diffusivity ratio (χ v = χ l ), the phase interface moves faster because the interfacial mass flux is larger. This is obvious from Fig. 11a where the temperature profile in the liquid-side is more steep for unit thermal diffusivity ratio, resulting in a larger heat flux jump at the phase interface. 
Effect of Density (ρ
In Fig. 13a , the LBE result for phase interface location is compared with the theoretical solution for three density ratios ρ l /ρ v =10, 100, and 1000. The non-dimensional time is t * = t/t s and the non-dimensional phase interface location is X * = X I /N x where t s is the total simulation time in lattice units and N x is the lattice grid size in x-direction. The surface tension and phase interface thickness are σ = 10 −3 and D = 5 for all cases, respectively. The bulk energy constant and gradient parameter for density ratios ρ l /ρ v = 10, 100, 1000 are β = 0.0036, 0.0024, 0.0024 and κ = 0.0092, 0.0076, 0.0075, respectively. As can be seen in this figure, the simulation results are in good agreement with theory. Therefore, it is fair to conclude that even for a large density ratio up to 1000, the model is capable of correct prediction of the phase interface location meaning the diffusion term in the energy equation is accurately treated. As the phase interface moves away from the wall, it experiences a weaker temperature gradient and slows down. This is obvious from the slope of the curves in Fig. 13a . At any given time in Fig. 13a , the phase interface moves faster for larger density ratios.
The vapor phase remains stationary during the simulation but the liquid phase is pushed to the right with a constant velocity calculated from Eq. (15) as u l = u I (1 − ρ v /ρ l ) where u I is the velocity of the phase interface. In Fig. 13b , the liquid velocity profiles are plotted for three different density ratios ρ l /ρ v = 10, 100, and 1000. We found a good agreement in Fig. 13b between the LBE result and theoretical solution as well. The liquid velocity at the right boundary increases with the increasing density ratio.
The temperature profiles with a sharp distribution at the phase interface are shown in Fig. 14a for three density ratios of ρ l /ρ v = 10, 100, and 1000 at t * = 0.5. The LBE results match well with theory and all temperature profiles exhibit a sharp distribution at the phase interface. Additionally, the phase interface with a larger vapor-to-liquid density ratio moves faster. The temporal evolution of the heat flux jump at the phase interface is plotted in Fig. 14b , where it shows a decreasing behavior in time for all density ratios. As the phase interface moves away from the left wall, the temperature slope decreases at the phase interface which results in a reduced heat flux jump. Since the heat flux jump is calculated at a moving phase interface, a small fluctuation in the numerical results around the theory is expected. the temporal evolution of the heat flux jump in the two-phase Stefan problem between the LBE result (symbols) and the theoretical solution (lines) [24] for different density ratios.
Effect of Phase Interface Thickness
One important parameter in simulations is the phase interface thickness D. In Fig. 15 , the temporal evolution of the phase interface location is shown for different phase interface thicknesses (D = 4, 5, and 6) with a fixed density ratio of 100. The effect of phase interface thickness on the location of the phase interface is negligible. Therefore, it is kept constant (D = 5) for all density ratios in this study, while in [18] , the phase interface thickness was dependent on a density ratio.
Convergence Test
In order to test the convergence of the model towards the sharp interface limit, the nondimensional phase interface location X * (t) is plotted against the non-dimensional time t * for three initial vapor layer thicknesses (X(0) = 10, 20, and 40) in Fig. 16a . Since the phase interface location changes with square root of time in Eq. 48, the total simulation time as well as the lattice size are changed based on the initial vapor layer thickness. In all cases, the initial vapor layer thickness is 5% of the total lattice size. The solution converges to the theoretical solution as the initial vapor layer thickness increases. Since the system initially is slightly away from the equilibrium, the mass flow rate calculation has a smaller error if the initial temperature gradient at the phase interface is less steep and the mass flow rate is small. The slope of initial temperature profile at the phase interface decreases as the initial vapor layer thickness increases.
In Fig. 16b , a convergence test is done for different thermal diffusivities of χ = 0.001, 0.002, and 0.004 at a density ratio of 100. In all cases, the thermal diffusivity of vapor is larger than the liquid one by two order of magnitude, χ v /χ l = 100. The error between the theoretical solution and LBE method decreases as the thermal diffusivity decreases. The reason behind this is the explicit temporal discretization of the macroscopic energy equation. The current solution (t n ) in the discretization scheme is dependent on previous solution (t n−1 ) and obviously the error increases when there is a large jump at phase interface location. When larger thermal diffusivity intensifies the boiling rate, the phase interface jump between two consecutive time steps increases and the error compared to theoretical results increases as well. 
C. Two-Phase Sucking Interface Problem
The next one-dimensional validation benchmark is defined by slightly modifying the first case in section III B in terms of the initial temperature distribution. A schematic diagram of the problem along with an initial temperature distribution is depicted in Fig. 17 . The left wall is maintained at lower temperature compared to saturation temperature (T sat = T w + ∆T w ) and the right boundary is kept at T ∞ = T sat + ∆T ∞ . The only difference is that the thin thermal layer in the interfacial region (located mostly on the liquid-side) controls the phase interface velocity. This problem is very close to the real boiling situation where there is a thin thermal boundary layer in the liquid-side of the phase interface. Due to the volume expansion of liquid, the phase interface velocity is expected to be higher than that in the first benchmark [13] . The theoretical solutions of the phase interface location and liquid temperature are [38] : 
where ζ is the solution of the following transcendental equation [38] : The initial thermal layer in the interfacial region tends to spread as the simulation progresses. However, this effect is minimized by sucking the thermal layer toward the phase interface [3] , which keeps the thermal layer thin (Fig. 19 ) during the simulation. 
D. Liquid Droplet Evaporation
In the first three benchmark problems, the surface tension force did not play a role in the evolution of the phase interface. To test the present model with the effect of surface tension force, a two-dimensional liquid droplet evaporation problem is simulated.
In Fig. 21a , a circular droplet with an initial radius R 0 is placed at the center of the computational domain. All the boundary conditions are specified as gradient free boundaries to allow the vapor, generated due to volume expansion at the phase interface, to exit freely and without any disturbance.
The initial liquid temperature T l,0 and the vapor temperature T v,0 are set to the saturation temperature T sat and T ∞ , respectively. During the simulation, the droplet temperature as well as the phase interface temperature are kept constant at T sat and the temperature at the boundaries is kept higher than the saturation temperature T ∞ = T sat + ∆T .
In Fig. 21b , the droplet radii at different simulation times (t * = 0, 0.29, 0.67, and 1) are
shown. The initial circular droplet shape remains circular at later times which shows that To investigate the mesh independent solution, the evaporation of a liquid droplet with five different initial radii of R i = 12.5, 25, 50, 75, and 100 (lattice unit) are simulated and the results are shown in Fig. 22 . The final shape of the liquid droplet when the nondimensional transient radius meets the R * (t) 2 = 0.5 relation is provided in Fig. 22a where
The non-dimensional transient radius, R * (t), at each time is shown in Fig. 22b . From the results of both Fig. 22a and Fig. 22b , it is clear that the difference between the cases with initial radius of R 0 = 50, 75, and 100 is negligible. The initial radius of R 0 = 75 is considered for the rest of simulations on the droplet evaporation study to attain the most accurate result.
The Young-Laplace equation links the pressure difference across the phase interface to the phase interface shape between two fluids. Although it is essentially important in the study of static capillary surfaces, it is shown in [39] that in the case of droplet evaporation this relation also holds under specific circumstances such as slow evaporation rate. This can be satisfied by having a very slow phase change process where the thermal diffusivity of vapor is set to χ v = 0.01 and the Ja number is set to Ja = 1.0 in lattice units. The Ja number is defined as Ja = c pv ∆T /h f g . The pressure jump across the phase interface is related to the phase interface curvature by: Fig. 25 . In each case, all other parameters were kept constant except the variable parameter which is surface tension in Fig. 25a and relaxation parameter in Fig. 25b . In The theoretical solution of this problem is provided in [40] and the transient radius during the boiling is calculated by,
where the ζ is the solution of the following transcendental equation [40] ,
The parameter A in Eq. (58) is defined as A = Ja l /(1 + Ja l −Ja v ), where Ja l = c p l ∆T /h f g and Ja v = c pv ∆T /h f g are Ja numbers based on liquid and vapor properties, respectively.
The integral relation in Eq. (58) is solved numerically in order to find the ζ constant for each simulation. In theory, a vapor bubble can start to grow from a zero radius. However, a vapor bubble with a non-zero initial radius is considered in current simulation and the initial temperature from the theoretical solution is prescribed in the computational domain. The theoretical equation for temperature distribution in the computational domain as a function of the radii of curvature is defined as [40] ,
The calculation of the initial temperature distribution in the radial direction is carried out using the same numerical approach used in derivation of ζ in Eq. In the three-dimensional vapor bubble growth problem, the radial distribution of temperature, velocity magnitude, density, and interfacial source term due to phase change are plotted in Fig. 30 . The start and end points in Cartesian coordinate are (x c , y c , z c ) and
(n x , y c , z c ), respectively. The velocity magnitude, density, and interfacial source term are shown in a separate vertical axis for the sake of clarification.
The thermal boundary layer on the liquid-side of the phase interface is clearly shown where temperature changes from T sat to T ∞ . The velocity experiences a jump across the phase interface as expected and the interfacial source term is non-zero only at phase interface.
F. Vapor Bubble Rising in Superheated Liquid
A vapor bubble rising in a superheated liquid under gravity is studied in this section in order to mimic a real boiling situation. The main difference in this problem compared to previous benchmarks is the fluid flow around the vapor bubble as it rises due to buoyancy 
l , respectively. The superheat which is the difference between vapor saturation temperature and the liquid temperature is set to ∆T ∞ = 3.1 in lattice unit. Therefore, the initial temperature of the vapor bubble is set to saturation temperature, T sat , and the liquid pool is set to T ∞ = T sat + ∆T ∞ . The temperature at side walls and the bottom wall are kept at T ∞ . The computational domain is divided into four equal parts due to symmetric behavior in x and z directions and only 1/4 th of the computational domain is considered for simulation to save in numerical simulation time. A two-dimensional case is considered here and extension to the three-dimensional form is straightforward. The involved vectors are expanded in Cartesian coordinates as e α = e xî + e yĵ , n = n xî + n yĵ , and ∇T = T xî + T yĵ . Parameters T x and T y are temperature gradients in x and y directions, respectively. Expanding Eq. (A1) yields, e x − n 2 x e x − n x n y e y T x + e y − n x n y e x − n 2 y e y T y = 0.
The terms inside the square brackets should be zero in order to satisfy relation in Eq. (A2).
Therefore,   1 − n 2 x −n x n y −n x n y 1 − n 
The equality in Eq. (A4) is fulfilled since n is a unit normal vector such that |n| = 1. In general, the vector identity in Eq. (A1) is applicable for any non-zero vector (such as ∇T )
as long as the n vector is a unit normal vector.
