ABSTRACT Human-Robot Interfaces have a key role in the design of secure and efficient robotic systems. Great effort has been put during the past decades on the design of advanced interfaces for domestic and industrial robots. However, robots for intervention in unplanned and hazardous scenarios still need further research, especially when the mission requires the use of multiple robotic systems, to obtain an acceptable level of usability and safety. This paper describes the design and the software engineering process behind the development of a modular and multimodal Human-Robot Interface for intervention with a cooperative team of robots, as well as its validation and commissioning, as it is being used in real operations at CERN's accelerators complex. The proposed Human-Robot Interface allows the control of a heterogeneous set of robots homogeneously, providing the operator, among other features, with live scripting functionalities which can be programmed and adapted in run-time, for example, to increase operator's multi-tasking in a multi-agent scenario. The operator is given the capability to enter in the control loop between the HRI and the robot and customize the control commands according to the operation. To provide such functionalities, well-defined software development approaches have been adopted, for guaranteeing the modularity and the safety of the system during its continuous development. The paper describes the modules offered by the HRI, such as the multimodality, multi-robot control, safety, operators training, and communications architecture, among others. The HRI and the CERN Robotic Framework where it belongs are designed in a modular manner, in order to be able to adapt both, software and hardware architecture in a short time, to the next planned mission. Results present the experience gained with the system, demonstrating a high level of usability, learnability and safety when operated by both, non-experts and qualified robotic operators. The multimodal user interface has demonstrated to be very accurate and secure, providing a unique system to control, in a teleoperated or supervised manner, both single and multiple heterogeneous mobile manipulators. At the moment of writing, the user interface has been successfully used in 100 real interventions in radioactive industrial environments. The presented HRI is a novel research contribution in terms of multimodality, adaptability and modularity for mobile manipulator robotic teams in radioactive environments, especially for its software architecture, as part of the CERN Robotic Framework.
I. INTRODUCTION
Mobile manipulators are becoming increasingly common in a wide range of fields, such as domestic robot for human assistance, warehouses management, search and rescue [1] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Zheng Chen. bombs disposal [2] and inspection and maintenance of industrial facilities. In particular, the use of robotic systems in hazardous scenarios provides increased safety to humans, as well as enhanced capabilities to collect useful data from the environment [3] .
Remotely controlled robots can be equipped with different hardware according to their purpose: inspection robots are usually provided with coloured and thermal cameras, and hazardous signal detectors (e.g. radiation monitors, oxygen sensors, temperature sensors) for giving the most complete overview about the environment to the operator; bomb disposal robots, instead, are usually equipped with one or more robotic manipulators for interacting with the hazardous material. Robots, sensors, specialized tools and user interfaces can highly reduce the operation time if properly adapted to the intervention, increase the safety and help the operator to achieve the goal more efficiently.
In the latest years, industries showed a new interest in mobile robots for inspection and maintenance. Some companies present hazardous facilities, and the use of robots would increase not only the safety of the personnel avoiding human access to their plants but also their availability, thanks to reduced reaction time if robots are already available in place. Among these companies, those dedicated to nuclear power production such as Fukushima [4] and ITER [5] , but also centres devoted to nuclear research [6] , such as CERN, the European Center for Nuclear Research, XFEL [7] , the European X-ray free-electron laser, or FERMILAB, present obvious hazardous plants, due to their intrinsic high-radiation level. More in details, CERN has more than 50 km of underground particle accelerators [8] , which come not only with high radiation levels, but with the common risks of underground working sites as well, such as oxygen deficiency, limited access, fire risks, and floods. CERN hosts the biggest particle accelerator complex in the world, containing an enormous variety of industrial and scientific equipment. Performing maintenance on this variety results in a wide list of different tasks, from simple visual inspection to complex interaction with the equipment, such as screwing, sawing, welding, dismantling and assembling, among others. In order to comply with this heterogeneous set of equipment, a heterogeneous team of robots is required, to have the proper solution always available. Nevertheless, this requirement for a variety of robots, sensors and tools, cannot be satisfied with solutions available on the market, since most of the industrial and military robots for interventions [9] can be considered as a black box, each one different from the other, and difficult to extend or adapt to the particular intervention constraints.
In the process of development of mobile robotic solutions for such industrial facilities, two pools can be identified: (1) the pool of robots, sensors and tools, and (2) the pool of operators. In particular, the pool of operators includes all the people responsible for the usage of the robots during an intervention. It is important, therefore, that the pool of robots, sensors and tools inside a team follows the same conventions and shares common features, in order to have, ideally, a pool of operators who can use the entire pool of robots. As previously stated, this is not possible nowadays with current industrial solutions, which come with their Human-Robot Interface (HRI), set of sensors and features.
Furthermore, in the ideal condition of having a pool of industrial robots with the same conventions and HRI, a fully devoted team to control the robots would be required, due to the low usability of the current available platforms. This team would need constant training in a devoted area, resulting in an overall cost increase of the robotics activities. Above all, creating a specialized team for teleoperation would result in a group of extremely skilled people who would have a deep knowledge of the robotic systems, but not of the environment and the equipment that requires the intervention. Taking this into account, it has been considered as a solution to design the whole robots' pool (including procedures, protocols and Human-Robot Interface) in order to allow the equipment's experts, and not only the skilled robot operators, to teleoperate the robots during the intervention.
In this paper, the problem of creating an advanced and unified multimodal Human-Robot Interface (HRI) is addressed. The proposed interface is able to control the entire robots' pool (see figure 1) , including all the sensors and the tools in a uniform way, with a particular focus on its usability and learnability. Software development methodology has been used in order to allow the adaptability of the interface to new requirements, coming from new intervention requests or hardware changes. Furthermore, the HRI has been designed in order to provide a complete environment for robotic interventions, including preparation, training, operation and post-data analysis. The HRI should also include advanced features for increasing the intervention safety, the telepresence of the operator and the most complete knowledge about the environment.
A. CERNTAURO PROJECT
The HRI presented in this manuscript belongs to the CERN Robotic Framework, as conceived in the CERNTAURO project [10] . The aim of the project is to create a set of different highly usable robots for inspection, reconnaissance and teleoperation for harsh environments and more specifically for the CERN accelerator complex [6] . The project covers a wide series of technologies, from custom robots development to robot control, network communication, safety, Human-Robot Interaction, Virtual Reality, and Artificial Intelligence, among others.
The CERNTAURO project's goal is to create a complete framework which is modular in order to be adaptable to the specific intervention necessities, and to be upgraded accordingly, as new features need to be integrated.
Further details about the robot's development, in terms of mechanics and control, and their requirements for operation in radioactive environments, which are out of the scope of this paper, can be found in [10] .
II. STATE OF THE ART
Building a robotic system flexible, distributed and interoperable requires a systematic approach towards software development, which does not seem to be the norm in the automation application development process [11] . Most of the applied robotic products seem to use device centred paradigms making late changing in the requirements VOLUME 7, 2019 FIGURE 1. Unified multimodal Human-Robot Interface to interact with the heterogeneous team of robots.
inefficient due to the strict bound that has been established with the hardware.
In the latest years, a lot of effort has been put in the design of Human-Robot Interaction mechanisms [12] . However, only a few of them focused on the creation of a complete environment for Human-Robot Interaction, designed in order to broaden the availability of intervention robots to different operator skills [13] . More advanced interaction enables robots to be controlled with fluidity and less tedious operations [14] . Furthermore, standard Human-Computer Interface design techniques, or software engineering development methods, have rarely been applied to Human-Robot Interfaces development for teleoperated robots, as the development of such robots involves people from varying engineering disciplines, many of whom do not have a software engineering background; hence some important software engineering principles are often missed out. In this section, an overview of the state of the art in Human-Robot Interface development is presented. Afterwards, a brief overview of existing robotic solutions currently used in radioactive environments is shown, highlighting the limitations of those systems for CERN's current needs.
A. HUMAN-ROBOT INTERACTION DESIGN OVERVIEW
In the last decades, a lot of effort has been put in the definition of generic rules and guidelines for the development of Human-Robot Interfaces. In the following, some of the most important works are presented.
In [15] three modes of interaction with robots are defined: supervisor, operator, and peer. In particular, in the operator mode, the user is responsible for continuous interaction with the robot by assigning way-points, by tele-operating it or even by reprogramming it on the fly. However, in this work, users interacting in operator mode are considered expert users. The bystander user in peer mode, instead, would have no formal training with the robot but requires a coexistence between the robot and the operator in the same environment in order to allow him or her to create a mental model of the robot's behaviour. In the matter of this work, these two roles are not appropriate and cannot be considered as separated, as one of the main requirements is the possibility to provide Human-Robot Interaction modalities to non-expert operators for controlling remote robots, without having, therefore, coexistence in the same environment.
Other studies focused on the development of effective Human-Robot Interaction modalities in service robots applications such as health-care service robots or robots for home environments. In such devices, it has been noticed how the perception of the service quality is highly affected by human emotional experience during the interaction with the robot [16] . The emotions studied for Human-Robot Interaction in service robots, though, are different from those involved in teleoperation scenarios, where the interaction is continuous for several hours and the robot is used rather like a tool than a partner. Furthermore, in service robotics, human interaction is directly addressed to the robot, while in the matter of this work the interaction of the operator with the interface itself can not be neglected, due to the distance between the robot and the operator (in principle several kilometres).
Different frameworks and design principles have been developed for modelling human-robot collaboration in robotic interventions, mainly in the scope of CBRNE (Chemical, Biological, Radiological, Nuclear, Explosives) domain. Among these, the most suitable for the matter of this work appears to be the Shared Roles Model [17] , which is a compromise between the Taskable Agent Model and the Remote Tool Model for describing human-robot teaming. In the case of the Taskable Agent Model, full autonomy of the robot is the goal of the system, with teleoperation being temporary in nature, if necessary at all. On the opposite end of the human-robot model spectrum is the Remote Tool Model, where the robotic system is used exclusively as a tool during a continuous manual teleoperation process. The Shared Roles Model is a hybrid approach that assumes robot semi-autonomy with improved human connectivity for communication. However, a HRI that aims to provide a complete environment for robotic interventions to different users should implement all these interaction models, allowing the operator to choose according to the situation.
In [18] , four general guidelines for the development of HRI in teleoperation scenarios were defined: 1) Enhance awareness: Provide a map of where the robot has been. Provide more spatial information about the robot in the environment to make operators more aware of their robots' immediate surroundings. 2) Lower cognitive load: Provide fused sensor information to avoid making the user fuse the data mentally. 3) Increase efficiency: Provide user interfaces that support multiple robots in a single window, if possible. In general, minimize the use of multiple windows. 4) Provide help in choosing robot modality: Provide the operator assistance in determining the most appropriate level of robotic autonomy at any given time.
However, these guidelines focus more on the type of information to show to the operator, rather than the modality of displaying such information. Moreover, the adaptation of these guidelines to multi-agent intervention is not straightforward. Providing a map of where the robots are can help the operator, but it is not clear how to provide fused sensor information about multi-agent scenarios.
In [19] the results on studies of HRIs for multi-tasked robotic operations are presented. The issues addressed are similar to the ones addressed by this work: the operators are not robotic specialists but task specialists; their primary role is to accomplish the task and not to control the robot; future tasks will be complex and are difficult to predict.
With these issues stated, various studies on the operator's multi-tasking have been made. The main outcome is straightforward: multi-tasking reduces the operator's performance independently on his or her skills but depends on the operator's priorities, task difficulties, interference effects and amount of training. Context switching between tasks causes performance degradation according to the number of tasks and their difficulties [20] . However, the operator's limitations on multiple tasks can be mitigated by the use of different modalities [21] . Other studies confirm the benefits of the use of different modalities, highlighting also their limitations, mainly related to operator expectations for the particular feedback [22] . The issues defined in [19] are considered as the same issues that this work is trying to solve.
One of the main open issues when dealing with the development of Human-Robot Interfaces is the evaluation of their performance. In [23] it is proposed to measure efficiency, effectiveness and user satisfaction, as in standard Human-Computer interfaces evaluation. Furthermore, it defines four metrics for the evaluation of HRIs when used by non-expert operators: predictability of the behaviour, capability awareness, interaction awareness and user satisfaction.
In [24] seven principles to evaluate the efficiency of a Human-Robot Interface are proposed. Among these principles, there is also a metric for the evaluation of multi-robot single-operator interface, which can be useful for the matter of this work. In [25] , several principles for situation awareness driven design are presented, identifying a series of factors for evaluating the performance of a HRI. Providing to the operator a high level of situation awareness to the operator should be a primary requirement during the development of a HRI.
In conclusion, standard Human-Computer Interaction methods are not universally approved, as well as common Human-Robot Interaction guidelines, but several approaches have been proposed in the last 30 years, both in terms of interaction, displaying of feedback and evaluation. Several studies have been also made in robot teams, in which, however, the control of a single robot is shared by multiple humans. Multi-robot collaboration and control from a single operator do not appear to have received much attention in the research field, and a solution to the problem is proposed in this paper.
B. EXISTING ROBOTIC SYSTEMS FOR RADIOACTIVE ENVIRONMENTS
A lot of custom robotic systems have been developed for inspection and maintenance in radioactive research centres and nuclear reactors.
ITER (International Thermonuclear Experimental Reactor), for example, is developing several robotic solutions for the maintenance of its reactor and facilities. These robotic solutions, though, are not designed to be adapted to an existing environment, but the facility itself is being developed to be robot-friendly. Between the robotic systems of ITER [26] can be found a blanket remote handling system [27] , a divertor remote handling system [28] , a cask and plug remote handling system [29] , an in vessel viewing system [30] , a neutral beam remote handling system [31] and a remote handling for hot cell [5] . This systems have to work in areas with high radioactivity, as the blanket remote handling system which it will be operated in a high radiation environment (250 Gy/h max.) and must stably handle the blanket modules, which weigh 4.5t and are more than 1.5m in length, with a high degree of position and posture accuracy [32] .
The Joint European Torus (JET) is the flagship for European Fusion Research. This study seeks to address the issue of the need for remote handling in the process of recreating nuclear fusion as a limitless source of clean energy. The JET remote handling system employs a man in the loop approach with the robotic Boom and Master-Slave Servo-Manipulator (MSM) system providing the operator with a pair of remote hands inside the JET Torus. All remote handling tooling and components are designed to be handled by the remote hands like an operator actually working within the JET Torus. Such an approach requires a high degree of operator training, together with systematic methodologies for remote operations task development, tooling and component validation [33] , making it not suitable to CERN's environment. Furthermore, interaction with old, not robot-friendly equipment is still an open issue with the proposed robotic systems.
The Spallation Neutron Source (SNS), a new Department of Energy facility located at ORNL, is the latest step in the development of accelerator-based neutron research facilities. One thousand beam pulses will be bunched in a ring and then directed to a flowing liquid mercury target that will convert the protons to a pulse of approximately 5 x1015 neutrons. The neutrons will then be slowed to useful energies and guided to 24 instruments where scientists from around the world will have the opportunity to undertake basic research in materials science. A remote handling robotic system, based on Telerob EMSM-2B and a mobile vehicle equipped with a servo-manipulator ( Figure 2 ) has been developed for this facility. Mobile robots for interventions have been developed and studied to manage nuclear disasters as well. First studies were already made during the Chernobyl accident of 1986, which raised the acuteness of the problem of designing mobile robot-based systems capable for a long time to carry out operations in high-level radiation areas [35] . The Fukushima Daiichi nuclear reactor disaster, triggered the tsunami that devastated parts of Japan in March 2011, serves as a reality check on our capacity to effectively use robots for hazardous tasks. Beyond the carefully engineered environments that characterize the nuclear material handling industry, the disappointing performance of several robots [36] has demonstrated just how far we still have to go [37] . The disaster exposed the need for prior planning and continuous training, rehearsal and cooperation between research and development agencies, defence disaster relief agencies, robotic systems manufacturers and engineers at the hazardous facilities where the robots would be used. Continuous updating of robot systems is needed: some robots that could have been deployed relied on obsolete electronic and computer components that could not be replaced.
One of the most complex forms of hazardous operations is the deactivation and decommissioning (D&D) of defunct facilities where nuclear radiation or toxicity hazards preclude human presence. D&D can be thought of as remote demolition for the most part. Some operations are crude such as knocking down building structures and debris removal. Other operations may involve careful disassembly of equipment and devices, size reduction and packaging of handling/storage. These operations are essentially the inverse of remote maintenance and require the dexterous use of tools and handling of objects [37] . Several robotic systems have been developed for these D&D tasks in nuclear applications [38] and for inspection and maintenance [39] .
In nuclear fuel reprocessing facilities, remote handling equipment have to deal with severe constraints:
• Maximum integrated dose for 1 year between 104 and 105 Gy.
• Decontamination capability using potentially aggressive products.
• Operation at high temperature (508 • C).
• Electromagnetic compatibility.
• Volume and weight compatible with remote operations.
• Compliance with safety and quality standards.
• Diagnosis and maintainability constraints.
• Compatibility with waste management. For this task, industrial robots can be adapted to the constraints listed here above. That includes the development of radiation tolerant electronic parts, force-feedback control software for master-slave teleoperation and the integration of the overall technologies in order to build a remote handling system [40] .
III. DEFINITIONS AND REQUIREMENTS
Considering the statements made so far, in order to create a highly usable Human-Robot Interface for robotic interventions, it is important to place the operator in the centre of the development process. Furthermore, for guaranteeing the modularity and the adaptability of the interface to different robots, sensors and tools, as well as to allow the various modalities of interactions to the operator, the robot itself should not take a focusing role in the development, and the HRI should be as less as correlated to the hardware as possible. For this reason, in this section, only a list of software requirements regarding the interaction between the operator and the HRI is defined and will be considered the only non-changing requirements for future developments and improvements.
During the design of a Human-Robot Interface, it is important to take into account some aspects that are related to the operator and the type of interaction that he or she has with the interface. Such aspects give additional guidelines for the design, both in terms of graphical and behavioural choices and in terms of functionalities. Therefore, in the matter of this work, all the definitions and concepts defined in this section are taken into account afterwards for the implementation of the interface.
A. SOFTWARE DEVELOPMENT PATTERNS
In general, during the requirements definition, operational aspects of the telerobotic operation to be carried out are gathered. Standard software development for Human-Computer Interfaces and automated system follow traditional waterfall model or V-model [41] , in which the requirements are defined at the beginning of the development, according to hardware requirements and operational requirements [11] . However, as already stated, such models place in the centre of the development the robotic platform, designed and built for the specific intervention, and the intervention itself. These methods are suitable for interdisciplinary development, as a continuous dialogue between the various specialists is done at the beginning of the process, but do not cope well with requirements changes during the next phases and do not adapt well to different interventions, users and robots.
B. OPERATORS DEFINITION
One of the first steps in the requirements specification for a unified interface is the definition of the users and the context of use. As previously stated, the need of enlarging the operator's pool is of primary interest in CERN Robotics Operations strategy, to take profit from the expertise of skilled technicians that know in detail the scientific and engineering environment.
Normally, three main categories of operators can be defined [42] :
• Expert operators, who have a long experience in telerobotics, followed training courses and already performed several interventions.
• Project involved operators, who did not acquire experience in the teleoperation field, but they were involved in the project's development, acquiring, therefore, a detailed representation of the robotic system.
• Inexperienced operators, who are experts on the equipment that requires the intervention, and never could use the telerobotic system before. This category is the largest and most interesting one since it contains the experts that know the necessity of the equipment where the intervention is to be performed.
The HRI needs to be designed in order to provide clear feedback to an inexperienced operator, but enough detailed information to an expert one, giving the possibility to configure the HRI according to the level and the needs.
C. HUMAN ERROR
A Human-Robot Interface for Telerobotic applications, due to its criticality, should take human error into account as much as possible. Historically, there has been a lack of scientific research on human error, which focused instead on the correct behaviour of a human. Research on this topic started only in the early 80s, for example with studies on human behaviour in nuclear power industry [43] and in air traffic control [44] .
Defining human error is not straightforward and several questions about its definition have been addressed [45] . In the context of this work, it is important to be able to separate accidents caused by operator's misbehaviour and errors due to a lack of understanding of the operator with the HRI information. It is well known that an interface should be more transparent to the actual working system, reducing through proper representation the complexity of the data coming from it. The operator must be able to see through the displays (or virtual/augmented reality headsets) and perceive what is going on. In the aviation sector, this is often called situational awareness, while in the robotic field this concept can be associated with telepresence.
While most of the studies on this matter are focused on avoiding human errors when following a written procedure, it is not easy to estimate possible errors when dealing with telerobotic scenarios, which are often unknown and unpredictable.
In the context of remote robotic interventions, human error can be seen as a lack of feedback in the closed-loop control system, which comprises the operator and the robot. If the appropriate feedback is lacking, because of sensory limitations of the robot or misrepresentation of the feedback by the interface, the operator will tend to explore (and possibly lead to an error) the state space of this closed-loop control system in order to find satisfactory feedback [14] . Since the human operator often anticipates or previews the upcoming tasks, the operator could share these thoughts with the interface (e.g. indicating the target of a grasping procedure) which could adapt itself to help the operator in the task by assisted control or by simply providing the most appropriate feedback.
In the more generic topic of Human-Computer Interaction, other well-known forms of errors are lapses and slips. Slips distinguish from lapses by the source of the failure: a slip is a failure during the execution of a procedure, while a lapse is a failure of the operator's working memory. VOLUME 7, 2019 In semi-autonomous control, a frequent cause of slip error is a capture. Let us suppose that two procedures, A and B, are available and the operator is well trained in the execution of procedure A. If A and B share some tasks, it is possible that while executing procedure B, the operator will drift towards procedure A, leading to an inconsistent one. Captures, and slips more in general, can be reduced if procedures are as much as automatic as possible and require the minimum possible interaction from the operator. This gives a clue on the level of autonomy that should be implemented in the HRI, consistent with the need for teleoperation necessary for carrying out generic interventions.
D. MENTAL WORKLOAD, STRESS AND ATTENTION
Mental workload of operators in human-machine systems has been a matter of research since decades [46] . The final concern of this research is not the mental workload per se, but how mental workload affects the operator's attention and performance, which ultimately affects the overall system performance.
The attention is the cognitive process of selectively concentrating on one aspect of the environment while ignoring other things. During a telerobotic intervention, the operator's attention should be focused constantly on the task. Therefore, the interface must avoid interfering with the operation, for example by displaying pop-ups and messages, which needs to be handled for continuing. The attention of the operator can be monitored by the interface using eye-tracking methods as well, similar to the driver attention detection available in most modern cars.
Mental workload and stress affect the operator's working memory during the operation. According to [47] , an actor uses two types of memory, the short-term memory, faster and more resource demanding, and the long-term memory, slower but of higher capacity. While interacting with an interface, an operator makes extensive use of the short-term memory which, therefore, must not be overloaded by the interface: in fact, the short-term memory can store up to 7-9 conceptual elements. Besides, this number drastically reduces in presence of stress. In the short-term memory, the operator must store the status of the environment in which the operation is performed and the status of the robot: since the complexity of the status of the environment is not controllable, the interface should optimize the representation of the status of the robot. For example, there is no need to constantly display the battery level of the robot, which can be shown through a message (or additionally a sound in case of critical levels) only when passing certain thresholds. Another possibility can be letting the operator select the most effective feedback cameras, for giving them more resolution and quality, while being able to see additional cameras (if necessary) in lower detail, for avoiding mental workload. The robot itself can provide vision techniques to identify important situations to be supervised by the user at a particular camera, according to the mission plan.
E. METAPHORS
Metaphors are a central topic in the Human-Computer Interaction field. According to [48] , metaphors are central to how humans think. This statement has a significant impact on software engineering and HCI too. Without entering in the details of the metaphors field, it is obvious that an interface for HRI in telerobotic scenarios should have clear and precise metaphors and that the affordance of each component of the interface is clearly perceived by the operator.
However, an additional aspect of this topic that deserves a more accurate analysis is the what-so-called sociocultural embodiment [49] . This term has a wider definition in psychology and sociology, and it defines the relationship that the operator establishes with the interface and with the robot, which is not neutral but tends to be humanized. This means that the information that the interface provides to the operator must be efficient and perceived in a constructive and not invasive way, which could lead instead to some type of mistrust and pejorative attitude with the interface and the robot. Pejorative embodiment could have dramatic consequences in safety-critical interfaces, such as in the case of the air accident at the Madrid Barajas airport of 1983 [50] .
Sociocultural embodiment is also a central topic from a different point of view. In the latest years new forms of interaction such as body tracking using RGB-D tracking, gamepads, haptic devices and motion tracking devices have been developed: this enlarged the concept of playing to a broader network of actions, which could lead to misbehaviour while performing safety-critical operations. Furthermore, according to [51] , previous forms of interaction technologies produced an experience of simulation, whereas now the emphasis moved towards imitation, modifying the perception that the operator has of the robot, even more humanized if possible.
Using proper and effective metaphors increases exponentially the efficiency of the interface, provided that the previously highlighted drawbacks are taken into account.
F. TOWARDS SYSTEM RELIABILITY
Acquiring data in order to make a statistical analysis of the human errors that could appear while interacting with an interface is not a straightforward process. The credibility of human-error data from simulations is questioned on the basis that realistic stress, boredom, unexpected lack of concentration, and other behaviours are missing during a simulation. The same can be said about data collection during real operation, which could increase the mental workload of the operator, who will feel under evaluation during the process. Historically, an important potential source of human-error data is the training phase of the operators: during the training, the task to be performed is perfectly defined, and human-error detection can be programmed in the interface without interfering with the operator's actions. That being said, some techniques were defined to avoid human errors [14] . Above them, the following ones deserve a highlight in this context:
• The system should be fail-safe or at least fail soft, and able to avoid and recover from human errors.
• The system should provide immediate and clear feedback from the control loop (e.g. visual feedback using cameras should not be delayed).
• The system should restrict, where possible, the acting possibilities of the operator that could be misleading and not correctly perceived (e.g. not every interaction device is suitable for every action).
• the system should warn and alarm the operator when necessary, keeping in mind that too many warnings or alarms overload or distract the operator or condition him/her to ignore them.
This provides a list of software requirements which are always taken into account during the interface development.
IV. PROPOSED ARCHITECTURE
In this section, the proposed Human-Robot Interface is described. The main objective is to build a modular architecture for a highly usable multimodal HRI which allows an inexperienced operator to control multiple agents.
Considering the issues presented in [19] for HRI multitasking, the modularity allows for fast adaptation of the HRI to complex and unpredicted tasks. It will be possible to add to the HRI the interface new tools, robots and sensors with reduced development cost and minimal impact on the operator control. The multimodality allows to better address multitasking when controlling single or multiple agents and its usability allows minimally trained operators to accomplish their tasks.
A. CLOSED-LOOP AND SEMI-AUTONOMOUS CONTROL
In [14] , three different control modalities are proposed for Human-Robot Interaction: manual, semi-autonomous and autonomous control. In the context of this paper, all three modalities have been considered. Although teleoperation is mainly a manual interaction modality, the intelligence that is added to the system in order to make the operation safer (such as time-delay passivation, section V-C.2) allow the robot onboard computer to take decisions according to operator's input. Since a fraction of the control is accomplished by control loops closed directly on the onboard computer, according to [14] this is semi-autonomous control in its strict sense. In this category falls as well the mission planning and scripting which will be described later on in this paper (section V-D), as the operator programs by specifying high-level procedures in order to accomplish the mission objective. The HRI allows also full autonomous control, in which the operator only acts as a viewer and interacts with the robot with asynchronous high-level commands (e.g. move manipulator from point A to point B).
B. MODEL-VIEW CONTROLLER
In order to guarantee the proper separation between data and its representation, the HRI is designed according to the well-known Model-View Controller (MVC) pattern. MVC is a software architectural pattern, today standard de-facto with its variants, for the development of Graphical User Interfaces, in particular for web applications [52] : the pattern splits the structure of the interface into three separate and interconnected parts in order to provide a separation between data and its representation. It is used often to enhance parallel development and code reuse, but in the context of this work, it appeared particularly effective for enhancing the adaptability of the interface to different robot configurations. The HRI can provide different representations of the same data but can also provide the same representation of different data. For example, the actual position of a robotic manipulator can be shown to the operator in different ways (3D model, sliders indicating the joints position with respect to their limits, 2D sketches, etc.). Collisions of the robotic manipulator with the environment can be notified to the operator through visual messages, haptic devices, vibrations on the controller or sounds. In this case, a unique model takes care of collecting the actual position of the manipulator from the remote controller, and multiple views are available to display it. At the opposite, another example is the visualization of a camera: a camera is always shown to the operator as an image on the screen (unique view); nevertheless, the HRI supports several cameras such as network cameras, USB cameras, thermal cameras, PTZ cameras or RGB-D cameras. Therefore, this design pattern enhances not only its development, maintainability and testability but also its multimodality.
C. MODULARITY
The developed HRI makes of its modularity one of its most important requirements. The modularity appears in every part of the MVC architecture but gives its most important results in the model representation of the robot.
The HRI implements the RobotPart interface (figure 4), an abstract class for every component of the robot, being that a mobile platform, a robotic arm, a tool or a sensor. A RobotPart object contains all these common information to every component:
• the communication channel with its remote hardware counterpart. Several network protocols are available (e.g. TCP, UDP, UDT [53] , HTTP) and the proper protocol is defined in the robot configuration file.
• the list of input and outputs that can be controlled by the operator.
• the parent RobotPart object.
• the list of children objects.
• the transformation matrix between the part reference frame and its parent to constantly localize it in the environment.
The HRI adapts its view according to the robot configuration which is defined in the robot configuration file, the mission plan and the available control devices (figure 3). The configuration parser reads all the necessary configuration files and sets up the entire robot structure, including communication channels, 3D representation, already available scripts, etc. The View is created at this stage and the connection between View and Model through the Controller is instantiated. Once the HRI is fully adapted to the robot and mission configuration, the operator can connect to the robot. At this stage, the HRI tests all the network connections to ensure that the configuration file matches the real robot.
During the creation of the appropriate modules according to the robot configuration, the robot topology is built as well. The robot topology defines a tree-like structure in order to maintain a continuous localization of each robot part in the environment. Therefore, for example, a movement of a robotic arm or a mobile platform will trigger a movement of all the children parts, which will be used by the HRI to provide an accurate representation of the robot current configuration (for example in the 3D visualizer), as well as to localize all the data collected by the robot both in space and in time (e.g. radiation measurements). The robot configuration file is implemented using the XML markup language, which naturally embeds a tree-like structure during its definition.
Although the RobotPart abstract class represent the most generic interface for each robot component, several specialization of the RobotPart class are implemented according to their functionality, in order to maintain a high level of modularity (figure 5). Hence, for example, any camera, being that a standard RGB camera, a PTZ camera, a thermal camera or an RGB-D camera, inherits all from the same common Camera abstract class, which provide a common interface for inputs and outputs but does not define the communication protocol which will depend on the specific hardware.
This modularity also allows the control of multiple agents from the same interface instance. The leader robot would be the root of the topology tree and the slave robots would be branches of this tree. The operator can selectively control the single RobotActuator, or synchronize and customize the movements of different RobotParts using the live scripting tool (see Script Editor view in Figure 6 ).
1) APPLICATIONS
In the matter of this work, it is called application every higher-level algorithm (e.g. object detection, object tracking, obstacle avoidance, etc.) embedded on the robot.
Applications are particular components in the HRI as they usually merge multiple RobotParts objects. Applications are defined in the robot configuration file globally and the particular structure of the application configuration is dependent by the application itself. The HRI implements an application manager that is responsible for collecting, activating and deactivating each application.
D. THE VIEWS
The HRI is composed of several views, each one semantically different from the others (see Figure 6 ).
All the control of the robot is included in the control view: this is to strengthen the separation between the interaction with the HRI and the interaction with the robot. From any other view, it is possible to send commands to the robot. It can also display the main camera, which occupies most of the screen, a secondary camera, displayed smaller in a corner, and live sensor readings. From this view, the operator can select the control mode and the type of input devices he or she wishes to use. The HRI also implements a 3D visualization tool, which displays in real-time the robot configuration and the reconstructed environment, including live environmental measurements if provided. At startup, the HRI is built according to the robot configuration inside a unique window, and the operator can navigate between views using a menu positioned on the right side. Nevertheless, each view can be detached by the main window and open in a secondary window.
E. MULTIMODALITY
According to its definition, a multimodal interface provides different modalities for user interaction (i.e. inputs and outputs). Above that, in this context, it is necessary to make a distinction between two types of interaction: the interaction domain of the user (i.e. the operator) with the interface and the interaction domain of the user with the robot. Although in the second case the user is still interacting with the robot through the interface, according to the principle of telepresence, the user should feel complete transparency between his/her actions and the robot response.
Furthermore, it is particularly important to the operator to understand which modalities are related to the interaction with the robot and which are related to the interaction with the interface, to reduce the rate of slips and lapses. For this reason, an input device is never shared between the two domains of interaction (e.g. the mouse can only be used to interact with the interface, while the keyboard can only be used to interact with the robot). With this distinction, the operator can feel confident that the interaction with the interface will not modify the robot state, with the possibility of compromising the safety of the operation. Furthermore, the operator can always drop the interaction device with the robot, knowing that the robot will not move. Finally, in order to not increase the stress of the operator but still to generate a break between the two different interaction processes, the transition must be smooth but well defined and clear. 
1) INTERACTION WITH THE INTERFACE
The interaction with the interface consists in that domain of actions that will change its behaviour and appearance. As previously stated, the operator should perceive this interaction as a sort of break with the intervention operation. Such a break is useful to reduce the operator's mental workload and stress. However, the transition between the two modalities should be as smooth and simple as possible, in order not to disrupt the short-term memory of the operator.
The interaction with the interface is possible through the mouse, touch screen displays and vocal commands. The three modalities are not mutually exclusive, but experimental results showed that an operator tends to use only one of them during an intervention according to the control device in use. This may be caused by the position of the operator during the intervention with respect to the control station: in fact, in the case of an operator sitting at a desk and using the keyboard or a joypad in front of one or multiple screens to control the robot, both hands are on the input device and for interacting with the interface the dominant hand tends to leave the input device to use the mouse. This is the standard behaviour of a person using a PC and comes naturally to most people.
A different case is the one of using a small-dimensioned haptic device for master-slave control: the operator is sitting at a table with only the dominant hand using the input device. The other hand is free to interact with a touch screen, an action that is perfectly possible for most of the people with the non-dominant hand.
Finally, when using master-slave interaction devices of big dimensions, or body-tracking using RGB-D cameras for control by imitation, the operator stands in front of a big screen at a certain distance and does not have easy access to mouse and touch screens. In this case, vocal commands are the most used choice.
2) INTERACTION WITH THE ROBOT
The interaction with the robot is the process in which the operator uses an input device to modify its state. Input devices can be divided into two categories: input devices like keyboards, joysticks, 3D mice and others produce an experience of simulation, in which there is a mapping of actions and feedback between the input device and the robot. The HRI preserves a logical consistency of this mapping between these devices. Obviously, devices that provide an analogue control such as joypads or 6DoF mice allow a more precise operation than the others. In the context of this work, these input devices will be referred as one-way input devices.
Haptic devices and body tracking used for master-slave control belong instead to the category of input devices that produce an experience of imitation. In this case, actions and feedback do not need any mapping and they are more suitable for increasing the usability and transparency of the system, enhancing the telepresence. Nevertheless, these kind of devices are not common and an inexperienced operator could find intimidating the interaction with them. In the context of this work, these input devices will be referred as two-ways input devices.
3) INTERACTION WITH ROBOTS TEAMS
One of the issues that this work has tried to solve has been to guarantee a uniformity of interaction when controlling a single robot and a team of robots. As previously explained, the modularity of the system allows controlling several robots from the same interface instance. However, additional considerations were made to make the control easier, such as the use of the Cooperative Intervention Plan Editor and the Script editor View (see Figure 6 ). More details about this feature will be given in section V-D.
F. CONTINUOUS INTEGRATION
Software updates are not currently widely used in automated industrial systems, mainly due to the fear of compromising a working system, although not perfectly functional. However, the HRI presented in this paper must deal properly with software updates, in order to adapt constantly to continuous requirements changes coming from new tasks as well as to solve bugs. Therefore a continuous release [54] approach through an automatic one-click update system is implemented in the HRI. Details about the updates are displayed in the related modal and rollback to previous versions is always possible. Nevertheless, updates are not automatic (such as in modern web applications and browsers) but must always be approved by the operator. The continuous integration life-cycle of the HRI is depicted in Figure 7 .
Updates are triggered by the operators (through bug reports), by hardware updates (new sensors, tools and robots) or by tasks requests. After a software update has been implemented, various tests must pass: unit tests and integration tests are always performed, while additional tests such as cohesion tests and coupling tests to guarantee that the appropriate level of modularity of the HRI is maintained are made only when dealing with new functionalities (new hardware or new interventions). While unit tests and integration tests are automated, using modern testing frameworks available, coupling and cohesion tests are more complex and require an interaction with the hardware. Once all the tests passed, a new release is deployed and feedback from the operators are expected.
V. SEMI-AUTONOMOUS CONTROL FEATURES
The modularity of the interface has been explained previously, which ensures its adaptability to future robotic missions. Besides, the multi-modality of the interface has been explained, which increases its usability to minimally trained operators. In this section, the semi-autonomous control features are presented, which increase the usability of the interface, as well as allow the control of multiple agents minimally reducing the operation performance due to the increased multi-tasking required to the operator.
A. TELE-PROPRIOCEPTION
Proprioception (or kinesthesia) is a person sensorial skill of perceiving the position and the movement of the body [55] . The brain integrates information from proprioception and the vestibular system into its overall sense of body position, movement, and acceleration. Tele-proprioception is defined as the operator capacity to associate the position and movement of a robotic platform with respect to the environment from the available points of view [56] . Handling properly the operator perception of the robot increases the operator telepresence in the environment. The proposed HRI implements various strategies for ensuring proper operator telepresence and provide consistent feedback during the entire operation.
1) 3D VISUALIZATION, ENVIRONMENTAL RECONSTRUCTION AND VIRTUAL REALITY
The operator could have difficulties in visualizing complex robot operations, such as multi-agent configurations. Furthermore, the concept of telepresence is difficult to be adapted to multi-agent operations as the operator ''acts'' as different Environmental reconstruction is an important feature during inspection and reconnaissance tasks. Inspection tasks using robots are becoming more and more requested, not only for controlling the status of particular equipment but also for preparation for a future robotic or human intervention. In this last particular case, it is crucial not to perform a simple visual survey of the area but to collect as well as much data as possible about the environment in order to optimize human access, reducing personnel exposure to hazards.
In such scenarios, CERN uses a framework for the preparation of human intervention in highly radioactive areas called ALARA (As Low As Reasonably Achievable). CERN ALARA [57] , [58] aims to reduce human exposure to radiation at the minimum and to reduce the radiological impact on the environment focusing on three main principles: (1) justification, (2) limitation, and (3) optimization [59] .
However, the preparation for the intervention is not straightforward, due to a lack of information about the failed component that requires the intervention and about the environmental characteristics that could be found in place. At CERN, simulation software are used to predict the radiation dose rate in a certain place [60] : however, such simulations could be far from the reality due to the small amount of data about the real radiation in place.
In particular, measuring radiation is not an easy task: the radiation dose rate is extremely dependent on the distance from the radioactive object [61] and a big amount of values has to be collected in multiple places to have a precise radiation dose rate map of the object. This process is not easy when applied to complex objects (e.g. collimators), or to objects which are not easy to reach.
The HRI uses voxels to represent all the environmental information. This allows optimizing the memory requirements when mapping large environments. The HRI receives from each robot different octrees, which are a well known, diffused and efficient representation for voxels [62] : one representing the environment, usually with the highest resolution, and one for each environmental sensor that is integrated in the robot, of which resolution may vary according to the physical quantity that they represent. This method relies on the localization and mapping capabilities of the robots in the environment.
As this process is designed to run in background without any interaction from the operator, octrees are not sent through the network directly as they are, in order to not overload the communication, compromising the control of the robot. Before they are sent to the HRI, a pruning operation is performed [63] and its output is compressed through a loseless fast compression algorithm [64] .
Once the octree is received and decompressed, it is added to the 3D visualizer. As already mentioned, the 3D visualization must not compromise the robot teleoperation. However, it is a useful feature that it is required by most of the operators. Therefore, it should not rely on high-end desktop computers for its representation and an optimization method is integrated into the HRI in order to maintain always the visualization and the operation smooth. For each octree, starting from the root node, the bounding box of each octree node is considered. By computing the frustum planes for the current camera view [65] , if the considered node is out of view, it is not rendered and all its children nodes are not considered. Furthermore, the distance from the camera and the octree node is computed: if the distance is higher than a threshold, the parent of the considered node is displayed and all its children nodes are discarded. This visualization pruning allows a fast scan of the entire octree and to render only the visible nodes. Moreover, the distance threshold is adjusted dynamically in order to keep the refresh rate of the 3D visualizer around 10 fps, more than acceptable for this kind of visualization.
2) CAMERA ROTATION COMPENSATION
Operator perception about the robot pose in the environment could vary according to the chosen control modality, due to inconsistency between different feedback modalities. One example is the feedback misalignment between visual and haptic feedback when using a master-slave control modality. In this case, the operator is provided with a haptic feedback from the master device which reflects the pose of the remote slave with respect to a specific reference frame (usually the base of the manipulator) and with a visual feedback which is referred to the position and orientation of the camera plane. According to the control modality chosen by the operator, the HRI compensates the orientation of the camera in the camera plane in order to realign the point of view of the operator to one that is consistent with other feedback provided. Figure 9 shows an operator controlling a remote object. In the first case, a wrong mapping between the operator input device and the actual movement of the robot causes what is called geometrical wrong adjustment ( figure 9(a) ). In the second case, a misalignment of reference frames between the camera plane and the input device frame causes an observational wrong adjustment ( figure 9(b) ). In the final case, the visual feedback provided to the operator is rotated in order to be consistent with the input device reference frame ( figure 9(c) ).
3) VISION-AIDED OBJECT GRASPING
As previously mentioned, the HRI supports high-level functionalities to improve the operator's experience and facilitate some tasks. Among these, it is worth to study the use of a vision tracking system for manipulator guidance during object grasping. The system is fully integrated into the control loop, providing the proper feedback according to the modality selected by the operator. The core idea of this functionality is the possibility for the operator to select an arbitrary object to be grasped in the environment and the HRI ''helps'' the operator to accomplish the task. Although this might sound straightforward thanks to modern sensors and algorithms, the need of extending this method to metallic objects installed on metallic supports while allowing depth calculations with a single monocular camera, required detailed investigation for a specific solution.
Most of the objects available in CERN's accelerator environments are metallic featureless objects, making unstable most of the standard computer vision feature tracking algorithms and unreliable RGB-D cameras and laser pointers sensors for depth estimation, due to metallic reflections. The system proposed in [66] , uses a monocular camera installed on the manipulator end effector, and multiple Kernelized Correlation Filters (KCF) [67] , each one tracking a different part of the object of interest. By considering the movement in space of the robotic arm, known by its kinematics, it is possible to estimate the distance of the end effector from the object ( figure 10 ). With the goal of grasping the object, therefore having the object inside the gripper of the manipulator, the system outputs corrections to the operator's control setpoints and feedbacks to the operator in order to facilitate the approach during the grasping phase. Moreover, the system is connected to an object recognition neural network-based algorithm. The algorithm uses a deep neural network to extract the bounding box of known objects allowing a more precise tracking and depth estimation.
This feature, not only improves the usability of the HRI but the safety of the operation as well, by bounding the movements in the space as the system knows the task goal.
B. WALL RECOGNITION FOR SAFE FAST NAVIGATION
Mobile robot navigation plays an important role in the HRI development as well. Due to hardware limitations or particular configurations of the robot, it is not always possible to have efficient camera views which allow seeing properly the entire robot width during the navigation. However, some of CERN's specific tasks still require fast navigation in accelerator's tunnel, maybe due to short available access time. Robot navigation literature is full of autonomous navigation, obstacle detection and obstacle avoidance algorithm which can be used to assist the operator's driving. In the matter of this work, for example, a specific feature of particle accelerators has been used. CERN's particle accelerators, usually, present a clear wall on one side of the tunnel and a small passage for humans, material and, in this case, robots (around 1.6 metres).
Some tasks require navigating in the accelerator's tunnel at a speed higher than 2 m/s, making difficult to remote manually control of the robot, especially in case of network delays. In order to assist the operator, a wall recognition algorithm based on RANSAC [68] using a 2D LIDAR has been implemented. The algorithm computes the relative angle between the robot direction and the recognized wall in order to maintain always the robot platform in the proper direction and at the proper distance from it. The operator can activate and deactivate the assisted driving and will have to take care only of accelerating and decelerating the robot.
Although more complex navigation algorithms can be implemented, this example shows how the operator can activate and deactivate applications available for the various robot parts to get assists in the accomplishment of the task. The modularity of the HRI allows to provide the proper applications according to the equipped sensors and to extend them constantly with state of the art algorithms available in the literature.
C. COMMUNICATION
For safety reasons, CERN underground facilities provide a complete mobile network coverage, to allow any worker to call for emergency from any point, without the need to carry specific equipment such as radio transmitters or others. The mobile network provides 2G coverage for voice communication, 3G coverage for medium throughput data (10/2 Mbps) and 4G coverage for high throughput data (20/20 Mbps). The coverage allows the connection to the standard external provider Access Point Name (APN) for calls and mobile data and to the CERN internal APN, for connection to the CERN intranets (General Purpose Network and Technical Network). In particular, a device connected to the CERN internal APN is assigned a static IP address that is reachable from any other terminal connected to the CERN corresponding intranet (see table 1 ).
This installation allows communicating with any robot located at any point of the CERN territory by equipping the with 3G/4G modems. This, theoretically, overcomes any distance limitation between the operator and the robot, present for example on commercial robots equipped with a point-topoint radio connection.
The drawback of such a connection is the reliability of the coverage and its performance in terms of throughput and delay. Since the connection with the robot is established over internet protocols, the performance is related to the mobile signal strength in the operation facility, the distance to the robot (in terms of the number of network nodes that are crossed from the control terminal to the robot) and the congestion of the network.
The performance of the communication protocol is fundamental in order to guarantee a smooth operation: several studies demonstrated that teleoperation was significantly affected with a rate of five to six frames per second and became almost impossible to perform when the frame-rate dropped below three frames per second, in which case would be necessary to apply semi-autonomous control techniques.
The HRI can handle connection losses, providing recovery scenarios procedures, high communication delays and different protocols for ensuring the best solution for the type of data transmitted. For the communication between the robot and the HRI, a custom communication protocol in the application layer has been implemented. The protocol is not related to the underlying internet transport protocol, which can be TCP, UDP, UDT [53] , RTSP, or a combination of these for some applications.
1) TIMESTAMP SYNCHRONIZATION
Using internet-based protocols for robotic teleoperation could create problems in terms of communication delays. Hence, the header of every packet of the custom application protocol contains a timestamp in milliseconds indicating when the data contained in the packet was produced. The timestamps of all the connected nodes must be synchronized in order to react properly to variable communication delays.
The synchronization is based on the standard fourtimestamp mechanism of the Network Time Protocol (NTP) [69] . This commonly used method measures the transmission round-trip time between connected nodes and uses this to estimate the offset between their respective clocks. The protocol relies on the assumption that, during the synchronization, the communication delay is symmetric.
The protocol works as follows:
1) The HRI sends a packet containing the current HRI timestamp to the robot at time T h s .
2) The robot receives the packet at time T r r and immediately sends back the current robot timestamp at time T r s .
3) The HRI receives the packet containing the robot timestamp at time T h r . In the previous notation, in 
where O is the offset between the two timestamps taken by the two agents at the same moment and the value estimated by the process. As previously stated, the method is sensitive to asymmetries in communication delay. Unfortunately, it is not possible to measure communication asymmetries in the network with only two agents. Therefore, the method will estimate O, which will be only an approximation of the real O.
In order to estimate more accurately O, two conditions can be imposed. First, it is safe to assume that the offset between the local timestamp of the robot and the local timestamp of the HRI O, and therefore its estimation O, is constant or slowly changing during the entire intervention time. The unavoidable fluctuations of the clocks between the two agents which will make O vary in time are negligible in the short term. Thus, it is possible to create a moving average of O in order to filter rapid changes coming from the estimation process, which are more probably generated by communication asymmetries.
Furthermore, during the computation of the communication delay d P for a specific packet P, the delay can not be lower than 0 (this would mean that one agent received a packet before it was transmitted). However, this situation happens frequently when dealing with highly asymmetric delays. Therefore, the estimated offset O is, at least, lower estimated by a value d P , which provides, then, a lower-bound for O.
In section VII-A the performance of the proposed synchronization method are presented by comparing the timestamp offset estimation O with the standard NTP implementation, in both simulated and real case.
2) MANUAL CONTROL WITH FORCE FEEDBACK AND PASSIVATION
Time-delay passivation is a technique for reducing the energy of the control setpoint according to the delay between the operator and the robot. Several formulas have been proposed during the years, both in the case of constant time delay and time-varying delay [70] . When dealing with an internet-based infrastructure, the delay in the network is influenced by several factors, especially the network load and the 4G signal strength [71] .
The time-delay passivation problem has been studied during the years as a stabilization method for force reflection in master-slave control. However, in the context of this work, the operator can choose between different control devices, which not always provide force feedback. Therefore, it is important to take care of the time delay and react according to the control modality chosen by the operator. A more accurate analysis of the stability of the control in presence of time-delay in this context is presented in section V-C. 3 .
Studies showed that people are generally able to detect latency as low as 10-20 ms [72] . Furthermore, it was demonstrated that when system latency is more than 1 second, operators begin to switch their control strategy to move-andwait instead of continuous commands to compensate for the delay [73] . CERN 4G network presents an average delay of 40 ms, with peaks of 250-350 ms. Hence, the delay is perceivable by the operator but is not high enough to change the control strategy. Other studies showed that delays above 300 ms would make the operator decouple the commands from the robot's feedback [74] . Furthermore, as already stated, 4G latency is not constant, and it is demonstrated that movement times increase by 64% and error rates by 214% when latency increases from 8.3 ms to 225 ms [75] .
The definition of the delay is done by considering the delay of the control set-point from the perspective of the robot control loop. Considering the simplest scenario of an operator using a joypad as a control device and using a standard camera as feedback, the overall delay of the set point provided by the operator is the sum between the transmission delay of the camera image and the transmission delay of the control command. This because the operator sends a specific command to the robot according to the image that is showed by the HRI at that moment, but that it was produced, elaborated and transmitted by the robot sometime in the past.
Therefore, the command delay is defined by the following equation (see formula 2):
where t rc is the timestamp of the control set-point received from the network by the robot and t i is the time when the image was produced. Once the delay is defined, actions can be taken to mitigate its effects. A distinction between one-way input devices and two-ways input devices is done during the network delay mitigation (see section IV-E.2).
In the case of a one-way input device, the proposed solution is a formula that reduces the overall control energy according to the delay. In this control modality, the operator controls the velocity of each actuator, which can be limited according to the communication lag.
This solution could generate confusion on the operator. As the operator has already the possibility to limit the control energy of the commands through a slider widget available on the HRI, an additional limitation caused by network delay could overly slow down the controlled actuator. In this scenario, the operator will be more inclined towards increasing the control energy back on the HRI to obtain the desired movement. If at this moment the delay suddenly reduces, the robot could accelerate unexpectedly. Therefore, the output energy must be a function of both the delay and the control energy. The output energy is computed using the following polynomial function:
where E c ∈ [0; 1]. As an example, the control energy when moving a robotic arm controlling the speed of each joint is computed as follows:
where N is the number of joints of the robotic arm, v i is the velocity set-point for the i-th joint and v imax is its maximum velocity. The use of velocity set-points instead of positions allows this calculation without taking into account the non-linearities coming from rotational displacement. The values of the parameters must be computed according to the type of delay that the communication network presents. Considering the studies mentioned before, at the characteristic of the CERN 4G latency, we can assume that d c ∈ [0; 500 ms]. If the delay is higher than 500 ms, the output energy is nulled. Moreover, if the delay is lower than 20 ms, the control energy is sent to the actuators unaltered. With these considerations, the values of the parameters presented in table 2 are computed through experimental validation with the current network configuration.
3) STABILITY OF THE CONTROL LOOP
As previously mentioned, the control of a remote robot in presence of variable communication delays could create instabilities in the behaviour of the robot. However, the stability analysis of the control loop should be done separately according to the type of interaction device the operator is using. For a one-way interaction device, such as keyboard, joypads, 3D mice, the control loop in use is the one shown in figure 12 . As the interaction device is not able to provide direct feedback (such as force feedback) to the operator, the closed-loop control is available only on the robot side. Therefore, the time-delay passivation method explained so far affects the control set-point before this enters in the closed-loop control of the robot. In the matter of this paper, it is not interesting analyzing the stability of the closed-loop control on the robot side, but only the stability problem caused by the time-delay passivation method. Therefore it is safe to consider that, if the closed-loop control on the robot side is stable, the entire control loop including the operator is stable as well.
A different analysis is necessary for two-way interaction devices, such as a master-slave interaction system, with which, the operator, continuously receives feedback from the robot. In this case a bilateral control loop is involved ( figure 12(b) ). The specific architecture chosen is known as the Environment-Force-Compensated (EFC), whose stability and transparency has been discussed in [76] . The force feedback coming from the slave arm is a combination of direct forces measured by the manipulator and indirect forces caused by position and velocity error between the master and the slave. An added value to the system is the possibility for the operator to tune K f in order to obtain higher or lower sensitivity to external contacts and to tune K s in order to adapt to delays to communication variations through HRI widgets. 
4) RELAY ROBOTS FOR TEMPORARY WI-FI LANS
The CERN internal mobile coverage is available with good performance in almost every experimental area (i.e. tunnels and caverns). However, in some areas (e.g. radioactive material stocking hangars), the mobile coverage is not available. For this reason, each robot is also equipped with a Wi-Fi access point to allow point-to-point communication (Figure 13(a) ). Differently than the 4G, the range of the Wi-Fi limits the connection with the robot. To overcome this limitation, relay robots can extend the Wi-Fi range: these robots will be additional nodes in the created LAN and they can be autonomous or manually positioned in the environment. In both cases, the HRI offers the possibility to control them and all their functionalities as any other robot using the multi-agent control methods provided by the HRI described before.
D. SCRIPTING FOR MULTI-TASKING
Operator multi-tasking is particularly relevant while controlling multiple agents. Certain studies state that, during critical operations and stressful tasks, at least two operators are necessary for each robot [77] . However, other studies demonstrated how an operator can control multiple agents, provided that they exhibit an appropriate level of autonomy [78] , [79] . In the proposed HRI, it is possible to provide the required level of autonomy adapted to the task by programming behavioural scripts which can be executed at any moment through the interface.
The scripts are executed in the model level of the MVC pattern. Therefore, it is possible to program complex behaviours which can be activated in runtime by the operator, like for example synchronizing the movement of two actuators, executing complex trajectories or implementing visual tracking and servoing techniques. This is done by creating virtual RobotPart object which implements the proper methods for that object.
The scripts are usually programmed in advance by a robotic expert, during the planning of the intervention. The activation of the scripts is available trough a mission planning view, in which the operator can select the stage of the intervention and the proper scripts will be automatically activated ( figure 6(e) ).
E. OPERATORS' TRAINING
One of the key factors for allowing safe and efficient teleoperation is to provide the operators with a training environment. However, it is not feasible for a company whose main business is not robotics, to provide and maintain a training area as well as robots dedicated to training. Therefore, the proposed HRI provides a complete integration with different robotic simulators.
The HRI uses Unity [80] , a popular game engine, for 3D visualization and simulation. Unity provides accurate physics and huge environments rendering as well as high-resolution textures. By adding to Unity a communication wrapper, following the same application protocol used by real robots, it is possible to control all the robotic pool in real CERN's scenarios [81] (Figure 14(a) ), as well as have access to all the HRI functionalities such as multi-agent control and live scripting.
A communication wrapper with the robotic simulator Gazebo [82] , a more popular solution in the robotic community, has been developed as well ( figure 14(b) ). Gazebo implements a more precise low-level actuator control and allows faster integration of new robotic systems. However, the quality of the 3D environment due to lower quality textures makes the use of this simulator less immersing than Unity.
Both robotic simulators include the entire pool of robots and sensors, training scenarios and real-case scenarios. The entire system can run on a normal PC and is compatible with all the control devices. Simulated cameras help the operator to get confident with their field of view.
The compatibility with the robotic simulator is useful not only to train with no expenses inexperienced operators but also to test various robot configurations, in order to obtain the best one for the intervention that has to be performed. This intervention preparation has been integrated with the VERO (Virtual Environment for intelligent Robotic Operations) framework: this module is practical for acquainting with the environment in order to have better planning for the interventions. Moreover, with VERO, the operator can train the operations before the interventions. In this way, using this system will save time, avoid unnecessary steps or overexpose to radiation, and foresee possible dangers [10] . In VERO it is possible to integrate environmental information collected during previous operations as well (section V-A.1).
VI. SAFETY
When developing a HRI for robotic interventions in disastrous scenarios there are different levels of safety to take into account. The most important is human safety; afterwards, the robotic teleoperation should be taken out in order to guarantee the safety of the equipment and the robot, in this order. In this section, various levels of safety, which were taken as requirements during the development of this HRI, are explained.
A. HUMAN SAFETY
Human safety during a robotic intervention is, in principle, granted by the fact that no human presence is needed in the hazardous area. Nevertheless, recovery strategies must be studied in advance in order to prevent human intervention to recover a broken robot. In this case, multi-agent collaboration is fundamental in order to put both the intervention area and the robot in a safe condition. Recovery scenarios must be created together with facility experts and equipment experts in order to provide the safest solution. A possible future functionality of the intervention-planning tool could be to study possible failures and recovery scenarios. During a recovery strategy, it is not possible to use automated scripts due to the unpredictable state of the system, but different recovery scenarios, according to the type failure, can be created and all the operators would be shown on the planning tool the procedure of the strategy.
B. CONTROL SAFETY
In order to avoid possible damages to the equipment and to the robot, it is necessary to prevent a series of risks coming from the reliability of the communication network and to prevent possible software bugs to have a dramatic effect. Therefore, on both the robot side and the HRI side multiple watchdogs are constantly checking that the entire system is working properly, that the connection between robot and HRI is alive and that the communication messages are consistent. In this matter, for example, the time-delay passivation technique described in Section V-C.2 plays an important role in order to compensate on possible unbounded communication delays. In the HRI, all functionalities related to the actuators must be constantly active. In details, each actuator on the robot (e.g. the robotic platform itself, a manipulator, a tool) has two background threads on the HRI, one responsible of receiving messages about the status of the actuator, and one responsible of sending commands to the actuator. The receiving thread must be constantly running, since the first connection to the robot. If this last has a problem, all the robot functionality are stopped.
C. SAFETY FOR AVOIDING HUMAN ERRORS
Long operations can increase the risk of human error. The operator, usually, is tired and stressed, and the level of attention tends to drop dramatically if the operation lasts longer than expected. A safety feature implemented in the HRI uses a commercial eye-tracker for monitoring the attention status of the operator. The HRI constantly monitors the eye position of the operator with respect to the screens and inhibits the operator's commands once the operator looks away from the screen for a certain amount of time. This allows for safer operation, especially during fast driving. 
VII. RESULTS

A. COMMUNICATION
In this section the estimation of the timestamp offset between the HRI and the connected agent, presented in section V-C.1, is analysed. Table 3 shows the network offset calculation with different network delays and comparing them with a vanilla four-timestamps mechanism implementation of the NTP protocol. Network delays were simulated using Clumsy, an open-source software for simulating network lags on Microsoft Windows computers, and tc, a Linux standard application for traffic control. These programs were set to simulate a network delay with a 10% variation on their average value. The asymmetry in the network delay was guaranteed by using the traffic control programs independently on both machines, only for outbound packets. For calculating the ground truth offset, standard four-timestamps mechanism of NTP has been used without any traffic control program running. In figure 14 and in figure 16 , it can be noticed how the offset estimation using the proposed filtering (both the moving average and the positive delay condition), provide better results than the standard four-timestamps mechanism of NTP. Figure 17 show a comparison between unfiltered NTP and the proposed filtering for the estimation of the timestamp offset between HRI and robot. Filtered values result in an estimation uncertainty lower than 1 ms, which is more than appropriate for this application. Obviously, it is not possible to compare both estimations with the real value, which is known only in the simulated scenario presented before.
B. EXAMPLE OF REAL INTERVENTIONS
The HRI described in this paper has been used in more than 100 real interventions in CERN's accelerator facilities, for a total of more than 150 hours of operation. In this section, two cooperative interventions are explained in detail, in order to highlight how the HRI plays a central role in the entire intervention pipeline. The requirements of these interventions made not possible the use of the industrial robots already owned by CERN, not only due to their lower usability but also to additional limitations, which will be explained in the detail in the next sections.
1) DUAL ARM MANIPULATION FOR BROKEN WINDOW REPAIR
It was requested to the robotic team to replace a glass window, damaged during physics operation (Figure 19(a) ). The glass window was attached to the device through eight socket head screws. The operation did not need to put a new window in place. The intervention presented some challenges:
• The broken window was installed next to another fragile window of the same size, occluding partially the accessibility to the screws.
• The window was positioned at 1.80 m from the ground (Figure 19(b) ); therefore, it was necessary to avoid the broken glass to fall and shatter in several pieces.
For the intervention the dual-arm configuration of the CERNbot robot [83] was necessary (Figure 19(c) ). The owned industrial robots were not suitable for the intervention as they did not allow dual-arm manipulation and the use of two separate robots was not possible due to space constraints. Furthermore, the height of the broken window was at the limits of reachability of one of the two robots, making the operation safety-critical. In this dual-arm configuration of the CERNbot robot, one robotic arm was equipped with an electrical screwdriver (Figure 19(e) ) and the other robotic arm was holding a plastic box (Figure 19(f) ), just below the window in order to catch the falling screws and the window. The two arms were also raised in order to reach the proper height, reducing, however, the stability of the platform and requiring more precision during the telemanipulation.
In order to precisely position the electrical screwdriver inside the screw heads, avoiding the risk of damaging them, the master-slave interaction device with force feedback was used (Figure 19(d) and 18) . The operator could also activate the electrical screwdriver through two buttons available in the yellow handle. One of the drawbacks of a single master-multiple slaves system is that when switching between the slaves, the master arm needs to move in order to match the slave position.
Nevertheless, as it can be seen in Figure 19 (f), thanks to the high usability of the system, the operator can move the master arm with one hand without effort and a multiple masters-multiple slaves system can be put in place in future. Above all, the intervention was carried out in less than one hour without any problem.
2) DUAL ROBOT INTERVENTION FOR WATER LEAK REPAIR
The robotic team was requested to repair a water leak in-situ that appeared in the cooling system of one accelerator component. The nature of the leak was allowing neither manual repair, due to environmental hazards, neither a remote cut and replace procedure, due to space constraints. It has been chosen, therefore, to create a metallic box around the leak and to use epoxy resin to stop it (Figure 20(d) ). In order to build a metallic box easy to assemble around the water pipe, two sides of the box needed to be empty and sealed with expansive foam only once the metallic box was placed around the pipe. Moreover, in order to reduce the water leak rate which could have compromised the hardening of the epoxy resin, a water-reacting glue has been sprayed on the pipe using a syringe. The access to the leak was particularly complicated. For this intervention, a custom configuration of the CERNbot robot with one robotic arm has been built and a secondary robot has been used to give an external view to the operator (Figure 20(a) ).
Above the space constraints already mentioned (Figure 20(b) ), other intervention specifications did not allow the use of the two industrial robots: as they both rely on the radio signal, the position of the leak was too far from the first safe possible station for the operator. However, as already mentioned, the 4G signal is available all along the CERN's underground accelerators, putting no communication constraints for the custom developed robots. The other constraint was the impossibility of integrating the tools to be used (the resin pump, the foam sprayer gun and others) in the robot control to activate them remotely.
The accelerator component above the water leak is metallic, generating big reflections and occlusions for the 4G signal (Figure 20(c) ). During the intervention, big variations in communication delay (above 500 ms) where measured, but the time-delay passivation technique explained earlier intervened properly allowing the completion of the task safely.
Furthermore, due to the complexity of the task, the accelerator tunnel has been covered by both robots several times in order to reach the first safe place for humans to subsequently adapt the robot to the intervention task. Due to the great distance to cover, the stress accumulated during the manipulation in the cluttered environment, and the number of times that the navigation was performed, the wall detection algorithm (Section V-B) appeared to be very useful to reduce the mental workload of the operator during this action and to increase the speed and the safety of the navigation.
C. FORCE FEEDBACK WITH TIME DELAY TESTS
The performance of the master-slave system force feedback has been tested in the communication delay ranges taken into account in this work. The same trajectory has been tested multiple times simulating different communication delays between master and slave. During the trajectory, the slave arm was driven to contact with an external object, to measure the effects on the master arm of the force-feedback with increasing time delay. In figure 21 the behaviour of the control loop is presented. In order to simplify the visualization, the trajectory of a single joint has been taken into account.
It is visible how the contribution of the position feedback in the velocity set-point sent to the master arm joint is higher and higher when increasing the time delay. This results in a more stiff master arm and a reduction of the overall master arm velocities. The position feedback reduces as well the overshoot which would be otherwise generated by the contact with an external object.
D. USABILITY AND LEARNABILITY TESTS
Various tests were performed in order to prove the usability and learnability of the presented HRI. As previously mentioned, above all the communication and safety features, the main goal of this work is to create a usable Human-Robot Interface which allows inexperienced operators to carry out telemanipulation tasks.
1) TELEMANIPULATION TASK
For this test, a set of inexperienced operators was selected to perform a unique task several times. The task had to be accomplished using either Telerob Telemax ( figure 23(b) ), one of the commercial service robots owned by the team, with its closed-box HRI, or CERNbot ( figure 23(c) ), the CERN in-house made robotic platform, with the proposed HRI. Each operator was asked to perform the task with only one of the two robots. The inexperienced operator was supported by an expert operator to explain the basic functionality of both robots before the first attempt and to provide minimal support during the entire test.
The operators were asked to accomplish the task several times, in order to compare the behaviour of the learning process between the two systems.
The operators were asked to pick a LEMO push-pull selflatching connector from a plastic box and insert it in its compatible plug ( figure 23(a) ). The performance of the task was measured by execution time. Moreover, in order to provide a baseline comparison time, the task was executed with both robots by expert operators; their accomplishment time can be considered as a physical lower bound in the execution of the task. Figure 22 (a) and figure 23(c)) shows the averaged execution time between the set of operators with respect to the number of attempts to perform the task using Telemax and CERNbot. It is evident how the operators' learning curve gets closer and closer to the average execution time of expert operators. However, the first attempt using CERNbot and the proposed HRI is almost 10 minutes faster than its counterpart using Telemax. This shows how the first impact with the proposed HRI is much more effective than the commercial one. Furthermore, after 10 attempts, an inexperienced operator using CERNbot almost matched expert operators' execution VOLUME 7, 2019 FIGURE 21. Master arm set-point components for a single joint. In blue the joint torque sensed on the master side, in orange the joint torque sensed on the slave side, in grey the position error feedback.
time, showing how the system's learnability is higher using the proposed HRI.
These tests allowed the comparison between a commercial solution and the custom made robot. However, the custom made robot, as previously mentioned, allows helping the operator using already known information about the task to perform. In the case of this test, for example, the known vertical position of the connector allowed to create a script to help the operator to maintain the proper orientation of the manipulator. Figure 22(c) shows the result of this test. The first 11 attempts are the same as before. Later on, the operator was given the possibility to activate the orientation control script. It is evident how the execution time keeps decreasing, even below averaged expert operators' time.
Figure 22(d) shows the comparison of the execution time for inexperienced operators using Telemax and CERNbot.
In order to provide a numerical reference for future tests, the time-based efficiency of the task [84] has been calculated. The results are reported in table 5. Both in the case of expert operators and minimally trained operators, the timebased efficiency is higher when using the proposed interface. Furthermore, the time-based efficiency is higher for expert operators as well when using the proposed HRI. Besides, the expert relative efficiency has been calculated 6, which indicates which is the level of performance of an inexperienced operator with respect to an expert operator. In this case, minimally trained operators are much closer to expert operators when using the proposed interface.
2) NAVIGATION TASK WITH TIME-DELAY
The time-delay passivation method using one-way input devices, presented in section V-C.2, has been tested in a navigation task. The operator was asked to navigate in a cluttered environment using the CERNbot platform, using one of the available interaction modalities. The test was carried out by simulating a highly variable communication delay between 200 and 400 ms and both with and without the proposed passivation, to analyse the control strategy chosen by the operator. The choice of this delay range is to exploit the threshold of 300 ms proposed in [74] , in which an operator would decouple the commands from the robot's feedback. The velocity setpoint that the operator sends to the robot is shown in figure 24 (a) in the case of no time-delay passivation applied, and in figure 24(b) with the proposed passivation. Only the linear velocity sent to the robot is presented in the charts. In the second case, the operator control is smoother than in the first case, in which a strategy of control-and-wait appears.
3) MULTI-AGENT MANIPULATION FOR TRANSPORT
In order to validate the use of the scripting for multi-agent control (section V-D), a transport task has been designed. The operators were requested to use two mobile platforms, each equipped with a single robotic arm ( figure 25 ). The operators were asked to drive the two mobile platform in the proximity of the object to transport, grasp it and transport it back. The task has been performed multiple times for each operator, both with and without the scripting behaviours. Two scripts were programmed in advance for this task: one script was responsible for synchronizing the movement of the two mobile platforms, and another script was responsible for synchronizing the movement of the two manipulators. In the mission planner the following stages were added (figure 6(e)):
• synchronized approach the object with the two platforms • rough synchronized approach using the two manipulators
• precise positioning of the manipulators independently • synchronized grasping and lifting of the object • synchronized recovery of the object using the two platforms
The results of the test are presented in table 7. The time-based efficiency of the task using scripting behaviours is more than three times higher than the efficiency without scripting. However this measure does not take into account the increased safety by using the scripting behaviours: once the two agents are mechanically engaged by the grasped object, it resulted particularly challenging for the operators to transport the object without dropping it. The low efficiency of the task without scripting is also caused by failures in the task execution. Differently, the synchronization of the movements through scripting allowed a safer transport of the object with a full success rate of the task for all the operators.
VIII. CONCLUSION AND FUTURE WORK
In this paper, a Human-Robot Interface for remote robotic intervention in hazardous environments has been presented. The proposed interface was designed modular, to ensure its adaptability to new robots and tasks, and multimodal, to provide high usability and efficiency even in multi-agent scenarios.
The HRI allows controlling a heterogeneous set of robots, by adapting itself to the robot configuration. The modularity allows to control as well multiple agents from a unique interface and to profit of advanced feature to increase multi-tasking and the overall control performance.
Furthermore, a big effort has been put in the development of different control modalities, to allow the operator to choose the most suitable control interface according to the needs. The operator can choose between one-way input devices, which do not provide any direct feedback and two-ways input devices which provide direct feedback during the control.
In order to increase the operator multi-tasking, control scripts can be programmed and executed at any moment during the operation. These control scripts are in addition to the already existing supervised control features and allow to program functionalities which are adapted to the task. The scripts are executed in the model context of the interface, and therefore have access to all the data coming from the robot as well as to all the control functionalities.
The HRI has been validated through several tests with both expert and inexperienced operators, and through more than 100 real interventions in CERN's facilities, demonstrating better usaability and adaptability to the tasks with respect to other owned commercial solutions. Furthermore, in this paper, we provided efficiency values for the current implementation of the interface, which can be used as a reference both for future and improvements and other works.
The work presented in this paper, as part of the CERN-TAURO project, is in continuous evolution according to new projects and requests. During this evolution, the HRI will continue to get new features and improvements with the goal of broadening the use of robots in the entire organization. Furthermore, in order to validate the concepts and techniques used in this work, additional tests outside CERN environment and the adaptation to different robots in other scenarios are foreseen.
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