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Abstract
This paper considers the problem of spatial and temporal mispricing of ride-sourcing trips
from a driver perspective. Using empirical data from more than 1.1 million rides in Austin,
Texas, we explore the spatial structure of ride-sourcing search frictions and driver performance
variables as a function of the trip destination. The spatial information is subject to noise and
sparsity, and researchers tend to aggregate the data in large areas, which results in the loss of
high-resolution insights. We implemented the graph-fused lasso (GFL), a spatial smoothing
or denoising methodology that allows for high-definition spatial evaluation. GFL removes
noise in discrete areas by emphasizing edges, which is practical for evaluating zones with
heterogeneous types of trips, such as airports, without blurring the information to surrounding
areas. Principal findings suggest that there are differences in driver productivity depending
on trip type and pickup and drop-off location. Therefore, providing spatio-temporal pricing
strategies could be one way to balance driver equity across the network.
Keywords: ride-sourcing, emerging mobility, search frictions, spatial pricing, data analysis,
spatial smoothing
1. Introduction
Ride-sourcing companies, also known as transportation network companies (TNCs), provide
pre-arranged or on-demand transportation service for compensation [1]. They operate as
a two-sided market that connects drivers of personal vehicles with passengers. TNCs have
been controversial in different cities around the world due to multiple factors, such as the
perception that they are unfair competition to taxi services, and lack of regulation of their
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pricing system, and driver selection. Pricing strategies for TNCs has been criticized due
to concerns for the welfare of providers and consumers [2]. A desirable characteristic of
a ride-sourcing platform is that two drivers in the same location at the same time do not
envy each other’s future income [3]. However, trips may be mispriced relative to other trip
opportunities, leading to inefficiencies on a network level. First, incorrect pricing results in
loss of service reliability because drivers may select a specific kind of trip or decline to to
accept trips from particular locations, destinations, or time frames. Second, arbitrary driver
earnings can limit long-term driver participation, reducing the service supply through limited
driver availability.
Recent research efforts have addressed ride-sourcing’s spatial mispricing problem by
proposing different pricing strategies and driver-passenger matching functions. The primary
goal is to reduce search frictions, the imbalance between driver supply and passenger demand
across geographic areas that causes the presence of high matching and reaching times1. Some
examples include incorporating spatial surge pricing models [4, 5], spatio-temporal pricing
mechanisms [3], search and matching models [6, 7, 8, 9], and non-linear pricing models [10].
However, the majority of the methods focused on the optimization of the platform revenue
and do not evaluate the driver perspective. There is also limited evidence on the driver
opportunity cost of the trip destination. Research on spatial pricing suggests that accounting
for prices based on both origin and destination does not provide a substantial gain when
optimizing for platform revenue [5]. But, other authors have demonstrated with simulation
how a spatio-temporal pricing mechanism can result in higher social (consumer and provider)
welfare when using a model based on origin and destination prices that preserves driver equity
[3].
Furthermore, there is a lack of understanding of the spatial structure of driver productivity2
and limited empirical evaluations. In this research, we study the spatial variation of driver
productivity and search frictions using empirical data from a ride-sourcing company. Analyzing
operational and performance variables at a high-definition spatial level requires additional
data analytics methods. If sub-areas contain few data points or no data at all, it is unwise
to rely on separate analyses conducted at each location. The lack of sufficient data in some
sub-areas could mean that those independent estimates are subject to extreme noise or may
be impossible to obtain. The problem of noisy estimates grows as space is discretized more
finely since the availability of data at each sub-area will decrease further. In the literature
related to the pricing issue, some studies do not account for the spatial heterogeneity of the
variables [11, 12, 2], while others incorporate it in a highly aggregate manner [4, 7, 6]. We
propose the use of a spatial smoothing or denoising technique that allows a fine-resolution
analysis, compensates for inherent sampling noise, and enhances interpretability. With spatial
smoothing, very fine discretization of space can be used. The proposed method uses spatial
aggregation at the traffic analysis zone (TAZ)3 level and smooths the value of all TAZs jointly
1Market frictions are those factors that prevent the market clearing, leaving some buyers and sellers unable
to immediate trade as both may need to invest in a costly search process to locate matching partners. Search
frictions are present in ride-sourcing markets as a consequence of the spatial mis-allocation of drivers and
passengers; often drivers are in one place and passengers in another
2We define the driver productivity in terms of profit per unit time.
3The TAZs are the unit of geography most commonly used in conventional transportation planning models.
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via a convex optimization routine.
Spatial smoothing is useful when multiple samples of varying sizes are taken from spatially
connected locations, and the parameters of interest are correlated spatially. The term
“smoothing,” although widely used, is a misnomer; not all types of smoothing seek the same
purpose. Some applications, like Gaussian smoothing, average a point over its neighboring
values using a set of distance-depending weights, or kernels, thus removing noise by blurring.
When there are natural drastic changes between sub-areas or “edges,” the magnitude of the
change will be dissipated to the nearby sub-areas. The smoothing technique we use in this
research, known as total variation denoising or fused lasso, has the opposite goal: to remove
noise by emphasizing edges. This type of smoothing has been used successfully for signal
detection and edge-preserving image denoising [13, 14]. This approach is more appropriate
to transportation studies where there are areas with high densities of heterogeneous trips,
such as an airport area, and researchers would like to emphasize the boundaries instead of
blurring the information to surrounding areas.
The principal objective of this research is to analyze the spatial structure of ride-sourcing
operational and driver performance variables to support the need for new pricing strategies.
We identify different productivity metrics and aggregate the variables in space and time to
evaluate spatio-temporal changes. Further, we focus on driver productivity as a function of
the opportunity cost of trip destination. We make use of the graph-fused lasso (GFL) spatial
smoothing technique and provide an empirical analysis of ride-sourcing markets using data
made available by an Austin-based TNC company, including trips during the period that
Uber and Lyft, the principal TNC companies, were temporarily out of the city4.
The main contributions of this study include: (i) empirical evidence of spatial and temporal
variation of driver productivity variables as a function of trip destination; (ii) a temporal
and spatial evaluation of different ride-sourcing operational measures and search frictions in
Austin; (iii) implementation of a spatial denoising methodology to analyze high-definition
spatial variables; and (iv) verification of the usefulness of recent developments in big data
analytics to solve transportation problems.
Subsequent sections of the paper are organized as follows: Section 2 provides a literature
review of the principal aspects of pricing strategies in ride-sourcing markets; Section 3
provides a description of the dataset and implemented metrics; Section 4 presents the
selected smoothing method; Section 5 includes the empirical analysis and provides results
and discussion; and finally, Section 6 contains conclusions and final remarks.
2. Literature Review
This section summarizes prior related research on pricing strategies, spatial pricing, and
spatial aggregation in ride-sourcing systems.
The popularity of ride-sourcing platforms relies not only on the advanced technology
of connecting users and providers through cell phone applications but also on the pricing
strategies. An essential tool used by TNCs is dynamic (or surge) pricing that helps in
4Uber and Lyft left the city from May 2016 to May 2017 after the Austin City Council passed an ordinance
requiring ride-hailing companies to perform fingerprint background checks on drivers, a stipulation that
already applies to Austin taxi companies [15].
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managing both supply and demand. Surge pricing consists of raising the cost of a trip
when demand outstrips supply within a fixed geographic area. The existing literature on
pricing mainly addresses the problem of dealing with temporal demand fluctuations at a
given location. Recent research in price strategies has been focused on comparing the impact
of static versus dynamic prices and analyzing benefits, as in Castillo et al. [16], Zha et al.
[11], Banerjee et al. [12], Cachon et al. [2]. Authors agree on the benefits of dynamic pricing
to both users and providers [16, 2] and the need for regulation [17, 11]. Additional research
has been dedicated to studying pricing policies and effects on the labor supply (or drivers’
choice of hours), such as by Zha et al. [17], Sheldon [18], Chen and Sheldon [19]. In the
context of ride-sourcing trips, labor supply elasticities have substantial implications on the
effectiveness of surge pricing because the temporary increase in wages can have an immediate
effect on whether or not drivers continue to work.
Research that incorporates the spatial distribution of demand and supply in ride-sourcing
system pricing schemes is recent. Authors have attempted to balance spatial supply-demand
using different mechanisms. For example, He et al. [4] studied pricing and penalty strategies
for platform revenue maximization and social welfare optimization in a hybrid (street-hailed
taxi and ride-sourcing) market with variable demand across space. Bian [6] and Buchholz [7]
modeled the passenger search and driver matching process using a hybrid market [6] and only
taxis [7], and evaluated their models using empirical information. Zha et al. [8] proposed
a geometric matching method for ride-sourcing systems based on market equilibrium and
assuming a revenue maximization platform. They suggest the use of a rate cap regulation to
avoid excessively high pricing and provide an empirical study using data from a Chinese TNC.
Also assuming platform revenue maximization, Castro et al. [9], Afe`che et al. [20], Bimpikis
et al. [5] considered the problem of matching ride-sourcing costumers to “strategic” drivers
in a geometric area by examining how the platform should respond to a short-term [9] and
long-term [20, 5] supply-demand imbalance. Drivers are considered strategic because they
move in equilibrium in a simultaneous move game, choosing where to reposition based on
prices, supply levels, and driving costs.
For this study, the work by Ma et al. [3] is relevant. They addressed spatial and temporal
variations using origin-destination prices that warranty driver equity. The authors proposed a
spatio-temporal pricing (STP) mechanism that considers multiple locations and time periods
along with rider demand, willingness to pay, and driver supply varying over space and time.
They show with simulation that this mechanism provides higher social welfare than the
static origin-based pricing scheme. Bimpikis et al. [5] also analyze pricing models using
origin-destination prices. The authors found that if the demand pattern is not balanced,
the platform can benefit substantially from pricing rides differently depending on the origin
location. They discovered that the benefit of origin-destination pricing is not as significant as
origin-based pricing regarding the maximization of platform revenue.
Incorporating spatial information is a complex challenge. First, the availability of empirical
ride-sourcing data is limited. Thus, some authors relied on simulations [3, 5] or limit their
research to taxi-only data [4, 7]. Second, when available, spatial information is subject
to noise and high sparsity, so researchers tend to aggregate the data in large areas losing
valuable high-resolution insights. Further, data processing does not include spatial denoising
steps. Examples include He et al. [4] who summarized the demand pattern of a taxi network
in Beijing using eighty-one squared-area zones of 5.4 km2 to model pricing and penalty
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strategies. With the objective of modeling the search and matching process, Buchholz [7]
aggregated NYC taxi data in thirty-nine zones conformed by uniting census tracks, and
Bian [6] summarized Uber and taxi information in NYC using forty geographic locations. In
our work, we summarized ride-sourcing information in a total of 1,305 traffic analysis zones
(TAZs) in Austin, Texas. TAZ areas vary from 0.01 km2 in the Central Business District
(CBD) to 30 km2 in the rural area, with an average of 2 km2.
This paper’s primary contribution to current literature encompasses the use of spatial
smoothing techniques to evaluate high-definition denoised spatial information. Our work is
focused on providing empirical proof of space and time heterogeneity of driver performance
and other ride-sourcing operational variables. To date, pricing mechanisms are mainly focused
on maximizing platform revenue, minimizing the evaluation of driver productivity. But drivers
are an essential part of the success of ride-sourcing systems, and the provision of fair working
conditions can result in more reliable services.
3. Methodology
This section provides a description of the dataset and the principal variables and metrics
used in the analysis.
3.1. Ride-Sourcing Data
We used a dataset that an Austin-based TNC (Ride Austin) made available in early 2017
[21]. It consisted of 1,494,125 rides between June 2, 2016, and April 13, 2017. Each trip
corresponds to a row in the database. The dataset provides a description of the trip, rider,
and driver (anonymized), payment, cost, among other trip information. Because demand
during the first few months was limited, we focused our analysis on data from September 1,
2016, to April 13, 2017. We selected rides with origin and destination coordinates within
the Austin TAZs. Our analysis includes only regular car category trips; we omitted trips
by sport-utility vehicles (SUVs), premium, and luxury vehicle categories because the fare
rate is different in each case. Similarly, we analyzed only flat-rate trips, i.e. trips that do
not include any surge price. The total number of rides examined after the restrictions was
1,117,943 rides, with approximately 5,000 average daily trips.
3.1.1. Space Discretization
Space discretization consists of summarizing the trip variables within the origin or destination
TAZ using the average value. We matched the trip pick-up (origin) and drop-off (destination)
longitude and latitude coordinates with corresponding TAZ location. The mean count of trips
per TAZ was 1,000. The Austin-Bergstrom International Airport (ABIA) TAZs presented the
highest demand with 58,803 origin trips and 75,941 destination trips. Figure 1 (a) illustrates
TAZs in the Austin area and provides the location of the TAZs corresponding to the ABIA
area. For a specific case study, we selected trips with origins inside the Austin downtown
CBD, using the area type TAZ classification. CBD trips correspond to a total of 176,219
origin trips, approximately 16 percent of the total evaluated rides. Figure 1 (b) provides a
spatial description of Austin area types , and 1 (c) presents a detailed view of the downtown
area.
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3.1.2. Time Discretization
Time discretization is based on system peak hours because these correspond to higher travel
time and delays. We used four different time classifications. First, we divided the trips into
weekdays and weekend trips. Then, the weekday trips were split into AM-peak (from 6 to 9
AM), PM-peak (from 4 to 7 PM), and off-peak hours.
3.2. Description of Variables
We selected different measures as indicators of driver performance. Specifically, we focused
on operational variables such as trip fare, trip distance, and search frictions (waiting or idle
time and reaching time). Additionally, we estimated three different productivity variables
based on trip fare and driver time.
3.2.1. Operational Variables
Among operational variables, we selected trip fare, which corresponds to the total passenger
cost excluding tip, roundup amount5, and other operational fees like booking and airport fees.
Trip fare consists of the sum of base fare, time rate, and distance rate; and the minimum fare
is $4 (see Equation 1) in the regular car category.
faretrip = max(base fare+ distance rate+ time rate, 4) (1)
The trip distance used represents the distance in kilometers from the pick-up to the
drop-off location provided in the database. Reach time, which was also provided in the
database, corresponds to the time it took the driver to reach the rider after the trip was
assigned to him. The idle time was estimated based on the driver’s unique identification
information and corresponds to the time between the previous trip drop-off time and the next
trip pick-up time. We only considered idle times lower than sixty minutes in the analysis
to avoid including other driver activities. The mean idle time was eighteen minutes, with a
standard deviation of 13.7 minutes. Figure 2 provides a driver time diagram with a graphical
representation of the variables. We can describe the driver time values as follows:
• t0 : time trip1 started at the pick-up location
• t1 : time trip1 finished at the drop-off location
• t2 : time trip2 is assigned to the driver
• t3 : time trip2 started at the pick-up location
• t4 : time trip2 finished at the drop-off location
5Ride Austin allows riders to round up the total fare to the nearest dollar and designate it to a local
charity.
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(a) TAZs in Austin (airport TAZs shaded) (b) TAZ area types
(c) TAZ area types (downtown)
Figure 1: Description of TAZs
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Figure 2: Driver time diagram
Using the driver time description, we estimated the idle time and the reach time using
Equations 2 and 3, respectively.
reachtime = t3 − t2 (2)
idletime = t3 − t1 (3)
3.2.2. Productivity Variables
We estimated three different productivity variables based on the driver time diagram. Pro-
ductivity A corresponds to the throughput of the trip1 in dollars per hour, estimated using
Equation 4. Productivity B refers to the productivity of the trip1 including the idle time
after finishing that trip, estimated using Equation 5. Finally, Productivity C corresponds to
the productivity of two consecutive trips including the idle time between them. This metric
is an indirect measure of the continuation payoff intended to capture the opportunity cost of
the destination location, estimated using Equation 6. The primary objective of evaluating
these variables is to analyze the impact of trip destination on driver productivity; thus we
only considered two consecutive trips.
Productivity A captures only the revenue of a trip divided by its duration, so it is
not expected to obtain the effect that ending a trip in a region of low density may have.
Productivity B adds idle time after the end trip to the formula; in this way, it penalizes
drivers for traveling to low-demand zones. Productivity C also includes the revenue and
duration of the following trip, seeking to capture further spatial dynamics for ending in a
specific region.
Productivity A =
faretrip1
t1
(4)
Productivity B =
faretrip1
t3
(5)
Productivity C =
faretrip1 + faretrip2
t4
(6)
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4. Spatial Smoothing Approach
Spatial smoothing techniques are typically used for a wide range of applications. For example,
in the image processing field smoothing approaches are used for image denoising [22]; in
computational geometry and object modeling, to reconstruct surfaces [23, 24]; and, in machine
learning, to impute missing values [25]. Other applications include spatial statistical analysis.
For instance, predicting crime hotspots by smoothing incident report locations [26], detecting
crash hotspots using historical crash data [27], or event detection using taxi trips [28].
4.1. Background
Space can be modeled as continuous or discrete. Smoothing techniques for the continuous case
include Gaussian processes, Gaussian kernel smoothing, and continuous random fields, while
for the discrete case some methods include Graph kernel smoothing and Graph Laplacian
smoothing. Spatial-smoothing techniques can be classified into local and global approaches
[29], where local approaches smooth only a local window around each point, such as neigh-
boring pixels in an image, while global methods typically define an objective function over
the entire graph and simultaneously optimize the whole set of points. The most simplistic
local approaches simply replace each point with the average or median of the points in its
window [29].
An important aspect of using spatial data is specification of the spatial covariance function.
Data can be isotropic, meaning that the spatial dependence does not depend on the direction
of the spatial separation between sampling locations, only on the distance [30]. Methods
such as the Gaussian kernel assume isotropy. However, this assumption is often violated by
real-world data, where arbitrary discontinuities may be present. In some cases, it is more
appropriate to rely on anisotropic smoothing techniques, which can smooth differently in
distinct directions and locations. Anisotropic local methods for images include bilateral filter
and guided filter used to preserve edges. Global techniques for anisotropy include discrete
Markov random fields (MRFs). This method defines a joint distribution over a graph via a
product of exponentiated potential functions over cliques, or as a conditional autoregressive
(CAR) model where each node’s unnormalized likelihood is written conditioned on all other
nodes in the graph [29].
An alternative to MRFs for global smoothing is the graph-based trend filtering (GTF)
[28], which is a special use of the generalized lasso [31] that applies an `1 penalty
6 to the
vector of (k + 1)st-order differences, where the integer k ≥ 0 is a hyperparameter. While
global approaches like MRFs and GTF typically yield better results, they often fail to scale to
large graphs because every node being dependent on the rest of the graph [29]. One exception
is a particular case of the GTF with k = 0, known as graph-based total variation denoising,
also called graph-fused lasso (GFL).
4.2. Graph-Fused Lasso
In spatial smoothing, the underlying statistical model can be represented as shown in Equation
7. Assume that we have observations yi, each associated with a vertex si ∈ V in an undirected
graph G = (V , E) with node set V and edge set E . The edge set determines which sites are
6Formally, the `p-norm of x is defined as: ‖x‖p = p
√∑
i |xi|p, where p ∈ R.
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neighbors on the graph. The goal of the smoothing techniques is to estimate xi in a way
that leverages the assumption of spatial smoothness over the underlying graph. One way to
estimate x is by using the GFL, defined by a convex optimization problem that penalizes the
first differences of the signal across edges.
yi = xi + i , i = 1, . . . , n, (7)
where, xi is the “true” denoised signal and i is mean-zero error.
The GFL smoothing problem can be represented using Equation 8. The first term
corresponds to a smooth convex loss function and the second term is the `1 penalty that
rewards the solution for having small, absolute first differences across edges in the graph.
Equation 8 does not have a closed-form solution. Therefore, convex optimization approaches
such as the alternating direction method of multipliers (ADMM)7 [32] are required. Many
efficient, specialized procedures using ADMM have been developed, as by Wahlberg et al. [33],
Barbero and Sra [34], and Tansey and Scott [35]. We implemented the method developed by
Tansey and Scott [35], which leads to an efficient approach that presents a fast solution and
is also scalable. Appendix A provides more details of the method.
minimize
x∈Rn
`(y,x) + λ
∑
(r,s)∈E
|xr − xs|, (8)
where, ` is the loss function, r is the start node and s the end node, n = |V|, and λ > 0 is
the regularization parameter.
4.2.1. Loss Function
In this study, we selected a penalized weighted least squared-error loss function to take into
account the differences in the number of observations within each zone. Let us denote by ηi
the count of trips observed within the i-th TAZ, then the objective function takes the form:
minimize
x∈Rn
n∑
i=1
ηi
2
(yi − xi)2 + λ
∑
(r,s)∈E
|xr − xs| (9)
The justification for this set of weights is the following. If (yi,1..., yi,ηi) are the observations
in the i-th TAZ, (xi,1..., xi,ηi) the predicted values, then the squared error of the full model
would be:
1
2
n∑
i=1
ηi∑
j=1
(yij − xij)2 (10)
And if in the above formula we replace all the yij and xij with their means yi and xi, then
we recover the squared-error term of (9).
4.2.2. Choosing the Regularization Parameter
The regularization parameter λ controls the amount of smoothing. With λ = 0, no smoothing
is done, and as λ→∞, the estimated values become the same in every location. To select
7The ADMM is an algorithm that solves convex optimization problems by breaking them into smaller
pieces, each of which is then easier to handle.
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the optimal λ for each variable, we first randomly split the data into a training and a test
set of respective sizes 90 percent and 10 percent. Then, we used the training set to estimate
the smoothed value of each region using different values of λ ranging from 0.001 to 100. For
a new data point outside the training set, the prediction would be the smoothed value of
the region where it was observed. The predictions of the test data are used to estimate the
out-of-sample prediction error using the root mean square error (RMSE) criterion, described
by Equation 11. The optimal λ corresponds to the minimum RMSE from the possible λ
values tested and it is the amount of smoothing that best filters the noise and represents what
we would expect from a newly observed point. After selecting the best λ, we obtained the
final estimates rerunning the model with the optimal λ using both the training and test data.
R̂MSE =
 1∑n
i=1 ηi
n∑
i=1
ηi∑
j=1
(yij − xˆi)2
1/2 , (11)
where n and ηi are the number of TAZ regions and counts for the i-th TAZ from the test set,
and xˆi is the prediction for the i-th TAZ obtained from the training data.
4.2.3. Graph Definition
The edges for joining the TAZ nodes were chosen according to a k-nearest neighbors principle.
The location of a TAZ was computed as the mean longitude and latitude of all the points
observed in that region. Once the node locations were calculated, an edge (r, s) was added
for all s within the k-nearest neighbors of each node r. We used k = 4 so that the graph
represented spatial adjacency. We remark that there was little variation in the final results
for other close values of k.
4.2.4. GFL Denoising Example
Figure 3 shows examples of the application of the GFL smoothing to the variables of interest.
The first image presents the raw data points, where each dot in the map represents the origin
of a trip. The next image provides the information summarized per TAZ. Finally, the third
image presents the denoised graph. The denoised image allows a better interpretation of the
spatial distribution of the variables. Also, we can observe a clear example of the `1 penalty
benefits in the airport area of Figure 3 (e), corresponding to the idle time variable. The GFL
preserves the high contrast of values in this area and keeps it independent of the surrounding
area values.
5. Results and Discussion
This section presents the principal results and discussion of the main findings.
5.1. Operational Variables
Operational variables, including trip distance and search frictions, are analyzed based on the
origin (pick up) TAZ of the trips. Results are shown in Figure 4. The resulting maps of trip
distance spatial distribution indicate that the majority of short trips are concentrated in the
central area, while longer trips originate from the urban sectors. Additionally, trip distances
do not show significant changes across the analyzed time frames. The main difference is
11
(a) Idle time data points (b) Reach time data points
(c) Idle time data in TAZs (d) Reach time in TAZs
(e) Idle time GFL denoised (f) Reach time GFL denoised
Figure 3: GFL denoising examples (system-wide weekend origin trips)
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found during the morning peak hour wherein we observed areas with a trip length of less
than five kilometers in the downtown sector, while trips to the airport were longer. Thus, it
is possible that users prefer to use ride-sourcing trips for commuting within the central area
and for airport trips during morning rush hour.
Idle time provides an indirect measure of the trip supply and demand relation. It is based
on the time between the end of a trip and the beginning of the next one. The results, shown
based on trip origin, correspond to the idle time prior to rider pick-up at that specific location.
Downtown trips present lower driver idle time than peripheral-area trips. Short idle time
means that the ratio of supply-demand is near one (the demand is similar to the supply).
High idle time can be attributed to low demand for rides or high driver supply, resulting in a
supply-demand ratio greater than one.
The results showed a marked difference between airport trips and other TAZs trips,
and this difference is constant over the time. Specifically, rides originating at the airport
showed higher idle time prior to rider pick-up, suggesting that there could be an excessive
driver supply in that area, causing drivers to wait longer until the next trip. However, the
airport-area presented a high number of trips. Thus, it is possible that drivers are aware of
the higher demand and prefer to drive there to improve the likelihood of trip assignment. We
also observed a high contrast of idle times during the AM and PM peaks. Weekday evening
rides tended to have a greater idle time in comparison to weekday mornings, suggesting
that the supply and demand interaction of these timeframes is different. PM-peak trips
present higher supply-demand ratio compared to AM-peak trips. The number of rides during
weekday evenings is significantly higher compared to mornings. Thus, we can conclude that
there is a considerably higher supply of drivers during the PM-peak period as compared to
the AM-peak.
Reach time is the between trip assignment until the pick-up moment. This variable is an
indirect measure of the driver supply in the area. Low reach-time zones have more drivers
available nearby than high reach-time zones. However, reach time is also affected by driving
speed and accessibility. In this study, the reach time is less than ten minutes for most of the
central area, including the airport zone. However, the results present a notable difference
between north-south and east-west reach time, which can be attributed to accessibility of the
main north-south corridors, like Interstate Highway 35 (IH 35), State Highway Loop 1, and
other arterial corridors (e.g., Lamar and Guadalupe). Considering the time discretization,
morning peak-hour results show the higher variation. The north-south pattern is less than
other time slots, and the low reach times are limited to within the center of the city, suggesting
that accessibility to the north and south areas is limited during AM-peak hours, probably
due to the delays caused by rush hour.
5.2. Productivity Variables
Productivity variables are analyzed based on the destination (drop off) TAZ of the trips, which
allows us to investigate the impact of the trip destination on driver productivity. We selected
only trips with origin in the CBD, representing 16 percent of the total rides evaluated. The
analysis of the CBD-trip destinations provides key insights into the destination opportunity
cost for drivers with similar initial conditions. The results are shown in Figure 5.
Productivity A results show an interesting relation between the very short (less than 0.8
kilometers) and long trips (more than twenty-five kilometers). For instance, based on the
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(a) Distance AM-peak (b) Idle time AM-peak (c) Reach time AM-peak
(d) Distance PM-peak (e) Idle time PM-peak (f) Reach time PM-peak
(g) Distance off-peak (h) Idle time off-peak (i) Reach time off-peak
(j) Distance weekend (k) Idle time weekend (l) Reach time weekend
Figure 4: Operational variables comparison for system-wide trips (trip origin)
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AM-peak outputs, we can observe a small area of high throughput ($60/hr-$80/hr) of short
rides within the downtown zone. Longer trips provide lower measures in the range of $45/hr
to $55/hr, but as trips move further away from the CBD, productivity raises again to high
values. This donut-like effect is also present for PM-peak, off-peak, and weekend rides, but
with lesser contrast than AM-peak results. This finding may be related to the base fare
that warranties a minimum fixed amount for very short trips. Thus, driver productivity for
a single journey is comparable between trips of fewer than 0.8 kilometers and longer than
twenty-five kilometers.
Using the measure of Productivity B, we wanted to capture the effect of the ending-zone
idle time on driver productivity. The results show an interesting spatio-temporal dynamic.
First, the spatial contrast is lesser than observed in Productivity A. For instance, the AM-peak
results show a $10/hr variation (from $15/hr to $25/hr). Also, the central area shows lower
values than the periphery area. Second, the time effect is significant. For example, we can
observe that Productivity B values vary significantly from the AM-peak to the PM-peak and
weekend results. This suggests there it is a spatial influence in the driver productivity but
that time effect has a more significant impact.
Productivity C provides insight into the productivity of two consecutive trips and takes
into account the ending-zone idle time between them. In this case, results showed a lower
spatial impact compared to Productivity B. Off-peak and weekend trips showed similar
productivity across the majority of the area. AM-peak trips in the central region presented
the most favorable productivity measure. In general, AM-peak ride results indicate that
drivers who stayed in the central area ended their second trip with higher productivity
compared to those who made longer trips. Regarding the time effect, weekend trips are more
favorable for drivers.
6. Summary and Conclusion
This study explored the spatial structure of operational and driver performance variables in
ride-sourcing using empirical data. We used information from more than 1.1 million rides in
the Austin area, provided by a local TNC, from a period in which the leading companies were
not operating within the city. The analysis of the operational variables, such as trip distance
and search frictions, provided insights about ride-sourcing travel patterns and the balance
between supply and demand across space and time. We found that during weekday AM-peak
hours, riders within the central area prefer shorter trips, compared to the other time frames.
Additionally, PM-peak hours tend to have significantly higher driver supply, which causes a
greater supply-demand ratio compared to AM-peak. Airport-area trips showed a marked
difference when compared to other Austin areas in term of operational variables, including a
significantly higher amount of origin and destination rides. The results suggest that drivers
prefer to drive there to warranty rides.
Furthermore, the evaluation of different productivity variables allowed the investigation
of the effect of trip destination on driver productivity. Based on the results, the productivity
of single trips for distances shorter than 0.8 kilometers is approximately comparable to rides
longer than twenty-five kilometers. Regarding spatial effects, drivers with rides ending in
the central area presented favorable spatial differences in productivity when including the
revenue of two consecutive trips for AM-peak rides. However, the other time slots evaluated
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(a) Prod. A AM-peak (b) Prod. B AM-peak (c) Prod. C AM-peak
(d) Prod. A PM-peak (e) Prod. B PM-peak (f) Prod. C PM-peak
(g) Prod. A off-peak (h) Prod. B off-peak (i) Prod. C off-peak
(j) Prod. A weekend (k) Prod. B weekend (l) Prod. C weekend
Figure 5: Productivity comparison for CBD trips (trip destination)
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did not show significant differences. The time effect showed more contrast than the spatial
effect, as weekend rides tend to provide better driver productivity measures.
Primary findings of this research suggest that there are differences in space and time
that can affect ride-sourcing search frictions and driver productivity. Thus, providing spatio-
temporal pricing strategies could be one way to balance driver equity across the network.
The results and methods presented in this study can serve multiple purposes. First, from
a driver and operator point of view, we identified the spatial and temporal distribution
of the principal operational and productivity variables, which can lead to a more efficient
driver supply method. Second, from the planners’ and engineers’ perspective, we provided
insights on ride-sourcing travel patterns in the Austin area that can help to understand the
characteristics of of the ride-sourcing service. Third, we provide empirical evidence of driver
productivity inequality due to spatial and temporal factors. This evaluation can lead to
pricing strategies and policies that warranty fair conditions in driver compensation.
Finally, our results have relevance for transportation research. We provide an application
of spatial smoothing to a transportation problem. This method can provide a more appropri-
ate high-definition spatial evaluation, reduce noisy measures and enhance interpretability.
Furthermore, we specifically focused on a technique that can be applied with a highly efficient
and scalable algorithm that can be used with evaluations that leverage big data.
Appendix A. A Fast and Flexible Algorithm for the GFL
Tansey and Scott [35] proposed an ADMM approach to solving the GFL, where the key
insight is to decompose the graph into a set of trails that can each be solved efficiently using
techniques for the ordinary (1D) fused lasso. The resulting technique is both faster than
previous GFL methods and more flexible in the choice of loss function and graph structure
[35]. This section provides a summary of the method.
The core idea of the algorithm is to decompose a graph G = (V , E) with node set V
of size 2k and edge set E into a set of non-overlapping trails T = {t1, t2, ..., tk}, on which
the optimization algorithm can operate, and allows one to rewrite the penalty function in
Equation 8 as: ∑
(r,s)∈E
|xr − xs| =
∑
t∈T
∑
(r,s)∈t
|xr − xs| (A.1)
The updated penalty function allows proposing an efficient ADMM algorithm. The next
sections present details of the updated optimization method and the trial decomposition
approaches suggested by the authors.
Appendix A.1. Optimization via the ADMM
The objective function (Equation 8) can be rewritten using the updated penalty function as
shown in Equation A.2. For each trail t (where |t| = m), we introduce m+ 1 slack variables8,
8In an optimization problem, a slack variable is a variable that is added to an inequality constraint to
transform it into an equality.
17
one for each vertex along the trail. Multiple slack variables are introduced if a vertex is
visited more than once in a trail.
minimize
x∈Rn
`(y,x) + λ
∑
t∈T
∑
(r,s)∈t
|zr − zs|
subject to xr = zr
xs = zs
(A.2)
This problem can be solved using the ADMM algortihm [32] based on the following
updates:
xk+1 = argmin
x
(
`(y,x) +
α
2
‖Ax− zk + uk‖2
)
(A.3)
zk+1t = argmin
z
(
w
∑
(r∈t
(y˜r − zr)2 +
∑
(r,s)∈t
|zr − zs|
)
, t ∈ T (A.4)
uk+1 = uk +Axk+1 − zk+1 (A.5)
where u is the scaled dual variable, α is the scalar penalty parameter, w = α
2
, y˜r = xr − ur
and A is a sparse binary matrix used to encode the appropriate xi for each zj . Here t is used
to denote both the vertices and edges along trail t.
For the squared-error loss function `(y,x) =
∑n
i=1
1
2
(yi − xi)2, the x updates have the
simple closed-form solution:
xk+1i =
2yi + α
∑
j∈J (zj − uj)
2 + α|J | , (A.6)
where J is the set of dual variable indices that map to xj . Crucially, the trail decomposition
approach means that each trail’s z update in Equation A.4 is a one-dimensional fused lasso
problem which can be solved in linear time via an efficient dynamic programming routine.
Appendix A.2. Trail decomposition
The two approaches for the trail decomposition are summarized as follows9:
1. Create k “pseudoedges” connecting the 2k odd-degree vertices and then find an Eulerian
tour on the surgically altered graph. To decompose the graph into trails, we then walk
along the tour (which by construction enumerates every edge in the original graph
exactly once). Every time a pseudo-edge is encountered, we mark the start of a new
trail.
2. Iteratively choose a pair of odd-degree vertices and select a shortest path connecting
them based on an heuristic (e.g., a trail with median length). Any component that is
disconnected from the graph then has an Eulerian tour and can be appended onto the
trail at the point of disconnection.
9For a broader explanation see Tansey and Scott [35].
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