The most successful method to obtain lower bounds for the minimum distance of an algebraic geometric code is the order bound, which generalizes the Feng-Rao bound. We provide a significant extension of the bound that improves the order bounds by Beelen and by Duursma and Park. We include an exhaustive numerical comparison of the different bounds for 10168 two-point codes on the Suzuki curve of genus g = 124 over the field of 32 elements.
Introduction
To obtain lower bounds for the minimum distance of algebraic geometric codes we follow [7] and exploit a relation between the minimum distance of algebraic geometric codes and the representation of divisor classes by differences of base point free divisors. Let X/F be an algebraic curve (absolutely irreducible, smooth, projective) of genus g over a finite field F. Let F(X) be the function field of X/F. A nonzero rational function f ∈ F(X) has divisor (f ) = P ∈X ord P (f )P = (f ) 0 − (f ) ∞ , where the positive part (f ) 0 gives the zeros of f and their multiplicities, and the negative part (f ) ∞ gives the poles of f and their multiplicities. A divisor D = P m P P is principal if it is of the form D = (f ) for some f ∈ F(X). Two divisors D and D ′ are linearly equivalent if D ′ = D + (f ) for some f ∈ F(X). Given a divisor D on X defined over F, let L(D) denote the vector space over F of nonzero functions f ∈ F(X) for which (f ) + D ≥ 0 together with the zero function. A point P is a base point for the linear system of divisors
We give the definition of an algebraic geometric code. For n distinct rational points P 1 , . . . , P n on X and for disjoint divisors D = P 1 + · · · + P n and G, the geometric Goppa code C L (D, G) is defined as the image of the map α L : L(G) −→ F n , f → ( f (P 1 ), . . . , f (P n ) ).
With the Residue theorem, the dual code C L (D, G) ⊥ can be expressed in terms of differentials. Let Ω(X) be the module of rational differentials for X/F. For a given divisor E on X defined over F, let Ω(E) denote the vector space over F of nonzero differentials ω ∈ Ω(X) for which (ω) ≥ E together with the zero differential. Let K represent the canonical divisor class. The geometric Goppa code C Ω (D, G) is defined as the image of the map
The code C Ω (D, G) is the dual code for the code C L (D, G). We use the following characterization of the minimum distance. 
For the code C Ω (D, G), and for
Proof. There exists a nonzero word in
It is clear that in each case d ≥ deg C. The lower bound d GOP = deg C is the Goppa designed minimum distance of a code.
Coset bounds
Proof. There exists a word in
The order bound for the minimum distance of an algebraic geometric code is motivated by the decoding procedures in [10] , [8] and combines estimates for the weight of a word c
The basic version (often referred to as the simple or first order bound [13] , [4] ) takes the form
The order bound makes it possible to use separate estimates for different subsets of codewords. The bound is successful if for each subset, i.e. for each i, we can find an estimate that is better than a uniform lower bound for all codewords. Methods that provide uniform lower bounds include the Goppa designed minimum distance and bounds of floor type [17] , [16] , [11] , [7] . It follows from the Singleton bound that the minimum distance of an algebraic geometric code can not exceed its designed minimum distance by more than g, where g is the genus of the curve. This implies that the minimum in the order bound occurs for i ∈ {0, . . . , g}.
For a curve X defined over the field F, let Pic(X) be the group of divisor classes. Let Γ = {A : L(A) = 0} be the semigroup of effective divisor classes. For a divisor class C, define
The semigroup Γ(C) has the property that A + E ∈ Γ(C) whenever A ∈ Γ(C) and E ∈ Γ. With the extra structure Γ(C) is a semigroup ideal. Similar for Γ * (C).
For a suitable choice of divisor class C, the subsets of coordinates A that support a codeword in an algebraic geometric code
Following [7] , our approach from here on will be to estimate the minimal degree of a divisor A ∈ Γ * (C). For that purpose we no longer need to refer to the codes
We write C(C) to refer to any code with designed minimum support D − G or G − K in the divisor class C. In this short paper, we restrict ourselves to the case deg C > 0 (i.e. to codes with positive Goppa designed minimum distance), so that L(−C) = 0, and Γ * (C) = Γ(C). The case deg C ≤ 0 is handled with a straightforward modification similar to that used in [7] .
To apply the order bound argument we restate Proposition 2.1 in terms of semigroup ideals. For a given point P ∈ X, let Γ P = {A : L(A) = L(A − P )} be the semigroup of effective divisor classes with no base point at P . For a divisor class C and for a point P , define the semigroup ideal
The implications in Proposition 2.1 become
Proof. A more general version is proved in the next section.
Order bounds
Following [1] , we use the order bound with a sequence of points
Let C(C, S) refer to any code with designed minimum support in the divisor class C and with divisor D disjoint from S. Repeated application of Theorem 2.2 gives the following bound for the minimum distance. For comparison we state the Beelen bound [1, Theorem 7, Remark 5] in a similar form.
Corollary 3.1. (Duursma-Park bound d DP for the minimum distance) For a code C(C, S), let {Q i : i ≥ 0} be a sequence of points in S, such that for each i ≥ 0 there exists a sequence
. . , w − 1, and A w − A 1 has support in S. Then C(C, S) has minimum distance at least w.
Corollary 3.2. (Beelen bound d B for the minimum distance) For a code C(C, S), let {Q i : i ≥ 0} be a sequence of points in S, such that for each i ≥ 0 there exists a sequence
Then C(C, S) has minimum distance at least w.
The Beelen bound d B has a weaker version (which we will denote by d B0 ) that assumes that moreover A 1 ∈ {kQ i : k ≥ 0}. The simple or first order bound uses the further specialization that Q i = P for i ≥ 0. For G = K + C, such that deg C > 0, and for D disjoint from P , the simple order bound becomes
For G = mP this is the original Feng-Rao bound.
The purpose of the order bound is to improve on uniform bounds such as the floor bound. In rare occasions the Beelen bound is less than bounds of floor type [1] , [7] (this is the case for a single code in Table  1 ). Compared to the Beelen bound, the ABZ order bound d ABZ ′ [7, Theorem 6.6] allows A j+1 − A j ∈ {kQ i : k > 0} for a single j in the range j = 1, . . . , w − 1. With that modification the ABZ order bound always is at least the ABZ floor bound d ABZ [7, Theorem 2.4] which is the best known bound of floor type. In general,
Extension of the order bound
We seek to exploit the argument in the order bound a step further by using a partition
We apply the argument in the setting of the divisor semigroups. For a finite set S of rational points, let Γ S = ∩ P ∈S Γ P , and let
Proposition 4.1. For a divisor class C, for a finite set of rational points S, and for P ∈ S,
Proof. Since P ∈ S, P ∈ Γ S , and, for A − C − iP ∈ Γ S , A − C ∈ Γ S . Therefore
For the other inclusion, let
As a special case Γ(C)∩Γ P = ∪ i≥0 Γ P (C+iP ). Theorem 2.2 gives a lower bound for deg A, for A ∈ Γ P (C). Combination of the lower bounds for C ∈ {C + iP : i ≥ 0} then gives a lower bound for deg A, for A ∈ Γ(C) ∩ Γ P .
In combination with Γ(C + iP ) ∩ Γ Q = ∪ j≥0 Γ {P,Q} (C + iP + jQ), we obtain, for S = {P, Q},
The next theorem gives a lower bound for deg A, for A ∈ Γ S (C). For S = {P, Q}, combination of the lower bounds for C ∈ {C + iP + jQ : i, j ≥ 0} then gives a lower bound for deg A, for A ∈ Γ(C) ∩ Γ S .
Theorem 4.2. (Main theorem) Let
Proof. 
Proof. (Theorem 4.2) For
With
To obtain lower bounds with the theorem, we need to construct sequences of divisors in ∆ S (C). In the next section we discuss how this can be done effectively.
Efficient computation of the bounds
The main theorem can be used efficiently to compute coset distances, which in turn can be used to compute two-point code distances. To compute with a certain curve we use, for given points P and Q, a function d P,Q that encapsulates some geometric properties of the curve [7] , see also [2] , [14] .
Lemma 5.1. Let B be a divisor and let P, Q be distinct points. There exists a unique integer k(B, P, Q) such that B + k ′ P ∈ Γ Q if and only if k ′ ≥ k(B, P, Q)
Proof. This amounts to showing that B + kP ∈ Γ Q implies B + (k + 1)P ∈ Γ Q . Now use that Γ Q is a semigroup and that P ∈ Γ Q .
Let us restrict our attention to two-point divisors. Using the previous notation define the following integer valued function.
This property makes the d function a powerful computational tool. Moreover, for m such that mP ∼ mQ, d is defined modulo m. In general, the function d depends on the ordering of the points P and Q, but it is easy to see that the functions d P,Q and d Q,P satisfy the relation d P,Q (a) = a+ b if and only if d Q,P (b) = a+ b. The function d = d P,Q and the parameter m are enough to compute sequences of two-point divisors A i ∈ ∆ P (C) as required by Theorem 2.2. A simple application of the Riemann-Roch Theorem give us that we can restrict our search to a finite range of divisors, since, for A ∈ ∆ P (C),
Using mP ∼ mQ, we can assume moreover, for
To find long sequences of divisors A i ∈ ∆ P (C) we use a graph theory weight-maximizing algorithm on a rectangular grid T , such that T i,j is a path of longest length up to the divisor A with degree i and A Q = j (i.e. A = iP + j(Q − P )).
Computing bounds for the coset C(C)\C(C + P ) with Theorem 2.2.
1. Initialize the first row of T (corresponding to degree i = min{0, deg C} − 1) with 0.
Update each row of T successively by the rule
where BP i,j is 1 if A ∈ ∆ P (C) and 0 otherwise, for the divisor A of degree i with A Q = j. BP i,j is computed using Theorem 5.2.
3. Iterate up to the last row (corresponding to degree i = max{2g − 1, deg C + 2g − 1}). 4 . Return the maximum value in the last row.
Using the algorithm we compute bounds for the cosets C(C, S)\C(C + P, S) and C(C, S)\C(C + Q, S) over all possible divisors C. We store them in arrays CP and CQ where the row denotes the degree of C and the column is C Q (mod m). For rational points P and Q such that d P,Q = d Q,P , we can save some work and obtain the table CQ from CP with the relabeling CQ i,j = CP i,j ′ for j ′ = i − j (mod m). After computing the coset bounds, we traverse all possible coset filtrations of all codes to find bounds for the minimum distances. We use a graph theory flow-maximizing algorithm on a rectangular grid D, such that D i,j is a bound for the minimum distance of a code C(C) with C of degree i and C Q = j.
Computing bounds for the distances of all codes C(C) using P -coset and Q-coset tables.
1. Initialize the last row of D (corresponding to degree i = 2g) with 2g.
2. Update each row of D successively by the rule
Iterate up to the first row (corresponding to degree i = 0). Theorem 4.2 can be used to obtain improved lower bounds for the cosets C(C)\C(C + P ) and C(C)\C(C + Q). The basic algorithm is the same as before with an extra step of using the table of all bounds for C(C, S)\ ∪ P ∈S C(C + P, S) to produce the P -and Q-coset tables.
Computing P -and Q-coset bounds using Theorem 4.2.
1. Compute table CS with bounds for C(C, S)\ ∪ P ∈S C(C + P, S). This step is done in exactly the same way as the computation for Theorem 2.2, but the new table T for each C has the update rule
2. Initialize CP and CQ at the top row (corresponding to degree i = 2g) with 2g.
3. Compute CP in decreasing row order using the rule CP i,j = min{CP i+1,j+1 , T i,j }.
4.
Compute CQ in decreasing row order using the rule CQ i,j = min{CQ i+1,j , T i,j }.
Once the P -and Q-coset bounds are known, exactly the same minimizing flow method as the one used for obtaining d DP can be used for an improved bound, denoted d DK .
Tables for the Suzuki curve over F 32
The Suzuki curve over the field of q = 2q 2 0 elements is defined by the equation y q + y = x q 0 (x q + x). The curve has q 2 + 1 rational points and genus g = q 0 (q − 1). The semigroup of Weierstrass nongaps at a rational point is generated by {q, q + q 0 , q + 2q 0 , q + 2q 0 + 1}. For any two rational points P and Q there exists a function with divisor (q + 2q 0 + 1)(P − Q). Let m = q + 2q 0 + 1 = (q 0 + 1) 2 + q 0 2 , and let H be the divisor class containing mP ∼ mQ. The canonical divisor K ∼ 2(q 0 − 1)H. For the Suzuki curve over the field of 32 elements we use q 0 = 4, q = 32, g = 124, m = 41, K ∼ 6H. The action of the automorphism group on the rational points of the curve is 2-transitive, so that d P,Q (a) = d(a) does not depend on the choice of the points P and Q. For the Suzuki curve with parameter q 0 , the d function is given by
where a,b are the unique integers such that |a| + |b| ≤ q 0 and k ≡ a(q 0 + 1) + bq 0 − q 0 (q 0 + 1) (mod m). A detailed explanation of the geometry behind this result can be found in [7] . To store the function d as a list, we go through all integers a and b with |a| + |b| ≤ q 0 . To compute d(k) for a single value k, we may use where q(a, b) and r(a, b) are the quotient and the remainder, respectively, when a is divided by b, and k − 1 is taken modulo m. Table 1 
Each bound was optimized over the full parameter space corresponding to that bound. The computations for the Suzuki curve of genus g = 124 over F 32 were very efficient, computations for the 2g · m = 10168 two-point codes with Goppa designed minimum distance in the range 0, . . . , 2g − 1, took less than 10 minutes on a desktop PC for any given bound.
As can be seen, the Beelen bound d B offers only slight improvement over the weaker Beelen bound d B0 . Similar for the improvement of the Duursma-Park bound d DP over the weaker ABZ bound d ABZ ′ . Table 2 gives a further breakdown of the 236 codes for which d DP improves d B and the 1366 codes for which d DK improves d DP . The improvements are by at most 5 and 6, respectively.
The 63 codes with d DK = d DP + 6 all have d DK = 62 which agrees with the actual minimum distance (namely realized by a choice of 62 points with P 1 + . . . + P 62 ∼ 31P + 31Q). For each of the 63 codes, the coset with C = 23P + 23Q is the unique coset where Theorem 2.2 fails to give a lower bound above 56. For the same coset, Theorem 4.2 gives a lower bound of 62. Table 1 and Table 2 do not show whether the improvements occur for good codes or for poor codes. For Table 3 we select for each degree deg C, i.e. for each given Goppa designed minimum distance, the optimal 
