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Kurzfassung
Die Entwicklung des hochautomatisierten Fahrens (HAF) schreitet in hoher Geschwindigkeit
voran. Verschiedene Fahrzeughersteller haben erste Derivate mit automatisierten Fahrfunk-
tionen, die keine Überwachung durch den Fahrer mehr erfordern, für die kommenden Jahre
angekündigt. Es fehlt allerdings noch der Sicherheitsnachweis, dass HAF eine insgesamt positive
Risikobilanz gemäß den Anforderungen der vom deutschen Verkehrsministerium eingesetzten
Ethik-Kommission hat und somit durch die Einführung dieser Funktion die allgemeine Gefahr
von Personenschäden im Straßenverkehr nicht zunimmt. Die aktuell verfügbaren Ansätze zur
Erbringung eines Sicherheitsnachweises für Assistenzsysteme sind für HAF ungeeignet. Die
wenigen theoretisch möglichen Methoden wie ein Nachweis durch Dauerlauftest sind mit
unrealistisch hohem Kosten- und Zeitaufwand verbunden und somit nicht industriell einsetzbar.
In dieser Arbeit wird daher eine neue Absicherungsmethode erarbeitet, die einen Beitrag zum
Schließen dieser Lücke leistet.
Bei heutigen Entwicklungen von Fahrerassistenzfunktionen kommen nicht-statistische Absi-
cherungsmethoden zum Einsatz. Die Komplexität der Absicherungsaufgabe wird bei diesen
dadurch deutlich reduziert, dass ein wesentlicher Teil des Sicherheitskonzepts auf der perma-
nenten Überwachung der Funktion durch den menschlichen Fahrer beruht, der in kritischen
Situationen eingreifen muss. Eine Absicherung ist daher nur noch hinsichtlich der Beherrsch-
barkeit durch den Fahrer notwendig.
Die Fahrerüberwachung kann beim HAF nicht vorausgesetzt werden, sodass die HAF-Funktion
selbst alle auftretenden Situationen bis zu einer Fahrerübernahme beherrschen muss. Zusam-
men mit der großen Situationsvielfalt und dem Einsatz maschinell trainierter Algorithmen
erhöht dies die Komplexität der Absicherungsaufgabe in einem Maße, dass die bisher genutzten
Absicherungsverfahren an ihre Grenzen stoßen. Dies motiviert den Ansatz „passives HAF“ zur
statistischen Absicherung des hochautomatisierten Fahrens.
Grundidee dieses Ansatzes ist es, einen Teil der jedes Jahr von menschlichen Fahrern gefahre-
nen Kilometer zur Absicherung zu nutzen, indem ein Teil der Fahrzeuge zusätzlich mit den für
HAF erforderlichen Sensoren und Steuergeräten ausgestattet wird. Diese entsprechen dem für
den späteren Kundeneinsatz vorgesehen Umfang der HAF-Funktion bis zu der Stelle, an dem
Steuer- und Regeleingrie in die Aktorik des Fahrzeugs erfolgen.
Statt der Umsetzung der vorgegebenen Stellgrößen durch die Fahrzeugaktorik wird der Ausgang
der HAF-Funktion mit den vom menschlichen Fahrer tatsächlich durchgeführten Fahrhand-
lungen verglichen. Die Funktion läuft somit nur „passiv“ im Hintergrund mit, sodass aus
fehlerhaften Aktorvorgaben kein Sicherheitsrisiko resultierten kann. Hierdurch entsteht ein
oener Regelkreis, sodass der weitere Verlauf des Szenarios bei Eingri der HAF-Funktion
zunächst unbekannt ist. Der Regelkreis wird geschlossen, indem immer dann anhand der
durch die Sensorik aufgenommenen Daten ein Simulationsszenario generiert wird, wenn die
Fahrhandlungen vom HAF und menschlichem Fahrer voneinander abweichen. Anhand der
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Simulation kann überprüft werden, ob die geplante Handlung des HAF zu einer kritischen
Situation geführt hätte. Zur Erhöhung der Validität der Simulation werden individualisierte
Fahrermodelle verwendet, deren Entwicklung und Zuordnung Teil der entwickelten Methode
ist.
Ziel des Ansatzes ist die Nutzung der im realen Straßenverkehr vorkommenden Szenarien
als Ausgangspunkt für die Absicherung des HAF mittels Simulation und anschließender Kri-
tikalitätsanalyse. So kann fehlerhaftes Fahrverhalten erkannt und für eine Verbesserung der
Funktion verwendet werden.
Die Ergebnisse der Arbeit zeigen, dass mit Hilfe dieser Methode fehlerhafte Fahrentscheidun-
gen des HAF gefunden werden können, welche bei aktivem Funktionsausgang zu kritischen
Situationen geführt hätten. Vorteile der Methode sind, dass eine gefahrlose und vergleichsweise
kostengünstige und zeiteziente Absicherung möglich ist, die aufgrund der Nutzung realer
Verkehrsszenarien eine hohe Validität aufweist.
Abstract
Development of highly automated driving (HAD) is progressing quickly. Various car manu-
facturers have announced that they will oer a self-driving function without the requirement
of driver surveillance within the next years. However, the evidence that HAD is at least as
safe as human driving and will not lead to more trac injuries has still not been produced.
Current approaches of verication and validation used for driver assistance systems are not
suitable for HAD. A statistical proof through test drives is neither economically nor timely
feasible. Therefore, as a contribution for validation of HAD a statistical validation approach is
proposed.
Non-statistical methods for system verication are currently employed in driver assistance
systems (DAS). The complexity of verication for DAS is reduced by relying on the human
driver for constantly monitoring the driving actions. For this reason it is sucient to verify the
controllability by the driver for verication of DAS.
Since monitoring of driving actions cannot be assumed for HAD, the HAD-function has to be
capable of controlling all situations itsself until take-over of the human driver. Together with
the almost innitely high number of scenarios and the use of machine learning algorithms, this
increases the complexity of verication and validation such that current verication methods
are not applicable. Instead, a statistical apprach is proposed, namely „passive HAD“.
The main idea of this approach is to use a fraction of the billions of kilometers driven every
year by everyday drivers for testing of HAD. For this purpose, vehicles are equipped with
sensors and control units appropriate for HAD. The HAD functionality is working as intended
up to the point where actuators of the vehicle like steering or brakes have to be accessed.
Instead of realizing the output of the HAD function, the driving actions of the human driver are
executed. The HAD function is running in the background passively, in order to not endanger
the customers or other trac participants.
If the output of the driving function diers from the human drivers’ driving decisions, an open-
loop problem results which prevents verication of the HAD function. To enable verication,
the loop is closed by generating a simulation scenario based on the data acquired by the
HAD sensors. In order to increase validity of the simulation, machine learning driver models
developed in this thesis are matched to the trac participants surrounding the passive HAD
vehicle to be used in the simulation. Instead of the real life scenario inuenced by the driving
decisions of the human driver, the simulated scenario is assessed for criticality such that
potentially erroneous behavior of the HAD function can be detected.
The goal of the passive HAD approach is to use real life sensor data for the generation of
simulation scenarios to assess the performance of the HAD function with high validity. Results
show that with the presented approach, erroneous driving decisions of the HAD function which
would have led to critical situations can be detected in a safe way. Furthermore passive HAD
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enables an economical and ecient verication with high validity due to the use of real life
trac scenarios.
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θ Parametervektor
Tittc,κ inverse TTC von S zu Fahrzeug κ
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Symbole XIX
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vexp Erwartete eigene Geschwindigkeit in der Spur
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vobjκ Geschwindigkeit von Fahrzeug κ
Vphys Verhältnis von tatsächlicher Beschleunigung zu physikalischer Grenzbe-
schleunigung amax,phys
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x Koordinaten entlang der Längsachse des Fahrzeugs
x0 Position in x-Richtung am Anfang der Simulation
x1 Ausprägung 1 der Zufallsvariable X
ξ Ausprägung der Zufallsvariable Ξ
Ξ kontinuierliche Zufallsvariable
xi Ausprägung i der Zufallsvariable X
X Menge an Zufallsvariablen
xn Ausprägung n der Zufallsvariable X
X Vektor von Zufallsvariablen X
Y Zufallsvariable der Emissionswahrscheinlichkeiten
Υ kontinuierliche Zufallsvariable
y Koordinaten entlang der Querachse des Fahrzeugs
y0 Position in y-Richtung am Anfang der Simulation
y1 Ausprägung 1 der Zufallsvariable Y
υ Ausprägung der kontinuierlichen Zufallsvariable Υ
yi Ausprägung i der Zufallsvariable Y
Z zufälliges Ereignis
z Ausgang eines Neurons
Z Normalisierungskonstante bzw. Zustandssumme

1 Einleitung
Aktuelle Fahrzeuge werden durch den Begri Automobil (abgeleitet von griechisch autos „selbst“
und lateinisch mobilis „beweglich“ [KS89, S. 51]) nur teilweise richtig beschrieben. Spätestens
seit dem ausgehenden 19. Jahrhundert konnten sich zwar erste Fahrzeuge selbstständig, d.h.
ohne weitere externe Antriebskraft, bewegen [DK15, S. 2]. Erst heute rückt jedoch auch die
Erfüllung des zweiten Bedeutungsteils der „Selbst-Beweglichkeit“, ein selbstständig ohne Fahrer
fahrendes Automobil, in greifbare Nähe.
In den letzten hundert Jahren wuchs das Automobil heran vom exotischen Fortbewegungs-
mittel einiger Pioniere zum allgegenwärtigen Gefährt in praktisch allen Ländern der Welt.
Die Entwicklung vollzog sich hierbei in Form von immer neuen Design-Varianten, wie z.B.
Sports Utility Vehicle, oder leistungstärkerer [KB18a] und verbrauchsärmerer [Bun17a, S. 308f.]
Motoren. Weitere Entwicklungsfelder waren die Einführung aktiver Sicherheitsfunktionen
wie ABS (1979) und ESP (1995) [Ise06, S. 1f.], durch die die Kontrollierbarkeit von Fahrzeugen
im fahrdynamischen Grenzbereich erhöht und somit die Anzahl an Unfällen reduziert wer-
den konnte [Koc04]. Zusammen mit der Fortentwicklung passiver Sicherheitssysteme, die die
Folgen von Unfällen abmildern (Knautschzonen 1959 [Dai09], Airbags 1978 [BK08, S. 220])
konnte die Anzahl an Verletzten und Toten in den letzten Jahrzehnten deutlich gesenkt werden.
Dies erfolgt bei gleichzeitig steigender Anzahl an gefahrenen Kilometern [Des18], was die
Eektivität der genannten Systeme verdeutlicht.
1.1 Hochautomatisiertes Fahren
Trotz der sinkenden Zahl von Verkehrstoten in den Industrieländern sterben jedes Jahr über eine
Million Menschen weltweit im Straßenverkehr [Wor19], davon 3400 in Deutschland [ADA15,
S. 1]. Nach [Nat08, S. 28f] sind mehr als 80 % aller Unfälle allein auf menschliche Fehler zu-
rückzuführen. Das Ziel der Vision Zero des deutschen Verkehrssicherheitsrates ist es, eine
weitere Reduktion von Toten und Verletzten im Straßenverkehr zu erreichen [Deu12]. Hierfür
gilt es als erforderlich, die Schwächen menschlicher Fahrer soweit zu kompensieren, dass
diese nicht mehr zu Unfällen führen. Daher zielen aktuelle Entwicklungen darauf den Fahrer
soweit wie möglich von der Fahraufgabe zu entlasten und durch Systeme zu ersetzen, die ein
automatisiertes Fahren ermöglichen.
Neben der Vermeidung menschlicher Fehler erönet die Automatisierung der Fahraufgabe
außerdem ein komfortableres Reisen und neue Nutzungsmöglichkeiten der Zeit im Auto insbe-
sondere für den Fahrer.
2 1 Einleitung
1.1.1 Aktuelle Entwicklungen und Key Player
Insbesondere der Aspekt gewonnener freier Zeit durch automatisiertes Fahren führt dazu, dass
die Entwicklung in diesem Bereich nicht mehr allein von Unternehmen vorangetrieben wird,
deren traditioneller Geschäftsbereich die Herstellung von Autos ist.
So hatten zum 1. April 2018 52 Unternehmen im US-amerikanischen Bundesstaat Kalifornien
beim zuständigen Department of Motor Vehicles ein „Autonomous Vehicle Testing Permit“ be-
antragt [Cal19]. Dazu gehören bekannte Automobilhersteller wie Volkswagen, Daimler, General
Motors, Nissan, Tesla oder BMW. Neben diesen haben aber auch Technologieunternehmen
und Startups (z.B. Apple, Uber, Drive.ai oder Aurora) eine Testerlaubnis beantragt. Die Firma
Alphabet (vormals Google) mit ihrer Tochter Waymo forscht sogar bereits seit dem Jahr 2009
in Bereich des automatisierten und autonomen Fahrens [Sil18].
Hierdurch entsteht ein Wettbewerb zwischen zwei Branchen, die bisher in verschiedenen
Märkten aktiv waren und große Unterschiede hinsichtlich ihrer Entwicklungszyklen und
-prozesse besaßen [SMF19][Fra16][Coh15]. Zu der einen Gruppe gehören die etablierten Auto-
mobilhersteller, die zum Teil schon seit über 100 Jahren Fahrzeuge herstellen. Zu der anderen
Gruppe gehören etablierte Unternehmen aus der IT-Branche wie Alphabet oder Apple und
eine Vielzahl an Startups [Dem19]. Diese Gruppe eint eine große Erfahrung im Bereich der
Software-Entwicklung. Hinzu kommt eine hohe Risikotoleranz, da ein Scheitern im Bereich des
automatisierten Fahrens nicht das bisherige Geschäftsmodell in entscheidender Weise berührt
oder in der Gründung des Startups einkalkuliert ist.
Die Folge dieses Wettbewerbs ist, dass im Vergleich zu den bisherigen Innovationszyklen
innerhalb der Automobilindustrie die Entwicklung des automatisierten Fahrens mit hohen
Entwicklungsinvestitionen vorangetrieben wird.
1.1.2 Begrisdenitionen des automatisierten Fahrens
Unter dem Oberbegri des automatisierten Fahrens sind verschiedene Ausprägungen gefasst,
die nach [SAE14] in sechs Level eingeteilt werden. Ihre Entwicklung geht mit unterschiedlichen
Herausforderungen einher, die im Folgenden näher beschrieben werden.
Manuelles Fahren bezeichnet das Fahren ohne Unterstützung des Fahrers durch Assistenzsys-
teme bei der Fahrzeugführung.
Level 0
Fahrerassistenz-Systeme (FAS) unterstützen den Fahrer bei seiner Fahrtätigkeit, indem sie in
die Längs- oder/und Querführung eingreifen. Der Fahrer hat die Aufgabe, die Systeme
permanent zu überwachen, fehlerhafte Aktionen zu erkennen und zu unterbinden.
Level 1 bzw. 2
Hochautomatisiertes Fahren (HAF) bezeichnet eine automatisierte Fahrfunktion, bei welcher
der Fahrer die Fahraufgabe in bestimmten Fahrszenarien vollständig an die Funktion
übergeben kann. Eine Überwachung durch den Fahrer ist nicht mehr erforderlich. Stößt
die Funktion an ihre Systemgrenzen oder detektiert einen Fehler, wird ein Take-over
Request (TOR) gestartet, durch welchen die Fahraufgabe an den Fahrer zurückgegeben
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wird. Gelingt dies nicht, wird durch die Fahrfunktion sichergestellt, dass das Fahrzeug
einen sicheren Zustand einnimmt. Aus diesem Grund ist neben der technischen Entwick-
lung auch ein Gegenstand der Forschung, wie und nach welcher Zeit die Fahraufgabe
sicher an den Fahrer übergeben werden kann.
Level 3
Vollautomatisiertes Fahren (VAF) beschreibt eine Fahrfunktion, die das automatisierte Fahren
in allen für den Straßenverkehr zugänglichen Bereichen erlaubt. Wie bei der HAF-
Funktion wird die Fahraufgabe vollständig vom Fahrer an die VAF-Funktion überge-
ben, jedoch ohne die bei der HAF-Funktion vorliegenden Einschränkungen hinsichtlich
bestimmter Szenarien wie der Fahrt auf Autobahnen. Typischerweise eignet sich die
VAF-Funktion auch für den Stadtverkehr. Es muss jedoch weiterhin ein Fahrer anwesend
sein, der bei Erreichen von Systemgrenzen oder Systemfehlern die Kontrolle übernehmen
kann. Daher ist auch hier die Entwicklung einer Übernahmestrategie notwendig.
Level 4
Autonomes Fahren ist die höchste Stufe des automatisierten Fahrens. Hierbei wird die An-
wesenheit eines Fahrers nicht mehr vorausgesetzt, das Fahrzeug kann also ohne einen
Insassen am Straßenverkehr teilnehmen. Im Gegensatz zu HAF- und VAF-Funktionen ist
keine Übernahmestrategie notwendig.
Level 5
Die vorliegende Arbeit beschäftigt sich mit Möglichkeiten der Absicherung des Automati-
sierungslevels 3: Hochautomatisiertes Fahren. Dabei ist die HAF-Funktion als eine Funktion
deniert, die das automatisierte Fahren auf Straßen erlaubt, welche mehrere Fahrspuren pro
Richtung aufweisen und bei der Fahrspuren unterschiedlicher Richtung baulich voneinander
getrennt sind. Hierzu zählen beispielsweise Bundesautobahnen in Deutschland oder Freeways
in den USA. Diese Szenarien zeichnen sich dadurch aus, dass in der Regel nur eine stark be-
grenzte Anzahl an Fahrmanövern (Freie Fahrt, Folgefahrt, Spurwechsel) und Situationen (nur
PKW und LKW, keine Ampeln und Kreuzungen) erlaubt oder möglich sind, andererseits die
Fahrt mit hoher Geschwindigkeit erfolgen kann.
Die Fahraufgabe kann von der HAF-Funktion übernommen werden, sobald der Fahrer auf
die Autobahn aufgefahren ist. Die Funktion hält dabei alle gesetzlichen Anforderungen wie
Geschwindigkeitsbeschränkungen, Abstand, Überholverbote, die Bildung von Rettungsgassen
oder die Nutzung erlaubter und Vermeidung verbotener Spuren (bspw. Carpool-Lane, Taxi-
und Busspuren) ein. Durch die Funktion wird das Fahrzeug in der Spur gehalten und führt
selbstständig Spurwechsel zur Erreichung der optimalen Geschwindigkeit und des Navigati-
onsziels aus.
Die Fahraufgabe wird übergeben, sobald eine Systemgrenze erreicht ist. Systemgrenzen sind
zum Beispiel das Ende der Autobahn, Wetterbedingungen, die zu einer starken Einschränkung
der Sensor-Funktionalität führen, oder spezielle Szenarien wie Mautstationen. Ein weiterer
Grund für einen TOR ist der Ausfall oder die Detektion eines Fehlers in einem System in der
Wirkkette der HAF-Funktion. Für den Fall, dass ein TOR nicht erfolgreich durchgeführt werden
kann, begibt sich das Fahrzeug durch ein Minimum Risk Maneuver in einen sicheren Zustand,
indem es beispielsweise auf den Seitenstreifen wechselt und dort zum Stehen kommt.
4 1 Einleitung
Damit Fahrentscheidungen autonom getroen werden können, muss die HAF-Funktion Kennt-
nis über die Umwelt des Fahrzeugs besitzen. Hierzu wird die Umwelt mit Hilfe verschiedener
Sensoren erfasst. Mögliche Sensoren sind nach [Die16, S. 409]:
Optische Bilderfassung Ein optisches Bilderfassungssystem ist gut für die Erkennung von ande-
ren Verkehrsobjekten geeignet, allerdings schlecht für die Entfernungsschätzung. Selbst
bei Stereokameras gelingt dies aktuell nur bis zu einem Abstand von 50 m, der Messfehler
steigt quadratisch mit zunehmendem Abstand des Objekts vom Bilderfassungssystem.
RADAR Der RADAR (RAdio Detection And Ranging) verfügt über eine große Detektions-
Reichweite bis 200 m und ist gut zur Messung des longitudinalen Abstands geeignet, da
der Messfehler in longitudinaler Richtung konstant bleibt. Texturen können allerdings
schlecht erkannt werden, die laterale Auösung ist ebenfalls gering.
LIDAR Der LIDAR (LIght Detection And Ranging) verfügt über eine mittlere Detektionsreich-
weite bis 80 m und eine hohe Auösung in longitudinaler und lateraler Richtung.
Typischerweise werden mehrere verschiedene Sensortechnologien eingesetzt und ihre Daten in
einem Umfeldmodell fusioniert. Beispielsweise eignet sich ein optisches Bilderfassungssystem
gut zur Erkennung von Spurmarkierung während die laterale Position von Objekten mit dem
LIDAR eektiv bestimmt werden kann. Die Fusion beider Informationen erlaubt eine präzise
Spurzuordnung umgebender Verkehrsteilnehmer.
1.2 Absicherung des hochautomatisierten Fahrens
Die Übergänge zwischen den Automatisierungsstufen erscheinen zunächst homogen, da in
jeder Stufe weitere Aspekte der Fahraufgabe vom Fahrer an das Fahrzeug übergeben werden.
Tatsächlich existiert aber am Übergang von Automatisierungsstufe 2 zu 3 eine qualitative
Änderung, da hier erstmalig die Verantwortung für die Folgen der Fahrentscheidungen teilweise
vom Fahrer auf das Fahrzeug übergeht.
Die Hauptaufgabe von Fahrerassistenz-Systemen ist es den Fahrer zu entlasten. Dazu hält z. B.
die Funktion Adaptive Cruise Control (ACC) durch limitiertes Beschleunigen und Bremsen
einen denierten Zeitabstand zum Vorderfahrzeug ein. Ein weiteres Beispiel ist die Funkti-
on Spurhalteassistenten (SHA), die durch Stellen eines limitierten Lenkmoments bei relativ
geradem Straßenverlauf die Spur hält. Hierbei hat der Fahrer jedoch stets die Aufgabe, die Fahr-
zeugführung zu überwachen und zu unterstützen. Beispielsweise kann die Funktion ACC nur
bis maximal amax = −4, 5ms2 verzögern, sodass bei stärkerem Bremsen des Vorderfahrzeugs der
Fahrer dies bemerken und eingreifen muss. Der Fahrer wird bei der Auslegung und Erkennung
von Systemgrenzen der Fahrerassistenz-Systeme stets mit berücksichtigt.
Beim hochautomatisierten Fahren ist es dem Fahrer hingegen erstmals erlaubt, das Fahrzeug
während der Fahrt innerhalb der Systemgrenzen der HAF-Funktion nicht mehr überwachen zu
müssen. Er darf denierten Nebentätigkeiten nachgehen und muss nicht mehr selbst Fehlfunk-
tionen oder Systemgrenzen des Systems erkennen. Stattdessen wird er vom System rechtzeitig
und hinreichend deutlich informiert, wenn eine Übernahme erforderlich ist (TOR).
Hierdurch entstehen neue Fragen: Wer haftet für potentiell fehlerhafte Fahrentscheidungen des
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HAF-Fahrzeugs? Welche ethischen Anforderungen an die Fahrweise des selbstfahrenden Sys-
tems gibt es? Und welche technischen Möglichkeiten gibt es, zu Unfällen führendes Verhalten
im Vorhinein ausschließen oder rechtzeitig erkennen und unterbinden zu können?
1.2.1 Rechtliche Anforderungen an ein Absicherungsergebnis
Allgemein wird erwartet, dass die Gesamtzahl der Unfälle im Zuge der Einführung des automa-
tisierten Fahrens verringert werden kann, da menschliche Fehler verhindert werden. Hierbei
handelt es sich jedoch um eine statistische Aussage, die nicht bedeutet, dass automatisierte
Fahrzeuge ab Level 3 in keinerlei Unfälle mehr in Szenarien verwickelt sein werden, in denen
der menschliche Fahrer die Fahraufgabe abgeben durfte. Kommt es zu einem Unfall, bei dem ein
entsprechend ausgestattetes Auto involviert ist, so stellt sich die Frage nach der Unfallschuld
und der Haftung für entstehende Unfallschäden.
Im Jahr 2017 wurde hierzu vom Bundestag ein Gesetz verabschiedet [Deu17]. Durch dieses wird
zum einen hochautomatisiertes und vollautomatisiertes Fahren explizit erlaubt. Zum anderen
wird klargestellt, dass der Fahrer weiterhin in der Verantwortung des Fahrzeugführers bleibt und
bei Unfallschuld gegenüber Unfallgegnern schadensersatzpichtig ist. Hiervon unbenommen
bleiben jedoch mögliche Regressforderungen des Fahrers oder seiner Versicherung gegenüber
dem Hersteller des Fahrzeugs, sofern sich das Fahrzeug zum Zeitpunkt des Unfalls im hoch-
oder vollautomatisierten Fahrbetrieb befand. Um dies im Nachhinein feststellen zu können
sieht der Gesetzgeber explizit den Einsatz einer „Blackbox“ im automatisierten Fahrzeug vor,
welche die wesentlichen Fahrdaten speichert, insbesondere den Zustand des automatisierten
Fahrsystems.
Auch wenn hierdurch die Haftungsfrage zunächst klar geregelt erscheint, stellt sich die Frage
nach der Höhe der auf die Hersteller potentiell zukommenden Forderungen. In [Smi17] wird
dargestellt, wie dies den Verkauf und Einsatz von hoch- und vollautomatisierten Fahrzeugen
beeinussen könnte.
Hersteller müssen für automatisierte Fahrzeuge der SAE-Level 3 bis 5 allgemein mit höheren
Haftungskosten als für manuell geführte oder teilautomatisierte rechnen. Der Grund hierfür ist,
dass bei manuell geführten Fahrzeugen in der Regel der Kunde selbst haftet, während bei hoch-
oder vollautomatisierter Fahrt letztendlich der Hersteller haften muss, sofern ein Systemfehler
vorlag. Dies könnte auf den Verkaufspreis der Fahrzeuge umgelegt werden.
Allgemein ist die Höhe möglicher Kosten mangels statistischer Daten für neue Systeme unbe-
kannt und muss daher abgeschätzt werden. Mit steigender Komplexität des zu beurteilenden
Systems nimmt auch die Schwierigkeit einer realistischen Abschätzung zu. Grund hierfür
ist, dass Unsicherheiten insbesondere hinsichtlich zu Personenschäden führenden Fehlern
üblicherweise konservativ abgeschätzt werden, also vom ungünstigsten Fall ausgegangen wird.
Je mehr Faktoren eines Systems unbekannt sind, desto stärkeren Einuss haben sie auf die
Abschätzung der potentiellen Haftungsrisiken.
Bei automatisierten Fahrfunktionen handelt es sich einerseits um im Vergleich zu bisherigen
Fahrzeugfunktionen komplexe Systeme [WW13], da sie über einen längeren Zeitraum in nicht
nur auf Spezialsituationen beschränkten realen Szenarien die Fahraufgabe übernehmen. Hierfür
ist eine gegenüber aktuell im Markt bendlichen Fahrerassistenzfunktionen deutlich verbes-
serte Umfeldwahrnehmung notwendig, die als Grundlage für eine generische Funktionslogik
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dient, welche in allen im vorgesehenen Einsatzbereich möglichen Situationen eine sichere Fahrt
gewährleistet.
Andererseits liegt für diese neuen Funktionen keine belastbare statistische Datengrundlage
zur Risikobewertung vor. Daher könnte bei konservativer Schätzung der Aufschlag auf den
Verkaufspreis so hoch sein, dass Kunden sich für Neuwagen ohne automatisierte Fahrfunktion
der SAE-Level 3 bis 5 entscheiden, obwohl diese möglicherweise zu insgesamt weniger Unfällen
und somit auch gesamtwirtschaftlich gesehen geringere Unfallschäden führen.
Für die Einführung des automatisierten Fahrens ist es somit für die Hersteller und ihre Versiche-
rer von Bedeutung, die Wahrscheinlichkeit von Unfällen, die durch HAF-Funktionen verursacht
werden könnten, und somit das Risiko und die Höhe möglicher Schadensersatzforderungen
einschätzen zu können. Hierfür ist ein quantitatives Absicherungsergebnis unerlässlich.
1.2.2 Ethische Anforderungen an ein Absicherungsergebnis
Neben den rechtlichen Herausforderungen des automatisierten Fahrens müssen für den Auto-
mobilbereich neue ethische Fragen beantworten werden. Aktuelle Diskussionen beschäftigen
sich hierbei häug mit dem ethisch korrekten Verhalten in konstruierten, moralisch besonders
schwer zu bewertenden Situationen, in denen ein automatisiertes Fahrzeug beispielsweise
zwischen dem Tod der Fahrzeuginsassen und dem von Passanten wählen muss [BSR16].
Diese Dilemmata-Situationen sind aktuell noch von geringer praktischer Relevanz, da Sze-
narien mit geringer Auftretenswahrscheinlichkeit angenommen werden und großes Wissen
über alle an dem Szenario und seinem weiteren Verlauf involvierten Parteien unterstellt wird.
Heutige Sensorik ist in der Regel nicht in der Lage, die für die beschriebenen moralischen
Entscheidungen notwendigen Informationen aus einem realen Szenario zu extrahieren und in
Echtzeit zu verarbeiten [EK17, S. 14].
Mit allgemeinen ethischen Fragen im Bereich des automatisierten Fahrens beschäftigte sich
die vom Verkehrsministerium der Bundesrepublik Deutschland eingesetzte Ethik-Kommission
[EK17]. Im Abschlussbericht wird als erstes und höchstes Ziel des automatisierten Fahrens
die Verbesserung der Verkehrssicherheit deniert. Gleichzeitig wird aber davon ausgegangen,
dass mindestens zu Beginn der Einführung von AF-Funktionen (SAE-Level 3 bis 5) keine voll-
ständige Unfallvermeidung möglich ist. Als Voraussetzung für die Zulassung automatisierter
Fahrfunktionen wird daher keine absolute Sicherheit gefordert, sondern eine positive Risiko-
bilanz. Präzisiert wird dies in [Hom05]: das durch automatisiertes Fahren entstehende Risiko
muss nicht nur gesamtgesellschaftlich geringer sein als das durch manuelles Fahren verursachte
(utilitaristische Betrachtung), sondern es muss auch für jeden einzelnen potentiell Betroenen
in einer geringeren Wahrscheinlichkeit einer Unfallbeteiligung resultieren. Insgesamt führt
dies zu der Forderung der Ethikkommission: „Automatisierte Fahrfunktionen dürfen nur dann
eingesetzt werden, wenn sie statistisch sicherer sind als menschliche Fahrer.“[EK17, S. 26].
Sowohl für die Erfüllung der rechtlichen als auch der ethischen Anforderungen ist es somit
unerlässlich, vor Einführung des automatisierten Fahrens zu einem Absicherungsergebnis mit
belastbarer quantitativer Aussage zu gelangen. Ansätze zur Lösung und daraus resultierende
Schwierigkeiten werden im Kapitel 2 dargestellt. In Kapitel 3 wird daraufhin das Konzept des
in dieser Arbeit verfolgten Absicherungsansatzes „passives HAF“ vorgestellt. Bei diesem läuft
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die HAF-Funktion ohne Zugri auf Aktorik im Fahrzeug mit. Stattdessen wird bei Abweichung
der Fahrentscheidung der HAF-Funktion von der des menschlichen Fahrers mit Hilfe der
präsentierten Methode simuliert, welchen weiteren Verlauf das Szenario genommen hätte. Zur
realistischen Simulation des das HAF-Fahrzeug umgebenden Verkehrs werden in Kapitel 4
mögliche Fahrermodelle beschrieben und zur Detektion von kritischen Situationen der in
Kapitel 5 vorgestellte Kritikalitätsalgorithmus genutzt. In Kapitel 6 werden die Ergebnisse der
präsentierten Methoden evaluiert. Die Arbeit schließt mit Kapitel 7, in dem die Vorteile und
Schwächen der Methode zusammengefasst werden.

2 Stand der Forschung und Technik: Aktuelle
Absicherungsmethoden
Außerhalb von Fachmedien werden vor allem die rechtlichen und ethischen Anforderungen
bei der Einführung des automatisierten Fahrens diskutiert (z.B. [Köp18], [Hom18]). Weniger
bekannt ist, dass auch für den technischen Nachweis der Sicherheit des automatisierten Fahrens
weiter nach Lösungen gesucht wird [WW13].
Auf den ersten Blick wirkt das automatisierte Fahren der SAE-Level 3 bis 5 wie eine kontinuier-
liche Weiterentwicklung aktueller Fahrerassistenzsysteme (FAS), wie sie in Oberklasse- und
auch zunehmend Mittelklasse-Fahrzeugen zum Einsatz kommen.
Hierzu gehören einerseits den Fahrer warnende Systeme wie Abbiegewarner, Auahrtswarner,
Spurwechselwarner, Spurverlassenswarner oder Vorfahrtswarner. Bei diesen Systemen wird
mit Hilfe einer Sensorik detektiert, dass der Fahrer die Möglichkeit hat oder bereits in Begri
ist eine Fahraktion durchzuführen, die potentiell zu einem Unfall führen könnte. Hierauf wird
der Fahrer durch optische, akustische oder sensomotorische Meldungen aufmerksam gemacht.
Zum anderen benden sich bereits Systeme im Markt, die in die Fahraktionen des menschlichen
Fahrers korrigierend eingreifen. So können sensorunterstützte Bremssysteme bei Detektion
eines schnell abnehmenden Abstands zum Vorderfahrzeug zusätzlich zur Fahrerwarnung brem-
sen, um einen Auahrunfall zu verhindern. Weitere Systeme lenken bei Erkennung eines
wahrscheinlich unbeabsichtigten Spurwechsels gegen, um das Fahrzeug in der aktuellen Spur
zu halten. Diesen Systemen ist gemein, dass sie jeweils in speziellen Situationen auf eine steu-
ernde Art und Weise reagieren, d.h. sie greifen nicht kontinuierlich in die Fahrzeugführung ein
(vgl. Abbildung 2.1, oben). Dies ermöglicht eine Open-Loop Absicherung der Systeme, da für die
Bewertung ihrer Sicherheit der weitere Verlauf des Szenarios nicht relevant ist, sondern nur die
bis zum Eingriszeitpunkt vorliegenden Informationen. Beispielsweise wird zur Absicherung
der Auahrwarnung mit Bremsen in [Win01] vorgeschlagen, die Bremsfunktion passiv, d.h.
ohne tatsächlichen Zugri auf die Bremsaktorik, mitlaufen zu lassen und im Nachhinein die
Angemessenheit der Bremseingrie zu bewerten. Für die Bewertung liegen zum Zeitpunkt des
potentiellen Eingris alle notwendigen Informationen vor. Eine Bremsung ist entweder not-
wendig, um eine Kollision zu verhindern oder ihre Folgen abzumindern, oder nicht notwendig
und somit unangemessen. Die Bewertungsfrage ist somit unabhängig vom weiteren Verlauf
des Szenarios, sodass einer Open-Loop Absicherung nichts entgegensteht.
Andere derzeit in Serienfahrzeugen vorkommende FAS unterstützen den Fahrer bei der Wahr-
nehmung der Fahraufgabe in Spezialsituationen. Besonders verbreitet sind hierbei Park- und
Stauassistenten. Während Parkassistenten die Längs- und Querführung im stillstandsnahen
Bereich unter v = 10 km h−1 für die Dauer des Einparkens vollständig übernehmen (vgl.
Art. 5.1.6.1 in [Wir16]) geschieht dies beim Stauassistenten auf vorher festgelegten Strecken
in einem limitierten Geschwindigkeitsbereich zwischen üblicherweise vmin = 0 km h
−1
bis
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Abbildung 2.1: Steuerndes (oben) und regelndes (unten) Assistenzsystem. Während das regelnde System auf Verände-
rungen in der Umwelt reagiert, beschränkt sich die Aufgabe des steuernden Systems auf die Vorgabe
eines vorab denierten Soll-Verhaltens
vmax = 60 km h
−1
. In beiden Fällen ist der Fahrer verpichtet, die Aktionen des Fahrzeugs zu
überwachen und bei Bedarf einzugreifen. Um die Aufmerksamkeit des Fahrers sicherzustellen
muss der Fahrer dabei ein Bedienelement kontinuierlich oder regelmäßig betätigen (z.B. Schal-
ter) oder berühren (z.B. Lenkrad).
Da bei diesen kontinuierlich regelnden Funktionen (vgl. Abbildung 2.1, unten) eine Absicherung
wie bei den oben beschriebenen steuernden Funktionen nicht möglich ist, wird der Einsatzbe-
reich der Funktion auf Szenarien von geringer Komplexität oder Schadenswahrscheinlichkeit
eingeschränkt und die kontinuierliche Überwachung durch den Fahrer im Sicherheitskonzept
vorausgesetzt [LFSR15, S. 1003].
Daraus folgt ein qualitativer Unterschied in der Absicherung von hochautomatisierten Fahr-
funktionen gegenüber den bisher beschriebenen. Gründe hierfür sind die aufgrund des weniger
stark limitierten Einsatzbereiches erhöhte Komplexität der automatisierten Fahrfunktionen der
SAE-Level 3 bis 5 gegenüber bisherigen Funktionen, die Auswertung von Sensordaten durch
maschinell trainierte Modelle sowie die fehlende Überwachung durch den menschlichen Fahrer
[WW13].
Maschinell trainierte Modelle sind in der Regel für Menschen nicht nachvollziehbar und analy-
sierbar. Der menschliche Fahrer konnte bisher bei Systemversagen als Rückfallebene genutzt
werden, wodurch die Zuverlässigkeitsanforderungen an das System selbst geringer waren.
Bei automatisierten Fahrfunktionen der SAE-Level 3 bis 5 ist weder eine Absicherung wie
bei steuernden Funktionen möglich, noch eine Fahrerüberwachung als Rückfallebene wie
bei Park- oder Stauassistenten gegeben, die im Sicherheitskonzept genutzt werden kann. Die
einhergehenden Funktionseinschränkungen widersprächen dem Funktionsziel des automa-
tisierten Fahrens ohne Fahreraufmerksamkeit. Daher wird im Folgenden dargelegt, welche
Absicherungsmethoden für hochautomatisiertes Fahren stattdessen geeignet sein könnten.
Ziel der Absicherung ist dabei einerseits die Verikation und andererseits die Validierung der
automatisierten Fahrfunktion, welche nach [Int11, Band 1] wie folgt deniert sind:
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Verikation bezeichnet die Prüfung, ob ein untersuchtes System seine Spezikation erfüllt.
Im Zuge der Entwicklung einer automatisierten Fahrfunktion wird im Rahmen der
Verikation überprüft, ob alle Anforderungen an die Funktion und ihre Komponenten
wie Sensoren, Aktoren und Steuergeräte mit der nötigen Integrität umgesetzt wurden.
Validierung bezeichnet die Prüfung, ob die Spezikation eines untersuchten Systems für den
gewünschten Einsatzzweck geeignet ist.
Im Kontext der Erstellung eines Sicherheitsnachweises für automatisiertes Fahren wird
im Rahmen der Validierung die Frage beantwortet, ob die spezizierten Anforderungen
hinreichend sind um zu verhindern, dass durch die Inverkehrbringung der automatisierten
Fahrfunktion intolerable Risiken für Passagiere und Gesellschaft entstehen.
2.1 Anforderungsbasierte Absicherung
Eine weitverbreitete Entwicklungs- und Absicherungstechnik für bisherige FAS-Funktionen
orientiert sich an dem V-Modell [Int11], welches aus einer linken Entwicklungs- und einer rech-













Abbildung 2.2: V-Modell der sicherheitsgerichteten Entwicklung (nach [Int11])
unten detailliertere Spezikation: Links oben erfolgt die Spezikation einer Funktion anhand
vorher denierter Anwendungsfälle und einer Systemanalyse am Anfang der Entwicklung.
Diese wird während der Entwicklung soweit erforderlich angepasst und verfeinert. Hiervon
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werden wiederum Anforderungen an die Wirkkette und einzelne Komponenten innerhalb
der Wirkkette abgeleitet. Ganz unten links erfolgt die Spezikation von Anforderungen an
Hardware- und Software- Komponenten.
Auf der rechten Seite des V-Models werden Verikations- und Validierungstests deniert.
Durch die Verikationstests wird überprüft, ob die Anforderungen der linken Seite korrekt
umgesetzt wurden. Die Validierungstests prüfen, ob die richtigen Anforderungen gestellt wur-
den und somit die erwarteten Ziele wie beispielsweise Kundennutzen oder eine hinreichende
Funktionssicherheit erreicht werden.
Das Resultat ist eine hierarchische Spezikation, die sowohl analysierbar als auch testbar ist.
Zusammen mit den Sicherheitsanalysen, die abhängig von der zu erzielenden Integrität der
Funktion durchgeführt werden müssen, erlaubt dies, am Ende des Entwicklungsprozesses eine
Sicherheitsargumentation nach Vorgaben der [Int11] zu erstellen. In dieser wird begründet,
warum die entwickelte Funktion frei von intolerablen Risiken und eine Zulassung daher möglich
ist. Das vollständige V-Modell ist in Abbildung 2.2 dargestellt.
Für die Verikation des hochautomatisierten Fahrens müsste nach der Methodik des V-Modells
allerdings für eine sehr hohe Anzahl an Situationen die spezikationsgerechte Funktionsweise
der HAF-Funktion getestet werden [SSL
+
13].
Eine Abschätzung der Größenordnung der zu verizierenden Situationen kann mit Hilfe des
Ansatzes zur Situationsbeschreibung in [Adi04, S. 71f] erfolgen. Ein Verkehrsszenario besteht
dabei aus einer zeitlichen Abfolge von Situationen, wobei eine Situation als Momentaufnahme
eines Verkehrsszenarios deniert ist, die durch die Gesamtheit der Ausprägungen aller Merk-
male beschrieben wird. Die Merkmale sind den Kategorien HAF-Manöver, Fahrersituation,
Umwelt statisch, Umwelt dynamisch und Fremdobjekte zugeordnet. Sie sind dabei so gewählt,
dass ihre Ausprägungen unabhängig voneinander bestimmt werden können. Beispielhaft sind
in Tabelle 2.1 für jede Kategorie exemplarische Merkmale angegeben.




Umwelt statisch Straßentyp, Anzahl Spuren, zulässige Fahrstreifennutzung
Umwelt dynamisch Sichtverhältnis, Geschwindigkeitsbegrenzung, Spuränderung
Fremdobjekte Position, Geschwindigkeit, Spur
Wenn jedes der in Tabelle 2.1 aufgezählten 10 von Fremdobjekten unabhängige Merkmal nur 3
Ausprägungen hätte und nie mehr als 5 Fremdobjekte in einer Situation aufträten, würde dies






= 8,47 · 1011 (2.1)
führen. Tatsächlich sind deutlich mehr unabhängige Situationsmerkmale vorstellbar, die be-
rücksichtigt werden müssten. Zudem ist insbesondere bei kontinuierlichen Merkmalen eine
Diskretisierung mit einer von der Größe der Diskretisierungsintervalle abhängigen Anzahl an
Ausprägungen erforderlich.
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Zwar wurden für die Absicherung von (teil-)automatisierten Fahrfunktionen Methoden ent-
wickelt, mit denen die Zahl an Testszenarien reduziert werden kann. Mit diesen Heuristiken
werden gezielt Szenarien in Verkehrsdaten gesucht [GBH12] [ZE13] oder simulativ generiert
[HPH19], die besonders geeignet sind, Fehler in Fahrfunktionen zu entdecken. Sie bieten je-
doch keine Garantie, alle für eine HAF-Funktion potentiell relevanten Verkehrssituationen zu
bestimmen. Daher kann dieser Ansatz zwar hinreichend sein für Funktionen, deren Aufgabe
die Unterstützung des Fahrers ist, sodass dieser bei fehlerhaften Funktionsverhalten eingreifen
kann. Die Absicherungsaufgabe beschränkt sich bei diesen darauf die Funktion so auszulegen
und zu implementieren, dass der Fahrer jederzeit in der Lage ist die Funktion zu übersteuern
und gefährliche Fahrentscheidungen rechtzeitig zu korrigieren.
Im Fall des hochautomatisierten Fahrens existiert eine solche Rückfallebene regelmäßig jedoch
nicht, da die Aufmerksamkeit des Fahrers nicht vorausgesetzt werden kann. Weiterhin ist
der quantitative Nachweis einer positiven Risikobilanz der HAF-Funktion zur Erfüllung der
rechtlichen und ethischen Anforderungen auf diesem Weg nicht möglich. Daher sind diese
Verfahren für die Erbringung eines gültigen Sicherheitsnachweises nicht hinreichend.
Ein weiterer Hinderungsgrund für die Anwendbarkeit der anforderungsbasierten Absicherung
ist die Nutzung von maschinellem Lernen für die Umfelderkennung und daraus folgende
Erzeugung eines Umfeldmodells, in dem sich das automatisierte Fahrzeug orientieren kann.
Bei den durch maschinelles Lernen trainierten Klassikatoren handelt es sich in aller Regel um
Black-Box Modelle. Der Anforderung-Test-basierte Ansatz des V-Modells innerhalb der durch
maschinelles Lernen erzeugten Parameter kann aus diesem Grund nicht angewendet werden.
Dabei liegt ein Zielkonikt zwischen der Verständlichkeit von maschinell gelernten Modellen
einerseits und ihrer Güte andererseits vor [HWL17].
Für automatisierte Fahrfunktionen der Level 3-5 werden zudem wegen der Dauer ihres Einsatzes,
der schwere von Personenschäden im Fehlerfall sowie der geringen Kontrollierbarkeit aufgrund
der fehlenden Fahrerüberwachung in der Regel nach [Int11] Schutzziele ermittelt, die mit
einer höheren Integrität abgesichert werden müssen, als durch normale Qualitätsmanagement-
Maßnahmen erreichbar ist. Zur Erreichung der notwendigen Integrität werden in der Norm
[Int11] Analyse- und Reviewmethoden sehr empfohlen, die nach [SQC18] und [HBE18] für
maschinelles Lernen zum Teil nicht durchführbar sind.
In [TFP
+
19] wird ein Ansatz präsentiert, der die beiden vorher genannten Herausforderungen
durch eine inverse Absicherungslogik zu lösen versucht. Dabei sucht der entwickelte Algorith-
mus je nach Absicherungsebene nach einer Situation oder einem Szenario, durch welches vorab
spezizierte Anforderungen verletzt werden. Es handelt sich daher um eine Falsikation statt
einer Verikation, d.h. das System wird als sicher betrachtet, wenn kein unsicheres Szenario
gefunden werden kann. Die Autoren sehen eine frühe Entwicklungsphase als Anwendungs-
gebiet dieses Ansatzes. Für eine darüber hinausgehende Absicherung wären sowohl für den
Szenarien-Suchalgorithmus als auch für die Sensormodelle, die für den Test von maschinell
gelernten Klassikatoren genutzt werden, eigene Absicherungsmethoden erforderlich, um
einen durchgehenden Sicherheitsnachweis erbringen zu können.
14 2 Stand der Forschung und Technik: Aktuelle Absicherungsmethoden
2.2 Verikation
Eine Methode zum nicht-empirischen Nachweis der Sicherheit des automatisierten Fahrens
besteht darin, alle vorstellbaren Szenarien zu abstrahieren und somit ihre Anzahl zu senken.
Für die abstrahierten Szenarien wird daraufhin eine Fahrfunktion entwickelt deren Komple-
xität niedrig genug ist, um sie mit etablierten Methoden zu verizieren und validieren. Zur
Umsetzung dieses Ansatzes erfolgt eine zweistuge Trajektorienplanung mit einer allgemeinen
Fahrfunktion und einer Sicherheits-Fahrfunktion wie in Abbildung 2.3 dargestellt. Dabei muss
Abbildung 2.3: Onlineverikation: Die Sicherheits-Fahrfunktion überprüft die von der allgemeinen Fahrfunktion
vorgegebene Trajektorie und ersetzt diese, falls sie außerhalb des als sicher erkannten Gebiets liegt
die allgemeine Fahrfunktion nicht verizierbar und validierbar sein und kann somit beliebig
komplex speziziert werden. Dadurch können neben einer sicheren Fahrweise verschiedene
andere Ziele wie Komfort und Fahrzeit mit einbezogen werden. Dies ist möglich, da in einer
zweiten Stufe die Sicherheitsfunktion, welche den oben genannten Anforderungen nach Veri-
zierbarkeit entspricht, die von der allgemeinen Fahrfunktion vorgegebenen Trajektorien auf
ihre Sicherheit hin überprüft.
Ein Konzept hierzu wird in [AD14] vorgeschlagen. Hierbei wird zunächst Kenntnis der maxima-
len Mess- und Stellfehler von Sensoren und Aktoren vorausgesetzt. Ziel des Konzepts ist es, das
maximal erreichbare Gebiet jedes Verkehrsteilnehmers im Szenario zu berechnen. Hierzu wird
die Bewegungsrichtung des HAF-Fahrzeugs sowie die Richtung der anderen Verkehrsteilneh-
mer genutzt und mögliche Mess- und Stellfehler mit einberechnet. Diese erreichbaren Gebiete
werden auf Schnittmengen überprüft. Existieren keine, bedeutet dies, dass keine Kollision
einzelner Verkehrsteilnehmer in dem Szenario stattnden kann und die vom HAF-Fahrzeug
gewählte Trajektorie somit sicher ist. Ansonsten wird die letzte als sicher erkannte Trajektorie
ausgeführt und neue verworfen.
Um die möglichen sicheren Trajektorien nicht zu stark einzuschränken wird die Größe des
maximal erreichbaren Gebietes begrenzt, indem im Allgemeinen straßenverkehrsordnungskon-
formes Verhalten aller Verkehrsteilnehmer angenommen wird. Erst wenn ein Verstoß gegen
eine Verkehrsregel durch einen Verkehrsteilnehmer beobachtet wird, wird diese Regel auch
nicht mehr zu Einschränkung seines erreichbaren Gebietes genutzt.
Durch die Sicherheits-Fahrfunktion wird gewährleistet, dass das damit ausgestattete automa-
tisierte Fahrzeug keine Trajektorien wählt, durch die es zu einem Unfall kommen kann. Da
eine zur Sicherheits-Fahrfunktion äquivalente Maßnahme für das Umfeldmodell nicht möglich
ist, werden in diesem Ansatz Kenntnisse über Sensorfehler zur Abschätzung der möglichen
Fahrszenarien genutzt, um dennoch Sicherheit garantieren zu können.
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In [SSSS17] wird ein ähnlicher Ansatz verfolgt, wobei statt dem maximal erreichbaren Gebiet
der Verkehrsteilnehmer eine semantische Repräsentation möglicher Manöver genutzt wird,
welche wiederum auf mögliche Kollisionen überprüft werden. Zusätzlich wird hier der Fokus
stark darauf gelegt sicherzustellen, dass das automatisierte Fahrzeug niemals die Schuld an
einem Unfall trägt, was bei einem vollständig automatisierten Verkehr zu Unfallfreiheit führen
würde.
Beiden Ansätzen ist gemein, dass sie von Annahmen über das Verhalten anderer Verkehrsteil-
nehmer ausgehen, die vorher speziziert werden müssen. Somit ist neben der an sich schon
anspruchsvollen Absicherung der Sicherheitsfunktionen zusätzlich der Nachweis der Vollstän-
digkeit dieser Spezikation notwendig. Weiterhin ist das Ziel beider Ansätze, innerhalb der
denierten Spezikation eine Fahrweise zu wählen, durch die keine Verantwortung für Unfäl-
le auf das automatisierte Fahrzeug fällt. Hierdurch kann allerdings nicht garantiert werden,
dass nicht dennoch durch die Fahrweise mehr Unfälle hervorgerufen werden. So könnte nach
[WRM
+
19, S. 55] eine besonders defensive Fahrweise menschliche Verkehrsteilnehmer ver-
wirren und zu sicherheitskritischen Ereignissen führen. Da aus ethischer Sicht die Einführung
des automatisierten Fahrens aber nur bei insgesamt positiver Risikobilanz vertretbar ist (vgl.
Abschnitt 1.2.2), bleibt auch hierfür ein Nachweis erforderlich.
2.3 Statistische Absicherung
Ein weiterer Ansatz zur Absicherung des automatisierten Fahrens besteht darin zu zeigen, dass
die Zahl der Unfälle statistisch niedrig ist. Insbesondere muss automatisiertes Fahren die in den
Abschnitten 1.2.1 und 1.2.2 beschriebenen Anforderungen hinsichtlich hinreichender Sicherheit
und positiver Risikobilanz gegenüber nicht-automatisiertem Fahren erfüllen. Möglichkeiten
zur Erbringung eines statistischen Sicherheitsnachweises werden im Folgenden vorgestellt.
2.3.1 Testfahrten
Testfahrten mit automatisierten Fahrzeugen, die von Testfahrern überwacht werden, sind die
direkteste Möglichkeit zur Erbringung eines statistischen Sicherheitsnachweises.
Eine mögliche Herleitung zur Bestimmung der erforderlichen Absicherungstiefe, insbesondere
der zu fahrenden Testkilometer, wird in [Wac17, S. 66f] vorgeschlagen. Dabei werden Unfaller-
eignisse als Produkt eines unabhängigen, unerschöpichen Zufallsprozesses deniert, wodurch






mit k als Anzahl der Ereignisse und λ als der durchschnittlichen Anzahl an Ereignissen in
einem denierten Intervall. Im Fall von Unfallereignissen wird dabei die durchschnittliche
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Distanz zwischen zwei Unfällen zur Denition einer Sicherheitsleistung („Safety Performance“,
[Wac17, S. 73f]) herangezogen:
SP =
Fahrstrecke pro Jahr
Anzahl Unfälle pro Jahr
. (2.3)
Für Deutschland werden diese Zahlen jährlich vom Bundesverkehrsministerium veröentlicht
[Bun17a] und sind für Autobahnen als dem für die in dieser Arbeit betrachtete Funktion
relevanten Straßentyp für das Jahr 2016 in Tabelle 2.2 dargestellt.
Tabelle 2.2: Daten für Sicherheitsleistung auf Autobahnen [Bun17a, S. 106, S. 163]
Unfälle mit Personenschaden 20113
Unfälle mit Todesfolge 414
Auf Autobahnen gefahrene Kilometer 236,4 · 109 km
Dies führt zu einer Sicherheitsleistung menschlichen Fahrens auf Autobahnen von SPinj ≈
12 · 106 km für Personenschäden und SPfat ≈ 571 · 106 km für tödliche Unfälle. Die zu erwar-





Basierend auf dieser theoretischen Grundlage wird in [WW15a] dargestellt, dass eine Zahl an
Testkilometern in der Größenordnung von hunderten Millionen bis mehreren Milliarden erfor-
derlich ist, um mit hoher Wahrscheinlichkeit die höhere Sicherheit des automatisierten Fahrens
gegenüber menschlichen Fahrern nachweisen zu können. In einer Modellrechnung zeigen die
Autoren, dass für die Absicherung einer AF-Funktion die zehnfache Strecke notwendig ist, die
durchschnittlich zwischen zwei Unfällen liegt. Der Rechnung liegen die Annahmen zugrunde,
dass die AF-Funktion doppelt so sicher ist wie ein durchschnittlicher menschlicher Fahrer
(λHAF =
1
2λMensch), die Irrtumswahrscheinlichkeit für eine unberechtigte Freigabe unter
eIrrtum < 5 % und die Wahrscheinlichkeit für einen erfolgreichen Nachweis eErfolg > 50 %
liegen soll [WW15a, S. 455].
Hieraus folgt, dass für den Nachweis einer geringeren Anzahl an Verletzten durch automati-
sierte Fahrzeuge dtest,inj = 0,12 · 109 km Testkilometer notwendig sind. Für den Nachweis
einer geringeren Anzahl an Unfalltoten sind dtest,fat = 5,71 · 109 km Testkilometer nötig. Da
es keine Garantie gibt, dass eine Reduzierung von Unfällen mit Personenschäden auch zu
einer Reduzierung von tödlichen Unfällen führt, muss die Überlegenheit für beide Unfallfolgen
demonstriert werden.
Aus diesem Grund ist ein statistischer Nachweis der Sicherheit des automatisierten Fahrens
durch Testfahrten weder ökonomisch noch vom Zeitaufwand her leistbar. Bei angenommenen
Kosten von 2,65 Euro pro Testkilometer wie in [Wac17, S. 178] hergeleitet würde eine Absi-
cherung einer HAF-Funktion über 15,1 Milliarden € kosten, welches knapp dem doppelten
des Jahreshaushalts der Stadt München im Jahr 2019 entspricht [SM19]. Um die Absicherung
innerhalb eines Monats durchführen zu können, wären über 228000 Testfahrer notwendig, die
im Monat jeweils 25 000 km fahren. Sollten während der Absicherung Fehler erkannt werden
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oder die Funktion aus anderem Grund später geändert werden müssen, wäre eine erneute Absi-
cherung zu den selben Kosten erforderlich. Die Kosten sind damit so hoch, dass sie weder für
einen einzelnen Fahrzeughersteller noch im Rahmen einer herstellerübergreifenden Initiative
oder eines staatlich unterstützten Forschungsprojekt tragbar sind.
2.3.2 Simulation
Statt der aus oben genannten Gründen undurchführbaren Absicherung durch Testfahrten ist
die naheliegende Lösung für die statistische Absicherung des automatisierten Fahrens, die
Fahrfunktion in einer Verkehrssimulation auf fehlerhaftes und sicherheitskritisches Verhalten
zu testen wie in [HKW
+
17] vorgeschlagen. Voraussetzung für eine Simulation, die reale Tests
belastbar ersetzt, sind valide Sensormodelle, eine realistische Modellierung des Verkehrs und
repräsentative Simulationsszenarien.
An der Modellierung von Sensoren zur Anwendung im Rahmen der simulativen Verikation
wird weiter geforscht. Für eine Modellierung, die über das Bereitstellen idealer Sensordaten
hinausgeht, müssen die Sensoren anhand ihrer physikalischen Wirkungsprinzipien modelliert
und evaluiert werden [SZS
+
15]. Allgemein anwendbare Sensormodelle zum Einsatz in der
Simulation mit dem Ziel der Validierung hochautomatisierten Fahrens existieren daher aktuell
noch nicht.
Für die realistische Modellierung von Verkehrsteilnehmern wurden verschiedene Ansätze
entwickelt, die sich hinsichtlich der Art ihrer Modellierung (deterministisch oder probabilistisch)
und ihres Parametrierungsansatzes (Parametrierung durch Experten oder datengetriebene
Parametrierung durch maschinelles Lernen) unterscheiden lassen. Viele Ansätze beschränken
sich dabei auf einen Teilaspekt der Modellierung wie der Modellierung der longitudinalen
Fahrdynamik [Wie74][Gip81][THH00], des Abbiegeverhaltens [EWZS13][LRKS13] oder des
Spurwechselverhaltens [Gip86][KTH07][CH08].
Insbesondere für die Modellierung des Spurwechselverhaltens können neben den explizit
für Simulationsumgebungen entwickelten, in der Regel deterministischen Modellen auch
generative Modellierungsansätze der Spurwechselprädiktion genutzt werden. Dabei handelt es
sich um Modelle, die einen Spurwechsel anhand der Umgebungsbedingungen eines Fahrzeugs
probabilistisch prädizieren. Die Modellierung erfolgt dabei durch Hidden Markov Modelle




16], Support Vector Machines [KPLL13]
oder Neuronale Netze [DEI11].
Während für die auf Grundlage von Expertenwissen parametrierten Modelle in der Regel
verschiedene Fahrertypen wie „sportlich“ und „konservativ“ berücksichtigt werden, wird mit
der Modellierung durch maschinelles Learning das Ziel verfolgt, die Gesamtheit der Fahrer
mit einem Modell für die Spurwechselprädiktion möglichst gut abzubilden. Eine Modellierung
individueller Fahrertypen ndet in den genannten Ansätzen nicht statt.
Manuelle Parametrierung hat den Nachteil, dass alle Fahrertypen, die zum Einsatz in der
Verkehrssimulationen zu Verfügung stehen sollen, vorher parametriert sein müssen. Somit
ist für den Nachweis der Validität der Simulation auch der Nachweis der Vollständigkeit der
Menge an Fahrertypen notwendig.
Bisherige durch maschinelles Lernen erstellte Modelle berücksichtigen individuelle Fahrertypen
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nicht, sodass sie für eine realistische fahrerindividuelle Modellierung nicht direkt geeignet
sind.
Die Notwendigkeit der Auswahl repräsentativer Simulationsszenarien ergibt sich aus der weiter
oben abgeschätzten Anzahl an überhaupt möglichen Situationen. Sollte jede der einzigartigen
Situationen simulativ getestet werden und die Testzeit pro Situation TTest = 1 s betragen,
ergäbe sich eine Gesamttestzeit von über 26 000 Jahren. Daraus folgt, dass auch simulativ nur
eine begrenzte Menge an Situationen überprüft werden kann, sodass eine Auswahl der zu
simulierenden Szenarien getroen werden muss. Gleichzeitig liegen für die meisten Bestandteile
von Verkehrsszenarien keine Wahrscheinlichkeitsverteilungen vor, weder als unabhängige
Wahrscheinlichkeitsverteilung noch als bedingte Verteilung, die von den weiteren Bestandteilen
des Szenarios abhängen. Die Auswahl repräsentativer Situationen hat jedoch entscheidenden
Einuss auf die Validität des Verikationsergebnisses. Die Herausforderungen der Absicherung
durch gezielte Simulation oder Testfahrt bestehen daher aus drei Fällen:
1. Situationen, die bekannt sind und die von der HAF-Funktion sicher beherrscht werden.
2. Situationen, deren unbekannt sind und die von der HAF-Funktion nicht sicher beherrscht
werden.
3. Situationen, die nicht bekannt sind und deren Beherrschbarkeit durch die HAF-Funktion
daher ebenfalls unbekannt ist.
Situationen des Typs 1 und 2 könnten über reale oder simulative Tests abgesichert werden.
Dabei ist für eine simulative Absicherung neben der Auswahl einer geeigneten Diskretisierung
der kontinuierlichen realen Szenarien die Bestimmung valider Sensormodelle notwendig.
Situationen des Typs 3 lassen sich nicht direkt testen, da sie nicht bekannt, nicht vorstell-
bar, nicht beachtet oder auf andere Art unerwartet sind. Eine zufallsgesteuerte statistische
Absicherung, die einen Absicherungsnachweis für Situationen des Typs 3 erbringen könnte,
setzt Wissen darüber voraus, wie wahrscheinlich bestimmte Situationen vorkommen. Ohne
die vorher beschriebenen gültigen Wahrscheinlichkeitsverteilungen ist aber kein repräsentati-
ves Generieren von Simulationsszenarien möglich. Aus diesem Grund ist es allgemein nicht
möglich, aus den Simulationsergebnissen valide Folgerungen zu schließen.
Um das Fehlen valider Modelle zumindest teilweise zu kompensieren, werden in [DLZ08] und
[PL16] X-in-the-Loop-Tests vorgeschlagen. Bei diesen Tests werden Hardware- oder Software-
Komponenten oder auch ein ganzes Fahrzeug an ein Simulationsmodell angeschlossen. Im Fall
von Vehicle-in-the-Loop-Tests kann die reale Umgebung auch durch simulierte Bestandteile
angereichert werden, wodurch eine hohe Vielfalt an Testfällen im Vergleich zu einfachen
Straßentests darstellbar ist.
Doch auch bei diesem Ansatz bleibt die Schwierigkeit, für die simulierten Anteile gültige
Verteilungen zu nden. Ähnlich wie in [KGHL17] und [KWLH18] wird daher in [PSS19] ein
Ansatz vorgestellt, mit dem reale Szenarien in ein Simulationsszenario für die Fahrdynamiksi-
mulation „Carmaker“ übertragen werden können. Hierbei werden Längs- und Quermanöver der
Verkehrsteilnehmer eines realen Szenarios extrahiert und in ein Simulationsformat überführt.
Dies ermöglicht X-in-the-Loop Tests, die auf realen Szenarien basieren. Darüber hinaus ndet
eine Clusterung der Szenarien in Abhängigkeit der enthaltenen Manöver statt um sie für die
Nutzung in Szenarienkatalogen zu erschließen. Dies ermöglicht die spätere gezielte Absiche-
rung ausgewählter Manöver in einer Vielzahl von realistischen Szenarien. Voraussetzungen für
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dieses Verfahren ist eine große Anzahl von im realen Verkehr aufgenommenen Szenarien, um
die Repräsentativität der Testszenarien zu gewährleisten.
2.3.3 Graduelle Einführung des automatisierten Fahrens
Da der statistische Nachweis der Über- bzw. auch Unterlegenheit des automatisierten Fahrens
im Allgemeinen weder durch Testfahrten noch durch Simulation durchführbar ist, wird in
[Wac17, S. 96f] ein anderer Ansatz zum Nachweis der Betriebsbewährtheit vorgeschlagen.
Zunächst wird zwischen den Sicherheitsanforderungen von zwei Gruppen unterschieden: der
Gesellschaft im Allgemeinen (G) und Fahrern automatisierter Fahrzeuge im Besonderen (F ).
Für G ist das Risiko einer höheren Anzahl an Unfällen durch automatisiertes Fahren generell
nicht akzeptabel. Als Einschränkung dieser generellen Regel nennt [Wac17], dass ein geringes
zusätzliches Risiko in der Größenordnung der statistischen Schwankungen um den allgemeinen
Trend der Unfallstatistik konsensfähig sein könnte. Für F andererseits könnte ein höheres
Risiko akzeptabel sein soweit dieses bekannt und transparent ist, da sich F im Gegensatz zu G
bewusst zur Nutzung von HAF-Fahrzeugen entscheidet und auch davon protiert.
Zwei Grundideen zeichnen den Ansatz aus: Zum einen wird in einem ersten Schritt kein
endgültiger statistischer Nachweis der Überlegenheit des HAF angestrebt, sondern stattdessen
ein Bereich deniert, dessen Grenzen die best- und schlechtestmöglich erwartbaren Sicherheits-
leistungen der Funktion markieren. Zur Bestimmung dieser Grenzen ist eine gegenüber einer
endgültigen Absicherung deutlich geringere Anzahl an Testkilometern dinitialtest notwendig, da
dinitialtest nur so hoch sein muss, dass eine minimale Sicherheitsleistung statistisch mit hoher Kon-
denz bestimmt werden kann. Hierfür wird eine Irrtumswahrscheinlichkeit von (εmin < 5 %)
gefordert, d.h. nur mit einer Wahrscheinlichkeit von 5 % darf die Sicherheitsleistung tatsächlich
geringer sein.
Dies nutzend wird zweitens die Idee verfolgt, automatisierte Fahrzeuge schrittweise in zu-
nächst limitierter Anzahl einzuführen. Vorteil dieser Herangehensweise ist es, dass das Risiko
für Personen der Gruppe G gering ist, sich in der Nähe eines automatisierten Fahrzeugs und
dessen potentiellen Gefahrenbereichs zu benden. Andererseits können die bereits im Markt
bendlichen von den Mitgliedern der Gruppe F gefahrenen HAF-Fahrzeuge als Testfahrzeuge
genutzt werden, über deren Testkilometer Erkenntnisse über die Sicherheit der Fahrfunktion
gesammelt werden können.
Aufgrund der vorangegangenen professionellen Testfahrten der Länge dinitialtest kann das durch
die Einführung des automatisierten Fahrens hervorgerufene Risiko abgeschätzt werden und
liegt maximal bei der im vorherigen Absatz beschriebenen minimalen Sicherheitsleistung. Ist
diese hinreichend hoch und somit für beiden Gruppen F und G akzeptabel, steigt im Rahmen
der schrittweisen Einführung die Anzahl der Testkilometer dtest, sodass auch der Bereich
zwischen oberer und unterer Grenze der Sicherheitsleistung kleiner wird und die Grenzen
letztendlich zur wahren Sicherheitsleistung hin konvergieren.
Zu Beginn dieses Prozesses liegt die minimale Sicherheitsleistung nach den Testfahrten mit
hoher Wahrscheinlichkeit
1
bei einem Wert SPmin, der unterhalb der Leistung der durchschnitt-
1
Liegt die minimale Sicherheitsleistung von vornherein oberhalb der menschlicher Fahrer, ist der Nachweis der
Überlegenheit des automatisierten Fahrens direkt erbracht. Dass dies bei geringer Testkilometer-Anzahl unwahr-
scheinlich ist, wurde in Unterabschnitt 2.3.1 beschrieben.
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lichen menschlichen Fahrer SPinj und SPfat liegt. Gleichzeitig liegt die maximale Sicherheits-
leistung des automatisierten Fahrens SPmax oberhalb dieser Grenzen
2
.
Übersteigt die untere Grenze SPmin mit zunehmender Anzahl an Testkilometern die durch-
schnittliche Sicherheitsleistung der menschlichen Fahrer, ist der Nachweis einer Überlegenheit
der HAF-Funktion erbracht. Sinkt andererseits die obere Grenze SPmax unterhalb SPinj bzw.
SPfat, ist der Nachweis der Unterlegenheit erfolgt.
Bewährt sich nun im Zuge der zunehmenden Zahl an Testkilometern die HAF-Funktion und
steigt somit die minimale Sicherheitsleistungs-Grenze, so können mehr und mehr automatisier-
te Fahrzeuge in den Verkehr gebracht werden, ohne das vorher von der Gesellschaft gesetzte
maximal akzeptierte Risiko zu erhöhen, sodass wiederum auch die Anzahl an Testkilometern
schneller steigt.
Dabei wird in [Wac17, S. 105f] eine übliche Geschwindigkeit, mit der neue Technologien den
Markt durchdringen, von vergangenen Automobil-Technologien wie ESP abgeleitet, um zu
bestimmen, ob eine graduelle Einführung des automatisierten Fahrens eine deutliche Verzö-
gerung gegenüber einer unreglementierten Einführung zur Folge hätte. Der Autor gelangt
zu dem Schluss, dass zum Vermeiden einer Verzögerung eine nach wie vor hohe Anzahl an
Testkilometern in der Größenordnung von 108 km durch professionelle Testfahrer notwendig
ist, um eine hinreichend hohe minimale Sicherheitsleistungsgrenze mit hoher Wahrschein-
lichkeit bestimmen zu können. Weiterhin muss eine mindestens kleine Toleranz gegenüber
möglichen zusätzlichen Sicherheitsrisiken auf Seiten von G gegeben und vor allem die wahre,
mit diesem Verfahren zu bestimmende, Sicherheitsleistung der zu validierenden HAF-Funktion
hoch sein.
Einschränkungen des in [Wac17] vorgestellten Ansatzes sind, dass eine während der Absiche-
rung unveränderliche HAF-Funktion vorausgesetzt wird. Simulationsergebnisse in [Wac17, S.
122f] zeigen außerdem, dass dtest in der Größenordnung von 10
8 km liegen muss, damit die
minimale Sicherheitsleistungsgrenze hinreichend hoch und damit sicher ist. Dies entspräche
Absicherungskosten in Höhe von 265 Millionen Euro und läge damit weiterhin außerhalb eines
für einen einzelnen Hersteller tragbaren Rahmens. Durch eine Entwicklung im Rahmen eines
Herstellerkonsortiums oder eines öentlich geförderten Projekts wären die Kosten hingegen im
Gegensatz zum Fall einer ausschließlichen Dauerlaufabsicherung möglicherweise tragbar. Be-
dingung hierfür wäre die Nutzung der gleichen abzusichernden Funktion durch alle Hersteller,
sodass keine Möglichkeit der Wettbewerbsdierenzierung mehr bestünde.
2.4 Bewertung der Absicherungsansätze
Die beschriebenen Ansätze zur Absicherung des automatisierten Fahrens zeichnen sich durch
unterschiedliche Stärken und Schwächen aus.
Die Entwicklung und Absicherung nach dem V-Modell ist die aktuell in der Automobilindustrie
gängigste Methode, während der Ansatz zur Onlineverikation gezielt für das automatisierte
Fahren entwickelt wurde. Beiden gemein ist die Notwendigkeit einer detaillierten Spezikation.
2
Liegt die maximale Sicherheitsleistung unterhalb der menschlicher Fahrer, ist der Nachweis der Unterlegenheit
direkt erbracht.
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Kennzeichnend für den Sicherheitsnachweis über Simulation ist eine hohe Ezienz durch
Automatisierung und Nutzung von Rechenzeit anstatt menschlichen Testfahrern und realen
Fahrzeugen. Hindernisse sind die unbekannte Modellqualität von Sensoren und Verkehr sowie
das Fehlen von Wahrscheinlichkeitsverteilungen zur validen Szenariogenerierung.
Die theoretischen Überlegungen des Ansatzes der graduellen Einführung sind plausibel und
zeigen einen Weg aus dem „Absicherungsdilemma“ [WW15a] auf. Nachteilig ist die Notwen-
digkeit einer immer noch hohen Zahl an Testkilometern, die durch professionelle Testfahrer
erbracht werden muss.
Zusammenfassend lassen sich folgende Punkte festhalten:
1. Etablierte Absicherungsmethoden wie in Abschnitt 2.1 beschrieben sind für eine Absi-
cherung des HAF nicht hinreichend.
2. Für eine Onlineverikation nach Abschnitt 2.2 ist noch weiterer Forschungsaufwand
notwendig.
3. Nach aktuellem Wissensstand ist daher nur eine statistische Absicherung möglich.
4. Für eine statistische Absicherung durch Simulation (vgl. Abschnitt 2.3.2) müssen die
verwendeten Modelle validiert und für realen Verkehr repräsentative Wahrscheinlich-
keitsverteilungen ermittelt werden.
5. Für eine statistische Absicherung durch den graduellen Ansatz (vgl. Abschnitt 2.3.3)
müssen hinreichend signikante Fehlergrenzen zur Bestimmung der Sicherheitsleistung
ermittelt werden.
6. Für Punkt 4 ist eine hohe Anzahl an Testkilometern notwendig, um die verwendeten
Modelle zu validieren und eine repräsentative Datenbasis aufzubauen.
7. Für Punkt 5 ist für jede Version einer HAF-Funktion eine vorhergehende Absicherung
mit Hilfe von Testfahrern zur Bestimmung der Fehlergrenzen notwendig.
In den nächsten Kapiteln wird daher eine Methode vorgestellt und evaluiert, die eine eziente
Lösung für die in den Punkten 6 und 7 aufgezeigten Herausforderungen bietet und darüber
hinaus eine eigenständige Möglichkeit zur Absicherung des HAF darstellt.

3 Konzept und Aufbau des passiven HAF
In diesem Kapitel wird das Konzept des passiven HAF, sein Aufbau und seine Implementierung
erläutert.
3.1 Konzept des passiven HAF
Die Fahrleistung durch PKW betrug im Jahr 2015 in Deutschland 236 · 109 km [ADA15]. An-
gesichts des in Kapitel 2 beschriebenen Bedarfs an Testkilometern zur Absicherung des auto-
matisierten Fahrens ist das Ziel dieser Arbeit, eine Methode zu entwickeln mit der ein Teil der
ohnehin erbrachten Fahrleistung zur Absicherung des hochautomatisierten Fahrens genutzt
werden könnte.
In [WW13] wird hierzu vorgeschlagen, ähnlich wie zur Absicherung des Bremsassistenten (vgl.
Kapitel 2) die zu testende HAF-Funktion open-loop mitlaufen zu lassen, da hierdurch eine hohe
Kilometerzahl ohne zusätzliche Gefährdung der Fahrzeuginsassen oder anderer Verkehrsteil-
nehmer erbracht werden kann. Wie im vorherigen Kapitel beschrieben, sind Open-Loop Tests
für die Absicherung kontinuierlich regelnder Funktion wenig geeignet, da der weitere Verlauf
des realen Szenarios von dem durch den Eingri des Regelsystems entstehenden hypotheti-
schen Szenarioverlauf abweichen und somit nicht zur Bestimmung der Güte des Regelsystems
ausgewertet werden kann.
Ein Ansatz, Open-Loop Tests dennoch zur Absicherung des HAF zu nutzen, basiert darauf,
den weiteren Verlauf des hypothetischen Szenarios zu simulieren und auf dieser Grundlage
die HAF-Funktion abzusichern, wie in [KGHL17] vorgestellt. Entscheidend für die Aussage-
fähigkeit dieser Art Test ist der Grad der Übereinstimmung des Simulationsverlaufs mit den
tatsächlichen Reaktionen der das HAF-Fahrzeug umgebenden Verkehrsteilnehmer. Daher steht
die realitätsnahe Simulation im Fokus des konkreten Konzepts des passiven HAF, welches
in dieser Arbeit vorgestellt wird. In eine ähnliche Richtung mit geringerem Fokus auf die
Modellierung des umgebenden Verkehrs zielt das in [WW15b] vorgestellte Konzept.
3.1.1 Zentrale Bausteine
Zur Umsetzung des Absicherungsansatzes „Passives HAF“ werden Fahrzeuge mit der für hoch-
automatisiertes Fahren notwendigen Sensorik wie RADAR, LIDAR und Kamera ausgestattet
und Kunden beispielsweise durch Verkauf oder Leasing zu Verfügung gestellt. Die zu diesem
Zeitpunkt noch nicht nal abgesicherte HAF-Funktion ist zunächst nicht aktivierbar, sondern
läuft lediglich im Hintergrund ohne Zugri auf die Aktorik der Fahrzeuge. Stattdessen werden
die aufgenommenen Sensordaten zwar als Eingangsgrößen der HAF-Funktion zur Verfügung
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gestellt, der Ausgang der HAF-Funktion jedoch in eine Simulation geführt. In dieser wird der
weitere Fortgang des aktuellen Szenarios auf Grundlage der Sensordaten simuliert.
Hierdurch kann einerseits sichergestellt werden, dass fehlerhafte Ausgaben der Funktion nicht
zu einer Gefährdung führen. Andererseits wird durch die Simulation der Nachteil einfacher
Open-Loop Tests vermieden, welche keine Reaktionen anderer Verkehrsteilnehmer auf die
Aktionen der zu testenden Funktion bieten. Da das reale Verkehrsszenario, welches durch die
Sensorik erfasst wird, als Grundlage für die Simulation genutzt wird, ist zudem anders als
bei herkömmlicher Simulation die Repräsentativität des simulierten Szenarios gewährleistet.
Als Informationen aus dem realen Szenario wird dabei die gesamte von der Sensorik erfasste
statische Umgebung
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sowie die Positionen der das HAF-Fahrzeug umgebenden Verkehrsteil-
nehmer bei Simulationsstart verwendet. Darüber hinaus werden mit Hilfe einer vorab erstellten
Fahrermodell-Datenbank den einzelnen Verkehrsteilnehmern des realen Szenarios passende
Fahrermodelle zugeordnet und in der Simulation genutzt, wodurch die Validität des simulierten
Verhaltens des umgebenden Verkehrs erhöht wird.
Zur Bewertung der Sicherheit des von der HAF-Funktion initiierten Manövers wird das si-
mulierte Szenario herangezogen, in welchem die kurz- und mittelfristigen Auswirkungen
des Manövers analysierbar sind. Der gesamte Ablauf ist in Abbildung 3.1 dargestellt. Dabei
kann jeder Schritt der Simulation und Auswertung des ktiven Szenarios mit Ausnahme der
Sensordatenaufzeichnung je nach Leistungsfähigkeit der im Fahrzeug genutzten Steuergeräte
entweder im Fahrzeug selbst oder zu einem späteren Zeitpunkt fahrzeugunabhängig durchge-
führt werden.
Der Vorteil einer Simulation und Auswertung im Fahrzeug besteht darin, dass der Umfang der
an ein Backend-System zu übertragenden Daten auf die als kritisch erkannten Szenarien be-
schränkt werden kann. Vorteilhaft bei einer Übertragung von Sensor- oder Umfeldmodelldaten
an ein Backend-System und einer nachgelagerten Simulation und Auswertung ist, dass die über-
tragenen Daten immer wieder neu mit unterschiedlichen und veränderten HAF-Funktionen
ausgewertet werden können und zudem eine Nutzung der Daten zum Training weiterer Fah-
rermodelle möglich ist.
Zum Training neuer Modelle eignen sich die Daten des HAF-Fahrzeugs bei manueller Fahrt
am besten, da während der ganzen Fahrt Daten über die Fahrentscheidungen des Fahrers
aufgezeichnet wurden. Die so trainierten Fahrermodelle können dann den das HAF-Fahrzeug
umgebenden Verkehrsteilnehmer zugeordnet und in der Simulation genutzt werden. In der
vorliegenden Arbeit erfolgt daher die Simulation und Auswertung der Daten außerhalb des
Fahrzeugs. Bei Einsatz des passiven HAFs durch Kunden wäre aber auch eine stärkere Berück-
sichtigung des Schutzes ihrer persönlichen Daten möglich, indem Simulation und Auswertung
bereits im Fahrzeug durchgeführt werden.
Da die erstellten Simulationsszenarien auf den von der Sensorik zur Verfügung gestellten Daten
beruhen, kann eine Absicherung durch das passive HAF auch nur auf dieser Grundlage erfolgen
und Fehler in der Umweltwahrnehmung nur teilweise aufgedeckt werden.
Zum Vorteil gereicht dem Absicherungskonzept, dass ein Simulationsszenario nicht sofort
3
Zur statischen Umgebung gehören alle Elemente, die nicht durch das Fahrverhalten von Fahrzeugen beeinusst
werden. Beispiele sind der Straßenverlauf, die Spurzahl oder Straßenschilder.
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Abbildung 3.1: Strukturdiagramm des passiven HAF Konzeptes. Bei Abweichung zwischen HAF und dem Fahrer
des Ego-Fahrzeugs wird auf Grundlage der Sensordaten ein Simulationsszenario erstellt. In diesem
wird das vom HAF geplante Manöver durchgeführt und auf Kritikalität bewertet. Die gestrichelten
Linien geben den frühesten und spätmöglichsten Zeitpunkt an, zu dem eine Datenübertragung an ein
Backend-System erfolgen kann. Im Backend werden die verbleibenden Konzeptschritte ausgeführt.
erstellt werden muss sondern die Simulation auch zu einem späteren Zeitpunkt gestartet wer-
den kann. Hierdurch ist es möglich, erst zu einem späteren Zeitpunkt detektierte Anteile der
statischen Umgebung wie beginnende oder endende Fahrspuren bereits zu einem früheren
Zeitpunkt in der Simulation zu berücksichtigen. Im Fall von dynamischen Umgebungsanteilen
wie Fahrzeugen ist eine Extra- oder Interpolation ihrer Positionen möglich, falls sie zu Beginn
der Realdatenaufzeichnung außerhalb der Sensorreichweite liegen oder zwischenzeitlich von
anderen Umgebungsbestandteilen verdeckt sind. Umgebungsbestandteile, die zu keinem Zeit-
punkt der Realdatenaufzeichnung von einem Sensor erfasst wurden, können allerdings auf
diese Weise nicht in das Simulationsszenario eingebunden werden und bleiben unberücksich-
tigt. Diese Art von Fehlern der Umfeldwahrnehmung könnte nur durch die Anwendung einer
Referenzsensorik gefunden werden.
In wie weit Sensorikbeschränkungen den Realitätsgrad der Simulation im Rahmen des passiven
HAF beeinussen wird im Ergebnisteil dargestellt.
Besondere Bedeutung kommt bei der Simulation der Auswahl der passenden Fahrermodelle
zur Simulation der das HAF-Fahrzeug umgebenden Verkehrsteilnehmer zu. Während die
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Repräsentativität des simulierten Szenarios dadurch gewährleistet ist, dass es auf dem realen
Szenario beruht und dieses als Sample der realen Wahrscheinlichkeitsverteilungen betrachtet
werden kann, ist die Validität des Fahrerverhaltens in der Simulation schwieriger nachzuweisen.
Daher werden in der vorliegenden Arbeit mit Hilfe von maschinellem Lernen Fahrermodelle
trainiert, die das Verhalten aller in realen Verkehrsszenarien auftretenden Fahrertypen mit
hoher Güte modellieren. Drei Modellierungsmethoden und Ansätze zur Modellierung von
menschlichen Fahrern werden in Kapitel 4 vorgestellt. Zum Training wird ein mehrstuger
Ansatz genutzt (dargestellt in Abbildung 3.2), bei dem in einem ersten Schritt ein allgemeines
Fahrermodell unter Nutzung von in Testfahrten aufgezeichneten Daten erstellt wird. Auf
diesem allgemeinen Modell aufbauend werden dann individualisierte Fahrermodelle weiter
trainiert, um verschiedene Fahrertypen abbilden zu können. Ähnlich wurde in [ACP
+
18] zur
personalisierten Sprachgenerierung vorgegangen, bei dem ein allgemeines neuronales Netz zur
Spracherzeugung durch Feinabstimmung individualisiert wurde.
Abbildung 3.2: An zentraler Stelle werden die aufgenommenen Daten aus allen Einzefahrten gesammelt und zum
Training der Fahrermodelle genutzt.
In der zweiten Stufe, in der die HAF-Funktion passiv in Kundenfahrzeugen mitläuft, wird
jedes sich im Sensorbereich des HAF-Fahrzeugs bendliche Fahrzeug analysiert und das am
besten passende Fahrermodell zugeordnet. Stellt sich heraus, dass die Güte des genutzten
Fahrermodells trotz der Individualisierung zu gering ist, wird das Szenario abgespeichert und
bei nächster Gelegenheit über eine Datenschnittstelle an den Fahrzeughersteller übertragen.
Die aufgezeichneten Daten werden genutzt, um auf Grundlage des allgemeinen Fahrermodells
ein neues individuelles Fahrermodell zu trainieren. Sofern das neu trainierte Modell das Fahr-
verhalten in den aufgezeichneten Daten reproduzieren kann, wird die Fahrermodelldatenbank
um dieses erweitert. Dies stellt sicher, dass die Fahrermodelle eine hinreichende Güte aufweisen,
wenn sie zur Simulation des ktiven HAF-Szenarios genutzt werden. Eine hohe Validität der
Simulation ist wiederum entscheidend für die Bewertung der Sicherheit der HAF-Funktion.
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3.1.2 Erzielbare Absicherungsleistung des Ansatzes
Ob das Potential des Ansatzes passives HAF genutzt werden kann, hängt entscheidend davon
ab, welche Wegstrecke entsprechend ausgestattete Fahrzeuge fahren, wieviele Kilometer davon
zur Absicherung der HAF-Funktion genutzt werden können und in welchem Zeitraum somit
eine vollständige Absicherung möglich ist.
Nach [ADA15] beträgt die durchschnittliche Fahrleistung eines in Deutschland zugelassenen
Autos ca. 14 200 km pro Jahr, wovon ca. 5300 km auf Autobahnen gefahren werden.
Während der Entwicklung des HAF kann angenommen werden, dass regelmäßig Funktionsän-
derungen und -verbesserungen einießen, sodass eine periodische Überprüfung der Funktion
wünschenswert erscheint. Unter Annahme einer übers Jahr gleichmäßig verteilten Fahrleis-
tung wären zum Erreichen einer Absicherungsleistung von 108 km innerhalb eines Monats
226 415 mit dem passiven HAF ausgestattete Fahrzeuge notwendig.
Im Jahr 2017 wurden nach [KB18b] 3,44 Mio. PKW neu zugelassen. Dies verdeutlicht, dass die
für die Absicherung notwendige Anzahl an Fahrzeugen bereits bei einem geringen Anteil an
mit passiven HAF ausgestatteten Fahrzeugen erreicht werden könnte. Unter der Annahme von
Teile- und Herstellkosten für HAF-Sensorik und Steuergeräten von 1000 bis 2000 Euro lägen
die Kosten für einen solchen Absicherungsansatz bei 227 Millionen bis 454 Millionen Euro.
Wie beim Ansatz der graduellen Einführung des HAF (vgl. Abschnitt 2.3.3) überstiege dies
wahrscheinlich die für einen einzelnen Hersteller akzeptablen Kosten, wäre jedoch für einen
Herstellerverbund tragbar. Vorteil dieser Lösung wäre zudem, dass eine einheitliche Sensorik-
Schnittstelle hinreichend ist und die eigentliche HAF-Funktion herstellerindividuell erstellt
werden kann. Nach erfolgreicher Absicherung wäre es zudem möglich, dem Kunden die HAF-
Funktion zur Freischaltung anzubieten und somit zumindest einen Teil der vorab investierten
Herstellungskosten zu kompensieren.
Zur Veranschaulichung des Potentials diene der Vergleich mit der Absicherung durch profes-
sionelle Testfahrer. Unter der Annahme, dass ein Testfahrer durchschnittlich 100 km h−1 für
10 h pro Tag an 25 Tagen pro Monat fahren kann, könnte er 25 000 km pro Monat an Fahrleis-
tung erbringen. Um mit Testfahrern die gleiche Absicherungsleistung wie durch den Ansatz
passives HAF zu erreichen, wären somit 4000 Testfahrer erforderlich (vgl. Tabelle 3.1). Diese
Zahl kann durch den beschriebenen Ansatz deutlich reduziert werden, während gleichzeitig
die Repräsentativität der für die Absicherung gesammelten Daten durch die höhere Varianz
der Fahrer und Strecken erhöht wird.
Tabelle 3.1: Absicherungsleistung nach Anzahl der Fahrzeuge und Fahrertyp
Fahrzeuge Kilometer auf Au-
tobahn pro Jahr
Monate für 108 km
Testkilometer
Fahrertyp
1 5300 226415 divers
226415 5300 1 divers
4000 300000 1 Testfahrer
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3.2 Simulation der Fahrfunktion auf Grundlage realer
Verkehrsszenarien
Elementarer Teil des in dieser Arbeit vorgestellten Konzepts „passives HAF“ ist es zu simulieren,
wie Szenarien sich weiterentwickeln, wenn statt des menschlichen Fahrers eine HAF-Funktion
die Führung des Fahrzeugs übernimmt.
Hierzu muss aus dem realen Szenario ein Simulationsszenario erzeugt werden und den Fahr-
zeugen des Szenarios Fahrermodelle zugeordnet werden, die das Verhalten ihrer Fahrer wider-
spiegeln. Dieser Prozess wird im folgenden Resimulation genannt. Eine Simulation wird immer
dann gestartet, wenn der Ausgang der HAF-Funktion sich vom Verhalten des menschlichen
Fahrers signikant unterscheidet.
Ein Unterschied zwischen dem tatsächlichen Fahrverhalten des menschlichen Fahrers und den
nicht real umgesetzten Entscheidungen der HAF-Funktion kann sowohl in longitudinaler Rich-
tung durch unterschiedliches Beschleunigungsverhalten als auch in lateraler Richtung durch
unterschiedlichen Lenkwinkel vorliegen. Im Allgemeinen ist davon auszugehen, dass diese
kontinuierlichen Stellgrößen nie völlig identisch von Mensch und HAF angefordert werden
und zumindest geringfügige Abweichungen vorliegen.
Eine signikante Abweichung liegt genau dann vor, wenn der Unterschied im Fahrverhalten
von Mensch und HAF zu einem Unterschied in der Reaktion des umgebenden Verkehrs führt
oder führen könnte, da in Folge dessen eine kritische Situation entstehen könnte. Dies ist immer
dann der Fall, wenn sich der für eigene Fahrentscheidungen zur Verfügung stehende Raum
anderer Verkehrsteilnehmer durch abweichende Fahrentscheidung des HAF geändert hätte.
Oensichtlich ist dies der Fall, wenn eine Abweichung hinsichtlich der Spurwahl vorliegt.
In diesem Fall ist ein Wechsel anderer Verkehrsteilnehmer auf die frei gewordene Spur an
Stelle des HAF-Fahrzeugs möglich und auf die neu belegte Spur nicht mehr möglich. Gleiches
gilt für komplexere Manöver wie Überholvorgänge, Auahren oder Abfahren, bei denen ein
Spurwechsel stets Teil des Manövers ist.
Weniger eindeutig ist die Bestimmung im Fall von Abweichungen im longitudinalen Verhal-
ten. Weicht das Beschleunigungsverhalten von menschlichem Fahrer und HAF voneinander
ab, entstehen oder schließen sich Lücken, die von anderen Verkehrsteilnehmern zum Ein-
scheren genutzt werden könnten. Die Grenze, ab der ein quantitativer Unterschied in der
Geschwindigkeit zu einem qualitativ anderen Fahrverhalten eines Verkehrsteilnehmer als im
realen Szenario führt, hängt vom jeweiligen Fahrer ab und kann nicht allgemein bestimmt
werden. Innerhalb der Systemgrenzen der HAF-Funktion mit einer Geschwindigkeitsgrenze
von maximal 130 km h−1 bzw. dem jeweils gültigen Geschwindigkeitslimit ist allerdings nicht
mit Geschwindigkeitsdierenzen zwischen Fahrer und HAF zu rechnen, die innerhalb kurzer
Zeit zu einem verändertem Manöverraum relevanten Umfangs für andere Verkehrsteilnehmer
führen.
Daher wird in dieser Arbeit genau dann von einem signikanten Verhaltensunterschied aus-
gegangen, wenn sich ein Unterschied im Spurwechselverhalten ergibt. Diese Grenze wurde
gewählt, da sich durch einen Spurwechsel ein Szenario qualitativ ändert und gegenüber der
Fahrt auf der gleichen Spur neue, potentiell kritische Situationen auftreten können. Unterschie-
de in komplexen Manövern sind durch diese Grenze ebenfalls mit erfasst. Auf die Bestimmung
einer Grenze, ab der Abweichungen im longitudinalen Verhalten zur Resimulation eines Szenari-
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os führen, wurde aus oben genannten Gründen in dieser Arbeit verzichtet, sodass Unterschiede
hier nicht als Auslösebedingung für die Simulation genutzt werden. Da die weiteren Schritte der
Szenariogenerierung, Simulation und Auswertung unabhängig von den Auslösebedingungen
für die Simulation sind, wäre eine Erweiterung um diese Bedingung aber möglich.
Nach Start und Ablauf der Simulation wird der Verlauf des simulierten Szenarios bei Umsetzung
der Fahrentscheidungen der HAF-Funktion überprüft. Ergebnis des Prozesses ist die Bewertung
der Fahrentscheidungen der HAF-Funktion hinsichtlich ihrer Kritikalität für die Sicherheit des
eigenen und umgebender Fahrzeuge.
Im Folgenden werden die einzelnen Schritte detaillierter erläutert. Zur Simulation der k-
tiven Weiterentwicklung des Verkehrsszenarios unter HAF-Eingri werden Anforderungen
an Simulationsumgebungen formuliert, die zur Nutzung im Rahmen des passiven HAF er-
füllt sein müssen. Danach werden mehrere Simulationsumgebungen auf ihre Eignung hin
überprüft. In Abschnitt 3.4 wird die Methode vorgestellt, mit der aus mit Sensorik aufgenom-
menen Daten Simulationsszenarien erzeugt werden. Zuletzt wird in Abschnitt 3.5 dargelegt,
wie die passenden Fahrermodelle für die umgebenden Verkehrsteilnehmer bestimmt und in
das Simulationsszenario integriert werden.
3.3 Simulationsumgebung für das passive HAF
Der in Abschnitt 3.1 aufgezeigte oene Regelkreis, der durch die Passivität der von der HAF-
Funktion angeforderten Stellgrößen entsteht, muss durch eine Verkehrssimulation geschlossen
werden. In der Verkehrssimulation werden die im realen Szenario detektierten Fahrzeuge zur
Erhöhung der Validität mit individualisierten Fahrermodellen simuliert. Anforderungen an
eine Simulationsumgebung zum Einsatz im Rahmen des passiven HAF sowie Kriterien zur
Bestimmung des optimalen Fahrermodells werden im Folgenden speziziert. Danach erfolgt
die Auswahl einer geeigneten Simulationsumgebung anhand der denierten Anforderungen
und eine Beschreibung, wie sie im passiven HAF Verwendung ndet.
3.3.1 Anforderungen an die Simulationsumgebung
Verkehrssimulationen können nach dem Detailgrad ihrer Modellierung unterschieden werden.
Bei makroskopischen Simulationen werden Verkehrsüsse simuliert. Mikroskopische Simu-
lationen modellieren individuelle Verkehrsteilnehmer. In submikroskopischen Simulationen
werden auch die physikalischen Eigenschaften der Fahrzeuge modelliert.
Beim passiven HAF ist das Ziel der Simulation die realitätsgetreue Modellierung des Verkehrs-
geschehens zur Detektion fehlerhafter Fahrentscheidungen der HAF-Funktion. Hierzu ist eine
detaillierte Modellierung aller Verkehrsteilnehmer erforderlich, die sich in der Umgebung des
HAF-Fahrzeugs benden und deren Verhalten zusammen mit einer fehlerhaften Fahrentschei-
dung der HAF-Funktion zu einer kritischen Situation führen könnte. Dieses Kriterium wird nur
von mikroskopischen und submikroskopischen Verkehrssimulationsumgebungen erfüllt.
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Da die simulierten Verkehrsszenarien auf Grundlage von Sensordaten erzeugt werden sollen,
ist eine Anforderung an die Simulationsumgebung die Möglichkeit einer automatisierten Er-
zeugung, Simulation und Auswertung von Simulationsszenarien. Hierzu müssen zum einen die
formalen und inhaltlichen Anforderungen an die Szenariospezikation verfügbar sein. Zum
anderen ist es für die Kritikalitätsanalyse erforderlich, auf die Simulationdaten zugreifen und
diese nach denierbaren Kriterien auswerten zu können.
Zur Einbindung der HAF-Funktion sollte es darüber hinaus Schnittstellen innerhalb der Simula-
tionsumgebung geben, über die Eingangsdaten im Format der HAF-Sensordaten zur Verfügung
gestellt werden können und über die Ausgangsdaten der HAF-Funktion auf die Aktorik des
simulierten HAF-Fahrzeugs wirken.
Neben der auf Realdaten basierenden Erstellung des Simulationsszenarios ist es Teil des passi-
ven HAF-Konzepts, allen Verkehrsteilnehmern außer dem von der HAF-Funktion gesteuerten
Fahrzeug Fahrermodelle zuzuordnen, die ihr tatsächliches Fahrverhalten bestmöglich modellie-
ren.
Die Kontrollierbarkeit von Autos ist auf zwei Dimensionen beschränkt (vgl. Abbildung 3.3):
1. Entlang der Längsachse (x-Achse) des Fahrzeugs (Längsführung), bei der Beschleunigung
bzw. Verzögerung des Fahrzeugs durch Motormoment und Bremskraft beeinusst werden
können.
2. Quer zur Längsachse (y-Achse) des Fahrzeugs (Querführung), bei der dem Fahrzeug
durch Stellen eines Winkels der Räder der Vorderachse ein Bewegungsanteil senkrecht
zu seiner Längsachse aufgeprägt wird.
x
y
Abbildung 3.3: Fahrzeug mit Koordinatensystem in vorderer Stoßstange
Gleiches gilt für die Bedieneinheiten, die dem Fahrer im Fahrzeug zur Verfügung stehen. Gas-
und Bremspedal bestimmen die Längsführung, das Lenkrad die Querführung.
Die Fahraufgabe eines Fahrers zur Steuerung eines Fahrzeugs besteht darin, auf Grundlage des
erlernten Fahrverhaltens und des angestrebten Fahrziels unter Berücksichtigung des wahrge-
nommenen Verkehrsgeschehens Fahrentscheidungen zu treen. Diese führen zur Bedienung der
Steuerelemente des Fahrzeugs, welche letztendlich die Längs- und Querdynamik des Fahrzeugs
beeinussen. Sie lässt sich nach [Don09] in Anlehnung an das 3-Ebenen-Modell von [Ras83] in
drei Bereiche gliedern: Navigation, Bahnführung und Stabilisierung (vgl. Tabelle 3.2).
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Tabelle 3.2: Oben: Drei-Ebenen-Hierarchie der Fahraufgabe nach [Don09]









In der Navigationsebene trit der Fahrer bewusste Entscheidungen auf Basis von Wissen in
unbekannten und nicht durch feste Regeln denierten Situationen. Die beiden anderen Ebe-
nen werden durch regelbasiertes Verhalten des Fahrers bestimmt. Die Fahrermodellierung
ist dabei sowohl auf Bahnführungsebene als auch auf Stabilisierungsebene möglich. Auf der
Bahnführungsebene besteht nach [Don09, S. 16] die Aufgabe des Fahrers darin, „aus der vor-
ausliegenden Verkehrssituation sowie aufgrund des geplanten Fahrtablaufs die als sinnvoll
erachteten Führungsgrößen wie Sollspur und Sollgeschwindigkeit abzuleiten [...]“.
Die Individualisierung der für die Simulation genutzten Fahrermodelle im Rahmen des passi-
ven HAF muss auf einer oder mehreren der drei Ebenen erfolgen. Dabei führt nur die Ebene
Bahnführung zu Manövern als Reaktion auf Verhalten des Umgebungsverkehrs. Zur Redukti-
on der Modellkomplexität können auf der Bahnführungsebene Fahrentscheidungen in zwei
Unterebenen für Entscheidungen in longitudinaler (Geschwindigkeit) und lateraler Richtung
(Fahrspur) getrennt modelliert werden. Die Modellierung von komplexeren Manövern wie
Überholvorgänge ist dennoch möglich, indem diese entweder von einem übergeordneten allge-
meinen Bahnführungsmodell oder von einem der beiden Modellteile initiiert werden und die
anderen Modellteile von diesem angesteuert werden.
Für die Simulation im Rahmen des passiven HAF ist es das Ziel, die Reaktion des Umgebungs-
verkehrs auf Fahrhandlungen des HAF zu bestimmen. Hierfür ist das Modell der Bahnfüh-
rungsebene maßgeblich. Fahrentscheidungen umgebender Verkehrsteilnehmer haben keinen
Einuss auf die gewählte Fahrstrecke oder das Navigationsziel des Fahrers, sodass die Navi-
gationsebene von diesen nicht beeinusst wird. Auch die Stabilisierungsebene bleibt im Fall
von Autobahnszenarios, in denen nicht mehrere Fahrzeuge nebeneinander in derselben Spur
fahren, von den Fahrentscheidungen anderer Verkehrsteilnehmer unbeeinusst.
Für das passive HAF ist eine Individualisierung der Fahrermodellierung auf der Bahnführungs-
ebene demnach hinreichend. Für eine zielgerichtete und eziente Anpassung ist es daher
wünschenswert, dass die Simulationsumgebung über ein bestehendes modular aufgebautes
Fahrermodell mit bekannten Schnittstellen verfügt.
Da jedem Fahrer eines Szenarios das Fahrermodell zugeordnet werden soll, welches sein Fahr-
verhalten am besten abbildet, ist es außerdem notwendig, innerhalb eines Simulationslaufs auf
verschiedene Modellierungen zugreifen zu können. Um eine automatische Szenarioerstellung,
Simulation und Auswertung zu ermöglichen ist es darüber hinaus erforderlich, die individuellen
Modelle im Rahmen der Szenarioerstellung den Fahrern zuordnen zu können.
Daraus resultieren die folgenden Anforderungen an die Simulationsumgebung für die Nutzung
im passiven HAF.
32 3 Konzept und Aufbau des passiven HAF
Die Simulationsumgebung muss
1. Fahrzeuge mindestens auf mikroskopischer Ebene modellieren.
2. eine Schnittstelle zur externen Steuerung bereitstellen.
3. die Simulationsdaten bzw. das Simulationsergebnis für eine externe Auswertung bereit-
stellen.
4. eine Ein- und Ausgangsschnittstelle zur Einbindung der HAF-Funktion besitzen.
5. ein Fahrermodell nach den Strukturen von Tabelle 3.2 umsetzen.
6. die Fahrermodellierung modular umsetzen um ein Ersetzen oder Adaptieren einzelner
Elemente zu ermöglichen.
7. die Nutzung verschiedener Fahrermodelle innerhalb eines Simulationsszenarios ermögli-
chen.
8. die Zuordnung der Fahrermodelle im Rahmen der Szenariospezikation ermöglichen.
9. eine Schnittstellendenitionen zur Einbindung individueller Modellierungen zur Verfü-
gung stellen.
10. die Anforderungen an eine Szenariospezikation zur Verfügung stellen.
3.3.2 Kriterien zur Bestimmung des optimalen Fahrermodells
Unabhängig von den Anforderungen an die Simulationsumgebung ist die Methode der Zu-
ordnung von Fahrermodellen zu Fahrern eines Szenarios zu bestimmen. Wie weiter oben
beschrieben bietet sich zur Reduktion der Komplexität die Zuordnung zu longitudinalen Mo-
dellen einerseits und lateralen Modellen andererseits an.
Als Parameter zur Beschreibung des longitudinalen Verhaltens eines Fahrers eignet sich nach
[Wie74] und [THH00] in erster Linie die Wunschgeschwindigkeit, zusätzlich der Wunschab-
stand zu Vorderfahrzeugen und das Beschleunigungsverhalten.
Zur Beschreibung des lateralen Verhaltens existieren wie in Abschnitt 2.3.2 ausgeführt sowohl
deterministische als auch probabilistische Ansätze. Neben einfachen Manövern wie Spurhalten,
Spurwechsel Links und Spurwechsel Rechts bilden einige Modelle auch komplexere Manöver
wie Überholen, Autobahnauahrt oder Autobahnabfahrt ab. Grundsätzlich lässt sich bei latera-
len Manövern zwischen obligatorischen Manövern und taktischen Manövern unterscheiden.
Zu den obligatorischen Manövern zählen solche, die zur Erreichung des Navigationsziels erfor-
derlich sind. Ziel taktischer Manöver ist der Wechsel in eine aus Sicht des Fahrers günstigere
Fahrspur durch z.B. Wechsel auf eine schnellere Spur, die Einhaltung des Rechtsfahrgebots
oder die Kooperation mit einem einscherenden oder überholenden Fahrzeug.
Im Rahmen der Modellierung des Fahrerverhaltens wird das Verkehrsgeschehen, wie es aus
Perspektive des Fahrers wahrgenommen wird, als Eingangsdaten. Hierzu gehören die Geschwin-
digkeit und Position in longitudinaler und lateraler Richtung der umgebenden Fahrzeuge. Neben
diesen direkt wahrnehmbaren Größen können aus dem Verhalten der umgebenden Fahrzeuge
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und deren eigener Umgebung Schlussfolgerungen durch Prädiktion ihres zukünftigen Verhal-
tens gezogen werden.
Beispielsweise ist zu erwarten, dass ein Fahrer von FahrzeugA, welches sich einem LKWB auf
der eigenen Spur nähert und somit eine höhere Geschwindigkeit als B hat, diesen überholen
will und dafür einen Spurwechsel durchführen wird. Der Fahrer eines Fahrzeugs C auf der
Spur links von A und B könnte ein solches Verhalten antizipieren und daher selbst entweder
Beschleunigen, umA undB zu überholen bevorA einen Spurwechsel durchführt, oder auf eine
Spur weiter links zu wechseln, um A einen Spurwechsel auf die bisherige Spur zu ermöglichen.
Dies wiederum kann das Verhalten des Fahrers von Fahrzeug A beeinussen, sodass weitere
Rückkopplungen entstehen. Je mehr Fahrzeuge in einem Szenario enthalten sind, desto weiter
erhöht sich die Komplexität und die Zahl der potentiell möglichen Szenarioverläufe. Zusätz-
lich zur Modellierung des eigenen Verhaltens muss jedes Fahrzeug Modelle der umgebenden
Fahrzeuge enthalten, mit Hilfe derer künftige Aktionen prädiziert und im eigenen Verhalten
berücksichtigt werden können.
Die Berücksichtigung des zu erwartenden Verhaltens anderer Verkehrsteilnehmer im Fahrermo-
dell der simulierten Verkehrsteilnehmer erfolgt im passiven HAF nicht explizit. Grund hierfür
ist, dass ihr Einuss auf die Fahrentscheidungen des jeweiligen Fahrers nicht bekannt ist. Die
Frage, in wie weit ein Fahrer mögliche Fahrentscheidungen anderer Fahrer in seine eigenen
mit einbezieht hängt entscheidend davon ab, wie aufmerksam und vorausschauend dieser fährt.
Welche Schlüsse er daraus zieht und wie sich diese auf sein eigenes Verhalten auswirken ist
ebenso stark fahrerabhängig.
Die Spurwechselmodelle werden allerdings wie weiter oben beschrieben durch maschinelles
Lernen erstellt. Da beim Training die notwendigen Informationen, die ein menschlicher Fahrer
zur Prädiktion des Verhaltens anderer Verkehrsteilnehmer nutzen könnte, als von der Fahrzeug-
sensorik erfasste Eingangsdaten zur Verfügung stehen, wird im Rahmen des Trainings eine
implizite Berücksichtigung erfolgen, sofern es zu besseren Trainingsergebnissen der Modelle
führt.
Zur Modellierung des longitudinalen Verhaltens eines Fahrers ist es folglich erforderlich,
die Parameter Wunschgeschwindigkeit, Wunschabstand und Beschleunigungsverhalten zu
bestimmen. Zur Modellierung des lateralen Verhaltens muss das Modell gefunden werden,
welches das Spurwechselverhalten des jeweiligen Fahrers bestmöglich reproduziert.
3.3.3 Auswahl der Simulationsumgebung
Zur Auswahl der für das passive HAF verwendeten Simulationsumgebung wird ein iterativer
Ansatz angewandt. Dabei werden nacheinander Simulationsumgebungen auf ihre Eignung hin
überprüft, bis eine Umgebung ermittelt werden kann, die alle Anforderungen erfüllt.
Zunächst wird die Simulationsumgebung IPG Carmaker evaluiert. Die Bewertung beruht auf
der öentlich verfügbaren Produktbeschreibung [IPG20a] und der in der Anwendung zur Ver-
fügung gestellten Dokumentation [IPG20b][IPG20c].
Die Simulationsumgebung IPG Carmaker ist in Industrie und Wissenschaft weit verbreitet und
wird für die virtuelle Auslegung und Absicherung unter anderem im Bereich der Fahrdynamik
34 3 Konzept und Aufbau des passiven HAF
und Fahrerassistenz verwendet. Die Modellierung der Fahrzeuge erfolgt auf submikroskopi-
scher Ebene. Das automatisierte Erstellen von Simulationsszenarios, eine Auswertung der
Simulationsergebnisse durch externe Anwendungen und ein automatisierter Simulationsablauf
sind möglich.
Die Fahrermodellierung erfolgt in Carmaker durch den IPGDriver. Einzelne Verkehrsteilnehmer
lassen sich durch unterschiedliche Parametrierung des IPGDriver modellieren. Folgende für
die Bahnführungsebene relevante Parameter lassen sich nach [IPG20c, S. 209] für einzelne
Fahrer spezizieren:
• Wunschgeschwindigkeit
• Maximale longitudinale Beschleunigung
• Minimale Zeitlücke zu vorausfahrendem Fahrzeug
• Maximale Zeitlücke zu vorausfahrendem Fahrzeug
• Minimale Distanz zu einem stehendem Fahrzeug
• Maximale Distanz, bis zu der ein vorausfahrendes Fahrzeug in die Fahrentscheidung mit
einbezogen wird
• Überholen anderer Fahrzeuge erlauben
• Überholrate, mit der speziziert wird, wie aggressiv ein Fahrer eine Überholabsicht
verfolgt
• Minimale Geschwindigkeitsdierenz zum vorausfahrenden Fahrzeug, ab welcher der
Fahrer einen Überholwunsch hat
Das Fahrermodell IPGDriver ist nicht nach dem in Tabelle 3.2 beschriebenen Drei-Ebenen-
Modell aufgebaut. Eine Möglichkeit, zur Adaption des Fahrermodells durch fahrerindividuelles
Ersetzen einzelner Module wurde nicht gefunden. Es besteht jedoch die Möglichkeit, individu-
elle Fahrermodelle als zusätzlichen Programmcode einzubinden, welche das IPGDriver-Modelll
vollständig ersetzen [IPG20b, S. 41, S. 87]. Die Zuordnung unterschiedlicher maschinell trai-
nierter Fahrermodelle zu einzelnen Verkehrsteilnehmer durch Verbindung mehrerer paralleler
Simulationen ist ebenfalls möglich. Die Simulationsumgebung IPG Carmaker erfüllt somit alle
Anforderungen außer den Anforderungen 5 und 6 aus Abschnitt 3.3.1.
Da IPG Carmaker nicht alle Anforderungen erfüllt, wird als zweites die Simulationsumgebung
PELOPS (Programm zur Entwicklung längsdynamischer mikroskopischer Verkehrsprozesse in
systemrelevanter Umgebung) untersucht. Die Bewertung erfolgt anhand öentlich verfügbarer
Informationen [Ins14], der in der Anwendung zur Verfügung gestellten Dokumentation und
dem während der Bearbeitungszeit vorliegenden Quellcode.
PELOPS wurde am Institut für Kraftfahrzeuge der RWTH Aachen (ika) zusammen mit der
BMW AG entwickelt und wird auch vor allem dort für ein breites Anwendungsspektrum
aus submikroskopischen, mikroskopischen und makroskopischen Untersuchungen genutzt
[HNW97], [HN98].
Die Modellierung der Fahrzeuge erfolgt auf submikroskopischer Ebene. Eine externe Steuerung
der Simulation ist ebenso möglich wie die automatische Erzeugung und Auswertung von
Simulationsszenarien. Die HAF-Funktion kann entweder als Variante eines Fahrermodells oder
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über eine externe Schnittstelle eingebunden werden. Für die Fahrermodellierung wird TRM
(TRac Modelling) genutzt, welches dem Drei-Ebenen-Modell nach Tabelle 3.2 entspricht. Die
Implementierung ist modular, sodass einzelne Ebenen adaptiert oder ersetzt werden können.
Alternative Fahrermodelle können als Modul mit denierten Schnittstellen hinzugefügt werden.
Eine automatisierte Zuordnung der Fahrermodelle bei Szenariospezikation durch Vorgaben
der zu nutzenden Module für jeden Fahrer ist möglich. Schnittstellen und Anforderungen an die
Szenariospezikation sind dokumentiert und im Quellcode ersichtlich. Damit erfüllt PELOPS
alle im vorangegangen Abschnitt an die Simulationsumgebung gestellten Anforderungen.
Tabelle 3.3: Erfüllung der Anforderungen durch IPG Carmaker und PELOPS
# Anforderung IPG Carmaker PELOPS
1 submikroskopisch ja ja
2 externe Steuerung ja ja
3 externe Auswertung ja ja
4 Einbindung HAF ja ja
5 Drei-Ebenen-Fahrermodell nein ja
6 Modulares Fahrermodell nein ja
7 Verschiedene Fahrermodelle in Szenario ja ja
8 Fahrermodell Zuordnung durch Szenario ja ja
9 Schnittstellen für eigene Modelle bekannt ja ja
10 Szenariospezikation bekannt ja ja
3.3.4 Aufbau der gewählten Simulationsumgebung
Die Simulationsumgebung PELOPS besteht aus den drei Komponenten Fahrermodell, Fahr-
zeugmodell und Umweltmodell, dargestellt in Abbildung 3.4.
Das Fahrermodell, dessen Subkomponente „Spurwechselmodell“ in dieser Arbeit durch maschi-
nell trainierte Modelle ersetzt wird, bildet den Initialpunkt für alle Aktionen der simulierten
Verkehrsteilnehmer. Es besteht aus einem Handlungs- und einem Verhaltensmodell, wobei sich
letzteres wiederum in ein Folgemodell für die longitudinalen Fahrentscheidungen und in ein
Spurwechselmodell für die lateralen Fahrentscheidungen gliedert (nähere Beschreibung siehe
Abschnitt 3.3.6). Durch das Verhaltensmodell werden für jede Situation die Attribute Spurwahl
und Wunschbeschleunigung bestimmt; das Handlungsmodell setzt diese Vorgaben in fahrzeug-
seitige Stellgrößen wie Brems- und Gaspedalstellung, Betätigung der Fahrtrichtungsanzeige
und Stellen eines Lenkwinkels um.
Diese Größen bilden den Eingang für das Fahrzeugmodell [Dav95], welches sie in Fahrzeugstell-
größen umwandelt, die zu einer Änderung des Motor- und Bremsmoments führen. Aus diesen
resultiert wiederum nach Berücksichtigung weiterer Faktoren wie z.B. Fahrwiderständen eine
Geschwindigkeitsänderung am Ausgang des Fahrzeugmodells [Ins14], [CH08].
Im Umweltmodell werden die Straßentopologie mit Anzahl an Spuren, Höhenprol, Kurvenradi-
en und Straßenbeschilderung modelliert. Bei Bedarf können auch Umwelteinüsse (z.B. Wetter),
die eine Auswirkung auf das Fahrer- oder Fahrzeugmodell haben, berücksichtigt werden.





Abbildung 3.4: Aufbau des Verkehrssimulationsprogramms PELOPS. Zur Resimulation realer Szenarien wird in dieser
Arbeit das Spurwechselmodell durch maschinell trainierte Modelle ersetzt, die den Fahrern individuell
zugeordnet werden. Das Folgemodell wird mit fahrerindividuellen Parametern parametriert
Zwischen den einzelnen Modellen, die als unabhängige Software-Komponenten umgesetzt sind,
werden Daten über eine Schnittstelle ausgetauscht, durch die Umgebungs- und Fahrzeuginfor-
mationen zur Verfügung gestellt werden. Dies erfolgt hinsichtlich der Attribute umgebender
Verkehrsteilnehmer jeweils relativ zum zu simulierenden Fahrer bzw. Fahrzeug und wird daher
als „DrivingView“ bezeichnet, welcher im wesentlichen den Informationen entspricht, die
einem HAF-Fahrzeug zur Verfügung stehen. Hierdurch ist auch ohne zusätzlichen Aufwand
die Anforderung an die Simulationsumgebung erfüllt, eine Schnittstelle zur Einbindung der
HAF-Funktion zur Verfügung zu stellen.
3.3.5 Simulationsablauf
Zum Simulieren des ktiven Verlaufs des HAF-Szenarios muss zunächst das Simulationsszena-
rio erstellt werden. Hierzu werden automatisiert Vorgabedateien auf Grundlage der von der
Sensorik erfassten Realdaten generiert, in denen das zu simulierende Szenario beschrieben ist.
Diese enthalten folgende Informationen:
• Alle im Szenario zu simulierenden Fahrzeuge
• Initialbedingungen der Fahrzeuge wie Position und Geschwindigkeit
• Spuranzahl
• Spurkrümmung




Da die bisher in PELOPS verwendeten Simulationsmodelle deterministisch sind, kann auf
Grundlage dieser Daten das Szenario beliebig häug mit identischem Ergebnis simuliert werden.








Die gewählten Parameter bestimmen das Fahrermodell und beeinussen die resultierenden
Fahrentscheidungen [Lud98]. So könnte bspw. ein sportlicher Fahrer durch hohe Wunschge-
schwindigkeit und geringes Sicherheitsbedürfnis beschrieben werden, ein konservativer Fahrer
durch geringe Wunschgeschwindigkeit und hohes Sicherheitsbedürfnis.
Für die Straßentopologie sind folgende Vorgaben erforderlich:
• Anzahl der Spuren
• Breite der Spuren
• Abschnitte mit Geraden, Kreisbögen oder Klotoiden
• Höhenverlauf
• Straßenbeschilderung.
Außerdem können zeitlich oder örtlich gesteuerte Ereignisse gesetzt werden, durch welche die
Änderung von Parametern zur Laufzeit der Simulation möglich ist. So ist bspw. ein temporäres
Geschwindigkeitslimit aktivierbar.
Mit Hilfe dieser Vorgaben kann das Simulationsmodell parametriert werden. Zur Laufzeit
der Simulation wird in jedem Zeitschritt für jeden Fahrer ein DrivingView generiert, der die
Eingangsdaten für das Fahrermodell enthält. Die daraus resultierenden Fahraktionen bestimmen
wiederum die Änderungen der DrivingViews im nächsten Zeitschritt.
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3.3.6 Fahrermodell
Als Fahrermodell wird in PELOPS TRM (TRac Modelling) genutzt [CH08], welches nach
der Drei-Ebenen-Hierarchie von Donges [Don09] strukturiert ist (vgl. Tabelle 3.2). Dabei
werden vornehmlich die beiden unteren Ebenen Bahnführung und Stabilisierung modelliert.
Der Navigationsteil wird durch Streckenführung oder festgelegte Ereignisse vorgegeben.
TRM wählt in der Bahnführungsebene zuerst ein Manöver und dann eine an die Umgebungsbe-
dingungen angepasste Geschwindigkeit aus. Zu den Manövern zählen „freie Fahrt“, „Folgefahrt“,
„taktischer Spurwechsel“ oder Auf- und Abfahren von Autobahnen, bei denen in lateraler oder
longitudinaler Richtung eine dynamische Beschleunigung angefordert wird. Nach Auswahl des
aktiven Manövers passt ein Längsbewerter die Geschwindigkeit an Umgebungsbedingungen
wie Kurven, Steigungen oder vorausfahrende Fahrzeuge an.
Auf der Bahnführungsebene wird im Rahmen dieser Arbeit das Fahrermodell angepasst, um
individuelle Fahrermodelle zu erhalten. Auf der Stabilisierungsebene werden auf Basis des
Ergebnisses der Bahnführungsebene Lenkwinkel und Brems- bzw. Gaspedalstellung berechnet
und dienen dem Fahrdynamikmodell als Eingangsgrößen. Die Stabilisierungsebene wird in
dieser Arbeit nicht angepasst, sondern von PELOPS übernommen.
3.3.6.1 Längsführung
Für die Bestimmung der Sollgeschwindigkeit des Fahrers wird in dieser Arbeit das bereits in
TRM implementierte „Wiedemann-Folgemodells“ [Wie74] genutzt. Dieses bestimmt ähnlich
wie beispielsweise das in der Simulationsumgebung IPG Carmaker genutzte Fahrermodell
IPGDriver Wahrnehmungsschwellen des Fahrers in Abhängigkeit von der gefahrenen Ge-
schwindigkeit und fahrerindividueller Parameter wie Sicherheitsbedürfnis, Schätzvermögen
oder Tagesform. Je nach Wahrnehmungsschwelle wird daraufhin in Abhängigkeit von Die-
renzgeschwindigkeit und Abstand zum jeweils vorausfahrenden Fahrzeug das Fahrverhalten in
vier Bereiche unterteilt [Wie74, S. 41]:
freie Fahrt (unbeeinusstes Fahren): Kein anderer Verkehrsteilnehmer beeinusst den Fahrer,
sodass dieser seine Wunschgeschwindigkeit erreichen kann.
Annähern (bewusst beeinusstes Fahren): Der Fahrer nähert sich dem vorausfahrendem Fahr-
zeug bewusst so an, dass zum Zeitpunkt, zu dem der Wunschabstand erreicht wird, die
Dierenzgeschwindigkeit gering ist.
Folgen (unbewusst beeinusstes Fahren): Der Fahrer passt unbewusst seine eigene Geschwin-
digkeit an, sodass der Wunschabstand zum Vorderfahrzeug eingehalten wird.
Bremsen: Der Fahrer bremst zur Vermeidung einer Kollision bei Unterschreitung des Min-
destabstands.
Welches Längsmanöver gewählt wird hängt neben der Wunschgeschwindigkeit vWunsch von
Parametern ab, mit denen das Folgemodell parametriert wird. Diese sind in Abbildung 3.5
dargestellt und haben die folgenden Bedeutungen:
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XS gewünschter Abstand im Stillstand
XFU gewünschter minimaler Abstand beim Folgen
XFO Abstand, ab dem Manöver „Folgen“ aktiv wird
WSDV Wahrnehmungsschwelle, ab der Geschwindigkeitsdierenzen bei großen
Abständen zum Vorderfahrzeug erkannt werden
WSFS Wahrnehmungsschwelle, ab der Geschwindigkeitsdierenzen bei kleinen
abnehmenden Abständen zum Vorderfahrzeug erkannt werden
WSFOE Wahrnehmungsschwelle, ab der Geschwindigkeitsdierenzen bei kleinen
zunehmenden Abständen zum Vorderfahrzeug erkannt werden
XKG Grenzwert, ab dem Objekte wahrgenommen werden
Abbildung 3.5: Wiedemann-Folgemodell nach [Wie74, S. 36]
Das konkrete Verhalten individueller Fahrer hängt je nach Fahrbereich von den gewählten
Parametern und der Wunschgeschwindigkeit vwunsch ab. In freier Fahrt bestimmt vwunsch das
longitudinale Fahrverhalten maßgeblich. Sie wird für die Simulation des, das HAF-Fahrzeug
umgebenden, Verkehrs in Abhängigkeit ihres jeweiligen Fahrverhaltens anhand der im Szena-
rioverlauf gefahrenen Höchstgeschwindigkeit geschätzt. Die übrigen Parameter entscheiden
über die Längsführung in den Fahrbereichen Annähern, Folgen und Bremsen. Sie werden im
Rahmen einer Parameteroptimierung so gewählt, dass sie das längsdynamische Verhalten des
jeweiligen Fahrers im beobachteten Zeitraum bestmöglich abbilden.
Das beschriebene Modell der Längsführung wird für den Einsatz im Rahmen der Methode
passives HAF für hinreichend erachtet, da die graduellen Unterschiede zwischen Fahrern über
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die geschätzten Parameter abgebildet werden können. Im Gegensatz zur Querführung, bei der
durch Spurwechsel immer neue Räume für Fahrentscheidungen anderer Verkehrsteilnehmer
entstehen können, ist dies bei der Längsführung nur bei Abweichungen der Fall die so groß
sind, dass sich neue Lücken innerhalb der bisherigen Spur önen oder schließen. Aus diesem
Grund sind auch die Auswirkungen auf die Bestimmung kritischer Situationen geringer.
3.3.6.2 Querführung
Neben der Bestimmung der Längsbeschleunigung ist die Bestimmung der in Zukunft zu be-
fahrenden Spur ein Teil komplexer Manöver. Im Folgenden wird das Spurwechselmodell von
TRM vorgestellt, da es in Kapitel 4 als Grundlage für die Modellierung von Spurwechseln mit
Bayes’schen Netzen genutzt wird.
Neben obligatorischen Spurwechseln, die aufgrund der Routenführung notwendig sind, exis-
tieren in TRM taktische Spurwechsel. Mit diesen wird in Abhängigkeit der zur Verfügung
stehenden Spuren und des mit einem Wechsel verbundenen Aufwands durch den Fahrer bewer-
tet, ob ein Spurwechsel durchgeführt wird [Ehm02]. Dabei wird ausgehend von der aktuellen
Fahrsituation, wie sie sich für den Fahrer durch den DrivingView darstellt, in einem ersten
Schritt bewertet, welche Spur die vorteilhafteste ist. Im Fall, dass diese Spur nicht der aktuell
eigenen entspricht, wird geprüft, ob der Vorteil gegenüber der eigenen Spur einen Schwellwert
überschreitet. Wird dieser Schwellwert überschritten, liegt ein Spurwechselwunsch vor. Ist
die Ordnungszahl der Wunschspur geringer als die der aktuellen Spur, handelt es sich um
einen Spurwechselwunsch auf die rechts angrenzende Spur, andernfalls um einen Spurwech-
selwunsch auf die links angrenzende Spur.
Die Bewertung bm einer Spur m beruht auf der Summe der folgenden Einzelwertungen:
Geschwindigkeit: Die zu erwartende Geschwindigkeit einer Spur m wird anhand des Mittel-
werts der Geschwindigkeiten vj der auf ihr fahrenden Fahrzeuge j = 1 . . . n abgeschätzt
und mit der Wunschgeschwindigkeit vwunsch verglichen. Je besser eine Spur geeignet ist,
sie mit der Wunschgeschwindigkeit befahren zu können, desto besser ist ihre Bewertung










∀j ∈ m. (3.1)
Rechtsfahrgebot: Je nach Parametrierung des Fahrermodells erhalten rechte Spuren grundsätz-
lich einen Bonus in ihrer Bewertung gegenüber weiter links liegenden Spuren, da dort





mit m als Ordnungszahl der Spur, gezählt von rechts nach links.
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Präferenzspur: Die bevorzugte Spur mp kann in den Fahrerparametern festgelegt werden und
bekommt in diesem Fall einen Bonus.
bpm =
{
0, 5 falls m = mp
0 falls m 6= mp
(3.3)
Umgebende Fahrzeuge: Drängelnde Fahrzeuge beinussen die Bewertung einer Spur negativ.
Hierzu wird berechnet, welchen Wert die Time To Collision
4
(TTC) zwischen eigenem
und folgendem Fahrzeug annimmt.
bdm =
{
−1 + TTC3s falls TTC ≤ 3 s
0 falls TTC > 3 s
(3.4)
Kooperation Zeigt ein anderes Fahrzeug j einen Spurwechselwunsch SWmj→mD auf die Spur
mD des FahrersD an, erhalten Spuren links von dieser Spur einen Bonus in Abhängigkeit
des Fahrerparameters Kooperationsbereitschaft kD .
bkm =
{
kD falls m > mD und ∃j mit SWmj→mD
0 sonst
(3.5)
Die Gesamtwertung bm einer Spur als Summe der Einzelwertungen der Spur in jedem Zeitschritt
wird durch einen Tiefpass geltert. Dann wird die Dierenz zwischen der Gesamtwertung
der Nachbarspuren und der Bewertung der aktuellen Spur gebildet. Übersteigt die Dierenz
zwischen aktueller Spur und der bestbewerteten Nachbarspur einen Schwellwert, erfolgt ein
Spurwechsel auf diese. Die Schwellwerte unterliegen einer Hysterese. Hierdurch werden aus
einer nur geringen Bewertungsdierenz resultierende häuge Spurwechsel innerhalb einer
kurzen Zeit verhindert [Ins14].
Entscheidet sich ein Fahrer zu einem Spurwechsel, erfolgt die Prüfung der Realisierbarkeit
anhand der durch das eigene Fahrzeug notwendigen aufzubringenden Beschleunigung und der
von anderen Fahrzeugen aufzubringenden Verzögerung, um einen kollisionsfreien Spurwechsel
zu ermöglichen. Liegen diese in einem akzeptablen Bereich, wird der Spurwechsel durchgeführt
[Ehm02].
Dieser Teil des in PELOPS genutzten Fahrermodells wird in der vorliegenden Arbeit durch
maschinell trainierte Fahrermodelle ersetzt. Diese nutzen die gleichen Eingangsdaten wie das
TRM-Spurwechselmodell und geben ebenfalls eine Spurwechselentscheidung aus. Im Gegensatz
zum bisher genutzten Modell basieren die maschinell trainierten Modelle jedoch vollständig auf
im realen Verkehr beobachteten Spurwechselentscheidungen. Diese wurden als Trainingsdaten
genutzt, um alle beobachteten Fahrertypen gemäß dem in Abbildung 3.2 dargestellten Konzept
zu trainieren und in der Simulation einsetzen zu können.
4
Die TTC beschreibt die Zeit, nach der zwei Fahrzeuge kollidieren, wenn keine Veränderung ihrer Fahrdynamiken
erfolgt. Sie ist deniert als Quotient aus Dierenzgeschwindigkeit und longitudinalen Abstand zweier Fahrzeuge.
Je niedriger die TTC , desto weniger Zeit bleibt zu reagieren, um eine Kollision zu vermeiden.
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3.4 Szenarioerstellung aus Sensordaten
Zur Simulation des ktiven Szenarioverlaufs auf Grundlage eines realen Verkehrsszenarios
muss das reale Szenario in die Simulationsumgebung übertragen werden. Die Verarbeitung
der Sensordaten kann dabei akausal durchgeführt werden, da eine zeitversetzte Verarbeitung
des Szenarios für den Anwendungsfall des passiven HAF hinreichend ist. Dies ist möglich, da
die Fahrentscheidungen des passiven HAF nicht im realen Verkehr direkt ausgeführt werden,
sondern zu jedem späteren Zeitpunkt in der Simulation überprüft werden können.
Zur Erstellung des Simulationsszenarios werden zur Streckendenition die im vorigen Ab-
schnitt beschriebenen Vorgabedateien erzeugt, auf deren Grundlage ein Simulationsszenario
generiert und dem zu simulierende Fahrzeug ein DrivingView zur Verfügung gestellt wird.
Im Folgenden wird zunächst dargestellt, mit Hilfe welcher Vorverarbeitungsschritte die Sens-
ordaten verarbeitet werden, um eine hinreichend hohe Datenqualität zu gewährleisten. Zur
Realdatenerfassung wird dabei eine Kamera für die Spurdaten und um das Fahrzeug angeordne-
te LIDAR für die Objekterkennung genutzt. Anschließend wird gezeigt, wie die verarbeiteten
Daten zur Konstruktion eines PELOPS-Szenarios genutzt werden.
3.4.1 Datenvorverarbeitung von Spur- und Objektdaten
Für die Vorverarbeitung der Spurdaten werden die von der Kamera zur Verfügung gestellten
Daten einer akausalen Filterung unterzogen.
Die Kamera liefert zum einen Spurmarkierungen in Form von Polynomen dritten Grades. Zum
anderen werden die x- und y-Koordinaten xi und yi jedes von der Kamera detektierten Daten-
punktes pi ausgegeben, anhand derer die Polynome bestimmt werden. Zur Vorverarbeitung
der Spurdaten werden alle in einem räumlichen Intervall entlang der Fahrbahn liegenden
Datenpunkte genutzt, um die am besten zu den Daten passenden Spurmarkierungen SM zu
nden. Die Akausalität entsteht dadurch, dass hierfür alle gesammelten Punkte unabhängig von
ihrem Aufnahmezeitpunkt genutzt werden. Dies kompensiert die prinzipbedingte Schwäche
der Kamera, dass von weiter entfernt liegenden Spurmarkierungen nur eine geringe Anzahl
an Datenpunkten zur Verfügung steht. Dadurch führen bereits wenige fehlerhaft detektierte
Datenpunkte zu fehlerhaften Spurmarkierungs-Polynomen.
Die Filterung der Spurmarkierungen erfolgt durch eine Regression der kleinsten Quadrate
der Parameter einer zweidimensionalen Kurve SM(s) ∈ <2×1 durch die Messpunkte pi. Die
Variable s repräsentiert die im denierten Intervall [smin, smax] bereits zurückgelegte Strecke
entlang einer Referenzlinie. Durch Projektion eines Punktes pi auf die Referenzlinie kann daher
bestimmt werden, auf welcher Streckenhöhe s(pi) er liegt. Dies erlaubt die Bestimmung der
am besten zu diesem Messpunkt passenden Spurmarkierung SM durch Lösung des folgenden
Optimierungsproblems:









− SM(s (pi))||2. (3.6)
Die beschriebene Filterung wird auf jede in einem Intervall bendliche Spurmarkierung ange-
wandt und daraus für jeden Zeitschritt ein neues Messdatum erzeugt. Auf diese Weise werden
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von der Kamera aufgezeichnete Falscherkennungen durch die weit größere Zahl an korrekten
Spurmarkierungs-Detektionen marginalisiert. Durch die bessere Qualität der Spurdaten ist auch
eine korrekte Spurzuordnung des Sensor-Fahrzeugs selbst sowie der umgebenden Fahrzeuge
möglich. Dies erlaubt zum einen eine Nutzung der Daten für anschließendes maschinelles
Lernen von Spurwechselmodellen, welches bei fehlerhafter Spurzuordnung der Fahrzeuge
aussichtslos wäre. Zum anderen ist es hierdurch möglich, auf realen Szenarien basierende
Simulationsszenarien mit hoher Güte zu erzeugen.
Die Filterung der Objekt-Sensordaten erfolgt durch einen Verfolgungs-Algorithmus. Wird ein
zum Zeitpunkt t = talt erkanntes Objekt ok in folgenden Zeitschritten nicht mehr detektiert,
wird seine Position in longitudinaler Richtung zunächst mit einem Konstante-Geschwindigkeit-
Modell extrapoliert. Wenn an einer der extrapolierten Positionen pok(textrapol) von ok zu einem
Zeitpunkt textrapol mit textrapol < 5 s ein Objekt detektiert wird, wird dieses dem ursprüngli-
chen, zum Zeitpunkt talt letztmalig detektierten Objekt, zugeordnet. Für die Zeitschritte, in
denen keine Detektion erfolgte, wird ein zwischen den Positionen pok(talt) und pok(textrapol)
mit dem Konstante-Geschwindigkeit-Modell interpolierter Wert eingefügt. Andernfalls werden
die extrapolierten Daten verworfen.
pok(τ |τ ∈ (talt, textrapol)) = pok(talt)·
(







Diese Vorverarbeitung ist besonders wichtig in Fällen, in denen ein Fahrzeug durch ein anderes
verdeckt ist, für die Fahrentscheidungen des HAF-Fahrzeugs oder anderer Verkehrsteilnehmer
aber weiterhin relevant bleibt. Dies ist beispielsweise der Fall, wenn zwischen HAF-Fahrzeug
und einem PKW ein LKW fährt. Der maximal extrapolierte Zeitraum ist auf textrapol = 5 s
beschränkt, da ein längerer Zeitraum zu einer zu hohen Zahl an Fehlzuordnungen führen
würde.
3.4.2 Erstellung eines Umgebungsmodells und Erzeugung eines
Simulationsszenarios aus dem Umgebungsmodell
Aus den gelterten Daten werden Datenobjekte erzeugt, die den in PELOPS genutzten Dri-
vingViews entsprechen. Diese werden der HAF-Funktion übergeben, welche daraufhin einen
Fahrbefehl ausgibt. Führen diese zu einem Zeitpunkt zu einer anderen Spurwahl als der des
menschlichen Fahrers, wird auf Grundlage des DrivingViews ein PELOPS-Simulationsszenario
erstellt. In diesem wird simuliert, welche Folgen das von der HAF-Funktion gewünschte Ma-
növer gehabt hätte. Da das Verfahren nur die realen Sensordaten nutzt, ist es unabhängig
von der Verfügbarkeit digitaler Karten des jeweiligen Streckenabschnitts. Dies ist von großem
Vorteil gegenüber der Verwendung digitaler Karten, da diese aktuell nicht ächendeckend in
der benötigten Genauigkeit verfügbar sind.
Die aus den Sensordaten erzeugten DrivingViews werden nach Feststellung einer Abweichung
zwischen menschlichen und HAF-Fahrmanövern für weitere tmess = 10 s berücksichtigt und
in ein globales, fahrzeugunabhängiges Koordinatensystem transformiert, sodass ein PELOPS-
Szenario generiert werden kann (vgl. Abschnitt 3.3). Aufgrund der nach unten begrenzten
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Abtastrate der Sensoren kann dieser Prozess nicht fehlerfrei durchgeführt werden. Beispiels-
weise wird die Spurkrümmung nur in einem Zyklus von ∆Tc = 20 ms ermittelt. Für diesen
Zeitraum wird daher die Spurkrümmung stets als konstant im Simulationsszenario angenom-
men, sodass dieses aus einer Verkettung von Streckenabschnitten mit konstanter Krümmung
besteht. Gleiches gilt für die Abtastung der aktuellen Geschwindigkeit des HAF-Fahrzeugs, mit
deren Hilfe der zurückgelegte Weg und somit auch die Streckenlänge ermittelt wird. Daher
kann (neben möglicher Einüsse von Messfehlern) die Szenarioerstellung bestenfalls so präzise
sein wie dies unter Berücksichtigung der Abtastfehler möglich ist, welche sich zudem über die
Zeit summieren.
Zum Zeitpunkt der Szenarioerstellung wird außerdem für jeden Fahrer, welcher sich innerhalb
des Messbereiches bendet, die Wunschgeschwindigkeit bestimmt. Gleichzeitig erfolgt die
Zuordnung des am besten passenden Spurwechselmodells, welche im folgenden Abschnitt 3.5
beschrieben ist.
3.5 Zuordnung von maschinell gelernten Fahrermodellen
Ein wichtiger Teil des Konzepts passives HAF ist die Simulation der dynamischen Anteile
eines Fahrszenarios. Um die Validität der Ergebnisse sicherzustellen werden vorab trainierte
Fahrermodelle den Fahrern des im Realverkehr beobachteten Szenarios zugeordnet. Dabei
werden alle von einem Fahrzeug erfassten Sensordaten sowie die im realen Szenario getroe-
nen Spurwechselentscheidungen gespeichert. Zur Erfüllung der in Abschnitt 3.3.2 genannten
Kriterien für die Auswahl des Spurwechselmodells werden mit diesen Daten für jedes vorab
trainierte und in die Simulation integrierte Modell die Abweichung zum realen Fahrverhalten
berechnet und das Modell mit dem geringsten Fehler dem Fahrer zugeordnet.
Hierzu werden die Sensordaten auf die gleiche Weise wie für das Training der Modelle erfor-
derlich aufbereitet. Daraufhin wird für jedes Spurwechselmodell MS der Fehler fS in jedem
Beobachtungszeitpunkt t berechnet. Dabei werden zunächst für jedes Modell MS die Wahr-
scheinlichkeiten PMS (t) für alle Spuren m zum Zeitpunkt t berechnet. Daraufhin wird die
Spur mi mit der höchsten vom Spurwechselmodell MS ausgegebenen Wahrscheinlichkeit
Pmi(t) = max (PMS (t)) bestimmt. Je nachdem, ob diese der vom Fahrer tatsächlich gefällten
Spurentscheidung mr entspricht, berechnet sich der Fehler fS :
fS(t) =
{
1− Pmi(t) für mi = mr
1 + Pmi(t) für mi 6= mr.
(3.8)
Der Fehler ist also umso kleiner, je näher die vom Spurwechselmodell ausgegebene Wahrschein-
lichkeit der beobachteten Aktion des Fahrers entspricht. Gleichzeitig wird in jedem Zeitschritt
der Fehlermittelwert fS berechnet, um anhand dessen das Modell MS mit dem geringsten







Da sich umgebende Fahrzeuge jeweils nur für einen begrenzten Zeitraum in der Nähe des
HAF-Fahrzeugs benden, wird dabei nicht berücksichtigt, dass sich das Fahrverhalten eines
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Fahrers während einer Fahrt ändern kann. Dies wäre über eine geringere Gewichtung von
weiter in der Vergangenheit liegenden Daten für die Berechnung des mittleren Fehlers um-
setzbar, wenn Fahrzeuge über einen längeren Zeitraum zu den umgebenden Fahrzeugen des
HAF-Fahrzeugs gehören. Dies beträfe insbesondere Länder mit Höchstgeschwindigkeit auf
Autobahnen, in welchen sich viele Fahrzeuge sehr gleichmäßig fortbewegen. Da die in dieser
Arbeit genutzten Daten im Gebiet der Bundesrepublik Deutschland gesammelt wurden und die
maximale Beobachtungsdauer von Fahrzeugen im einstelligen Minutenbereich lag, wird dieser
mögliche Einuss nicht berücksichtigt.
Der Gesamtprozess der Szenarioerstellung ist in Abbildung 3.6 dargestellt. Das reale Szenario
wird mit Hilfe der Sensorik erfasst, zur Verbesserung der Datenqualität vorverarbeitet (in der
Abbildung blau dargestellt) und an die Software-Komponente Simulation übertragen. Diese
besteht aus drei Unterkomponenten:
1. Der Umweltverwaltung, die aus den erhaltenen Daten ein Simulationsszenario erstellt
und den Fahrzeugen im Szenario passende Fahrermodelle zuordnet (in der Abbildung
gelb dargestellt).
2. Einer Implementierung der HAF-Fahrfunktion, die mit diesem Ansatz überprüft werden
soll (in der Abbildung rot dargestellt).
3. Dem Simulationsspeicher mit der Simulationsumgebung, die bei Abweichungen zwischen
Fahrer und HAF-Funktion gestartet wird und für tmess = 10 s den weiteren Verlauf des
Szenarios bei Umsetzung der Manöver der HAF-Funktion simuliert (in der Abbildung
grün dargestellt).
Die Ergebnisse der Simulation werden an einen Kritikalitätsalgorithmus übergeben, der jeden
Simulationsschritt auf Verletzung der Sicherheitskriterien überprüft (siehe Kapitel 5).
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Abbildung 3.6: Prozessablauf des passiven HAF
4 Maschinelles Lernen von Fahrermodellen
zur Simulation umgebender
Verkehrsteilnehmer
Im vorangegangenen Kapitel 3 wurde das Konzept des passiven HAF erklärt. Wichtiger Be-
standteil dieses Konzepts sind die individualisierten Fahrermodelle, die den Fahrern des realen
Szenarios zugeordnet und zur Simulation des ktiven HAF-Szenarios genutzt werden.
Die Modellierung der Fahrer im Rahmen dieses Konzepts erfolgt auf der Bahnführungsebene.
Zur Modellierung des Längsverhaltens wird das Wiedemann-Folgemodell verwendet. Eine
detailliertere Beschreibung des Modells und seiner konkreten Verwendung erfolgte in Ab-
schnitt 3.3.6 im Rahmen der Beschreibung der Simulationsumgebung. Zur Modellierung des
Spurwechselverhaltens werden in diesem Kapitel drei Methoden vorgestellt und Ansätze zur
Modellierung von Fahrern mit Hilfe dieser Methoden präsentiert, untersucht und verglichen.
4.1 Modellierung des Spurwechselverhaltens durch
maschinelles Lernen
Die Sollspur bzw. Wunschspur der Fahrer soll in dieser Arbeit durch maschinell gelernte
Spurwechselmodelle modelliert werden, um danach den, das HAF-Fahrzeug umgebenden,
Fahrzeugen das jeweils am besten passende zuzuordnen (vgl. Abschnitt 3.5). Hierbei wird das
Ziel verfolgt, die Manöverentscheidungen der Fahrer mit hoher Güte nachzubilden, um eine
hohe Validität der Simulation zu erreichen. Im Gegensatz zur Längsführung wird nicht auf
ein etabliertes, im Fall des Wiedemann-Modells deterministisches, Modell zurückgegrien.
Stattdessen werden in den folgenden drei Abschnitten unterschiedliche, probabilistische An-
sätze zur Modellierung der Spurwechselentscheidungen von Fahrern entwickelt und auf ihre
Eignung hin untersucht.
Als Eingangsgrößen für die maschinell zu trainierenden Modelle dienen dabei die von den
Sensoren des HAF-Fahrzeugs erfassten Daten. Ausgangs- bzw. Zielgrößen des Lernprozesses
sind die tatsächlich durchgeführten Spurwechsel. Die konkreten Eingangsgrößen sind dabei aus
Sicht des zu modellierenden Fahrers in Tabelle 4.1 aufgelistet. Die Nomenklatur zur Bezeichnung
des HAF-Fahrzeugs und der umgebenden Fahrzeuge ist in Abbildung 4.1 dargestellt. Dabei
wird das HAF-Fahrzeug mit S bezeichnet, S folgende Fahrzeuge mit F, vorausfahrende mit V.
Fahrzeuge auf einer Nachbarspur von S werden zusätzlich mit R für rechts bzw. L für links
gekennzeichnet.





Abbildung 4.1: Nomenklatur der Fahrzeuge
Bei den Eingangsdaten, die den umgebenden Verkehr betreen, werden die Fahrzeuge auf der
eigenen Spur des zu modellierenden Fahrers und auf den beiden benachbarten Spuren berück-
sichtigt, die sich direkt vor oder hinter diesem benden. Da sich die Qualität der Sensordaten mit
zunehmendem Abstand verschlechtert, werden die fahrdynamischen Größen der umgebenden
Fahrzeuge Abstand, Geschwindigkeit und Beschleunigung auf die in den Klammern stehenden
Bereiche beschränkt, welche sich in der praktischen Anwendung als Grenzen für noch nutzbare
Daten der gewählten Sensorkonguration erwiesen haben.
Tabelle 4.1: Eingangsgrößen des zu modellierenden Fahrers
Beschreibung Größe Einheit
Fahrzeuggeschwindigkeit vS m/s
Geschätzte Wunschgeschwindigkeit v̂wunsch m/s
Existenz von Nachbarspuren rechts (ι = R) und links (ι = L) elaneι -
Anzahl der Spuren zwischen aktueller und rechtester Spur kr -
Existenz von vorausfahrendem (κ = V ) und folgendem (κ = F )
Umgebungsverkehr auf der eigenen und auf Nachbarspuren eobjκ -
Abstand zu umgebenden Fahrzeugen dobjκ [0, 100.0]m
Geschwindigkeitsdierenz zu umgebenden Fahrzeugen vobjκ [0, 50.0]m/s
Beschleunigung umgebender Fahrzeuge aobjκ [−3.5, 2]m/s2
Krümmung der Spur cur 1/m
Maximale Krümmung der Spur curmax 1/m
Kehrwert der „time to collision“ zu umgebenden Fahrzeugen Tittc,κ [0, 0.25] 1/s
Kehrwert der Zeitlücke zu anderen Fahrzeugen Titgap,κ [0, 4.0] 1/s
Zum Training der Modelle werden die Trainingsdaten je nach Fahrverhalten mit den Labels
„Spurhalten“, „Spurwechsel Rechts“ oder „Spurwechsel Links“ versehen. Das Label Spurwechsel
links bzw. Spurwechsel rechts erhalten dabei die Daten, die bis zu tprep = 1,5 s vor einem
Spurwechsel aufgezeichnet wurden. Als Spurwechsel ist dabei der Zeitpunkt deniert, bei dem
der Mittelpunkt der vorderen Fahrzeugstoßstange die Spurlinie übertritt (vgl. Abbildung 4.2).
Alle anderen Daten erhalten das Label Spurhalten. Die Zeit tprep wurde nach der in [TGG
+
97]
und [LOW04, S. 9] ermittelten Mindestspurwechseldauer auf Autobahnen gewählt, da in diesem
Zeitraum sicher von einer Spurwechselentscheidung ausgegangen werden kann.




Abbildung 4.2: Trainingsdaten erhalten das Label Spurwechselwunsch ab tprep bis zur Überquerung der Spurmarkie-
rung für 1,5 s
Nachdem ein Spurwechsel beobachtet wurde ist seine Eintretenswahrscheinlichkeit, also die
a posteriori Wahrscheinlichkeit, P (Spurwechsel) = 1. Da die Fahrermodelle beim Einsatz
im Konzept passives HAF aufgrund der Eingangsdaten und nicht aufgrund der tatsächlich
beobachteten Spurwechsel entscheiden sollen, wie ein Fahrer sich in einem Zeitschritt verhält,
müssen sie a priori Wahrscheinlichkeiten für Spurwechsel ausgeben. Bevor ein Spurwechsel in
eine der beiden Richtungen beobachtet wurde, war dieser nur eine von drei Möglichkeiten mit
zunächst unbekannter Wahrscheinlichkeit. Um dies zu berücksichtigen und somit keine Labels
mit Wahrscheinlichkeiten zu erzeugen, bei denen ein Zustand die Wahrscheinlichkeit 1 und die
beiden anderen 0 annehmen, wird dem jeweils aktiven Label eine Mindestwahrscheinlichkeit
von γaktiv_ = 0, 8 zugewiesen. Dann wird eine Zufallszahl χ aus einer Gleichverteilung im
Interval [0, 0, 2] gezogen und zur Mindestwahrscheinlichkeit des aktiven Labels addiert. Die
verbleibende Dierenz zur Gesamtwahrscheinlichkeit von 1 wird auf die beiden inaktiven
Labels γinaktiv zu gleichen Teilen verteilt:





4.2 Modellierung mit Bayes’schen Netzen
Eine in dieser Arbeit untersuchte Möglichkeit der probabilistischen Modellierung von Spur-
wechselentscheidungen erfolgt mit Hilfe von Bayes’schen Netzen, welche bereits in [GBD15]
und [WMT
+
16] für die Prädiktion von Spurwechseln verwendet wurden.
Im Folgenden wird dargelegt, wie eine Modellierung von Spurwechselentscheidungen durch
Bayes’sche Netze möglich ist und ezient durchgeführt werden kann. Hierzu werden in Ab-
schnitt 4.2.1 zunächst die Eigenschaften der Netze vorgestellt und dargestellt, wie Bayes’sche
Netze in Markov-Netze und Cliquenbäume transformiert werden können. Anschließend wird
gezeigt, wie durch diese Transformation eine eziente Inferenz innerhalb der Netze möglich
ist. Inferenz bezeichnet dabei das logische Schlussfolgern aufgrund von gegebenen Wissen
und der Struktur einer Wahrscheinlichkeitsverteilung. Danach wird in Abschnitt 4.2.2 eine
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Netzstruktur für die Spurwechselmodellierung präsentiert. In Abschnitt 4.2.3 wird erläutert,
welche Anpassungen an den klassischen Bayes’schen Netzen notwendig sind, um sie für den
gewünschten Einsatzzweck nutzen zu können und wie in diesen erweiterten Bayes’schen
Netzen Inferenz (Abschnitt 4.2.4) und Training (Abschnitt 4.2.5) erfolgen kann.
4.2.1 Grundlagen
Mit Hilfe von Bayes’schen Netzen lassen sich Zusammenhänge zwischen Wahrscheinlichkeits-
verteilungen darstellen. Im folgenden Abschnitt werden die Eigenschaften von Bayes’schen
Netzen vorgestellt. Die Denitionen sind [KF09] entnommen. Die Beschreibung der Grundla-
gen erfolgt aufgrund der höheren Anschaulichkeit anhand von diskreten Bayes’schen Netzen,
also Netzen, in denen nur diskrete Wahrscheinlichkeitsverteilungen enthalten sind. Dabei
wird folgende Notation verwendet: Zufallsvariablen werden durch Großbuchstaben dargestellt;
Vektoren von Zufallsvariablen durch fettgedruckte Großbuchstaben. Wissen über eine Zufalls-
variablen wird durch Kleinbuchstaben dargestellt, Wissen über mehrere Zufallsvariablen durch
einen fettgedruckten Kleinbuchstaben.
Für die Modellierung von Fahrern werden hybride Bayes’sche Netze verwendet, die sowohl
diskrete als auch kontinuierliche Wahrscheinlichkeitsverteilungen enthalten.
4.2.1.1 Denition und Eigenschaften
Die Denition des Bayes’schen Netzes lautet nach [KF09, S. 57]:
Denition 4.1 Bayes’sches Netz
Ein Bayes’sches Netz B über die Zufallsvariablen X = {X1, X2, · · · , Xn} ist ein Tupel
〈G, θ〉 mit
• G: azyklischer Graph, dessen Knoten die Zufallsvariablen X repräsentieren und dessen
Kanten gerichtet sind.
• θ: bedingte Wahrscheinlichkeitsverteilungen θ mit θi = P (Xi|ElG(Xi))∀i mit ElG
als der Menge, die alle Elternknoten von Xi enthält.
• Elternknoten ElG(Xi) von Xi sind alle Knoten, die durch eine gerichtete Kante in
Richtung Xi mit Xi verbunden sind.
Anhand von Denition 4.1 lassen sich mit der Kettenregel nach [KF09, S. 62] alle Wahrschein-
lichkeitsverteilungen innerhalb des Netzes berechnen.
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Denition 4.2 Kettenregel
P (X1, · · · , Xn) =
∏
i P (Xi|ElG(Xi))
Eine Wahrscheinlichkeitsverteilung ist nach [KF09, S. 16] folgendermaßen deniert:
Denition 4.3 Wahrscheinlichkeitsverteilung
Eine Wahrscheinlichkeitsverteilung P über das Tupel 〈Ω, Z〉 ist eine Abbildung von Ereignis-
sen Z zu reelen Werten, die folgende Bedingungen erfüllt:
• P (a) ≥ 0∀a ∈ Z .
• P (Ω) = 1, mit Ω als Potenzmenge über alle Ereignisse.
• Wenn a, b ∈ Z und a ∩ b = ∅ dann ist P (a ∪ b) = P (a) + P (b).
Um hiermit die Wahrscheinlichkeit für eine konkrete Zustandskombination zu berechnen,
müssen die entsprechenden Wahrscheinlichkeitswerte der Zustände eingesetzt werden. Die
gemeinsame Wahrscheinlichkeitsverteilung ist dabei der Faktor, in dessen Umfang alle Zufalls-
variablen enthalten sind (vgl. Denition 4.4). Ein Faktor kann aber auch eine Untermenge aller
Variablen eines Bayes’schen Netzes umfassen. Die folgenden Denitionen sind [KF09, S. 104]
entnommen.
Denition 4.4 Faktor und Umfang des Faktors
Sei X eine Menge an Zufallsvariablen. Dann ist der Faktor φ(X) eine Funktion, die jede
Ausprägungen von X auf einen reelen Wert abbildet, Auspraegung(X)→ R. Ein Faktor ist
nicht-negativ, wenn alle seine Eingänge nicht-negativ sind. Die Menge an Variablen X ist der
Umfang des Faktors und wird als Umfang[φ] bezeichnet.
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Denition 4.5 Basisoperationen für Faktoren
Für Faktoren sind die folgenden Basisoperationen deniert:
• Das Produkt zweier Faktoren enthält die Umfänge beider Faktoren:
φ(A) ∗ φ(B) = φ(A,B).
• Durch einbringen vonWissen über eine Zufallsvariable des Faktors werden alle Zu-
standskombinationen aus dem Faktor entfernt, die mit diesem Wissen nicht vereinbar
sind: φ(A,B,C|A = a) = φ(a,B,C).
• Durch Summation über alle Zustände einer Zufallsvariablen kann diese aus einem
Faktor marginalisiert werden:
∑
A φ(A,B,C) = φ(B,C).
Mit Hilfe dieser Operationen lässt sich ein Bayes’sches Netz faktorisieren, d.h. in Faktoren
aufteilen (nach [KF09, S. 62]).
Denition 4.6 Faktorisieren
Sei G ein Bayes’sches Netz über die Zufallsvariablen X1, · · · , Xn. Eine Verteilung P über
den gleichen Umfang lässt sich nach G faktorisieren, wenn P als das Produkt
P (X1, · · · , Xn) = Πni=1P (Xi|ElG(Xi)) (4.3)
dargestellt werden kann.
Eine wichtige Eigenschaft von Bayes’schen Netzen ist es, voneinander abhängige und unab-
hängige Zufallsvariablen darzustellen. Dabei sind zwei Variablen voneinander abhängig, wenn
Wissen über eine Variable die Wahrscheinlichkeitsverteilung der anderen verändert. Es besteht
in diesem Fall ein „aktiver Pfad“ zwischen ihnen. Diese Abhängigkeit ist in Bayes’schen Netzen
immer symmetrisch und in den folgenden Fällen zwischen den Variablen X und Y gegeben:
• Direkte Verbindung: X → Y
• Indirekte Verbindung: X →W → Y
• gemeinsamer Grund W: X ←W → Y
Liegt Wissen für eine Zufallsvariable vor, so blockiert dies den aktiven Pfad zwischen den
Zufallsvariablen vor (Elternknoten) und nach (Kindsknoten) dieser Variable, sodass diese
unabhängig werden.
Keine Abhängigkeit liegt zunächst bei einem gemeinsamen Resultat W vor.
• V-Struktur: X →W ← Y
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Diese Struktur wird als V-Struktur bezeichnet. Dies ändert sich, wenn Wissen über die Zufalls-
variable W bekannt ist. Hierdurch wird der Pfad zwischen X und Y aktiv, sie werden abhängig
voneinander.
Die Wahrscheinlichkeiten P lassen sich nach dem Graphen G in Faktoren aufteilen. Aufgrund
der oben beschriebenen Abhängigkeiten ist jeder Knoten unabhängig von allen Knoten, die nicht
seine Nachkommen sind, wenn seine Elternknoten gegeben sind. Daher stellt ein Bayes’sches
Netz eine Unabhängigkeitsabbildung einer Wahrscheinlichkeitsverteilung dar [KF09, S. 60f]:
Denition 4.7 Unabhängigkeitsabbildung
Sei P eine Verteilung über X . Sei I(P ) die Menge der Unabhängigkeitsannahmen der Art
(X⊥Y |Z), die in P gelten. Wenn P alle Unabhängigkeiten des Graphen G einhält, dann
ist G eine Unabhängigkeitsabbildung von P . P kann aber auch weitere Unabhängigkeiten
enthalten, die nicht in G dargestellt sind. Dann ist I(G) ⊂ I(P ).
Denition 4.8 Minimale Unabhängigkeitsabbildung
Ein Graph G ist eine minimale Unabhängigkeitsabbildung für eine Menge an Unabhängig-
keiten I, wenn
• er eine Unabhängigkeitsabbildung von I gemäß Denition 4.7 ist.
• keine Kante vonG entfernt werden kann, ohne dassG keine Unabhängigkeitsabbildung
von I mehr ist.
Dann gilt (Beweis siehe [KF09, S. 62]):
Satz 4.1 Faktorisierung von P
SeiG ein Bayes’sches Netz von einerMenge von ZufallsvariablenX und seiP eine gemeinsame
Wahrscheinlichkeitsverteilung über die gleiche Menge. Wenn G eine Unabhängigkeitsabbil-
dung von P ist, dann lässt sich P wie G faktorisieren.
Die Funktionsweise von Bayes’schen Netzen wird im folgenden Beispiel illustriert.
Beispiel 4.1 Bayes’sches Netz für Ankunftszeit eines Fahrers
Ein Fahrer führt in Abhängigkeit von der Verkehrslage (V ) und ob er es eilig hat (E) einen
Spurwechsel (SW ) auf eine vermeintlich schnellere Spur (SS) durch. Abhängig von der Spur-
wechselentscheidung und ob die andere Spur tatsächlich schneller ist, hat er eine frühere oder
spätere Ankunftszeit (A) als geplant. Diese Abhängigkeiten lassen sich als Bayes’sches Netz
modellieren, welches in Abbildung 4.3 dargestellt ist.
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Abbildung 4.3: Beispielhaftes Bayes’sches Netz
Am Beispiel des Fahrers wird deutlich, dass anhand der Denitionen 4.1, 4.2 und 4.3 die
Wahrscheinlichkeiten aller Zustandskombinationen berechnet werden können. Die aus der
Kettenregel resultierende gemeinsame Wahrscheinlichkeitsverteilung für das Beispiel lautet:
P (V,E, SS, SW,A) = P (V ) ∗ P (E) ∗ P (SS|V ) ∗ P (SW |V,E) ∗ P (A|SS, SW ) (4.4)
Aus Gleichung (4.4) folgt, dass sich die Variablen gemäß dem in Abbildung 4.3 dargestellten
Graph faktorisieren lassen, G also eine Unabhängigkeitsabbildung nach Denition 4.7 ist.
Die Eigenschaft des aktiven Pfads ist ebenfalls im Beispielnetz dargestellt. Ohne weiteres Wissen
sind die Variablen V und E unabhängig voneinander, das Verkehrsaufkommen hat keinen
Einuss darauf, ob der Fahrer es eilig hat. Ist aber bekannt, dass der Fahrer einen Spurwechsel
durchgeführt hat und es voll war, ist die Wahrscheinlichkeit höher, dass der Fahrer es eilig hatte
und die Spur wechselte, um möglichst früh am Ziel anzukommen.
4.2.1.2 Analogie zu Markov-Netzen und Cliquenbäumen
Neben Bayes’schen Netzen lassen sich probabilistische Verteilungen und ein Teil ihrer Unab-
hängigkeiten auch mit Markov-Netzen darstellen. Im Folgenden wird erklärt, wie eine eziente
Inferenz in Bayes’schen Netzen möglich ist. Hierzu werden sie in Markov-Netze transfor-
miert. Diese werden zur Konstruktion von Cliquenbäumen genutzt, die den Einsatz ezienter
Inferenz-Algorithmen erlauben.
Zunächst erfolgt die Denition der Markov-Netze als Gibbs-Verteilung nach [KF09, S. 108].
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Denition 4.9 Gibbs-Verteilung
Eine Verteilung PΦ ist eine Gibbs-Verteilung, die durch eine Menge von Faktoren Φ =
φ1(D1), · · · , φk(Dk) parametrisiert wird, wenn sie folgende Form aufweist:
• PΦ(X1, · · · , Xn) = 1Z P̃Φ(X1, · · · , Xn).




X1,··· ,Xn P̃Φ(X1, · · · , Xn) als Normalisierungskonstante bzw. Zustands-
summe.
Markov-Netze gemäß obenstehender Denition sind Graphen mit ungerichteten Kanten, in
denen auch Zyklen möglich sind. Faktoren sind nicht normalisiert sondern müssen durch die
Zustandssumme normalisiert werden. Auch Bayes’sche Netze lassen sich als Gibbs-Verteilung
abbilden ([KF09, S.134], Beweis ebd.):
Lemma 4.1 Bayes’sches Netz als Gibbs-Verteilung
Sei B ein Bayes’sches Netz über X und E = e bekanntes Wissen über Zustände von X.
Sei Q = X − E. Dann ist PB(Q|e) eine Gibbs-Verteilung deniert durch die Faktoren
Φ = {φXi}Xi∈X mit φXi = PB(Xi|ElXi)[E = e]. Die Zustandssumme dieser Gibbs-
Verteilung ist die Wahrscheinlichkeit für das Eintreten des beobachteten Wissens P (e).
Die Transformation eines Bayes’schen Netzes in ein Markov-Netz erfolgt durch „Moralisieren“.
Dabei werden zum einen alle gerichteten Kanten durch ungerichtete Kanten ersetzt, zum
anderen alle Elternknoten eines Kindknotens durch ungerichtete Kanten verbunden. Nach dem
Moralisieren gelten folgende Aussagen (aus [KF09, S. 135], Beweis ebd.):
Korollar 4.1 Moralisierte Bayes’schen Netz als minimale Unabhängigkeits-
abbildung
Ein moralisiertes Bayes’sches Netz M(G) ist eine minimale Unabhängigkeitsabbildung des
Bayes’schen Netzes G.
Satz 4.2 Moralisches Bayes’schen Netz als perfekte Unabhängigkeitsabbildung
Wenn das Bayes’sche Netz G moralisch ist (d.h. alle Knoten mit gemeinsamen Nachkommen
sind durch Kanten untereinander verbunden), dann ist der moralisierte Graph M(G) eine
perfekte Unabhängigkeitsabbildung von G.
Anzumerken ist, dass durch das Moralisieren von Bayes’schen Netzen aus V-Strukturen re-
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sultierende Unabhängigkeiten verloren gehen. Daher entsteht nur bei bereits moralischen
Bayes’schen Netzen auch eine perfekte Unabhängigkeitsabbildung, bei Netzen mit V-Strukturen
jedoch nur eine minimale.
Eine Sonderform von Markov-Netzen sind triangulierte oder chordale Graphen, die Vorrausset-
zung für eine eziente Inferenz sind. Nach [KF09, S.139] gilt die folgende Denition:
Denition 4.10 Triangulierter Graph
Ein Graph ist trianguliert, wenn keine zyklische Verbindung im Graphen mit mehr als drei
Kanten existiert, ohne dass eine kürzere Verbindung existierte.
Hierdurch existieren innerhalb des Markov-Netzes vollverbundene Subgraphen, die sich zu
Cliquen zusammenfassen lassen, welche es wiederum erlauben, das gesamte Netz in einem
Cliquenbaum darzustellen. Cliquen und Cliquenbäume sind nach [KF09, S. 35 und S. 140] wie
folgt deniert:
Denition 4.11 Clique
Jeder vollverbundene Subgraph maximaler Größe ist eine Clique C .
Denition 4.12 Cliquenbaum
Ein Baum T ist ein Cliquenbaum für ein Markov-NetzH, wenn
• jeder Knoten zu einer Clique inH gehört, und jede Clique inH ein Knoten in T ist.
• jedes Trennglied Sepi,j den Cliquenbaum in drei Untermengen teilt:
Die Seite vor dem Trennglied W{<(i,j)} − Sepi,j , die Seite nach dem Trennglied
W{>(i,j)} − Sepi,j und das Trennglied Sepi,j selbst.
Existiert nach dem Moralisieren des Bayes’schen Netzes noch kein triangulierter Graph, kann
dieser durch Einfügen von zusätzlichen Kanten erzeugt werden. Zur Bestimmung der notwen-
digen zusätzlichen Kanten wird Knoten für Knoten des Graphen entfernt, und alle vormals
mit dem entfernten Knoten verbundenen Knoten miteinander verbunden. Mit jeder hierdurch
entstehenden zusätzlichen Kante gehen allerdings Unabhängigkeitsannahmen über die Zufalls-
variablen im Graphen verloren. Ziel der Triangulation ist es daher, durch die Reihenfolge der
Elimination der Knoten im Graphen Cliquen minimaler Größe zu erzeugen.
Durch vollständige Induktion kann gezeigt werden, dass es zu jedem ungerichteten trian-
gulierten Graphen H einen Cliquenbaum T gibt (siehe [KF09, S. 140]). Die Vorteile eines
Cliquenbaums für die Inferenz in einem Bayes’schen Netz werden im folgenden Abschnitt
4.2.1.3 dargelegt. Moralisieren und Cliquenbildung werden im folgenden Beispiel verdeutlicht.
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Beispiel 4.2 Moralisiertes Beispielnetz und Cliquenbaum
Das moralisierte Beispielnetz aus Abbildung 4.3 ist in Abbildung 4.4 dargestellt. Zu erkennen




Abbildung 4.4: Markov-Netz nach Moralisierung des Beispielnetzes aus Abbildung 4.3. Die gestrichelten Kanten
wurden aufgrund der Moralisierung hinzugefügt






Abbildung 4.5: Cliquenbaum mit Cliquen (Oval) und Trenngliedern (Quadratisch)
4.2.1.3 Training und Inferenz
Das Hauptziel von Wahrscheinlichkeitsnetzen ist es, die Wahrscheinlichkeit einer Variablen
X bei gegebenen anderen Variablen Y und Wissen E = e zu berechnen, px = P (X|Y, e).
Im Allgemeinen ist es NP-Schwer, die gesuchte Wahrscheinlichkeitsverteilung zu bestimmen.
Ohne Berücksichtigung der im Netz vorhandenen Unabhängigkeiten müssen zunächst die
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Wahrscheinlichkeiten für alle Zustandskombinationen der Zufallsvariablen berechnet und alle
mit dem Wissen e inkompatiblen entfernt werden. Danach müssen alle Variablen außer der
gesuchten X marginalisiert werden, indem die verbliebenen Zustandskombinationen addiert
werden. Am Ende erfolgt die Renormalisierung auf eine Gesamtwahrscheinlichkeit von 1.
Durch Wahl einer geschickten Reihenfolge der Summation von Zustandskombinationen unter
Nutzung der Unabhängigkeiten kann die Anzahl der erforderlichen Berechnungen deutlich
reduziert werden. Hierzu kann das Verfahren der Variablenelimination verwendet werden
[KF09, S. 299]. Bei diesem werden einzelne Zufallsvariablen eliminiert, indem über die sie
enthaltenen Faktoren summiert wird. Allgemein gilt nach [KF09, S. 299]:
Lemma 4.2 Variablenelimination
Sei X eine Menge von Variablen und sei Φ eine Menge von Faktoren, sodass für jedes φ ∈ Φ,
Umfang[φ] ⊆ X. Sei Y ⊆ X eine Menge von gesuchten Variablen, und Q = X−Y. Für
jede ReihenfolgeR von X erhält man durch die Variablenelimination VE(Φ,Q,R) einen





Der Ezienzgewinn soll an einem Beispiel aus [KF09, S. 293] verdeutlich werden.
Beispiel 4.3 Variablenelimination bei einer Kette von Zufallsvariablen
Gegeben sei eine Kette von Zufallsvariablen X1 → X2 → · · · → Xn mit jeweils o Zuständen
pro Variable. Die Wahrscheinlichkeitsverteilung P (Xi+1) des nächsten Kettenglieds Xi+1




P (Xi+1|xi)P (xi) (4.5)
Die Komplexität jedes einzelnen Schrittes ist O(o2), da jede Variable o Zustände hat und für
jede Kombination zweier Zustände die resultierende Wahrscheinlichkeit berechnet werden muss.
Versuchte man nun, die Wahrscheinlichkeitsverteilung über Xn in einem Schritt zu berechnen,
ergäben sich bei n Variablen on Kombinationen, die Lösung wäre der OrdnungO(on). Wird die
Variablenelimination andererseits nacheinander für jeweils die Kombination zweier Variablen
durchgeführt, reduziert sich das allgemein NP-schwere Problem zu einem Problem der Ordnung
O(n(o2)).
Die Schwierigkeit bei Anwendung der Variablenelimination besteht darin, eine eziente
Eliminationsreihenfolge zu nden. Hierzu können Cliquenbäume nach Denition 4.12 genutzt
werden. Faktoren, über die summiert werden kann, können über Cliquen im induzierten
Graphen des zugehörigen Bayes’schen Netzes ermittelt werden. Die Denition von induzierten
Graphen lautet nach [KF09, S. 308]:
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Denition 4.13 Induzierter Graph
Sei Φ eine Menge von Faktoren über X = X1, X2, · · · , Xn und sei R eine Eliminations-
Reihenfolge für eine Untermenge Y ⊆ X. Der induzierte Graph IΦ,R ist ein ungerichteter
Graph über X, bei demXi undXj über eine Kante verbunden sind, falls sie gemeinsam in ei-
nem Zwischenfaktor ψ auftrete, der vom Variableneliminations-Algorithmus bei Verwendung
der EliminationsreihenfolgeR generiert wurde.
Der Zusammenhang von Variablenelimination und Cliquen innerhalb eines induzierten Gra-
phen wird über das folgende Theorem hergestellt (aus [KF09, S. 309], Beweis ebd.):
Satz 4.3 Zusammenhang zwischen Faktoren und Cliquen
Sei IΦ,R der induzierte Graph einer Menge von Faktoren Φ und seiR eine Eliminationsrei-
henfolge. Dann gilt:
1. Der Umfang jedes Faktors, der während des Variableneliminations-Prozesses entsteht,
ist eine Clique in IΦ,R.
2. Jede Clique in IΦ,R ist der Umfang eines Zwischenfaktors während der Variablen-
elimination.
Aufgrund dieses Zusammenhangs kann die Suche nach der optimalen Eliminations-Reihenfolge
R für die Zufallsvariablen umformuliert werden in die Suche nach der Triangulation eines
Markov-Netzes H , bei der die größte Clique so klein wie möglich ist. Dies wiederum hängt von
der Reihenfolge der Eliminierung der Knoten des Markov-Netzes im Zuge der Triangulation ab.
Die optimale Reihenfolge zu nden, ist ebenso wie bei der Variablenelimination NP-schwer
([KF09, S. 374]). Als heuristisches Verfahren kann jedoch immer der Knoten des Netzes entfernt
werden, bei dem die wenigsten zusätzlichen Kanten eingefügt werden müssen.
Die Cliquen bilden dabei genau die Faktoren ab, über die summiert wird, und im Umfang der
Trennglieder fehlen genau die Variablen, die bei der Variablenelimination entfernt wurden.
Auf diese Weise können die zu eliminierenden Variablen und dazugehörigen Faktoren ezient
bestimmt werden, um die Wahrscheinlichkeitsverteilung einer gesuchten Zufallsvariablen zu
ermitteln. Im folgenden Beispiel wird dargestellt, wie der Cliquenbaum aus Beispiel 4.2 für die
Bestimmung einer ezienten Eliminationsreihenfolge genutzt werden kann:
Beispiel 4.4 Variablenelimination im Beispielnetz
Ohne Wissen um die Unabhängigkeiten im Netz des Fahrers aus Beispiel 4.1 lautete die
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P (v) ∗ P (e) ∗ P (ss|v) ∗ P (sw|v, e) ∗ P (P |ss, sw) (4.7)
Wird stattdessen die Reihenfolge der Variablenelimination anhand des Cliquenbaums aus







P (v) ∗ P (ss|v)
∑
e
P (e) ∗ P (sw|v, e) (4.8)
Dabei handelt es sich bei dem Produkt der Zufallsvariablen, über die summiert wird, jeweils
um Faktoren. Die Summation ist also gleichbedeutend mit der Marginalisierung von Variablen
aus einem Faktor.
Der Cliquenbaum bietet einen weiteren Vorteil gegenüber der normalen Variablenelimination.
Während bei letzterer die komplette Elimination für jede gesuchte Variable neu durchgeführt
werden muss, erlaubt die Inferenz mit Hilfe des Cliquenbaums, während der Inferenz für eine
Variable erzeugte Informationen zu speichern und für weitere Abfragen zu nutzen. Dies gelingt
mit dem sogenannten Cliquenbaum-Algorithmus. Für die Anwendung dieses Algorithmus muss
der Cliquenbaum die Eigenschaften „Familienerhaltung“ und „Fortlaufende Überschneidung“
besitzen. Ihre Denition nach [KF09, S. 346f] lautet:
Denition 4.14 Familienerhaltung
Familienerhaltung: Jeder Faktor φ ∈ Φ muss mit einer Clique Ci verbunden sein, sodass der
Umfang von φ ⊆ Ci ist. Jede Kante zwischen zwei Cliquen Ci und Cj ist die Schnittmenge
bzw. das Trennglied Sepi,j ⊆ Ci ∩ Cj .
Denition 4.15 Fortlaufende Überschneidung
Für jede Variable X muss gelten: wenn X ∈ Ci und X ∈ Cj , dann ist X auch in jeder
Clique auf dem eindeutigen Pfad zwischen Ci und Cj .
Im Cliquenbaum-Algorithmus werden die Faktoren der Trennglieder berechnet, indem an ei-
nem Ende des Cliquenbaums startend alle nicht im jeweiligen Trennglied enthaltenen Variablen
eliminiert und das Trennglied dann mit der jeweils nächsten Clique multipliziert wird. Da
hierdurch die Informationen einer Clique in die folgenden Cliquen eingebracht werden, wird
dieser Algorithmus auch Nachrichtenweiterleitung genannt. Eine Nachricht zwischen zwei
Cliquen Ci und Cj wird durch ihr Trennglied Sepi,jrepräsentiert, dass alle Informationen aus
den vorhergegangen Cliquen enthält: Ci 
 Sepi,j 
 Cj .
Eine Clique sendet eine Nachricht an eine mit ihr verbundene Clique, sobald sie von allen
4.2 Modellierung mit Bayes’schen Netzen 61
anderen mit ihr verbundenen Cliquen Nachrichten erhalten hat. Auf diese Weise konvergie-
ren alle Trennglieder nach einem Durchlauf, also nachdem alle Nachrichten einmal von den
Start-Cliquen bis zu der End-Clique und zurück geschickt wurden. Der Cliquenbaum ist dann
„kalibriert“.
Um aus einem kalibrierten Cliquenbaum die Wahrscheinlichkeitsverteilung einer gesuchten
Zufallsvariable zu ermitteln genügt nun eine Clique, die diese Variable enthält. Aus dieser
müssen alle nicht gesuchten Variablen marginalisiert und die Clique danach normalisiert
werden. Die Ezienz dieses Algorithmus beruht darauf, dass zur vollständigen Kalibrierung
bei insgesamt n Cliquen nur 2(n − 1) Nachrichten geschickt werden müssen. Es wird also
nur die doppelte Anzahl an Rechenschritten benötigt wie für einen einfachen Durchlauf des
Variableneliminations-Algorithmus.
Auch Wissen kann in eine Clique eingebracht und mit Hilfe des Cliquenbaum-Algorithmus
an die Cliquen mit den gesuchten Variablen weiterverteilt werden. Nachteilig auf den Be-
rechnungsaufwand gegenüber einfacher Variablenelimination kann sich die Forderung nach
der Eigenschaft der fortlaufenden Überschneidung auswirken. Hierdurch sind Cliquen und
damit zu marginalisierende Faktoren und die Trennglieder zwischen ihnen je nach Struktur
des ursprünglichen Netzes unter Umständen größer, als für die Bestimmung einer Variable
erforderlich.
4.2.2 Modellierung von Spurwechselentscheidungen
Das Training und die Anwendung von Fahrermodellen zur Simulation von Spurwechselmanö-
vern beruhen auf Umgebungsdaten, die von der Fahrzeugsensorik erfasst wurden. Diese sind
durch ihre Verfügbarkeit, Reichweite und fehlerhafte Detektionen eingeschränkt. Das für die
Fahrermodellierung vorgeschlagene Bayes’sche Netz nutzt daher die in Tabelle 4.1 aufgelisteten
Eingangsdaten.
Durch diese Daten steht in jedem Zeitschritt Wissen über die zugehörigen Sensor-Zufallsvaria-
blen des Netzes zur Verfügung. Diese bilden damit gewissermaßen die Eingangsschicht des
Bayes’schen Netzes. Sie sind über Kanten mit einer Zwischenschicht verbunden, in der die in
Tabelle 4.2 aufgelisteten Bewertungskriterien für jede Spur abgebildet werden. Diese wiederum
sind pro Spur mit einem Knoten verbunden, welcher die Gesamtzufriedenheit mit der Spur
abbildet. Diese Spur-Gesamtzufriedenheitsknoten sind mit dem nalen Knoten des Netzes
verbunden, der die drei Zustände Spurwechsel Rechts, Spurwechsel Links und Spurhalten
enthält. Die Zufallsvariablen, die durch die Knoten der Zwischen- und Endschichten dargestellt
werden, sind in Tabelle 4.2 aufgelistet.
Die Modellierung des Spurwechsels ist an die Modellierung in der Verkehrssimulation PE-
LOPS (vgl. Abschnitt 3.3.6.2) angelehnt. Anstatt deterministischer Faktoren werden jedoch
Zufallsvariablen genutzt.
Die für die Modellierung der Spurwechselentscheidung vorgeschlagene Netzstruktur ist in
Abbildung 4.6 dargestellt.
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Tabelle 4.2: Zufallsvariablen mit Einuss auf die Spurwechselentscheidung
Variable Beschreibung
vred Wunschgeschwindigkeit des zu simulierenden Fahrers reduziert um Informa-
tionen aus der Straßentopologie, die zu Geschwindigkeitsreduktion führen
cpre Zufriedenheit mit vorausfahrendem Fahrzeug
csuc Zufriedenheit mit folgendem Fahrzeug
ckr Zufriedenheit mit Abweichung vom Rechtsfahrgebot
vlaneexp Erwartete allgemeine Geschwindigkeit in der Spur
vexp Erwartete eigene Geschwindigkeit in der Spur
ssuf Hinreichender Geschwindigkeitsunterschied der Spur zur rechten Spur
cvel Zufriedenheit mit durchschnittlicher Geschwindigkeit der Spur
c Gesamtzufriedenheit mit eigener Spur
cR, cL Gesamtzufriedenheit mit rechter und linker Nachbarspur
LCI Spurwechselentscheidung
Die Eingänge der Knoten cR und cL sind äquivalent zu denen von c und daher nicht abgebildet.
Knoten am Anfang des Netzes, welche die in Tabelle 4.1 aufgelisteten Sensordaten abbilden,
sind in Gruppen wie folgt zusammengefasst:
f cpre = {Tittc,V1 Tittc,V2 Titgap,V1 e
lane
0 }, (4.9)






















































fvred = {cur curmax vwunsch}. (4.14)
Im in Abbildung 4.6 dargestellten Netz zur Spurwechselmodellierung werden unterschiedliche
Darstellungsarten für die Knoten verwendet. Im Fall von rechteckigen Knoten handelt es sich
um Knoten mit diskreten Zustandsvariablen, bei runden Knoten um solche mit kontinuierlichen
Zufallsvariablen. Die in Gruppen zusammengefassten Eingangsknoten des Netzes beinhalten
sowohl kontinuierliche als auch diskrete Zufallsvariablen und sind als Hexagon dargestellt.
In der bisherigen Beschreibung der Bayes’schen Netze wurden stets diskrete Knoten mit einer
begrenzten Anzahl an Zuständen vorausgesetzt. Dies hat im Fall von kontinuierlichen Daten
wie z. B. Geschwindigkeit oder Abstand den Nachteil, dass eine feine Diskretisierung gewählt
werden müsste um Unterschiede hinreichend genau abbilden zu können. Dies würde zu sehr
vielen Zuständen führen und Inferenz im Netz aufgrund des erhöhten Berechnungsaufwands
erschweren.
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Abbildung 4.6: Bayes’sches Netz zur Spurwechselmodellierung. Die Knoten im gestrichelten Kasten gelten für die
Spurzufriedenheit der Egospur c. Sie existieren in äquivalenter Form für die Spurzufriedenheiten der
linken und rechten Spur, cl1 und cr1, wurden aber der Übersichtlichkeit halber nicht mit dargestellt
Statt diskreten Knoten können auch kontinuierliche Knoten in Bayes’schen Netzen mit wenigen
Einschränkungen auf gleiche Weise verwendet werden, um den oben beschriebenen Nachteil
zu vermeiden. Die für die Nutzung des für die Spurwechselmodellierung vorgeschlagenen
Bayes’schen Netzes notwendigen Anpassungen werden im folgenden Abschnitt erläutert. Die
grundlegenden Beschreibungen basieren dabei auf [KF09], die notwendigen Anpassungen
für die Nutzung von diskreten Knoten mit kontinuierlichen Elternknoten auf [LSK01] und
[Ler02].
4.2.3 Hybride Bayes’sche Netze
Knoten in hybriden Bayes’schen Netzen können sowohl diskrete als auch kontinuierliche Wahr-
scheinlichtkeitsverteilungen enthalten. Abhängig davon, welche Eltern- und Kindknoten ein
Knoten hat, sind verschiedene Repräsentationsformen für die Wahrscheinlichkeitsverteilungen
eines Knotens im hybriden Bayes’schen Netz geeignet.
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4.2.3.1 Wahrscheinlichkeitsverteilungen
Wahrscheinlichkeitsverteilungen sind die fundamentalen Komponenten von probabilistischen
Modellen wie z. B. Bayes’schen Netzen oder Markov-Netzen. Sie geben die Wahrscheinlichkeit
für einen durch die Verteilung abgebildeten Zustand oder Wert an. Alle in dieser Arbeit genutz-
ten Wahrscheinlichkeitsverteilungen sind in Abhängigkeit ihrer Elternknoten in Tabelle 4.3
aufgelistet.
Tabelle 4.3: Wahrscheinlichkeitsverteilungen abhängig von den Verteilungen ihrer Elternknoten. LG: lineare Gaus-
sverteilung. CLG: Conditional Linear Gaussian
Knoten/Elternknoten Diskret Kontinuierlich Diskret und Kontinuierlich
Diskret Tabelle Softmax Softmax
Kontinuierlich CLG LG CLG
Im Fall von diskreten Verteilungen wird üblicherweise die Wahrscheinlichkeitstabelle ver-
wendet, welche eine Wahrscheinlichkeit pq für jeden Zustand q einer Zufallsvariable Q an-
gibt:
P (Q = q) = pq (4.15)
Diskrete Verteilungen können beispielsweise genutzt werden, wenn diskrete Variablen wie die
Existenz eines Fahrzeugs probabilistisch angegeben werden soll.
Kontinuierliche Verteilungen werden i.d.R. als lineare Gaußverteilung modelliert, durch
die eine Wahrscheinlichkeitsdichte für jeden Wert υ der Zufallsvariable Υ in Abhängigkeit des
Mittelwerts µ und der Standardabweichung σ angegeben werden kann:










Im Gegensatz zur Summation bei diskreten Verteilungen wird eine kontinuierliche Variable
durch Integration marginalisiert. Kontinuierliche Verteilungen können für kontinuierliche
Variablen wie beispielsweise dem Abstand zu einem anderen Fahrzeug genutzt werden.
Kontinuierliche Verteilungen mit diskreten und kontinuierlichen Elternknoten kön-
nen als Wahrscheinlichkeitstabelle von Normalverteilungen repräsentiert werden, im engli-
schen „Conditional Linear Gaussian“ (CLG) genannt. Sie können je nach vorzunehmenden
Rechenoperationen entweder in Momentenform wie in Gleichung 4.17 oder in kanonischer
Form (Gleichung 4.18) dargestellt werden. Die Wahrscheinlichkeiten der Normalverteilungen
werden durch die Gewichtsmatrix W q repräsentiert.







(υ −W qξ − µq)TΣ−1q (υ −W qξ − µq)
)
(4.17)
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mit d = dim(υ), ξ als Eingangsvektor der kontinuierlichen Elternknoten Ξ, der durch die
GewichtsmatrixW q gewichtet wird und q als Zustandskombination der diskreten Elternknoten
Q. Die Darstellung in kanonischer Form lautet:




(υ −W qξ)TKq(υ −W qξ) + hTq (υ −W qξ) + gq
)
(4.18)
mit Kq = Σ
−1
q , hq = Σ
−1













Marginalisierung von diskreten Zuständen aus CLGs erfolgt, indem die zu den zu marginali-
sierenden Zuständen gehörenden Gauß-Verteilungen zu einer Verteilung kollabiert werden.











wi(µi − µ)(µi − µ)T (4.20)
Dabei sind die Summengewichte wi die Wahrscheinlichkeiten P (Q = q) der einzelnen Zu-
stände der diskreten Zufallsvariablen Q, die marginalisiert werden sollen. Eine beispielhafte
Darstellung dieses Vorgangs ndet sich in Abbildung 4.7.
DiskreteWahrscheinlichkeitsverteilungenmit diskretenundkontinuierlichenElternk-
noten können mit Hilfe der Softmax-Funktion beschrieben werden. Diese Funktion gibt einen
Wahrscheinlichkeitswert für einen ihrer diskreten Zustände A = a zurück. Dieser hängt vom
kontinuierlichen Eingangsvektors ξ ab, der mit einem vom Zustand der diskreten Elternknoten
Q = q abhängigen Gewichtsvektor wi,q multipliziert wird (i ∈ A):






4.2.4 Inferenz in hybriden Netzen
Gegenüber der im ersten Teil des Abschnitts beschriebenen Inferenz für diskrete Bayes’sche
Netze besteht der Hauptunterschied der Inferenz in hybriden Netzen darin, dass Wahrschein-
lichkeitswerte von Knoten, deren Wahrscheinlichkeitsverteilung durch eine Softmax-Funktion
gegeben ist, nur für explizite Werte ihrer kontinuierlichen Elternknoten berechnet werden
können. Eine Berechnung ist nicht möglich, wenn kein Wissen oder nur Wissen über Mittelwert
und Standardabweichung dieser Elternknoten vorliegt.
Grund hierfür ist, dass keine gemeinsame Wahrscheinlichkeitsverteilung existiert, durch die
ein Faktor dargestellt werden kann, der sowohl die kontinuierliche Verteilung als auch die
Softmax-Funktion enthält - im Gegensatz z.B. zum Fall eines kontinuierlichen Knotens mit
diskreten Elternknoten, der durch die CLG-Verteilung repräsentiert werden kann.
Daher kann Inferenz für einen Softmax-Knoten, der eine Spurwechselentscheidung modelliert,
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Abbildung 4.7: Beispielabbildung für das Kollabieren von zwei linearen Gaussverteilungen auf eine. Grak mit
µ1 = −2, σ1 = 1, µ2 = 2, σ2 = 2, w1/2 = 0.5
mit dem bisherigen Cliquenbaum-Algorithmus nicht durchgeführt werden. Die notwendigen
Änderungen und Erweiterungen des Cliquenbaum-Algorithmus wurden erstmals in [LSK01]
und [Ler02] veröentlicht und bestehen aus den Schritten „Aufbau des Cliquenbaums“, „In-
itialisierung der Cliquen“, „Erste Kalibrierung“, „Einfügen der Softmax-Knoten“ und „Zweite
Kalibrierung“. Diese werden im Folgenden dargelegt.
4.2.4.1 Aufbau des Cliquenbaums
Aufgrund der hybriden Struktur muss neben der Anzahl der hinzuzufügenden Kanten (vgl.
Abschnitt 4.2.1.3) bei der Eliminationsreihenfolge ein weiteres Kriterium beachtet werden:
Bei der Marginalisierung von diskreten Zufallsvariablen aus Cliquen mit diskreten und konti-
nuierlichen Variablen, repräsentiert durch ein CLG, entsteht ein Informationsverlust. Dieser
resultiert aus dem Kollabieren der Normalverteilungen verschiedener diskreter Zustände zu
einer gemeinsamen Normalverteilung. Bei diesem Vorgang können wie weiter oben beschrieben
nur Mittelwert und Varianz exakt berechnet werden. Um die in dieser Approximation begrün-
dete Ungenauigkeit nicht im Zuge der Kalibrierung auf die folgenden Cliquen zu übertragen,
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wird die Marginalisierung von diskreten Knoten erst am Ende des Cliquenbaums durchgeführt.
Dieser letzte Knoten des Cliquenbaums heißt dann „starke Wurzel“ [LSK01], da er alle diskreten
Zustände des Cliquenbaums bzw. des transformierten Bayes’schen Netzes enthält.
Hierfür ist es erforderlich die Eliminationsreihenfolge so zu wählen, dass alle kontinuierlichen
Knoten entfernt werden, bevor der erste diskrete Knoten eliminiert wird.
4.2.4.2 Initialisierung der Cliquen
Nachdem der Cliquenbaum mit seinen Knoten und Trenngliedern aufgebaut wurde, wird
eventuell vorhandenes Wissen in die Zufallsvariablen eingebracht, indem mit dem Wissen
inkompatible Zustände entfernt werden. Im Fall der Spurwechselmodellierung liegt Wissen in
erster Linie in Form der Sensordaten vor. Im Trainingsfall mit Realdaten ist auch die Ausprägung
der Spurwechsel-Variable LCI bekannt. Beim Training mit Simulationsdaten liegt zusätzlich
Wissen für die ansonsten immer versteckten Wahrscheinlichkeitsverteilungen im Innern des
Netzes vor.
Danach werden die Wahrscheinlichkeitsverteilungen in eine der sie enthaltenen Cliquen einge-
bracht, indem ihr Faktor mit dem der Clique multipliziert wird. Hierdurch wird für jede Clique
ein Faktor erzeugt, der alle beinhalteten Wahrscheinlichkeitsverteilungen darstellen kann. Im
konkreten Fall ist dies in der Regel ein CLG, da in den Cliquen sowohl kontinuierliche als auch
diskrete Wahrscheinlichkeitsverteilungen enthalten sind.
Während der Initialisierung werden die Zufallsvariablen in der Reihenfolge, in der sie beim
Aufbau des Cliquenbaums eliminiert wurden, in die Cliquen eingebracht, damit die Cliquen
zu diesem Zeitpunkt so wenige diskrete Zustände wie möglich enthalten. Dies reduziert den
Berechnungsaufwand, da die Anzahl der Zustände in einer Clique mit jeder diskreten Zufalls-
variable exponentiell steigt.
4.2.4.3 Erste Kalibrierung
Bei hybriden Bayes’schen Netzen ist es erforderlich, die Kalibrierung mit Hilfe des Cliquenbaum-
Algorithmus zweifach durchzuführen, da Softmax-Knoten erst in die Cliquen integriert werden
können, wenn diese die Informationen aller Elternknoten des Softmax-Knotens enthalten.
Dies wird dadurch garantiert, dass durch einen ersten Lauf des Algorithmus alle Wahrschein-
lichkeitsverteilungen außer der der Softmax-Knoten in eine Clique integriert und durch den
Algorithmus auf alle anderen verteilt werden. Sodann werden die Softmax-Knoten in eine
passende Clique integriert und der Cliquenbaum-Algorithmus erneut ausgeführt.
Der Cliquenbaum-Algorithmus beginnt dabei an den Cliquen, die am weitesten von der starken
Wurzel entfernt sind, den „Blättern“ des Baums, und wird sukzessive in Richtung der Wurzel
durchgeführt (Hinlauf). Sobald alle Nachrichten an der starken Wurzel angekommen sind, sen-
det diese unter Berücksichtigung der Informationen aus anderen Teilen des Baums Nachrichten
in Richtung der Blätter zurück (Rücklauf). Beim Weiterleiten einer Nachricht φC1→C2 von
einer Clique C1 zu einer Clique C2 werden alle Zufallsvariablen, die nicht in beiden Cliquen
vorkommen, durch Summation (bei diskreten Variablen wie z.B. Existenz eines Fahrzeugs) oder
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Integration (bei kontinuierlichen Variablen wie z.B. Abstand zu einem anderen Fahrzeug) aus
φ(C1) marginalisiert, sodass das Trennglied SepC1,C2 entsteht:





Das Trennglied wird mit dem Faktor der Clique C2 multipliziert, sodass alle Informationen aus
C1 mit C2 geteilt werden. Um Rückkopplungen zu vermeiden wird von einer Clique erhaltene
Information nie an diese zurückgesendet, sondern vor dem Senden wieder entfernt:





Anmerkung: Im ersten Durchgang ist dies nur für den Rücklauf erforderlich, da beim Hinlauf
alle Cliquen noch ihre ursprüngliche Verteilung beinhalten.
4.2.4.4 Integration der Softmax-Verteilungen
Nach der ersten Kalibrierung enthalten alle Cliquen die korrekten bedingten Wahrschein-
lichkeitsverteilungen hinsichtlich der im Netz verfügbaren Informationen. Jetzt können die
Softmax-Zufallsvariablen in die Cliquen eingefügt werden, aus denen sie vorher entfernt
wurden. Da nach der ersten Kalibrierung bereits eine Gauß-Verteilung für jede diskrete Zu-
standsverteilung in den Cliquen existiert, kann nun die Kombination aus Gauß-Verteilung und
Softmax berechnet und die beiden Verteilungen kombiniert werden.
Da keine konkreten Werte sondern nur die kontinuierlichen Verteilungen vorliegen, ist dies
nicht direkt möglich. Stattdessen wird wie in [LSK01] vorgeschlagen das Produkt aus der Gauß-
und der Softmaxverteilung als neue Gauß-Verteilung approximiert. Wie die Marginalisierung
diskreter Variablen aus CLGs ist diese Approximation exakt für die ersten beiden Momente.
Für die Approximation wird für jeden Zustand der Softmax-Verteilung A = a bei gegebener
Zustandskombination der diskreten Elternknoten Q = q die Wahrscheinlichkeit berechnet,
indem über die zugehörigen kontinuierlichen Variablen ξ integriert wird:
P (A = a|Q = q) =
∫ ∞
−∞
P (A = a|ξ, Q = q)P (ξ|Q = q) dξ. (4.26)
Damit können die Mittelwerte und Varianzen ebenfalls durch Integration berechnet werden:
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µq =
1
P (A = a|Q = q)
∫ ∞
−∞
ξP (A = a|ξ, Q = q)P (ξ) dξ (4.27)
Σq =
1
P (A = a|Q = q)
∫ ∞
−∞
(ξ − µq)(ξ − µq)TP (A = a|ξ, Q = q)P (ξ) dξ. (4.28)
mit µq von der Dimension dim(ξ) und Σq von Dimension dim(ξ)× dim(ξ). Da es für diese
drei Integrale keine geschlossene Lösung gibt, müssen sie durch numerische Integration gelöst






Da sich die Gaußverteilung leicht in die Form e−ζ
2
umwandeln lässt, eignet sich diese Appro-
ximation gut für die gegebene Problemstellung.
Bei Integrationsverfahren der Art Gauß-Quadratur wird die Funktion an denierten Integrati-
onspunkten hi ausgewertet, mit vorher berechneten Gewichten wi gewichtet und aufsummiert.
Gewichte und Integrationspunkte können berechnet oder aus der Literatur ermittelt werden
(z.B. [Haz02]). Um die Gaußverteilung in die für die Gauß-Hermite-Integration notwendige
Form e−ζ
2








2Σ1/2 halt + µ. (4.30)
Für diese Punkte wird nun die Softmax-Funktion f(hneu) = P (A = a|hneu, Q = q) einma-
lig ausgewertet und kann dann zur Berechnung aller Integrale (4.26), (4.27) und (4.28) einer
Zustandskombinationen Q = q genutzt werden. Hierdurch lassen sich die ersten beiden Mo-
mente (Mittelwerte und Varianzen) exakt berechnen. Durch die Kombination aus Softmax und
Normalverteilung entstehende weitere Momente werden nicht mehr korrekt wiedergegeben,
da das Produkt wieder als lineare Gaußverteilung repräsentiert wird.
Die Anzahl der notwendigen Berechnungen steigt exponentiell mit der Dimension des Integrals
und daraus folgend direkt mit der Anzahl der kontinuierlichen Eltern des Softmax-Knotens an.
Die Anzahl der auszuwertenden diskreten Zustandskombinationen ist das Produkt der Anzahl
an möglichen Zuständen des Softmax-Knotens A und der Anzahl an diskreten Elternknoten
des Softmax-Knotens sowie aller seiner kontinuierlichen Eltern.
Nachdem alle Approximationen für alle Softmax-Knoten durchgeführt wurden, sind diese
vollständig in den Cliquenbaum integriert.
4.2.4.5 Zweite Kalibrierung
Um die im vorangegangenen Schritt approximierten Wahrscheinlichkeitsverteilungen über den
gesamten Cliquenbaum zu verteilen, wird der Cliquenbaum-Algorithmus erneut ausgeführt.
Hierbei muss von einem Knoten empfangene Information sowohl beim Hin- als auch Rücklauf
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entfernt werden um Rückkopplung zu vermeiden (vgl. (4.25)). Nach Durchlauf des Algorithmus
kann jede Clique, die die entsprechenden Variablen enthält, zur Inferenz genutzt werden.
Im konkreten Fall der Spurwechselmodellierung ist die Zufallsvariable für den Spurwechsel in
der starken Wurzel des Cliquenbaums enthalten, da es sich um eine diskrete Variable handelt.
Da auch nur an dieser Stelle die Approximation der Kombination von Softmaxverteilung und
Gaußverteilungen erfolgt, ist in diesem Netz eine zweite Kalibrierung für die Inferenz nicht
erforderlich. Da der Faktor der starken Wurzel bereits alle notwendigen Informationen enthält,
kann direkt durch Marginalisierung aller anderen Variablen aus dem Faktor die Wahrscheinlich-
keitsverteilung der Zufallsvariable für den Spurwechsel berechnet werden. Für das Training der
Wahrscheinlichkeitsverteilungen des Bayes’schen Netzes müssen hingegen alle beschriebenen
Schritte durchgeführt werden.
4.2.5 Training von hybriden Bayes’schen Netzen
Da weder für das allgemeine Fahrermodell, noch für die einzelnen individualisierten Fahrer-
modelle, die Parameter der Wahrscheinlichkeitsverteilungen bekannt sind, werden sie in der
vorliegenden Arbeit über ein Training des Bayes’schen Netzes ermittelt. Hierzu werden auf
Testfahrten gesammelte und in der Verkehrssimulation generierte Daten verwendet.
Das in Abbildung 4.6 gegebene Netz hat eine vorab denierte Netzstruktur und mindestens
teilweise unbekannte Parameter. Zur Bestimmung der Wahrscheinlichkeitsverteilungen kann
der Expectation-Maximization (EM) Algorithmus genutzt werden, der erstmals in [DLR77]
vorgestellt wurde.
Zunächst werden alle Wahrscheinlichkeitsverteilungen, deren Parameter unbekannt sind, mit
zufälligen Werten initialisiert. Danach wird im Expectation-Schritt die Wahrscheinlichkeitsver-
teilung für alle versteckten Knoten (also Knoten über deren Zustand kein Wissen e bekannt ist)
für jeden Zeitpunkt t auf die im vorangegangenen Abschnitt beschriebene Weise inferiert. Im






Dabei gibt die Funktion (4.31) die Plausibilität an, mit der das gegebene BN die inferierten
Wahrscheinlichkeitsverteilungen erzeugt hat. Für diesen Schritt existieren geschlossene Lösun-
gen für diskrete Verteilungen und Gaußverteilungen, während für Softmax-Knoten auch hier
wieder auf numerische Integration zurückgegrien werden kann. Die Lösungen werden im
folgenden Abschnitt dargestellt. Nachdem die Parameter optimiert wurden, werden die beiden
Schritte Expectation und Maximization solange wiederholt, bis eine Konvergenz der Plausibili-
tät feststellbar ist. Hierzu wird die Dierenz der Plausibilität von zwei aufeinanderfolgenden
Iterationen i und i+ 1 überprüft. Ist sie kleiner als ein vorher denierter Wert ε > Λi+1 − Λi,
bricht die Parameteroptimierung ab und die Parameter der letzten Iteration werden weiter
genutzt.
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4.2.5.1 Lernen der Parameter von diskreten Verteilungen und Gaußverteilungen
Parameter diskreter Verteilungen, die zur maximalen Plausibilität des BN führen, können direkt
ermittelt werden, indem die a posteriori Wahrscheinlichkeiten der einzelnen Zustände nach der






Für Gaußverteilungen wird in [Mur03] eine Methode zur Maximierung vorgeschlagen. Dabei
werden die neuen Parameter der Gaußverteilungen über den Umweg der suzienten Statistik
(vgl. [Mur12, S. 74]) anhand ihrer a posteriori Wahrscheinlichkeitsverteilungen berechnet:































mit Sξ,q und Sυ,q als den Suzienz-Mittelwerten und Sξξ,q , Sυυ,q und Sξυ,q als Suzienz-
Kovarianzen.
Um hieraus die für Gaußverteilungen (vgl. (4.17)) notwendigen Parameter µq , Σq und Bq





















Sυυ,q − STzυ,qATq −AqSzυ,q +AqSzz,qATq
wq
. (4.38)
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Für die gemeinsame Berechung von µq und Bq werden die Mittelwerte µq an das Ende des
Gewichtsvektors Bq angehängt, sodass der Vektor Aq entsteht. Der Wertevektor ξ wird mit
einer Anzahl an Einsen, die der Anzahl der Mittelwerte entspricht, zum Wertevektor z erweitert
(Gleichungen (4.36) - (4.38)).
4.2.5.2 Lernen der Parameter der Softmax-Verteilung
Für das Training der Softmax-Verteilung wird das Maximum der Plausibilitätsfunktion nu-
merisch bestimmt. Im E-Schritt des EM-Algorithmus wird eine a posteriori Wahrscheinlich-
keit γa,t für jeden Softmax-Zustand a in jedem Datenpunkt dt bestimmt. Hierzu wird im
Fall des Fahrermodells das durch die Sensordaten bekannte Wissen eingebracht und der
Nachrichtenweiterleitungs-Algorithmus ausgeführt. Für den Maximierungsschritt werden die
Parameter der a priori Wahrscheinlichkeit für jeden Zustand so optimiert, dass die Plausibilität
maximal wird. Die a priori Wahrscheinlichkeit ist gegeben durch






mit W als Gewichtsmatrix, deren Parameter trainiert werden müssen. Die Plausibilität wird
maximiert, indem diese Parameter so gewählt werden, dass die Dierenz der a priori zur a
posteriori Wahrscheinlichkeit minimal wird. Die zu maximierende Funktion, geläug unter der
Bezeichnung Kreuzentropie, ist daher deniert als













γa,t × log(γ̂a,t). (4.41)
Da die Kreuzentropie eine konvexe Funktion ist, ist jedes gefundene lokale Optimum auch ihr
globales Optimum. Daher eignet sich ein Gradientenabstiegsverfahren gut zur Optimierung. Es
sei angemerkt, dass für jeden Optimierungsschritt die a priori Wahrscheinlichkeit berechnet
werden muss, welches zu einem hohen Berechnungsaufwand führen kann.
Mit Hilfe dieser Methoden kann das Training und die Inferenz des in Abschnitt 4.2.2 präsen-
tierten Modells durchgeführt werden. Ergebnisse hierzu werden in Abschnitt 6.1.1 präsentiert
und mit den beiden anderen evaluierten Verfahren verglichen.
4.3 Modellierung mit Input-Output Hidden Markov
Modellen
Die zweite in dieser Arbeit untersuchte Möglichkeit zur Modellierung von Spurwechselent-
scheidungen menschlicher Fahrer erfolgt mit Hilfe von Input-Output Hidden Markov Modellen
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(IOHMM), die in [BF96] vorgestellt wurden. Hierbei handelt es sich um eine Abwandlung von
Bayes’schen Netzen, bei der zum einen neben den Eingangsdaten des aktuellen Zeitschritts
einer Sequenz an Daten auch die Zustandsverteilung des vergangenen Zeitschritts mit ein-
bezogen wird um die aktuelle Verteilung zu bestimmen. Zum anderen werden die von der
Sensorik bereitgestellten Eingangsdaten nicht über Wahrscheinlichkeitsverteilungen in das
Netz integriert, sondern dienen als Eingangsdaten für neuronale Netze, deren Ausgänge die
Transitionswahrscheinlichkeiten zwischen Zuständen repräsentieren. In diesem Abschnitt
werden zunächst die Grundlagen der Input-Output Hidden Markov Modelle dargestellt und
dann ein auf dieser Methode basierendes Spurwechsel-Modell präsentiert.
4.3.1 Grundlagen
Das Hidden Markov Model (HMM) ist die einfachste Form eines dynamischen, also Zustände
mehrerer Zeitschritte miteinbeziehenden, Bayes’schen Netzes [KF09, S. 208]. Dabei hängt die
Wahrscheinlichkeitsverteilung der Zufallsvariablen X(t) zum Zeitpunkt t gemäß der Markov-
Eigenschaft [KF09, S. 207] nur von der vorangegangen Zustandsvariablen X(t − 1) zum
Zeitpunkt t− 1 und der Beobachtung Y (t) zum Zeitpunkt t ab:
P (X(t)|X(0 : t− 1)) = P (X(t)|X(t− 1)) (4.42)
P (Y (t)|X(0 : t)) = P (Y (t)|X(t)). (4.43)





Abbildung 4.8: Hidden Markov Model
Vollständig deniert ist ein HMM nach [RJ86] durch:
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Denition 4.16 Hidden Markov Model
Ein Hidden Markov Model über die Zufallsvariable X ist ein Tupel 〈X,Y ,A,B,Π〉 mit
• der Menge der versteckten Zustände X = {x1, · · · , xn}.
• der Menge der Beobachtungen Y = {y1, · · · , ym}.
• den TransitionswahrscheinlichkeitenA, von Zustand i zu Zustand j überzugehen:A =




• den Emissionswahrscheinlichkeiten B, mit dem Zustand j Beobachtung i emittiert:
B = (bij)i∈Y ,j∈X = P (Y (t) = yi|X(t) = xj).
• der Anfangsverteilung der Wahrscheinlichkeiten X(t = 0) = Π = [π1, · · · , πn] mit
πi ∈ [0, 1] und
∑
i πi = 1.
Im Unterschied zum klassischen HMM besitzt das in dieser Arbeit genutzte IOHMM neben
den vom aktuellen Zustand X(t) abhängigen Beobachtungen Y (t) zusätzlich Eingänge U(t).
Neben der vorangegangenen Zufallsvariable X(t− 1) wirken sich diese auf die Wahrschein-
lichkeitsverteilung der Variable X(t) und neben der aktuellen Zufallsvariable X(t) auf die
Emission Y (t) aus (vgl. Abbildung 4.9). Hierdurch erweitern sich die Transitions- und Emissi-
onswahrscheinlichkeiten für X(t) und Y (t):
P (X(t)) = P (X(t)|X(t− 1), U(t))P (X(t− 1))P (U(t)) (4.44)
P (Y (t)) = P (Y (t)|X(t), U(t))P (X(t))P (U(t)). (4.45)
Dabei ergeben sich die Transitions- und Emissionswahrscheinlichkeiten als Ausgangswerte
eines neuronalen Netzes, welches U(t) als Eingangsdaten nutzt. Eine nähere Beschreibung der
Funktionsweise von neuronalen Netzen erfolgt in Abschnitt 4.4. Die Anzahl der Ausgangswerte
für die Transitionswahrscheinlichkeiten wird durch die Zustände in X bestimmt und hat die
Dimension dim(X)× dim(X).
Die Anzahl der Ausgangswerte für die Emissionswahrscheinlichkeiten wird durch die Zustände
in X und die Emissionen in Y bestimmt und hat die Dimension dim(X)× dim(Y ).
Zur Bestimmung der Zustands-Wahrscheinlichkeiten X(0) bis X(T ) bei gegebenen Emissio-
nen Y (0) bis Y (T ) wird der Vorwärts-Rückwärts Algorithmus genutzt. Ähnlich wie beim
Cliquenbaum-Algorithmus werden hierbei ausgehend von einer (bekannten oder trainierten)
Anfangs-Zustandswahrscheinlichkeitsverteilung Π und Anfangsemission Y (t = 0) die Zu-
standswahrscheinlichkeiten für die folgenden Schritte berechnet. Dies ist durch Nutzung der
Markov-Eigenschaft besonders ezient möglich.
Die Wahrscheinlichkeit αi,t, in Zustand i zum Zeitpunkt t unter Berücksichtigung der bis dahin
erfolgten Beobachtungen Y (t = 0) bis Y (t) zu sein lässt sich damt nach [BF96, S. 1237, Gl.
20] durch Gleichung 4.46 berechnen:
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X(t) X(t+1)
Y(t) Y(t+1)
P(X(t+1)|X(t),U(t+1)) P(X(t+2)|X(t+1), U(t+2))P(X(t)|X(t-1), U(t))
P(Y(t)|X(t),U(t)) P(Y(t+1)|X(t+1),U(t+1))
U(t) U(t+1)
Abbildung 4.9: Input-Output Hidden Markov Model. Die Kreise repräsentieren die Zufallsvariable X , die
Dreiecke die Eingänge U und die Quadrate die Ausgänge Y . Die jeweils nächste Zustands-
Wahrscheinlichkeitsverteilung wird gemäß (4.44) berechnet. Analog erfolgt die Berechnung der
Wahrscheinlichkeitsverteilung des Ausgangs gemäß (4.45)
αi,t = P (Y (0 : t), X(t) = i|U(0 : t)
= P (Y (t)|X(t) = i, U(t))
∑
j=1···dim(X)
P (X(t) = i|X(t− 1) = j, U(t))αj,t−1. (4.46)
Eine vergleichbare Rekursion ist auch in die entgegengesetzte Richtung möglich. Hierbei gibt
βi,t die Wahrscheinlichkeit an, zum Zeitpunkt t im Zustand i zu sein unter Berücksichtigung
der von da an bis zum Ende der Sequenz t = T erfolgten Beobachtungen, und lässt sich nach
[BF96, S. 1237, Gl. 22] durch Gleichung 4.47 berechnen:




P (Y (t+ 1)|X(t+ 1) = j, U(t))P (X(t+ 1) = j|X(t) = i, U(t+ 1))βj,t+1.
(4.47)
Sind die Emissionen der ganzen Sequenz bekannt, so kann die Zustands-Wahrscheinlichkeits-
verteilung in jedem Schritt durch Multiplikation der entsprechenden α und β Werte berechnet
werden:
P (X(t) = i) = αi,tβi,t. (4.48)
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4.3.2 Training von IOHMM
Sind die Transitions- und Emissionswahrscheinlichkeiten bzw. die Parameter der neurona-
len Netze, mit denen sie berechnet werden, nicht bekannt, können sie durch maschinelles
Lernen ermittelt werden. Dazu wird bei gegebenen Eingängen U(t) und vorheriger Zustands-
WahrscheinlichkeitsverteilungX(t−1) ähnlich wie bei den Bayes’schen Netzen der Expectation-
Maximization Algorithmus angewandt. Ziel des Algorithmus ist es, die Plausibilität Λ zu
maximieren. Diese lässt sich aus der Summe der Wahrscheinlichkeiten von αi,T berechnen:




Ausgehend von zufällig parametrierten neuronalen Netzen werden hierfür die a posteriori
Transitions- und Emissionswahrscheinlichkeiten h und g ermittelt. Diese lassen sich nach
[BF96, S. 1238, Gl. 23 und 24] berechnen:
hij,t = P (X(t) = i,X(t− 1) = j|Y (t = 0 : T ), U(0 : T ))
=
P (Y (t)|X(t) = i, U(t))αj,t−1βi,tP (X(t) = i,X(t− 1) = j|U(t))
Λ
(4.50)





Im zweiten Schritt, beschrieben in [BF96, ebd.], werden für jeden Zustand bzw. jede Emission
die Parameter θj bzw. ψj ihres neuronalen Netzes Nj bzw. Oj so optimiert, dass das Produkt
zwischen den a posteriori geschätzten Wahrscheinlichkeiten und dem Logarithmus der a priori











ĝj,t logP (Y (t)|X(t) = j, U(t)). (4.53)
Diese beiden Schritte werden wiederholt bis die Plausibilität konvergiert, d.h. die Dierenz
zwischen den Plausibilitäten zweier Iterationen kleiner als ein Wert ε ist.
4.4 Modellierung mit tiefen feedforward neuronalen Netzen 77
4.3.3 Modellierung von Spurwechselentscheidungen
Spurwechselentscheidungen lassen sich mit Hilfe von IOHMM sehr direkt modellieren wie
in Abbildung 4.10 dargestellt. Als Beobachtungen bzw. Emissionen Y kann das tatsächliche
laterale Verhalten eines Fahrers genutzt werden. Als Eingänge U werden die von der Sensorik
erfassten Daten wie Geschwindigkeiten, Abstände, die Verfügbarkeit von Nachbarspuren etc.
verwendet. Die versteckten Zustände X entsprechen den Wahrscheinlichkeiten für „Spur-
wechselentscheidung Links“, „Spur halten“ und „Spurwechselentscheidung Rechts“ des zu
modellierenden Fahrers und können mit Hilfe der Eingänge und Emissionen über eine Sequenz
bestimmt werden.
Abbildung 4.10: Modellierung des Spurwechsels als IOHMM
4.4 Modellierung mit tiefen feedforward neuronalen
Netzen
Tiefe neuronale Netze (DNN) haben sich als mächtige Werkzeuge in verschiedenen Forschungs-
bereichen wie Bildklassikation oder Go-Spielen erwiesen ([KSH12] [SHM
+
16]). In der vorlie-
genden Arbeit werden tiefe feedforward neuronale Netze zur Modellierung von Spurwechseln
genutzt. Dabei werden die Parameter θ einer Funktion S zur Modellierung der Spurwechselent-
scheidung eines Fahrers so gewählt, dass ihr Ausgang z = S(u|θ) ist, also ein Eingangsvektor
u auf eine Fahrentscheidung z abgebildet wird. Der Eingangsvektor u enthält dabei die in Ta-
belle 4.1 aufgelisteten durch Sensorik erfassten Daten wie Abstände und Geschwindigkeiten.
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4.4.1 Grundlagen
Unter „tiefen“ neuronalen Netzen wird eine Art von neuronalen Netzen verstanden, bei der
zwischen Eingangs- und Ausgangsschicht mehrere versteckte Schichten liegen. Im Gegensatz
zu einfachen neuronalen Netzen ist hierdurch ein Lernerfolg des Netzes wahrscheinlicher, da
komplexere Funktionen abgebildet werden können [GBC16, S. 7].
„Feedforward“ bedeutet, dass die Eingangsinformationen sukzessive von Zwischenschicht zu
Zwischenschicht weitergereicht werden, bis zur Endverarbeitung in der Ausgangsschicht,
also keine Schleifen (Rekursionen) auftreten. Hierbei handelt es sich um die einfachste und
verbreitetste Form von neuronalen Netzen.
Die Bezeichnung „neuronales Netz“ entstammt der Biologie. In dieser werden mit Hilfe von
Neuronen Informationen verarbeitet und weitergeleitet [MP43]. Das Grundprinzip von tiefen
feedforward neuronalen Netzen beruht darauf, dass in einem Neuron aus den Ausgaben anderer
Neuronen der vorhergehenden Schicht eine gewichtete Summe gebildet wird und diese als
Eingang für eine nicht-lineare Funktion, der sogenannten Aktivierungsfunktion, genutzt wird.
Der Ausgang des Neurons wird wiederum als Eingang von Neuronen der nächsten Schicht
genutzt.
In der vorliegenden Arbeit werden zwei verschiedene Aktivierungsfunktionen verwendet.
In den Eingangs- und Zwischenschichten wird der Tangens hyperbolicus eingesetzt, in der
Ausgangsschicht die bereits aus Abschnitt 4.2.3.1 bekannte Softmax-Funktion:








mit u als Eingangsvektor des Neurons. Im Fall des Tangens hyperbolicus wird der Eingangsvek-
tor gewichtet und summiert, bevor er als Argument genutzt wird. Im Fall des Softmax erfolgen
Gewichtung und Nutzung der einzelnen Eingangsdaten zur Generierung eines probabilistisch
interpretierbaren Ausgangs in der Funktion selbst.
4.4.1.1 Training tiefer neuronaler Netze
Das überwachte Lernen von neuronalen Netzen, also von Netzen bei denen für die zum Training
genutzten Daten sowohl die Eingangs- als auch die Ausgangsdaten bekannt sind, erfolgt über
den Rückpropagierungs-Algorithmus. Hierbei wird die am Ausgang des Netzes bestehende
Dierenz („Fehler des Netzes“) zwischen Soll-Ausgangswert, wie er aus den Trainingsdaten
bekannt ist, und Ist-Ausgangswert, wie er von dem zu trainierenden neuronalen Netz erzeugt
wurde, sukzessive an die vorherigen Schichten des Netzes zurückpropagiert. Dabei wird der am
Ausgang berechnete FehlerF mit Hilfe der Kettenregel (4.56) nach den einzelnen Gewichtenwij
im Netz abgeleitet (4.57) und dann die Gewichte in entgegengesetzte Richtung ihres Einusses
auf den Fehler gemäß der Lernrate η verändert (4.58).

















ij,k + ∆wij,k (4.58)
mit aj als Ausgangsneuron j, ej als den Eingangsdaten des Ausgangsneurons aj und wij,k als
dem Gewicht zwischen Neuron ni in Schicht k − 1 und Neuron nj in Schicht k. So wird der
Fehler von Schicht zu Schicht weiter Richtung Eingangsschicht propagiert, bis alle Gewichte
angepasst wurden. Danach wird der Vorgang wiederholt, indem erneut die Ausgänge des Netzes
berechnet, die Dierenz zu den Trainingswerten ermittelt und die Gewichte neu angepasst
werden. Das Training entspricht somit einem Gradientenabstiegsverfahren, für welches es
inzwischen optimierte Algorithmen gibt die auf mehreren Prozessoren oder speziell zu diesem
Zweck entwickelter Hardware lauähig sind und damit auch für große Netze mit vielen
Schichten in endlicher Zeit hinreichend gute Lösungen nden (vgl. [AAB
+
16]).
Der Fehlerterm kann zusätzlich zu dem durch die Abweichung von Netzausgabe und Sollwerten
entstehenden Fehler um einen Regularisierungsterm, mit dem Gewichte mit hohen Werten
bestraft werden, erweitert werden. Dies führt regelmäßig zu einer höheren Generalisierbarkeit
des Netzes und wirkt einer Überanpassung des Netzes an die Trainingsdaten entgegen [MKS17]
[HDBJ14].
4.4.2 Modellierung von Spurwechselentscheidungen mit tiefen
neuronalen Netzen
Als weiteren Modellierungsansatz für Spurwechselentscheidungen von Fahrern zur Nutzung
in einer Simulation im Rahmen des passiven HAF werden in dieser Arbeit tiefe feedforward
neuronale Netze verwendet. Diese wurden vorher in einer Masterarbeit auf ihre grundsätzliche
Eignung zur Modellierung von Spurwechsel hin überprüft [Gut16].
Sie bestehen aus einer Eingangsschicht mit den in Abschnitt 4.1 genannten Eingangsdaten,
sechs versteckten Schichten mit jeweils 20 Neuronen und einer Ausgangsschicht mit drei
Neuronen, dargestellt in Abbildung 4.11. Als Regularisierungsfaktor wird für zu trainierende
Netze νreg = 0, 5 verwendet, als Fehlerfunktion die Kreuzentropie von Netzausgabe und
Trainings-Sollwerten.
Die Neuronen der Ausgangsschicht repräsentieren dabei die drei möglichen Spurentscheidun-
gen des modellierten Fahrers. Die Spurwahl mit der höchsten Wahrscheinlichkeit wird in der
Simulation zur Bestimmung der Querführung des Fahrers genutzt.
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Abbildung 4.11: Zur Spurwechselmodellierung genutztes tiefes neuronales Netz mit sechs Zwischenschichten von
jeweils 20 Neuronen
4.5 Vergleich konzeptbedingter Vor- und Nachteile der
Ansätze
In diesem Kapitel wurden drei verschiedene Ansätze zur Modellierung von Spurwechselent-
scheidungen von Fahrern vorgestellt: Hybride Bayes’sche Netze, Input-Output Hidden Markov
Modelle und tiefe feedforward neuronale Netze. In dieser Reihenfolge nimmt auch die Mäch-
tigkeit der Ansätze, also die Menge an durch die Modelle repräsentierbaren Funktionen, zu,
während ihre Interpretierbarkeit abnimmt.
Bayes’sche Netze erlauben eine Modellierung mit Hilfe der beschriebenen Wahrscheinlichkeits-
verteilungen, die in dieser Arbeit noch um die Variante der hybriden Bayes’schen Netze mit der
Softmax-Wahrscheinlichkeitsverteilung erweitert wurde. Die Modellierung erfolgt somit im
wesentlichen mit Hilfe linearer Modelle und Gaußverteilungen. Jeder Knoten des Netzes steht
für eine bestimmte Eigenschaft eines Fahrermodells: die Eingangsknoten für die Sensordaten,
die zwischen Eingangs- und Ausgangsknoten liegenden Knoten für Einussfaktoren wie z.B.
Zufriedenheit des Fahrers mit der Geschwindigkeit oder mit den umgebenden Fahrzeugen auf
einer Spur. Sie sind somit direkt interpretierbar. Voraussetzung hierfür ist, dass während des
Trainings auch für die im Normalfall versteckten Knoten Wissen vorhanden ist, um sie mit den
passenden Daten in die für sie vorgesehene Richtung zu führen. Dies ist in dieser Arbeit der
Fall, da zunächst Simulationsdaten als Trainingsdaten genutzt werden, bevor ein Training mit
Realdaten erfolgt. Bei den Simulationsdaten liegt auch für eigentlich versteckte Zufallsvariablen
Wissen vor.
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Beim vorgeschlagenen Bayes’schen Netz handelt es sich um ein statisches Bayes’sches Netz,
d.h. pro Inferenzschritt werden nur Informationen des jeweiligen Zeitschritts verarbeitet,
vorangegangene oder nachfolgende Informationen werden jedoch nicht berücksichtigt. Ein
dynamisches Bayes’sches Netz mit Nutzung vergangener Daten ähnlich dem Hidden Markov
Model ist möglich, würde das Netz aber um die entsprechende Anzahl an Zeitschritten größer
werden lassen und somit den Aufwand der Inferenz stark erhöhen. Die Inferenz und noch
mehr das Training von hybriden Bayes’schen Netzen ist jedoch aufgrund der erforderlichen
numerischen Integration bereits mit der vorgestellten Topologie mit hohen Anforderungen
an die Rechenleistung verbunden, sodass in der vorliegenden Arbeit von einer dynamischen
Variante abgesehen wird.
Input-Output Hidden Markov Modelle sind ein Hybrid aus einem dynamischen Bayes’schen
Netz, dem Hidden Markov Modell, und neuronalen Netzen. Aufgrund der Nutzung von neu-
ronalen Netzen zur Berechnung der Transitions- und Emissionswahrscheinlichkeiten aus
Sensordaten und vorangegangenen Zustandsdaten kann hier eine Vielzahl an Funktionstypen
trainiert werden, während die möglichen Zustände und Emissionen auf jeweils drei diskrete
Möglichkeiten beschränkt sind. Dadurch ist zum einen eine hohe Flexibilität bei der Verarbei-
tung der Eingangsdaten gegeben, zum anderen eine gute Interpretierbarkeit der Zustände und
Emissionen. Für Menschen unverständlich bleibt jedoch, nach welchen Regeln innerhalb der
verwendeten neuronalen Netze die Transitions- und Emissionswahrscheinlichkeiten bestimmt
werden.
Vorteil der IOHMM ist, dass vergangene und, soweit bekannt, zukünftige Informationen mit in
die Wahrscheinlichkeitsberechnung aktueller Zeitschritte einbezogen werden können. Hier-
durch ist es möglich, eine maximale Wahrscheinlichkeit über eine ganze Sequenz und nicht
nur für einen Zeitschritt zu berechnen. Der Rechenaufwand ist aufgrund der Nutzung der
Markov-Eigenschaft und verbreiteter Optimierer zum Training neuronaler Netze geringer als
bei Bayes’schen Netzen. Da der Estimation-Schritt aufwändiger als bei Tiefen neuronalen
Netzen ist, sind IOHMM diesen hinsichtlich ihrer Rechenzeit unterlegen.
Tiefe neuronale Netze erlauben die Modellierung einer Vielzahl an Funktionen, sind aufgrund
der zur Verfügung stehenden Hardware und Algorithmen gut zu trainieren und führten auf
verschiedenen Gebieten zu gegenüber anderen Verfahren deutlich besseren Trainingsergebnis-
sen. Im Gegensatz zu Bayes’schen Netzen und IOHMM sind die trainierten tiefen neuronalen
Netze im eigentlichen Sinne Blackbox-Modelle, d.h. eine Interpretierbarkeit von versteckten
Schichten ist in der Regel nicht möglich.
Die Nicht-Interpretierbarkeit der trainierten Modelle ist hinsichtlich der Absicherungsfähigkeit
der Modelle von Nachteil, da sie nicht von Experten validiert oder zumindest auf Plausibi-
lität überprüft werden können. Lediglich eine Verikation und Validierung durch Testfälle
ist möglich. Diese können aber aufgrund der Komplexität der Modelle nicht jede beliebige
Fehlermöglichkeit abdecken, sondern nur ihre Auftretenswahrscheinlichkeit senken.
Für das Konzept passives HAF ist dies allerdings weniger kritisch zu bewerten, da ein in be-
stimmten Situationen fehlerhaftes Modell lediglich zu einem falschen Simulationsschritt führen
würde. Dies würde jedoch nicht zu einer kritischen Situation in einem realen Fahrmanöver
führen, sondern lediglich zu einer Abweichung im weiteren simulierten Szenarioverlauf.
Kommt es selten zu einer fehlerhaften Modellierung des Fahrverhaltens umgebender Verkehrs-
teilnehmer, ist es für eine statistische Absicherungsaussage nicht relevant.
Grund hierfür ist, dass ein Fehler in der HAF-Funktion genau gleichzeitig mit einem Fehler
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in der Fahrermodellierung auftreten müsste, durch den eine eigentlich kritische Situation
unkritisch erscheint. Nur im Fall dieses kombinierten Auftretens von mehreren Fehlerfällen
könnte die Absicherungsaussage beeinusst werden.
Die HAF-Funktion durchläuft vor Einsatz im passiven HAF einen gewöhnlichen Absiche-
rungsprozess. Trainierte Fahrermodelle kommen erst zum Einsatz, wenn sie eine hohe Güte
aufweisen. Träten Modellfehler häuger auf, elen diese bei der Zuordnung der Fahrermodelle
zu umgebenden Verkehrsteilnehmern auf. Im Fall häuger Fehler wären die trainierten neuro-
nalen Netze nicht in der Lage, das Verhalten realer Fahrer abzubilden, sodass für diese kein
geeignetes Modell nach dem in Abschnitt 3.5 beschriebenen Prozess gefunden werden könnte.
Eine Verbesserung der Modelle durch Training mit zusätzlichen Trainingsdaten wäre die Folge,
wodurch erkannte Fehler in der Fahrermodellierung behoben würden.
Daher können Einzelfehler in der HAF-Funktion und bei der Fahrermodellierung als selten
angenommen werden. Das gleichzeitige auftreten ist damit sehr unwahrscheinlich, sodass es
für die statistische Absicherung vernachlässigt werden kann.
Nach Vorstellung der Kritikalitätserkennung in Kapitel 5 werden die drei Ansätze in Kapitel 6
zunächst mit Simulationsdaten darauf überprüft, wie gut sie simulierte Verkehrsszenarien
nachbilden können. Je nach erzielter Güte der Modelle werden diese dann weiter mit realen
Daten trainiert, um zu einer Aussage der Nutzbarkeit der Modelle für das passive HAF zu
kommen.
5 Kritikalitätserkennung
Der letzte Schritt im Konzept passives HAF ist es, auf Grundlage des simulierten Szenarios
zu bewerten, ob die ktive Fahrentscheidung der HAF-Funktion zu einer kritischen Situation
geführt hätte. Die Kritikaliät einer Situation ist dabei der Denition von [RHW
+
12] folgend
die Wahrscheinlichkeit, dass ein schädliches Ereignis eintritt. Ein schädliches Ereignis ist im
Kontext des HAF ein Unfall. Die Wahrscheinlichkeit für einen Unfall nimmt zu mit der Abnahme
an Möglichkeiten für die beteiligten Fahrer, diesen abzuwenden.
Bei jeder Fahrentscheidung des HAF, die von der des menschlichen Fahrers abweicht, wird bei
Erfüllung der Auslösebedingungen eine Simulation des weiteren Szenarioverlaufs durchgeführt.
In der Regel ist anzunehmen, dass eine Abweichung unkritisch ist und vom HAF lediglich eine
alternative, unkritische Fahrentscheidung getroen wurde. Aufgrund der Anzahl an insgesamt
simulierten Szenarien muss daher eine automatisierte Vorauswahl an potentiell kritischen
Szenarien getroen werden. Nur dann ist es möglich, diese detaillierter zu überprüfen und
gegebenenfalls bei einem Fehler der HAF-Funktion eine Funktionsänderung vorzunehmen.
Die automatisierte Kritikalitätserkennung muss daher alle kritischen Situationen erkennen,
gleichzeitig aber möglichst wenige unkritische Situationen als kritisch detektieren.
Bei den verbreiteten Kritikalitätskriterien Zeit bis zur Kollision (TTC) oder Zeit bis zum letzt-
möglichen Bremszeitpunkt (TLSB) wird jeweils die Zeit berechnet, bis es ohne Fahrereingri
zu einer Kollision kommt oder diese durch eine Fahreraktion nicht mehr abwendbar ist. Aus
ihnen kann abgeleitet werden, welche Reaktionszeit ein Fahrer oder System noch hat. Zur
Berechnung der Zeiten wird von konstanten Beschleunigungen oder Geschwindigkeiten der
involvierten Fahrzeuge ausgegangen. Situationen werden immer dann als kritisch bewertet,
wenn die Zeit einen denierten Schwellwert unterschreitet.
Komplexere Kritikalitätsmetriken berücksichtigen zusätzlich die Art und die Schwere einer
möglichen Kollision [TDB11]. Dies ermöglicht es automatisierten Fahrsystemen, bei unver-
meidbaren Unfällen Fahrmanöver zu wählen, die zumindest die Schadensschwere des Unfalls
abmildern.
Weiterhin können Unsicherheiten der Sensorik und Prädiktion bei der Berechnung der Kollisi-
onszeitpunkte mit einbezogen werden [SSBZ15][SW14][RHW
+
12]. Ebenfalls kann der Auf-
wand zur Abwendung der kritischen Situation in die Bewertung mit einbezogen werden. Ist es
beispielsweise trotz negativer TLSB durch einen Spurwechsel möglich, eine Kollision auch noch
deutlich nach dem letztmöglichen Bremszeitpunkt zu verhindern, könnte die entsprechende
Situation als weniger kritisch betrachtet werden als Situationen, in der diese Möglichkeit nicht
existiert.
Ziel dieser komplexeren Kritikalitätsmetriken ist es in der Regel, auf Grundlage der Kritika-
litätsbewertung im Rahmen einer Sicherheits-Assistenzfunktion eine Fahrerwarnung oder
ein Fahrmanöver zu initiieren, die zu einer Minderung der Unfallschwere oder Vermeidung
eines Unfalls führt. Dafür ist es erforderlich, eine Warnung nur auszugeben bzw. nur dann
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in die Fahrzeugführung des Fahrers einzugreifen, wenn eine kritische Situation mit hoher
Wahrscheinlichkeit festgestellt werden konnte. Bei zu häugen Fehlwarnungen eines Systems
würde dies durch den Fahrer ignoriert oder deaktiviert werden. Unberechtigte Fahreingrie
aufgrund fehlerhaft als kritisch erkannter Situationen durch ein Sicherheitssystem würden,
neben Kundenunzufriedenheit mit dem System, selbst ein Sicherheitsrisiko darstellen. Jeder
Eingri wie beispielsweise eine Notbremsung kann bei zu langsamer Reaktion des rückwärtigen
Verkehrs zu einer kritischen Situation führen. Die Sicherheits-Assistenzfunktionen sind daher
konservativ ausgelegt, greifen also eher zu spät als zu früh ein.
Das Ziel der Kritikalitätserkennung im Rahmen des passiven HAF ist wie oben beschrieben
die Erkennung aller kritischen Situationen. Die fehlerhafte Erkennung von nicht-kritischen
Situationen als kritisch hat im Gegensatz zum Einsatz in Sicherheits-Assistenzfunktionen nur
dann negative Folgen für die Nutzbarkeit des passiven HAF, wenn ihre Anzahl so hoch ist, dass
eine nachgelagerte Analyse durch Experten nicht mehr möglich ist.
Zur Detektion kritischer Situationen wurde daher für diese Arbeit ein Kritikalitätsalgorithmus
entwickelt, mit dessen Hilfe die simulierten Szenarien nach in der Literatur beschriebenen
objektiven Kenngrößen für Kritikalität bewertet werden. Übersteigt die Kritikalität eines Szena-
rios für eine der denierten Kenngrößen den festgelegten Grenzwert, so wird dieses Szenario
dauerhaft gespeichert. Das Szenario wird für die weitere Funktionsentwicklung genutzt, um in
künftigen Versionen der HAF-Funktion Änderungen zu implementieren, die zu einer Reduktion
der Kritikalität führen. Im Folgenden werden potentielle Metriken zur Kritikalitätsbewertung
vorgestellt, die in dieser Arbeit auf ihre Anwendbarkeit hin untersucht werden.
5.1 Kritikalitätskriterium 1: Modizierte Zeit bis zur
Kollision
Die Modizierte Zeit bis zur Kollision (Modied Time to Collision, TMTTC) wurde in [Yan12]
vorgestellt. Sie beschreibt die Zeitdauer, bis das folgende Fahrzeug F mit dem vorausfahrenden
Fahrzeug V kollidiert, wenn keins der beiden Fahrzeuge Änderungen in seiner longitudinalen
Dynamik vornimmt oder auf eine andere Spur wechselt. Im Unterschied zum klassischen
Kritikalitätsmaß Time To Collision berücksichtigt die TMTTC neben dem Abstand ddiff =
xV −xF und der Dierenzgeschwindigkeit vdiff = vV − vF auch die Dierenzbeschleunigung
adiff = aV − aF zwischen den Fahrzeugen. Für die Berechnung der TMTTC wird von einer
konstantbleibenden Beschleunigung ausgegangen. In [Yan12] wurde gezeigt, dass die MTTC
besser als die Time To Collision (TTC) in der Lage ist, kritische Situationen zu erkennen. Die
Berechnung erfolgt anhand der folgenden Vorschriften:
1. Ist die Beschleunigungsdierenz zwischen den Fahrzeugen adiff 6= 0 wird zunächst
überprüft, ob es zu einer Kollision kommen kann, indem die quadratische Bewegungs-




2 + vdiffTMTTC + ddiff = 0 (5.1)
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Eine Kollision ist möglich, wenn die quadratische Gleichung einen positiven Extremwert
mit einer negativen Steigung oder einen negativen Extremwert mit einer positiven







Von den beiden möglichen Lösungen von (5.2) werden nur die positiven genutzt, da
negative Werte für TMTTC eine Kollision in der Vergangenheit beschreiben. Sind beide
Werte positiv wird der kleinere Wert für die Kritikalitätsbewertung genutzt.
2. Da im Gegensatz zur TTC bei der MTTC auch die Beschleunigung mit berücksichtigt
wird, sind theoretisch auch Fahrzeuge mit negativer Geschwindigkeit zum Zeitpunkt der
Kollision möglich. Daher werden zunächst die absoluten Geschwindigkeiten des voraus-
fahrenden und des nachfolgenden Fahrzeugs überprüft. Sind die rechnerischen Werte
der Geschwindigkeit des nachfolgenden Fahrzeugs zum Zeitpunkt der Kollision negativ
und der des vorausfahrenden Fahrzeugs positiv, kann es nicht zu einer realen Kollision
gekommen sein. Ist die errechnete Geschwindigkeit des vorausfahrenden Fahrzeugs zum
Zeitpunkt der Kollision negativ, wird angenommen, dass es zum Zeitpunkt der Kollision










Auch hier müssen die Voraussetzungen für eine Kollision überprüft werden, um komplexe
Lösungen zu vermeiden.
3. Ist die Beschleunigung von vorausfahrendem und folgendem Fahrzeug identisch, ent-
spricht die MTTC der bekannten TTC bis zu dem Zeitpunkt, zu dem eins der Fahrzeuge
die Geschwindigkeit v = 0 erreicht. Kommt das folgende Fahrzeug F zum Stillstand,
kann keine Kollision erfolgen. Bleibt das Fahrzeug V stehen, berechnet sich die TMTTC
nach (5.2).
4. Für den Sonderfall, dass das vorausfahrende Fahrzeug anhält und das folgende Fahrzeug









5.2 Kritikalitätskriterium 2: Komfort- und
Fahrdynamikgrenzen
Als weiteres Kritikalitätsmerkmal wird betrachtet, ob die Beschleunigung des Fahrzeugs in
Längs-und Querrichtung im Zuge der HAF-Fahrmanöver Maximalwerte überschreitet. Die
86 5 Kritikalitätserkennung
Maximalwerte ergeben sich aus der physikalischen Fahrdynamikgrenze („Kamm’scher Kreis“)
und den in [VIA
+
14] und [WHW12] denierten Komfortgrenzen. Hierzu werden die Verhält-
nisse Vphys und Vkomf der Beschleunigung des Fahrzeugs aist zu der physikalischen Grenze
amax,phys und Komfortgrenze amax,komf berechnet (vgl. Abbildung 5.1). Als einzige der Bewer-
tungskriterien sind sie unabhängig von umgebenden Verkehrsteilnehmern und bewerten direkt









Abbildung 5.1: Fahrverhaltens-Beschleunigungs-Diagramm aus [WHW12, S. 21] zur Bestimmung des Verhältnisses
von tatsächlicher Beschleunigung zur durch Fahrdynamik- und Komfortgrenzen gegebene Beschleu-
nigung
5.3 Kritikalitätskriterium 3: Letztmöglicher
Bremszeitpunkt
Die Zeit bis zum letztmöglichen Bremszeitpunkt TLB nach [ZAG06] beschreibt die Zeit, die
dem Fahrer verbleibt, um eine Kollision zu verhindern, indem er eine Notbremsung mit ma-
ximaler Verzögerung einleitet. Ähnlich wie bei der Modizierten Zeit bis zur Kollision wird
für die Berechnung von konstanten Beschleunigungen ausgegangen. Je nach Fall erfolgt die
Berechnung der TLB wie folgt:
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1. Wenn adiff 6= 0 und TMTTC berechnet werden konnte, also eine Kollision möglich ist:
A = adiff(aF,max − aV ) + a2diff (5.7)
B = 2vdiff(aF,max − aV ) + 2vdiffadiff (5.8)
C = 2ddiff(aF,max − aV ) + v2diff (5.9)
(5.10)





Dabei ist aF,max die maximal mögliche Verzögerung des folgenden Fahrzeugs.
2. Falls das vorausfahrende Fahrzeug vor dem folgenden zum stehen kommt, also tV ,stop <























tV ,stop = −
vV
aV
für aV < 0 (5.15)





Der Vergleich des Verhaltens von TLB und TMTTC erlaubt zwei Erkenntnisse. Wenn beide
Zeiten nah beieinander liegen, ist eine Bremsung knapp vor der Kollision notwendig und daher
in der Regel auch für den Fahrer leicht erkennbar. Ist hingegen TMTTC wesentlich größer als
TLB, ist eine Bremsung deutlich vor Eintritt der Kollision notwendig, sodass die Kritikalität der
Situation durch den Fahrer schwerer bewertbar ist.
5.4 Gesamtkritikalität
Zur Bestimmung der Gesamtkritikalität einer Situation werden den berechneten Werten von
TMTTC,Vphys,Vkomf undTLB mit Hilfe von Kennfeldern die KritikalitätswerteKTMTTC ,KVphys ,
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KVkomf undKTLB zugeordnet. Auswahl und Parametrierung der Kennfelder erfolgte auf Grund-
lage in der Literatur genutzter Werte (vgl. [WGS13], [ZAG06]) mit Applikation am Fahrsimula-
tor. Jedes Kennfeld gibt, abhängig vom Ausgangswert und dem Zeitabstand TTHW zwischen
vorausfahrenden und folgendem Fahrzeug, einen Wert zwischen 0 und 10 zurück, wobei 0 die
niedrigste und 10 die höchste Kritikalität angibt.
TTHW wird oft selbst als Kritikalitätskennzahl verwendet. Da sie jedoch sehr geschwindigkeits-
abhängig und daher wenig verallgemeinerbar ist, wird sie in dieser Arbeit nur genutzt, um den
Abstand zwischen den Fahrzeugen bei der Kritikalitätsbewertung gezielt zu berücksichtigen.
Die durch das Kennfeld denierte Kritikalität steigt z.B. für TMTTC für kleinere Werte von
TTHW. Auf diese Weise wird beispielsweise auch eine Situation, bei der zwei Fahrzeuge mit
gleicher Beschleunigung und Geschwindigkeit, aber sehr geringem Abstand fahren, als sehr
kritisch bewertet. Ohne diese Berücksichtigung wiese sie keine Kritikalität auf.








Zur Bewertung des Ansatzes passives HAF werden die vorgestellten Methoden auf ihre Leis-
tungsfähigkeit hin überprüft. Diese Überprüfung gliedert sich in die drei Teile Fahrermodellie-
rung, Szenarioerstellung und Kritikalitätserkennung. Für jeden einzelnen soll geprüft werden,
ob eine hinreichende Qualität für den Einsatz im passiven HAF erreicht werden kann. Nur im
Zusammenspiel der beschriebenen drei Teile kann eine Absicherung durch Einsatz des passiven
HAF erfolgen.
6.1 Validierung der Fahrermodellierung
Die Fahrermodellierung in dieser Arbeit gliedert sich in die Modellierung des Längs- und des
Querverhaltens der Fahrer. Während die Modellierung in Längsrichtung auf dem etablier-
ten Modell nach [Wie74] beruht wurden für die Modellierung der von Fahrern getroenen
Spurwechselentscheidungen eigene Ansätze entwickelt. Deren Leistungsvermögen wird im
Folgenden untersucht.
Zur Modellierung von Spurwechselentscheidungen wurden drei verschiedene Ansätze vorge-
stellt: Bayes’sche Netze, Input-Output Hidden Markov Modelle und tiefe feedforward neuronale
Netze. Zur Bestimmung des geeignetsten Ansatzes wird zunächst die Reproduzierbarkeit der
Spurwechselentscheidungen von simulierten Fahrern überprüft. Dazu werden die Modelle
mit simulativ generierten Trainingsdaten trainiert und ihre Leistungsfähigkeit anhand separat
generierter Testdaten ermittelt. Der leistungsfähigste der drei Ansätze wird für die Nutzung im
passiven HAF weiterverwendet. Hierzu wird das mit Simulationsdaten vortrainierte Modell mit
in der Realität aufgenommenen Daten weitertrainiert. Zuletzt erfolgt ein fahrertyp-individuelles
Training. Dazu werden die Sensordaten aus Einzelfahrten genutzt und gemäß dem in Abbil-
dung 3.2 dargestellten Prozess einzelnen Fahrertypen zugeordnet. Das Ergebnis sind Modelle,
die im folgenden Schritt, der Resimulation, zum Einsatz kommen.
6.1.1 Modellierung mit Simulationsdaten
Das Hauptkriterium für die Leistungsfähigkeit der Ansätze ist ihre Fähigkeit, das Verhalten
der Fahrer möglichst exakt abbilden zu können. Weitere Kriterien sind die Komplexität der




Für die erste Bewertung der Leistungsfähigkeit der Modellierungsansätze soll anhand von
Simulationsdaten überprüft werden, in wie weit die Modelle das Spurwechselverhalten der simu-
lierten Fahrer reproduzieren können. Darauf folgend wird das beste Modell als Ausgangspunkt
für das Training mit Realdaten verwendet.
Mit Hilfe der Simulationsumgebung PELOPS (vgl. Abschnitt 3.3) wurden Daten über eine
Fahrtdauer von 60 000 s in einem Szenario mit insgesamt 50 Fahrzeugen auf einer Autobahn-
strecke generiert. Von den generierten Daten werden insgesamt 107502 Datenpunkte mit einer
Abtastzeit von ∆t = 0,3 s zwischen den Punkten genutzt. Der ursprüngliche Datensatz wurde
dabei so reduziert, dass die Label Spurhalten, Spurwechsel Links und Spurwechsel Rechts in
gleicher Anzahl in den Trainingsdaten enthalten sind. Dabei besteht ein Spurhalte-Szenario
aus einer Sequenz von Daten, die nur das Label Spurhalten tragen, während das Label bei den
Spurwechsel-Szenarien von‘Spurwechsel zu Spurhalten wechselt. Dazu wird die Fahrzeugmitte,
gemessen an der vorderen Stoßstange, betrachtet und ausgewertet, wann diese von der bisheri-
gen Spur auf die neue Spur übertritt (vgl. Abbildung 4.2).
Von den generierten Daten werden 75 % zum Training der Modelle verwendet und 25 % als
Testdaten zur Überprüfung der Klassikationsgüte. Hierdurch wird eine Überanpassung der
Modelle an die Trainingsdaten verhindert.
6.1.1.2 Bewertungskriterien
Die Bewertung der Leistungsfähigkeit erfolgt, indem die Modelle nach dem Training die
Testdaten als Eingangsdaten erhalten und ihr Modellausgang mit den vorher für die Testdaten
erzeugten Labels verglichen wird. Kriterium für die Güte der Klassikation ist die Anzahl der
richtig erkannten Labels. Hierbei wird zwischen vier Arten von Klassikation unterschieden:
TP Bei richtig positiver (True Positive) Klassizierung ist die Spurwechselentscheidung
(Spurwechsel oder Spurhalten) vorhanden und wird auch als vorhanden klassiziert.
FN Bei falsch negativer (False Negative) Klassizierung ist die Spurwechselentscheidung
vorhanden, wird aber als nicht vorhanden klassiziert.
FP Bei falsch positiver (False Positive) Klassizierung ist die Spurwechselentscheidung nicht
vorhanden, wird aber als vorhanden klassiziert.
TN Bei richtig negativer (True Negative) Klassizierung ist die Spurwechselentscheidung
nicht vorhanden und wird auch als nicht vorhanden klassiziert.
Eine Bewertung der Modellqualität ist nur unter Berücksichtigung aller vier Kriterien möglich.
So ist beispielsweise eine hohe Anzahl an richtig positiven Klassikationen von Spurwech-
seln erreichbar, indem der Klassikator stets und unabhängig von am Eingang anliegenden
Daten einen Spurwechsel klassiziert. Dies hätte jedoch zur Folge, dass die Anzahl an falsch
positiven Klassikationen ebenfalls sehr hoch wäre. Gleiches gilt für den umgekehrten Fall
eines Klassikators, dessen Ausgang nie einen Spurwechsel anzeigt, sodass die Anzahl falsch
positiver Klassizierungen niedrig wäre, aber die falsch negativer sehr hoch. Daher werden die
genannten Kriterien in Verhältnis zueinander gesetzt.
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TPR Die Richtig-Positiv-Rate (True Positive Rate) entspricht einer Treerquote. Sie gibt den





FPR Die Falsch-Positiv-Rate (False Positive Rate) entspricht einer Fehlalarmquote. Sie gibt





Die probabilistische Natur der Ausgänge der gewählten Modelle mit dem Wertebereich [0, 1]
erlaubt es, Schwellwerte zu bestimmen, ab denen eine Klassikation als positiv oder negativ gilt.
So kann der für den jeweiligen Anwendungsfall optimale Kompromiss aus hoher Sensitivität
(TPR) und geringer Falsch-Positiv-Rate gewählt werden. Im Fall der Spurwechselmodellierung
sollen sowohl alle vorhandenen Spurwechsel erkannt werden, als auch keine nicht vorhanden
Spurwechsel fehlerhaft als Spurwechsel ausgegeben werden. Da das Ziel eine möglichst reali-
tätsgetreue Modellierung in beiderlei Hinsicht ist, wird kein spezieller Fokus auf eins der beiden
Kriterien TPR oder FPR gelegt, sondern nach dem Optimum aus beiden Kriterien gesucht.
Als Unterstützung zur Bestimmung der optimalen Schwellwerte dient die Grenzwertoptimie-
rungskurve (Receiver Operator Characteristic, ROC). In dieser werden für bestimmte Schwell-
werte die FPR auf der X- und die TPR auf der Y-Achse aufgetragen. Eine perfekte Klassikation
liegt dabei in der oberen linken Ecke bei den Koordinaten (0, 1). Die ROC wird auf Grundlage
der generierten Daten für die drei vorgestellten Ansätze erzeugt, um einen Vergleich ihrer Qua-
lität zu ermöglichen. Um neben dem graschen Vergleich auch einen numerischen Vergleich
zu ermöglichen, wird zusätzlich die Fläche unter der Grenzwertoptimierungskurve berechnet
(Area under Curve, AUC). Je höher die TPR bei niedriger FPR ist, desto steiler steigt die ROC
an und desto größer ist somit die AUC. Beispielhaft sind ROC und AUC in Abbildung 6.1
dargestellt.
6.1.1.3 Bewertung
Die Bewertung der Modellierungsansätze Bayes’sches Netz, Input-Output Hidden Markov
Model und tiefes neuronales Netzwerk erfolgt nach den oben genannten Kriterien. In der
Abbildung 6.2 sind die Grenzwertoptimierungskurven jeweils für die drei Klassen Spurhalten,
Spurwechsel Links und Spurwechsel Rechts sowie eine vergleichende Darstellung mit Kurven
einer Klasse und aller Ansätze dargestellt. Die AUCs der verschiedenen Modellierungsansätze
werden in Tabelle 6.1 für die einzelnen Klassen und als Durchschnittswert aller Klassen darge-
stellt. Für die ROC-Erzeugung und AUC-Berechnung wurden zehn Werte im Intervall [0, 1] in
Schritten von 0,1 gewählt, um eine Vergleichbarkeit der Kurven zu ermöglichen.
Innerhalb der präsentierten Ergebnisse gelingt es der Modellierung mit DNN am besten das
Spurwechselverhalten der simulierten Fahrer zu reproduzieren. Dies wird anhand der ROCs
deutlich, bei denen die anderen Verfahren deutlich häuger Spurhalten falsch positiv klassi-
zieren und somit die Klassikationsgüte für die Klasse Spurhalten im Vergleich besonders beim
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Abbildung 6.1: Die ROC entspricht der schwarz gezeichneten Linie. Durch diese wird die grüne Fläche nach oben
begrenzt. Diese Fläche entspricht der AUC. Die gestrichelte Linie entspricht einer ROC bei einem rein
zufällig entscheidenden Klassikator
Tabelle 6.1: Flächen unter den Grenzwertoptimierungskurven (AUC) der drei Modellierungsansätze
Modell Spurhalten Spurwechsel Links Spurwechsel Rechts Durchschnitt
BN 0,816 0,957 0,990 0,921
IOHMM 0,932 0,904 0,969 0,935
DNN 0,988 0,992 0,992 0,991
BN-Ansatz niedriger ist. Ähnliches gilt für die Klassikation des Spurwechsels Links, welcher
insbesondere beim IOHMM-Verfahren zu vielen falsch positiven Klassikationen führt. Einzig
mit der DNN-Methode wird in allen Klassen eine konstant hohe Klassikationsgüte erreicht.
Dies wird auch beim numerischen Vergleich der Flächen unter der Kurve deutlich, bei dem das
DNN-Verfahren in allen Klassen die größte Fläche aufweist.
Neben dem Hauptkriterium Klassikationsgüte wurde die Zeit gemessen, welche die verschie-
denen Modellierungsmethoden zur Klassikationen der simulierten Daten benötigen. Für den
Geschwindigkeitsvergleich wurde die Klassikation für 100 Sequenzen mit einer Länge von
jeweils 10 s durchgeführt. Bei der genannten Abtastzeit von ∆t = 0,3 s führt dies zu insgesamt
3400 Datenpunkten, für die eine Klassikation erfolgte. Die Ergebnisse sind in Tabelle 6.2
dargestellt.
Die Zeitmessung wurde dabei direkt vor Übergabe der Eingangsdaten an die Klassikatoren
gestartet und direkt nach Rückgabe der Ausgangsdaten gestoppt. Zeit für die Erzeugung der
Datenstrukturen und Modelle ist nicht inbegrien. Die Klassikationen wurden auf einem Intel
Xeon E5-1630v3@3.70GHz Prozessor durchgeführt, bei dem alle vier Kerne parallel genutzt
wurden. Die Implementierung der Ansätze erfolgte im Programm Matlab 2017b des Unterneh-
mens Mathworks Inc. Dabei zeigt sich eine deutliche höhere Klassikationsgeschwindigkeit
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(a) BN (b) IOHMM
(c) DNN (d) Spurhalten
(e) Spurwechsel Links (f) Spurwechsel Rechts
Abbildung 6.2: Grenzwertoptimierungskurven der genutzen Klassikationsmethoden auf simulierten Testdaten nach
Training mit simulierten Daten. Dargestellt ist zum einen die Klassifkationsgüte für die einzelnen
Klassen bei Modellierung mit den Methoden BN, IOHMM und DNN, zum anderen die Klassikati-
onsgüte der einzelnen Methoden für die Klassen Spurhalten, Spurwechsel Links und Spurwechsel
Rechts
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des DNN gegenüber der Geschwindigkeit der anderen Verfahren trotz des für Bayes’sche Netze
angewendeten besonders ezienten Inferenzverfahrens.
Die Verfahren wurden zu einem unterschiedlichen Grad durch Nutzung vorhandener Funktio-
nen und eigener Programmierung implementiert. Während der Eigenanteil bei den Bayes’schen
Netzen besonders hoch ist, wurden die Ausgangsdaten der neuronalen Netze bei den Ansätzen
IOHMM und DNN mit Hilfe von Matlab-internen Funktionen erzeugt, welche die zur Verfügung
stehende Rechenleistung ezienter nutzen. Dies erklärt einen Teil der stark abweichenden
Klassikationsdauer. Aufgrund der weitaus aufwändigeren Inferenz in BN und IOHMM gegen-
über der Klassikation mit neuronalen Netzen ist die in Tabelle 6.2 dargestellte Reihenfolge
der Methoden hinsichtlich ihrer Geschwindigkeiten dennoch plausibel.
Der Methodenvergleich fällt somit eindeutig zu Gunsten der DNN-Modellierungsmethode aus.
Neben der hohen Klassikationsleistung gewinnt diese Methode vor allem gegenüber dem
BN-Verfahren aufgrund der deutlich geringeren Rechenzeit des Modells.
Nachteilig ist die für Menschen nicht verständliche Modellierung, wodurch das DNN zum
Black-Box Modell wird. Hier bietet der BN-Ansatz deutliche Vorteile, da eine eindeutige Mo-
dellstruktur aus Zufallsvariablen gewählt werden kann und im Zuge des Trainings für jede
Zufallsvariable eine Verteilungsfunktion trainiert wird.
Das Modellverständnis ist vor allem dann entscheidend, wenn auf Grundlage der Modell-
ausgänge sicherheitskritische Entscheidungen gefällt werden, bspw. wenn das Modell zur
Spurwechsel-Prädiktion anderer Fahrzeuge genutzt wird und daraufhin das HAF-Fahrzeug mit
Ausweich- oder Bremsmanövern reagiert wie in [RKG
+
19]. Ist das dort verwendete Modell
unverständlich und lässt sich daher nicht auf Fehler überprüfen widerspricht dies den Zielen
einer sicherheitsgerichteten Entwicklung nach der hierfür einschlägigen Industrienorm ISO
26262 [Int11], da die Mehrzahl der empfohlenen Analysemethoden nicht uneingeschränkt
angewendet werden können.
Im Fall der Nutzung im Rahmen des passiven HAF bewirken einzelne auftretende Fehler eine
für den Zeitpunkt des Fehlers nicht realitätsgetreue Simulation des ktiven Verlaufs des Szena-
rios. Dies hat aber keine direkte Sicherheitsauswirkung, da der Fehler nur in der Simulation
auftritt und somit nicht zu einem Personenschaden führen kann. Zum anderen haben einzelne
Fehler auch keinen signikanten Einuss auf die Aussagekraft des Ansatzes „passives HAF“,
da sie innerhalb der geplanten Menge an zu sammelnden Daten (vgl. Unterabschnitt 3.1.2)
nur einen sehr geringen Teil ausmachen. Häuge Fehler hingegen würden im Rahmen des
Simulations-Realitäts-Abgleichs (vgl. Abbildung 3.2) entdeckt. Bei diesem wird kontinuierlich
überprüft, ob die Simulation in der Lage ist, das reale Szenario auch bei Fehlen einer Abwei-
chung zwischen den Fahrentscheidungen des menschlichen Fahrers und des HAF-Algorithmus
nachzusimulieren. Gelingt dies für ein Szenario nicht, werden die aufgezeichneten Daten zum
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Training eines weiteren Fahrermodells genutzt. Hierdurch lernt das passive HAF, auch bisher
unbekannte Fahrertypen zu simulieren. Aus diesen Gründen werden im Folgenden trotz des
für Menschen nicht analysierbaren Aufbaus von neuronalen Netzen DNN zum Einsatz in der
Simulation für das passive HAF verwendet.
6.1.2 Modellierung mit Realdaten
Nach Auswahl des leistungsfähigsten Ansatzes auf Grundlage von Simulationsdaten wird in
diesem Abschnitt bewertet, welche Klassikationsgüte DNN auf im realen Straßenverkehr
aufgenommenen Daten erreichen. Dazu wurde das mit simulierten Daten trainierte neuronale
Netz zunächst mit allen Trainings-Realdaten weitertrainiert und seine Leistungsfähigkeit mit
Test-Realdaten überprüft.
Als Datengrundlage dienen von einem 5er BMW gesammelte Sensordaten, die auf Autobahnen
und autobahnähnlichen Straßen mit baulicher Trennung der Spuren unterschiedlicher Fahrrich-
tung gesammelt wurden. Für die Spurerkennung wurde eine Monokamera der Firma Mobileye
verwendet, für die Objekterkennung ein 360° LIDAR der Firma IBEO. Nach der Datenvorverar-
beitung können umgebende Verkehrsteilnehmer mit guter Qualität bis zu 100 m vor und hinter
dem Sensorfahrzeug auf dessen Spur und direkt angrenzenden Nachbarspuren erfasst werden.
Daher wird dieser Bereich für die Szenarioerstellung genutzt. Als Realdaten stehen Sensordaten
über eine Aufzeichnungszeit von 32 400 s zur Verfügung, die über eine Strecke von 1100 km
auf neun Autobahnfahrten gesammelt wurden. Die resultierende Grenzwertoptimierungskurve
ist in Abbildung 6.3 dargestellt, die Flächeninhalte unter den Kurven in Tabelle 6.3.
Abbildung 6.3: ROC des mit realen Daten trainierten und evaluierten Netzes
Das so trainierte allgemeine Netz wird weiterverwendet, um damit wie in Abschnitt 3.1.1 be-
schrieben individuelle Fahrertypen zu trainieren. Im Zuge dessen wurden mit den verfügbaren
Realdaten fünf Fahrermodelle gemäß dem Vorgehen in Abbildung 3.2 erzeugt. Ein neues Fahrer-
modell wurde dabei immer dann trainiert, wenn keins der bisher trainierten Modelle auf dem
neuen Realdatensatz eine AUC > 0, 95 aufwies. Die Ergebnisse der einzelnen Fahrermodelle
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sind in den Grenzwertoptimierungskurven in der Abbildung 6.4, die Flächeninhalte unter den
jeweiligen Kurven in Tabelle 6.3 dargestellt.
Tabelle 6.3: Flächen unter den Grenzwertoptimierungskurven der mit Realdaten trainierten und evaluierten DNN
Modell Spurhalten Spurwechsel Links Spurwechsel Rechts Durchschnitt
allg. DNN 0,892 0,908 0,955 0,918
Fahrertyp 1 0,931 0,968 0,993 0,964
Fahrertyp 2 0,954 0,981 0,971 0,969
Fahrertyp 3 0,882 0,914 0,982 0,926
Fahrertyp 4 0,917 0,950 0,978 0,948
Fahrertyp 5 0,977 0,988 0,990 0,985
Insbesondere der Vergleich der durchschnittlichen AUC-Werte verdeutlicht, dass durch das
fahrertypindividuelle Training der DNN eine deutlich erhöhte Klassikationsgüte erreicht
werden kann. Es ist anzunehmen, dass bei einem größeren Datensatz an Realdaten noch
weitere Fahrertypen unterscheidbar und somit trainierbar sein werden.
Weiterhin fällt auf, dass die Klassikationsgüte der DNN bei Realdaten gegenüber der in der
Simulation abfällt. Mögliche Gründe hierfür sind zum einen die trotz der in Abschnitt 3.4
beschriebenen Vorverarbeitung schlechtere Datenqualität. Bedingt durch die Einschränkung
der Sensorreichtweite auf±100 m in longitudinaler Richtung können nicht alle möglicherweise
für die Fahrentscheidungen von menschlichen Fahrern relevanten Faktoren mit verarbeitet
werden. Zum anderen stehen für das Training der Modelle geringere Mengen an Realdaten zur
Verfügung, als dies beim Training mit Simulationsdaten der Fall war.
In diesem Abschnitt wurde plausibilisiert, dass durch Nutzung der trainierten Fahrermodelle
das Verhalten der modellierten Fahrer präzise wiedergegeben werden kann. Im nächsten
Schritt werden die Modelle in die Simulationsumgebung übertragen. Dort werden sie den das
HAF-Fahrzeug umgebenden Verkehrtsteilnehmern zugeordnet und für die Modellierung ihres
Fahrverhaltens genutzt.
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(a) Fahrertyp 1 (b) Fahrertyp 2
(c) Fahrertyp 3 (d) Fahrertyp 4
(e) Fahrertyp 5
Abbildung 6.4: ROCs der Evaluation des DNN nach fahrerindividuellem Training mit Realdaten
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6.2 Verikation der Szenarioerstellung
Für die Verikation des Algorithmus zur Szenarioerstellung werden Simulationsdaten genutzt.
Dies ermöglicht die Generierung einer Groundtruth („Feldvergleich“) aus dem Simulationssetup.
Da das Datenformat der Eingangsgröße DrivingView zur Szenarioerstellung bei Simulations-
und Realdaten identisch ist, ist das Ergebnis der Verikation auch auf Realdaten übertragbar. Die
Evaluierung der Szenarioerstellung auf Grundlage von Realdaten kann hingegen nur anhand
einer Beispielsituation veranschaulicht und qualitativ bewertet werden, eine Quantizierung
der Rekonstruktionsgüte ist aus oben genanntem Grund weder möglich noch erforderlich.
6.2.1 Szenarioerstellung aus Simulationsdaten
Zur Verizierung der Szenarioerstellung werden Simulationsszenarien mit zunehmender Kom-
plexität verwendet, die in [Wit17] erarbeitet wurden. Die simulierten Daten werden dem
Szenarioerstellungs-Algorithmus als DrivingView aus der Perspektive des HAF-Fahrzeugs zur
Verfügung gestellt, analog der Realdatenbereitstellung im Fahrzeug durch Sensorik und Umfeld-
modell. Für die Bewertung wird die Simulationsausgabe des originalen und des rekonstruierten
Szenarios hinsichtlich der folgenden Werte verglichen:
• Startposition in longitudinaler Richtung




• Wunschgeschwindigkeit des Fahrers
• im Originalszenario als Fahrermodell verwendetes bzw. im rekonstruierten Szenario
bestimmtes neuronales Netz
Die Szenariorekonstruktion startet, sobald eine signikante Abweichung hinsichtlich des
Spurwechselverhaltens zwischen den Fahrentscheidungen des im Originalszenario verwendeten
Fahrermodells und der des HAF-Algorithmus vorliegt, analog zum Verhalten in der realen
Anwendung des passiven HAF.
6.2.1.1 Rekonstruktion eines Szenarios mit konstanter Spuranzahl und konstanter
Krümmung
Zunächst soll der Fall eines Szenarios mit konstanter Spuranzahl und konstanter Krümmung
untersucht werden. Das für die Verikation verwendete Szenario ist in Abbildung 6.5 darge-
stellt. Das im Bild rot gekennzeichnete Fahrzeug entspricht dabei dem Ego-Fahrzeug, dessen
DrivingView als Eingang für die HAF-Funktion dient und welches somit bei Abweichungen
zwischen ursprünglichem Fahrermodell und HAF-Funktion die Szenario-Resimulation auslöst.
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Gleichzeitig dient es als Testfahrzeug, anhand dessen die Qualität der Szenariorekonstruktion
gemessen wird.
Abbildung 6.5: Originalszenario 1 für Rekonstruktion. Aus [Wit17, S.59]
Zum Zeitpunkt t = 6,96 s wird aufgrund von Abweichungen zwischen dem Fahrverhalten
des Fahrers und der HAF-Funktion eine Resimulation des Szenarios gestartet. Zu diesem
Zeitpunkt benden sich die in Abbildung 6.6 dargestellten Fahrzeuge innerhalb des für die
Berücksichtigung von anderen Verkehrsteilnehmern relevanten Bereiches von ±100 m um das
Testfahrzeug. Alle weiteren in Abbildung 6.5 dargestellten Fahrzeuge werden für den weiteren
Verlauf der Resimulation nicht berücksichtigt. Diese Beschränkung wäre in den gewählten
simulationsbasierten Testszenarien nicht notwendig, da in diesen eine perfekte Datenqualität
vorliegt. Da der Resimulation-Algorithmus aber nicht gegenüber dem für reale Szenarien
verwendeten abgeändert werden soll, um die bei realer Nutzung im Kontext des passiven
HAF auftretenden Schwächen des Algorithmus erkennen zu können, wird die Beschränkung
beibehalten.
Abbildung 6.6: Nur Fahrzeuge innerhalb des roten Bereichs werden aufgrund der in der Realität beschränkten
Sensorreichweite in der weiteren Simulation von Szenario 1 berücksichtigt. Aus [Wit17, S.60]
Die für die Bewertung der Rekonstruktion herangezogenen Werte sind für den Startzeitpunkt
der Resimulation in Tabelle 6.4 dargestellt. Dabei zeigt der Vergleich, dass die Resimulation
der Simulation entspricht. Die Wunschgeschwindigkeit weicht in der Resimulation vom in
der Simulation vorgegebenen Parameter ab. Dies liegt an dem Verfahren der Schätzung der
Wunschgeschwindigkeit, welches für diese den höchsten Geschwindigkeitswert innerhalb
eines Beobachtungszeitraums verwendet. Da der maximale Geschwindigkeitswert jedoch in
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der gegebenen Simulation nie die tatsächliche Wunschgeschwindigkeit erreicht hat, konnte
letztere für die Rekonstruktion nicht korrekt ermittelt werden. Da sich aber kein langsameres
Vorderfahrzeug in unmittelbarer Nähe bendet, gibt es in diesem Szenario keinen Anlass für den
Fahrer des Ego-Fahrzeugs, einen Spurwechsel durchzuführen, um die Wunschgeschwindigkeit
zu erreichen.
Tabelle 6.4: Bewertungsvariablen zum Startzeitpunkt der Resimulation von Szenario 1. Nach [Wit17, S.60]
Parameter Simulation Resimulation
x0 [m] 222,50 222,50
y0 [m] −0,06 −0,06
Spur 1 1
v0 [m/s] 33,28 33,28
a0 [m/s
2] 0,00 0,00
vwunsch [m/s] 33,77 33,28
DNN von Fahrertyp 3 3
Weiterhin sind in den Abbildungen 6.7 und 6.8 die x- und y-Positionen des Testfahrzeugs
übereinander sowie seine Geschwindigkeit über die Simulationszeit dargestellt. Auch hier wird
deutlich, dass die Resimulation der Simulation bis auf die genannten Abweichungen entspricht.
Lediglich die Geschwindigkeitsabsenkung am Ende der Simulationszeit ist in der Resimulation
aufgrund des fehlenden Vorderfahrzeugs nicht zu beobachten. Dies erklärt die geringfügigen
Abweichungen hinsichtlich der x- und y-Positionen am Ende der Simulationszeit.
























Abbildung 6.7: x- und y-Position des Testfahrzeugs in Simulation und Resimulation von Szenario 1
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Abbildung 6.8: Geschwindigkeit des Testfahrzeugs in Simulation und Resimulation von Szenario 1. Aus [Wit17, S.62]
6.2.1.2 Rekonstruktion eines Szenarios mit steigender Spuranzahl und konstanter
Krümmung
Im zweiten getesteten Szenario erhöht sich die Spuranzahl von zwei auf drei Spuren ohne
Spurkrümmung. Das Ausgangsszenario in der Originalsimulation ist in Abbildung 6.9 abgebildet,
das Testfahrzeug ist wiederum rot markiert und der rote Bereich markiert die Fahrzeuge, die
für die Resimulation berücksichtigt werden.
Abbildung 6.9: Originalszenario 2 für Rekonstruktion. Aus [Wit17, S.63]
Die Resimulation des Szenarios wird t = 3,38 s nach Start der Simulation gestartet. Die für die
Bewertung herangezogenen Werte sind für diesen Zeitpunkt in Tabelle 6.5 dargestellt.
In Abbildung 6.10 sind die x- und y-Positionen übereinander für die Originalsimulation und die
Resimulation aufgetragen, in Abbildung 6.11 die Geschwindigkeit des Testfahrzeugs. Hierbei ist
auällig, dass gegen Ende der Simulation sowohl x- als auch y-Position in der Resimulation vom
Original abweichen. Wie im ersten Szenario liegt der Grund hierfür in einem vorausfahrenden
Fahrzeug, dargestellt im rechten Teil von Abbildung 6.9, welches nicht in der Resimulation
berücksichtigt wird, da es zum Zeitpunkt des Resimulationsstarts außerhalb des Sensorbereichs
liegt. Im Verlauf der Originalsimulation wird das Testfahrzeug zunächst kurz ausgebremst und
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Tabelle 6.5: Bewertungsvariablen zum Startzeitpunkt der Resimulation von Szenario 2. Nach [Wit17, S.63]
Parameter Simulation Resimulation
x0 [m] 106,48 106,48
y0 [m] 0,00 0,00
Spur 2 2
v0 [m/s] 36,10 36,10
a0 [m/s
2] 0,60 0,60
vWunsch [m/s] 36,10 36,10
DNN von Fahrertyp 3 3
überholt dann das vorausfahrende Fahrzeug, insbesondere erkennbar an dem Sprung in der
y-Position.






















Abbildung 6.10: x- und y-Position des Testfahrzeugs in Simulation und Resimulation von Szenario 2
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Abbildung 6.11: Geschwindigkeit des Testfahrzeugs in Simulation und Resimulation von Szenario 2
6.2.1.3 Rekonstruktion eines Szenarios mit konstanter Spuranzahl und wachsender
Krümmung
Im dritten Testszenario wächst die Krümmung der Spuren von einer Gerade zu einer Linkskurve
während die Spuranzahl konstant bleibt. Das Originalszenario ist in Abbildung 6.12 dargestellt.
Ziel dieses Szenarios ist es vor allem zu prüfen, welchen Einuss die Abtastzeit von ∆t = 10 ms
auf die Qualität der Rekonstruktion der Szenarios hat.
Abbildung 6.12: Originalszenario 3 für Rekonstruktion. Aus [Wit17, S.66]
Die Startwerte sind in Tabelle 6.6 dargestellt.
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Tabelle 6.6: Bewertungsvariablen zum Startzeitpunkt der Resimulation von Szenario 3. Nach [Wit17, S.66]
Parameter Simulation Resimulation
x0 [m] 102,24 102,24
y0 [m] 0,00 0,00
Spur 1 1
v0 [m/s] 23,47 23,47
a0 [m/s
2] −2,90 −2,90
vWunsch [m/s] 33,77 33,48
DNN von Fahrertyp 3 3
Aus Abbildung 6.13 wird ersichtlich, dass die im Bereich der Geraden zunächst fehlerfreie
Rekonstruktion des Szenarios aufgrund der abschnittsweise als konstant angenommenen
Krümmung (das Testfahrzeug fährt innerhalb eines Zeitschritts ca. 3 bis 4 m) zunehmend vom
Originalszenario abweicht, obwohl in diesem Fall kein in der Resimulation unberücksichtigtes
Fahrzeug einen Einuss ausübt. Der Fehler würde sich durch eine Reduzierung der Abtastrate
verringern.
























Abbildung 6.13: x- und y- Position des Testfahrzeug in Simulation und Resimulation von Szenario 3. Nach [Wit17,
S.68]
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Abbildung 6.14: Geschwindigkeit des Testfahrzeugs in Simulation und Resimulation von Szenario 3
6.2.1.4 Rekonstruktion eines Szenarios mit steigender Spuranzahl und wachsender
Krümmung
Zuletzt wird in einem Szenario mit steigender Spuranzahl und wachsender Krümmung die
Qualität der Szenariorekonstruktion am komplexesten Beispiel überprüft. Das Originalszenario
ist in Abbildung 6.15 dargestellt.
Da die Resimulation erst zu einem Zeitpunkt gestartet wird, zu dem sich das Testfahrzeug bereits
nicht mehr im geraden Abschnitt des Szenarios bendet, weicht die Startposition bereits hier
geringfügig im x- und y-Wert ab. Alle Bewertungsvariablen sind in Tabelle 6.7 dargestellt.
Tabelle 6.7: Bewertungsvariablen zum Startzeitpunkt der Resimulation von Szenario 4. Nach [Wit17, S.70]
Parameter Simulation Resimulation
x0 [m] 24,21 24,27
y0 [m] 0,01 −0,04
Spur 2 2
v0 [m/s] 27,53 27,53
a0 [m/s
2] −8,50 −8,50
vWunsch [m/s] 33,77 33,48
DNN von Fahrertyp 3 3
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Abbildung 6.15: Originalszenario 4 für Rekonstruktion. Aus [Wit17, S.69]





















Abbildung 6.16: Hinsichtlich x- und y-Position des Testfahrzeugs weichen Simulation und Resimulation in Szenario
4 voneinander ab. Nach [Wit17, S.70]
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Abbildung 6.17: Geschwindigkeit des Testfahrzeugs in Simulation und Resimulation von Szenario 4
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Auch hinsichtlich des zurückgelegten Weges in x- und y-Richtung ist eine mit Szenario 3 ver-
gleichbare Abweichung festzustellen (siehe Abbildung 6.16), die wiederum durch die Abtastrate
zu erklären ist.
Die Resimulation der gewählten Testszenarien gelingt insgesamt gut. Zwei durch die Sensorik
bedingte Fehlerquellen werden jedoch deutlich: Zum einen durch die begrenzte Sichtweite der
Sensorik, durch die in einem Szenario möglicherweise relevante Fahrzeuge nicht enthalten sind.
Zum anderen durch die Abtastrate, durch die sich kontinuierlich ändernde Krümmungen nicht
fehlerfrei reproduzieren lassen. Eine Absicherung durch das passive HAF ist somit nur für die
Szenarien möglich, in denen alle relevanten Verkehrsteilnehmern und Fahrspuren durch die
Sensorik detektiert werden. Dies entspricht der in Abschnitt 3.1.1 genannten Einschränkung
einer Absicherung ohne Referenzsensorik. Mit fortschreitender Entwicklung von Sensorik
und Umfeldmodell und hierdurch verbesserter Umgebungswahrnehmung ist eine Erweiterung
der Entfernungsgrenze für die genutzten Sensordaten möglich. Dies führt zu einer weiteren
Erhöhung der Realitätstreue der simulierten Szenarien, ohne das Änderungen am passiven
HAF selbst notwendig wären.
6.2.2 Rekonstruktion eines Simulationsszenarios aus Realdaten
In diesem Abschnitt soll beispielhaft die Rekonstruktion einer Situation aus dem realen Verkehr
präsentiert werden, da ohne Groundtruth eine allgemeine Überprüfung der Funktionsfähigkeit
der Szenarioresimulation mit Realdaten nicht möglich ist. Die Ergebnisse wurden erstmals in
[KWLH18] veröentlicht.
In Abbildung 6.18 ist die zu rekonstruierende Situation aus dem Blickwinkel der Front- und
Heckkamera dargestellt. Das mit Monokamera und LIDAR ausgestattete Testfahrzeug bendet
sich auf einer zunächst fünfspurigen Autobahn, die sich auf Höhe des Fahrzeugs auf vier Spuren
durch Wegfall der rechtesten Spur verengt. Das Testfahrzeug fährt bis zur Verengung auf der
zweitrechtesten Spur, danach durch Spurhalten auf der rechtesten. Im Sichtbereich der Sensorik,
die auf ±100 m und ±1 Spur um das Testfahrzeug beschränkt ist, benden sich drei Fahrzeuge,
die durch farbige Rechtecke in den Bildern markiert sind.
(a) Frontkamera (b) Heckkamera
Abbildung 6.18: Kamerabilder des Testfahrzeugs
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Die vom Umfeldmodell nach Vorverarbeitung der Sensordaten durch die in Abschnitt 3.4 be-
schriebenen akausalen Filter zur Verfügung gestellten Daten sind in Abbildung 6.19 dargestellt.
Diese Daten werden dem Resimulations-Algorithmus als Driving View zur Verfügung gestellt.
Dies entspricht dem Vorgehen, welches im vorangegangen Abschnitt für Simulationsdaten
angewendet wurde.
Abbildung 6.19: Visualisierung der vom Umfeldmodell zur Verfügung gestellten Daten. Aus [Wit17, S.72]
Das rekonstruierte Szenario ist in Abbildung 6.20 dargestellt und entspricht dem des Um-
feldmodells. Auällig sind die scheinbar fehlenden Spurlinien, die jedoch lediglich aufgrund
von unmittelbaren aufeinanderfolgenden, sehr kurzen Streckenelementen nicht sichtbar sind.
Diese werden generiert, da im Gegensatz zu den idealen Simulationsdaten die zur Verfügung
gestellten Realdaten nie eine exakt konstante Krümmung der Strecke aufweisen und somit zu
jedem Messzeitpunkt eine geringfügig andere Orientierung der Streckenelemente besteht. Dies
hat jedoch keine Auswirkung auf die Qualität der Simulation. Es wird deutlich, dass die Rekon-
struktion aus Realdaten möglich ist und zu guten Ergebnissen führt. Das vorgestellte Verfahren
wird im folgenden Abschnitt genutzt, um auf realen Daten basierende Simulationsszenarien zu
generieren und auf potentiell kritische Situationen zu analysieren.
Abbildung 6.20: Aus Realdaten rekonstruiertes Simulationsszenario
6.3 Validierung der Kritikalitätserkennung
Der Funktionsteil Kritikalitätserkennung soll daraufhin getestet werden, ob er in der Lage
ist, kritische Situationen zu erkennen. Aufgrund der großen Datenmengen, die potentiell im
Rahmen des Konzepts passives HAF bewertet werden müssen (vgl. Abschnitt 3.1.2), ist es für
die eziente Analyse und Fehlerbehebung unerlässlich, eine automatisierte Vorauswahl an
potentiell kritischen Szenarien bereitszustellen. Hierfür werden alle resimulierten Szenarien
nach den in Kapitel 5 vorgestellten Kriterien bewertet.
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6.3.1 Kritikalitätserkennung bei Fahrt mit HAF-Funktion ohne
implementierte Fehler
Zur Bewertung von potentiell kritischen Fahrsituationen werden sämtliche aufgezeichneten
Realdaten, die im Rahmen von Testfahrten auf Autobahnen gesammelt wurden, mit Hilfe des
in Abschnitt 3.2 vorgestellten Verfahrens resimuliert und die Resimulationen auf Kritikalität
hin überprüft.
Insgesamt wurden in Testfahrten 1100 km an Realdaten als Datenbasis gesammelt. Dabei kam
es in 230 Situationen zu einer signikanten Abweichung des Fahrverhaltens der passiven HAF-
Funktion von dem des menschlichen Fahrers, sodass eine Resimulation gestartet wurde. Bei
keiner der simulierten Situationen überstieg einer der für die Kritikalitätsbewertung herangezo-
genen Messwerte den kritischen Schwellwert. Eine Analyse der visualisierten Simulationsdaten
bestätigte dieses Ergebnis. Daraus kann geschlossen werden, dass zumindest innerhalb der
genutzten Testdistanz durch die HAF-Funktion keine Fehler verursacht wurden, die zu einer
kritischen Situation gemäß den in dieser Arbeit denierten Kriterien geführt hätten.
6.3.2 Kritikalitätserkennung bei Fahrt mit HAF-Funktion mit
implementiertem Fehler
Das oben beschriebene Ergebnis ist aus Sicht der Funktionsentwicklung erfreulich, jedoch
nicht geeignet, die Eektivität der Kritikalitätserkennung zu überprüfen. Daher wurde die
innerhalb der resimulierten Szenarien verwendete HAF-Funktion künstlich verschlechtert.
Hierzu wurde ein Fehler implementiert, der dazu führt, dass durchschnittlich alle 5 Sekunden
ein Spurwechselwunsch in eine zufällige Richtung erzeugt wird. Dieser Wunsch führt zu einem
Spurwechsel außer in dem Fall, dass dieser direkt zu einer Kollision mit einem Fahrzeug in der
Nachbarspur führen würde. Hierdurch kam es in insgesamt 43 der 230 resimulierten Szenarien
zu jeweils mindestens einer Situation, in der die maximale Kritikalität über den Schwellwert
von 1 stieg und die somit als kritisch erkannt wurden. Die Kritikalität dieser Situationen
resultiert regelmäßig daraus, dass das Testfahrzeug einen Spurwechsel von der linken auf die
rechte Spur durchführt und danach stark bremsen muss, um eine Kollision mit dem langsamer
fahrenden Verkehr auf der neuen, weiter rechts liegenden Spur zu verhindern. Dies gelingt
in den meisten Fällen, in zwei Fällen kommt es jedoch zu einer Kollision. In den Szenarien,
in denen hieraus keine kritische Situation entsteht, ist zum Zeitpunkt des Spurwechsels kein
potentielles Vorderfahrzeug auf der Nachbarspur oder das Testfahrzeug bendet sich bereits in
der langsameren Spur, sodass aus dem Spurwechselwunsch kein Spurwechsel resultiert.
Stellvertretend für die 43 als kritisch bewerteten Szenarien soll ein solches Szenario beschrieben
werden. Die Ausgangssituation ist in Abbildung 6.21 dargestellt. Zu diesem Zeitpunkt wird
Abbildung 6.21: Ursprungsszenario der kritischen Situation
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Tabelle 6.8: Kritikalitätsmesswerte zu Beginn des Szenarios
Kritikalitätsgröße Messwert Kritikalität
Minimale TMTTC 31,70 0
Minimale TLB 29,64 0
Maximales Vphys 0 0
Maximales Vkomf 0 0
Tabelle 6.9: Kritikalitätsmesswerte bei einer Simulationszeit von t = 4,1 s
Kritikalitätsgröße Messwert Kritikalität
Minimale TMTTC 1,89 7,22
Minimale TLB −0,32 10
Maximales Vphys 0,16 0
Maximales Vkomf 0,45 0
von der Kritikalitätserkennung keine kritische Situation erkannt, alle Werte (vgl. Tabelle 6.8)
benden sich unterhalb der Schwellwerte. Im Bild wird das Ego-Fahrzeug durch ein Kreuz
in der Fahrzeugspitze markiert. Ebenfalls fällt auf, dass die Fahrzeuge auf der linken Spur
blau dargestellt sind, jene auf der mittleren türkis. Die Geschwindigkeit der Fahrzeuge wird
in PELOPS durch ihre Farbe angegeben, von rot für stillstandsnahe Fahrzeuge bis blau für
Fahrzeuge mit hoher Geschwindigkeit.
Nach einer Simulationszeit von t = 3,6 s ist in Abbildung 6.22 zu sehen, wie das Testfahrzeug
einen Spurwechsel von der linken auf die rechte Spur durchführt. Dies ist der Ausgangspunkt
für die kritische Situation. Bei einer Simulationszeit von t = 4,1 s erkennt die Kritikalitätser-
Abbildung 6.22: Fehlerhafte HAF-Funktion führt Spurwechsel auf rechte Spur durch
kennung erstmals eine kritische Situation, die Kritikalitätswerte von TMTTC und TLB steigen
über die Schwellwerte. Da weder vom Testfahrzeug noch vom Fahrer des Vorderfahrzeugs zu
diesem Zeitpunkt eine deutliche Reaktion eingeleitet wird, sind die Fahrdynamik- und Komfort-
werte noch niedrig. Die entsprechenden Werte sind in Tabelle 6.9 dargestellt. Die vorliegende
Situation ist in Abbildung 6.23 dargestellt. Das Testfahrzeug weist zu diesem Zeitpunkt noch
eine deutlich höhere Geschwindigkeit als das Vorderfahrzeug auf, sodass ohne Reaktion eine
Kollision unvermeidlich ist. Der negative Wert von TLB bedeutet, dass das Testfahrzeug eine
Kollision ohne Mithilfe des Vorderfahrzeugs nicht mehr vermeiden kann, da der letztmögliche
Zeitpunkt zum Einleiten einer Bremsung bereits in der Vergangenheit liegt.
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Abbildung 6.23: Das Testfahrzeug bendet sich sehr nah am Vorderfahrzeug und hat eine deutlich höhere Geschwin-
digkeit
In Abbildung 6.24 ist dargestellt, wie die kritische Situation aufgelöst wird: das Testfahrzeug
bremst stark, das Vorderfahrzeug beschleunigt und wechselt auf die Nachbarspur. Dabei werden
aufgrund der starken Bremsung die Schwellwerte von Vphys und insbesondere Vkomf deutlich
überschritten (siehe Tabelle 6.10).
Abbildung 6.24: Die kritische Situation wird durch eine Vollbremsung des Testfahrzeugs und eine Beschleunigung
und Spurwechsel des Vorderfahrzeugs entschärft
Tabelle 6.10: Kritikalitätsmesswerte bei Vollbremsung des Testfahrzeugs bei einer Simulationszeit von t = 6,1 s.
Kritikalitätsgröße Messwert Kritikalität
Minimale TMTTC 26,37 0
Minimale TLB 23,57 0
Maximales Vphys 0,86 10
Maximales Vkomf 2,39 10
Das vorgestellte Beispiel verdeutlicht, dass die gewählten Kriterien zur Kritikalitätsbestimmung
in diesem Beispiel geeignet sind, um kritische Situationen automatisiert zu detektieren. Dabei
tragen die verschiedenen Kriterien zu Erkennung der Kritikalität über den gesamten kritischen
Zeitraum bei. Zunächst übersteigt die Kritikalität bei den relativ zu anderen Verkehrsteilneh-
mern berechneten Kriterien die Schwellwerte. Nachdem die HAF-Funktion auf die kritische
Situation durch starkes Bremsen reagiert, übersteigen die verkehrsunabhängigen Kriterien ihre
Grenzwerte.
Die Kritikalitätserkennung ermöglicht es, fehlerhafte Fahrentscheidungen der HAF-Funktion
in der Simulation zu erkennen und in der statistischen Auswertung der Sicherheit der Funktion
zu berücksichtigen. Außerdem kann das gespeicherte Realszenario für Fehlerbehebungen und
Funktionsverbesserungen genutzt werden.
Die Funktionsfähigkeit aller Bestandteile des passiven HAF konnte somit gezeigt werden.
Aus realen Szenarien werden Simulationsszenarien generiert. In diesen Szenarien werden
den Verkehrsteilnehmern, die das HAF-Fahrzeug umgeben, vorab trainierte Fahrermodelle
zugeordnet. Auf Grundlage von generiertem Szenario und modellierten Verkehrsteilnehmern
wird die Simulation gestartet und der Ablauf auf Kritikalität überprüft. Damit ist eine statistische
Absicherung des hochautomatisierten Fahrens gemäß des Konzepts passives HAF möglich.
7 Zusammenfassung und Fazit
Für den Serieneinsatz von hochautomatisierten Fahrfunktionen (HAF) ist der Nachweis uner-
lässlich, dass sie nicht mehr Unfälle verursachen als menschliche Fahrer. Etablierte Methoden
oder analytische Ansätze der Verikation und Validierung stoßen jedoch bei der Absicherung
des hochautomatisierten Fahrens an ihre Grenzen. Sie sind nicht oder noch nicht in der Lage,
einen Sicherheitsnachweis für hochautomatisiertes Fahren zu erbringen.
Eine sicherheitsgerichtete Entwicklung nach etablierten Methoden wie dem V-Modell scheitert
dabei an der zu hohen Anzahl an möglichen Szenarien, die beim hochautomatisierten Fahren
auftreten können und abgesichert werden müssen. Für eine simulative Absicherung fehlen
Wahrscheinlichkeitsverteilungen für das reale Verkehrsgeschehen, die zur Generierung reprä-
sentativer Simulationsszenarien genutzt werden können. Analytische Ansätze zum Nachweis
der Sicherheit des automatisierten Fahrens erfordern die Spezikation von Annahmen über das
Verhalten menschlicher Verkehrsteilnehmer. Der Nachweis der Vollständigkeit der Spezikation
und ihre Validierung stehen jedoch noch aus.
Stattdessen kann zum Nachweis der Sicherheit im Sinne einer positiven Risikobilanz ein
Dauerlauf-Test durchgeführt werden, mit dem die Sicherheit der HAF-Funktion statistisch
nachgewiesen werden kann. Für diesen muss ein Absicherungsaufwand in der Größenordnung
von mehreren hundert Millionen Testkilometer erbracht werden, um die Grundlage für eine
schrittweise Einführung des HAF oder eine Datenbasis für die simulative Absicherung zu
schaen. Ein Sicherheitsnachweis allein auf Grundlage von Testfahrten ist aufgrund der hierfür
erforderlichen Anzahl an Testkilometern in der Größenordnung von mehreren Milliarden Kilo-
metern noch weit aufwändiger und innerhalb eines realistischen ökonomischen und zeitlichen
Rahmens nicht umsetzbar.
Die eziente Leistbarkeit des notwendigen Absicherungsaufwands wird vor dem Hinter-
grund regelmäßiger Funktionsverbesserungen und -erweiterungen noch dringlicher, da jede
Änderung potentiell neue Fehlerquellen schaen kann. Daher kann ein statistischer Sicherheits-
nachweis für eine bereits abgesicherte Funktion je nach Umfang der Änderung nicht oder nicht
vollständig übernommen werden, sofern die Querwirkungsfreiheit der Änderung auf andere,
sicherheitsrelevante Funktionselement nicht nachgewiesen werden kann. Mit zunehmender
Komplexität der Komponenten einer Funktion und bei einer hohen Anzahl an Einussgrößen,
wie dies bei der HAF-Funktion der Fall ist, kann es mit hohem Aufwand verbunden oder
unmöglich sein, einen solchen Nachweis zu erbringen. Gelingt es nicht, muss die Absicherung
teilweise oder vollständig wiederholt werden.
Dies motiviert den vorgestellten Ansatz passives HAF, welcher für das Einfahren der not-
wendigen Testkilometer eine praktikable Lösung aufzeigt. Der Ansatz weist einen Weg aus
dem Dilemma, dass eine Funktion, die wahrscheinlich zu einer Reduktion an Verkehrsopfern
führt, nicht eingeführt wird, da ihre Sicherheit nicht ohne ihren Einsatz im realen Verkehr
nachgewiesen werden kann.
Dabei wird die Grundidee verfolgt, die abzusichernde HAF-Funktion in Serienfahrzeugen zu
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verbauen, aber nicht aktiv in die Fahrregelung eingreifen zu lassen. Stattdessen werden die
von der HAF-Sensorik erfassten realen Verkehrsszenarien als Szenariengenerator für eine
simulative Absicherung der HAF-Funktion verwendet. In jedem simulierten Szenario werden
den das HAF-Fahrzeug umgebenden Verkehrsteilnehmern individuelle, maschinell trainierte
Fahrermodelle zugeordnet. Existiert kein geeignetes Fahrermodell für einen in realen Szenarien
beobachteten Fahrertypen, wird ein neues Fahrermodell anhand der aufgenommenen Sensor-
daten trainiert und die Fahrermodell-Datenbank erweitert. Auf diese Weise wird die Güte der
Fahrermodellierung und damit der Simulation im Laufe des Einsatzes des passiven HAF weiter
erhöht.
Die präsentierten Ergebnisse zeigen, dass alle erforderlichen Bausteine des passiven HAF mit
hoher Validität für die getesteten Szenarien umsetzbar sind. Für die Modellierung von Fahrer-
typen mit Hilfe maschinell gelernter Modelle wurden Bayes’sche Netze, Input-Output Hidden
Markov Modelle und tiefe neuronale Netze untersucht. Tiefe neuronale Netze erzielen die
besten Ergebnisse bei der Modellierung von Fahrern und kommen daher in der Simulation
zum Einsatz. Die trainierten Spurwechselmodelle werden in die Verkehrssimulationsumge-
bung implementiert und den umgebenden Fahrzeugen zugeordnet. Die Rekonstruktion von
Simulationsszenarien auf Grundlage von Daten aus der Perspektive eines Fahrzeugs gelingt
mit Einschränkungen, die auf Mängel der Eingangsdaten zurückzuführen sind. Durch die
automatisierte Kritikalitätserkennung werden kritische Situationen erfolgreich detektiert und
das zugehörige Simulationsszenario für die spätere Analyse gesichert.
Die genannten Einschränkungen resultierten aus der Qualität der in dieser Arbeit für das
Training der Fahrermodelle und die Szenarioerstellung zur Verfügung stehenden Realdaten.
Trotz akausaler Filterung bleibt der Umfang der in den trainierten Modellen und den Szenarien
berücksichtigten Informationen auf die eigene Spur des HAF-Fahrzeugs sowie die direkten
Nachbarspuren beschränkt. Hierdurch sind nicht alle für die korrekte Simulation notwendigen
Daten verfügbar, sodass es zu Abweichungen in den simulierten Szenarien gegenüber den Ori-
ginalszenarien kommt. Mit zunehmender Qualität der Sensordaten und des daraus generierten
Umfeldmodells können die Beschränkungen der genutzten Umfelddaten reduziert oder aufge-
hoben werden. Anhand einer Simulation auf Grundlage von Simulationsdaten konnte gezeigt
werden, dass mit fehlerfreien Sensordaten korrekte Simulationsszenarien erzeugt werden, ohne
dass eine Anpassung der vorgestellten Algorithmen erforderlich wäre.
Die vorgestellte Methode beschränkt die Modellierung lateraler Fahrhandlungen auf Spurwech-
selmanöver. Abweichungen im Verhalten von Fahrer und HAF-Funktion innerhalb der Spur
oder hinsichtlich ihrer genauen Spurwechseltrajektorie bleiben daher unberücksichtigt. Für
die Absicherung des hochautomatisierten Fahrens wird diese Einschränkung als akzeptabel
erachtet. Grund hierfür ist, dass HAF-Funktionen nur auf mehrspurigen Straßen mit baulicher
Trennung eingesetzt werden. In diesen Szenarien fahren einzelne Fahrzeuge abgesehen von
Spurwechsel-Situationen auf ihrer jeweiligen Höhe alleine auf ihrer Spur, es ist also kein wei-
teres Fahrzeug auf gleicher Höhe in der gleichen Spur. Daher kann aufgrund eines lateralen
Manövers innerhalb der Spur keine kritische Situation resultieren.
Mit Hilfe des passiven HAF können die erforderlichen Datenmengen für den statistischen
Sicherheitsnachweis des hochautomatisierten Fahrens gewonnen werden. Ziel des Ansatzes
ist es, die Inverkehrbringung des HAF zu ermöglich und so zu einer Reduktion der Unfälle
im Straßenverkehr beizutragen. Dies gelingt durch die vorgestellte Lösung, ohne das durch
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Betrieb eines nicht abgesicherten und damit möglicherweise unsicheren Systems eine neue
Gefahrenquelle erönet würde und so das Gegenteil des eigentlichen Ziels erreicht werden
könnte.
Die vorgestellte Arbeit stellt somit einen zielführenden und technisch umsetzbaren Weg zur
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