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WHY PEOPLE USE THEIR CARS  
WHILE THE BUILT ENVIRONMENT IMPOSES CYCLING 
 
Abstract 
Residing in a high-density, diverse and accessible neighbourhood tends to be 
associated with less car use, more public transport and more cycling and walking. 
However, this does not hold for all people because of differences in personal 
perceptions and preferences. This paper, therefore, analyzes spatial (mis)match, or the 
correspondence between perceptions of someone’s residence and the objectively 
measured spatial characteristics of that residence. Based on a sample for Flanders, 
Belgium, we found that people tend to overrate the urbanized character of their 
residence. Among urbanites, (mis)matched spatial perceptions do not influence mode 
choice. Mode choices remain mainly influenced by the urban characteristics and not 
by personal perceptions as such. However, the influence of spatial (mis)match 
becomes more important among ruralites and, especially, suburbanites. The travel 
consequences of (mis)matched spatial perceptions thus clearly depend on the 
residential neighbourhood type. 
 
Keywords: perceptions, (mis)match, built environment, mode choice, Belgium 
 
1. INTRODUCTION 
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Many studies have analyzed the relationship between the built environment and mode 
choice, but the underlying behavioural mechanisms remain somewhat less well 
understood. Higher densities, more diversity and better local accessibility are often 
believed to result in less car use, more public transport and more cycling and walking 
(for a more comprehensive review, see, e.g., Badoe and Miller 2000; Bartholomew 
and Ewing 2009; Crane 2000; Ewing and Cervero 2001; Handy 2002; Handy 2005; 
Stead et al. 2000; Stead and Marshall 2002; van Wee 2002; Van Acker and Witlox 
2005). However, not all people that reside in high-density, diverse and accessible 
neighbourhoods travel by definition by public transport or walk and bike instead of 
using their cars. This is (partly) due to differences in more subjective and behavioural 
influences such as perceptions (Van Acker et al. 2010). It might be possible that one 
person perceives the built environment as unsafe preventing him or her to walk, 
whereas another person feels it is relatively safe to walk around. Only recently, 
attempts are made to incorporate such subjective influences into land use-travel 
behaviour interaction models (e.g., Bagley and Mokhtarian 2002; Kitamura et al. 
1997; Scheiner and Holz-Rau 2007; van Wee et al. 2002). However, almost none of 
these studies questions whether these subjective influences correspond to the 
objective reality. For example, a neighbourhood is objectively evaluated as pedestrian 
friendly (e.g., low motorized traffic levels, availability of sidewalks), but an 
individual with a specific lifestyle might still consider this neighbourhood as unsafe. 
Therefore, it would be interesting to balance objective variables against more 
subjective variables. One exception is the series of studies by Schwanen and 
Moktharian (2003, 2005a, b) which focuses on the concept of residential 
neighbourhood type dissonance, or mismatch between preferred and actual type 
residential location. They found that travel behaviour of the mismatched individuals 
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corresponds to the matched residents of the actual neighbourhoods, suggesting that 
the influence of the built environment remains important despite mismatched spatial 
preferences. However, it might be interesting to know also how people perceive their 
current residence and how this corresponds with the objectively measured spatial 
characteristics of that residential neighbourhood. This would offer insights in the 
accuracy of someone’s spatial knowledge about their actual residential 
neighbourhood. For example, the distance between the residence and the nearest bus 
stop can objectively be measured but there are no guarantees that a short distance 
might also perceived as such. Especially non-public transport users might not be 
aware that a bus stop is within close distance of their residence. In this paper, we will 
focus on the travel consequences of such (mis)matched spatial perceptions. Therefore 
we use data from an Internet survey on lifestyles and leisure mobility in Flanders 
(Belgium) which also questioned the respondents’ perceptions of their current 
residential neighbourhood. By adding spatial information from other land use 
databases, spatial perceptions can be balanced against the objective spatial 
characteristics of the respondents’ current residential neighbourhood. The 
consequences of the (mis)matched spatial perceptions on mode choice for leisure trips 
will thus be evaluated.  
 
2. DATA AND METHODOLOGY 
 
Current travel surveys generally lack information on subjective influences such as 
perceptions. Therefore, we conducted an Internet survey between May 2007 and 
October 2007. In this section, we describe the study background characteristics, and 
the measurement of objective spatial characteristics and subjective spatial perceptions. 
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2.1 Description of the Sample 
 
The survey was made known to students and staff members of the University of 
Antwerp and the Faculty of Sciences at Ghent University, and an announcement was 
published in regional information magazines of several villages in the larger urban 
region of Ghent (Flanders, Belgium). In total, 2,363 persons completed the survey, of 
which 1,878 were retained after data cleaning for further analyses. Figure 1 illustrates 
the residential locations of these respondents.  
 
Figure 1  Locations of respondents in Flanders  
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Despite our efforts, we did not obtain a well-balanced sample as can be seen in Table 
1. Women, married couples, people with full-time employment and younger people 
are overrepresented. But the most remarkable difference is in education. Highly-
educated respondents are heavily overrepresented in the sample: 66% has a college or 
university degree, which is considerably higher than the average of 25% for Flanders. 
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Although the sample is not representative of the entire population of Flanders, we feel 
that this does not devalue it for our research purposes and results. Our purpose is to 
model relationships among variables, not to ascertain the univariate distributions of 
variables in isolation. Our analysis can still properly capture the conditional influence 
of having a given level of education on travel behaviour, even if the proportion of 
people having that amount of education differs between our sample and the 
population. The sample also permits demonstration of our premise that, conditional on 
a given level of education, subjective variables such as personal perceptions can still 
explain a significant additional amount of variance in mode choices. 
 
Table 1  Socio-economic and demographic description of the sample 
 Sample (survey) Reference (Flanders) 
Gender, female 58.7% 51.1% 
Marital status   
single 23.6% 37.7% 
married/cohabiting 74.5% 62.3% 
Education   
primary school 0.2% 20.7% 
secondary school, 3 years 1.5% 21.6% 
secondary school, 6 years 32.4% 33.4% 
college, university 66.0% 24.7% 
Employment, full-time  82.4% 76.3% 
Monthly household income   
 0-749 € 9.6% 0-833 € 19.1% 
 750-1,499 € 6.7% 834-1,666 € 32.1% 
 1,500-2,249 € 14.2% 1,667-2,500 € 21.2% 
 2,250-2,999 € 18.6% 2,501-3,333 € 10.4% 
 3,000-3,749 € 24.8% 3,334-4,166 € 6.6% 
 3,750-4,499 € 13.2% + 4,167 € 10.5% 
 4,500-5,249 € 6.2%   
 5,250-5,999 € 3.8%   
 + 6,000 € 2.9%   
Possession driving licence 81.5% 81.0% 
Average age  30.6 years 40.8 years 
Average car ownership  1.4 cars/household 1.2 cars/household 
 
Although the survey was not designed to question perceptions, it contained 16 
statements on how respondents perceive their current residential neighbourhood. 
Respondents were first asked to indicate which aspects except price (e.g., quietness, 
presence of green areas, close to work, traffic safety, …) would influence a supposed 
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residential location choice. Then, they had to indicate on a five-point Likert scale how 
satisfied they are with these importantly-rated aspects in their current residential 
neighbourhood. From these 16 statements, we selected only those statements that are 
relevant and can be related to the physical characteristics of the residential 
neighbourhood (see Figure 2). Statements such as “To what extent are you satisfied 
with traffic safety in the neighbourhood were you currently live?” were thus not 
selected. Figure 2 illustrates the information which will be used to determine the 
perceptions of the current residential neighbourhood (see section 2.3 Measurement of 
key variables). 
 
Figure 2  Perception of the current residential neighbourhood  
 
 
 
2.2 Factor and Cluster Analysis 
 
A correlation analysis revealed significant correlations between the greater part of the 
statements on perceptions of the residential neighbourhood (see Table 2). This 
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indicates that variations in these seven statements on perceptions might reflect the 
variations in a reduced number of unobserved variables. Factor analysis searches for 
such joint variations in response to unobserved latent variables (Hair et al., 1998).1  
 
Table 2  Spearman rho correlations between the statements on perception of 
the residential neighbourhood 
 close to 
public 
transport 
close to 
shops, 
groceries 
close to 
leisure 
activities 
close to 
family, 
friends 
close to 
work 
quietness presence 
of green 
areas 
close to 
public 
transport 
1.000       
close to 
shops, 
groceries 
0.585* 1.000      
close to 
leisure 
activities 
0.403* 0.601** 1.000     
close to 
family, 
friends 
0.233* 0.288* 0.392* 1.000    
close to 
work 
0.289* 0.287* 0.322* 0.249* 1.000   
quietness -0.061** -0.027 0.063** 0.169* -0.007 1.000  
presence 
of green 
areas 
-0.125* -0.103* -0.015 0.122* -0.097* 0.730* 1.000 
Note: * significant at α = 0.01, ** significant at α = 0.05 
 
In practice, various ways of factoring exists. In our analysis, we used principal axis 
factoring (PAF), also called common factor analysis or principal factor analysis, since 
it seeks the least number of factors which account for the common variance of the 
observed variables. Since the factors are modelled as a linear combination of the 
observed variables, it is possible to calculate the respondent’s score on each factor 
(“factor scores”). These factor scores are then used to cluster respondents with similar 
                                               
1
 Factor analysis is related to principal component analysis (PCA), but the two are not 
identical. One important conceptual difference is that PCA simply considers the latent 
unobserved variables as a combination of the observed variables, whereas factor 
analysis considers the observed variables as expression of the underlying latent 
factors. This also implies that PCA analyzes the total variance of the observed 
variables, whereas factor analysis only uses the common variance (= “communality”). 
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factor scores into reasonably homogenous categories. Or in other words, this enables 
us to determine respondents with similar perceptions. After all, cluster analysis is a 
multivariate technique which classifies objects (in our case, respondents) so that each 
object is very similar to other objects within the same cluster, but different to objects 
in other clusters (Hair et al., 1998). It minimizes the variance within a cluster, but 
maximizes the variance between the clusters. 
 
The combined use of factor and cluster analysis is not something new. For example, 
factorial ecology studies in the 1960s and 1970s first factor analyzed various spatial 
characteristics to reduce the dimensionality in the dataset and then cluster analyzed 
the new factors in order to identify urban subareas (e.g., Dakin, 1971; Johnston, 
1978). Our methodology for determining spatial perceptions is clearly inspired by 
such work. 
 
2.3 Measurement of Key Variables  
 
2.3.1 Subjective spatial perceptions 
 
The seven statements on perceptions of the residential neighbourhood are 
significantly correlated with each other, indicating that factor analysis might be useful 
to reduce this dimensionality and retrieve the underlying factors. The scores on these 
statements were therefore factor analyzed (principal axis factoring, promax rotation, 
39.4% variance explained) into two underlying dimensions that influence how 
respondents perceive their residence (see Table 3): (i) having access to various 
facilities (probably reflecting urban perceptions), and (ii) the presence of open space 
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and quietness (probably reflecting suburban or rural perceptions). The number of 
factors in our analysis is chosen based on interpretation of the scree plot, eigenvalues 
larger than one, and especially, interpretability of the factors. 
 
Table 3 Pattern matrix for perception factors 
Perception factor  
 
 
To what extent are you satisfied 
with these aspects of the 
neighbourhood were you 
currently live?  
A
cc
es
sib
ili
ty
 
O
pe
n
 
sp
a
ce
 
a
n
d 
qu
ie
tn
es
s 
close to leisure activities 0.701  
close to shops, groceries 0.681  
close to public transport 0.461  
close to work 0.367  
close to family, friends 0.365  
Quietness  0.811 
presence of green areas  0.801 
Note: 
Only factor loadings higher than 0.300 (in magnitude) are 
reported since these loadings characterize the factors to a large 
extent. 
 
In a subsequent step, respondents with similar scores on these two perception factors 
were grouped together by means of a cluster analysis (Ward’s method, squared 
Euclidean distance). The number of clusters is based on the interpretation of a graph 
in which the within-cluster sum of squares is plotted against the number of clusters (a 
sharp change may be indicative of the best solution) and especially, interpretability of 
the clusters. Doing so, we found three clusters reflecting whether respondents 
perceive their residential neighbourhoods as urban, suburban or rural (see Table 4). 
This three clusters solution suggests a clear contrast between urban and rural 
perceptions. Urban perceptions are characterized by high rating of accessibility and 
low ratings of open space and quietness, whereas the opposite holds for rural 
perceptions. A third cluster combines high ratings of accessibility with high ratings of 
open space and quietness. This refers to a combination of urban as well as rural 
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perceptions, which we labelled “suburban”. This suburban perception obtains higher 
ratings of accessibility and open space and quietness compared to urban respectively 
rural perceptions which might seem awkward. However, we should keep in mind that 
the scores in Table 4 refer to perceptions which does not mean that overall 
accessibility is better in suburban areas compared to urban neighbourhoods or that 
suburban areas have more open spaces than rural neighbourhoods. Furthermore, the 
survey questioned how satisfied respondents are with their current residential 
neighbourhood. It might be possible that suburban residents are more satisfied and 
enjoy the mix of positive urban and rural aspects (i.e. accessibility, respectively open 
space and quietness) to a greater extent than their urban and rural counterparts.  
 
The reliability of the internal consistency of these three clusters has been tested by a 
split-run procedure (Punj and Stewart, 1983). We randomly divided the original 
sample in two smaller subsamples and repeated the cluster analysis for each 
subsample. The results of the cluster analyses based on the smaller subsamples 
confirmed our previous results. Moreover, ANOVA results suggest that at least two of 
the three clusters have significantly different scores on the accessibility factor (F = 
979.704, p < 0.001), and the same conclusion holds for the open space and quietness 
factor (F = 862.947, p < 0.001).2 
 
We also considered a four clusters solution. It suggested a continuum ranging from 
urban to rural perceptions, but with more diversity in the previous “suburban” cluster. 
The results indicated that some respondents perceive their neighbourhood as suburban 
                                               
2
 The F-test should be used only for descriptive purposes because the clusters have 
been chosen to maximize the differences among respondents in different clusters. The 
reported significance levels are not corrected for this. 
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but with some urban characteristics as well, whereas others perceive it as suburban 
with some rural characteristics. However, this solution was not retained because the 
results were not confirmed by the split-run procedure.  
 
Table 4 Description of the perception clusters 
 
Perception cluster  
 
 
 
 
 
Perception factor 
U
rb
a
n
 
Su
bu
rb
a
n
 
R
u
ra
l 
accessibility 0.061 0.434 -1.316 
open space and quietness -1.112 0.608 0.175 
N 529 878 314 
 
2.3.2 Objective spatial characteristics  
 
By geocoding the respondent’s address, we could add spatial information from 
various land use and transportation databases in order to calculate several spatial 
characteristics of the respondent’s residence. For this study, we calculated two 
additional spatial characteristics that can be related to the seven statements on spatial 
perception of the residential neighbourhood (see also Van Acker and Witlox 2010, 
2011): (i) local potential accessibility, and (ii) built-up index. Accessibility can be 
measured in various ways, but always refers to the ability “to reach activities or 
locations by means of a (combination of) travel mode(s) (Geurs and van Wee, 2004). 
We used a “potential accessibility” measure which is a simple but commonly-used 
accessibility measure. It calculates the number of activities which can be reached in a 
certain amount of time, weighted for travel time. We used the number of people that 
can be reached by car within 5 minutes as a proxy for local potential accessibility. For 
each residence, accessibility is calculated using the regional travel demand forecasting 
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model Multimodal Model Flanders. It is basically the sum of the number of people of 
every census tract in the region, weighted by the travel time from the residence to 
these census tracts. Travel time is calculated in ArcGIS 9.2 as the fastest path by car 
along the road network. We restricted this travel time to 5 minutes in order to detect 
differences in local accessibility. After all, our study area has a limited geographical 
scale so that differences in accessibility are more important on a local level (e.g., 
within 5 minutes) than a regional level (e.g., within 60 minutes). We are aware that 
accessibility is more than just having access to people. However, we lacked detailed 
and geocoded information on e.g. the location of leisure activities (which would be 
more relevant for our analysis of mode choices for leisure trips). Consequently, we 
limit our potential accessibility measure to having access to people. The built-up 
index equals the percentage of built-up surface at the census tract level. It can be 
considered as a proxy for built-up density. It is derived from the land use database of 
the Agency of Spatial Information Flanders which offers a categorization between 
built-up surfaces and open surfaces. Table 5 presents some descriptive statistics of 
these two spatial characteristics. 
 
Table 5 Description of the spatial characteristics 
 Min. Max. Average Std. Dev. 
local accessibility (# people) 1,140 287,950 35,720 32,820.3 
built-up index (%) 0.00 1.00 0.54 0.307 
 
By performing a cluster analysis (Ward’s method, squared Euclidean distance), 
neighbourhoods with similar scores on these two spatial characteristics are grouped 
together so that the clusters describe various residential neighbourhood types. The 
number of clusters is based on the interpretation of a graph in which the within-cluster 
sum of squares is plotted against the number of clusters (a sharp change may be 
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indicative of the best solution) and especially, interpretability of the clusters. Doing 
so, we found three clusters which also reflected a continuum ranging from urban, 
suburban and rural neighbourhoods (see Table 6). Urban neighbourhoods are 
characterized by high levels of accessibility (i.e., many people can be reached by car 
within 5 minutes) and high percentages of built-up area, whereas the opposite holds 
for rural neighbourhoods. A third cluster falls in-between with moderate levels of 
accessibility and moderate percentages of built-up area. Or in other words, local 
accessibility and built-up density increases with increasing urbanization as could be 
expected.   
 
Reliability of the internal consistency of these three spatial clusters has been 
confirmed by a split-run procedure, likewise the cluster analysis of the spatial 
perceptions. Moreover, ANOVA results suggest that at least two of the three clusters 
have significantly different scores on the local accessibility factor (F = 241.445, p < 
0.001), and the same conclusion holds for the built-up index (F = 1890.002, p < 
0.001).3 
 
We also considered a four clusters solution. It suggested a continuum ranging from 
urban to rural neighbourhoods, but with more diversity in the previous “urban” cluster 
which was divided between a highly and a more moderate urbanized cluster. This 
solution was also confirmed by the split-run procedure. Nevertheless, we decided to 
reject this solution because the highly urbanized cluster consisted of only 8 
                                               
3
 The F-test should be used only for descriptive purposes because the clusters have 
been chosen to maximize the differences among neighbourhoods in different clusters. 
The reported significance levels are not corrected for this. 
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neighbourhoods (mainly city centres with extremely high percentages of built-up 
area). 
 
Table 6 Description of the neighbourhood clusters 
Spatial cluster  
 
 
 
 
 
Spatial characteristic 
U
rb
a
n
 
Su
bu
rb
a
n
 
R
u
ra
l 
local accessibility 114,026 54,396 17,400 
built-up index 0.88 0.73 0.41 
N 90 274 664 
 
3. (MIS)MATCHED SPATIAL PERCEPTIONS AND ITS TRAVEL 
CONSEQUENCES 
 
After having specified the respondents’ spatial perceptions and the diverse 
neighbourhood types, we can balance these two against each other and determine 
whether respondents perceive their residence in a correct way.  
 
3.1 Size of (Mis)Matched Spatial Perceptions 
 
Table 7 illustrates that almost 40% of all respondents correctly perceive their 
residential neighbourhood (see figures in grey, on the diagonal) and have, what we 
call, matched spatial perceptions. The large amount of spatial mismatch is thus 
striking. Moreover, respondents tend to overrate the urbanized character of their 
residence (see larger figures in red compared to figures in green). For example, more 
than half of all respondents who reside in a rural neighbourhood perceive their 
residence as suburban, whereas this figure is only 10% in the reverse situation (i.e., 
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residing in a suburban neighbourhood but perceiving it as rural). This urbanized 
perception can be explained by the long-lasting tradition of suburbanization that exists 
in Belgium and goes back to the nineteenth century. After all, influenced by its 
housing policy and transport policy, a commuting culture has always existed in 
Belgium. Due to inexpensive public transport season tickets and a well-established 
network of railways and tramways, people were no longer compelled to reside nearby 
their jobs located within the city and they moved toward green, safe and quiet 
residential neighbourhoods outside the city centre. This was even more encouraged by 
the housing policy which promoted inexpensive social house-construction in garden 
cities, and provided subsidies and fiscal compensations for individual home-
ownership. As a consequence, some form of suburbanization already existed in 
Belgium from the second half of the nineteenth century (Boussauw et al. 2009; 
Kesteloot 2003; Lauwers 1991; Verhetsel et al. 2007). This process of extensive 
suburbanization led to a highly fragmented urbanized space evoking the impression 
that every square meter is densely built-up. 
 
Table 7 Size of (mis)matched spatial perceptions 
Perception cluster  
 
Spatial cluster  
Urban Suburban Rural Total 
Urban N 170 121 27 318 
% within spatial cluster 53.5% 38.1% 8.5% 100.0% 
% within perception cluster 33.3% 14.6% 9.4% 19.6% 
% of Total 10.5% 7.4% 1.7% 19.6% 
Suburban N 202 239 53 494 
% within spatial cluster 40.9% 48.4% 10.7% 100.0% 
% within perception cluster 39.6% 28.8% 18.5% 30.4% 
% of Total 12.4% 14.7% 3.3% 30.4% 
Rural N 138 469 207 814 
% within spatial cluster 17.0% 57.6% 25.4% 100.0% 
% within perception cluster 27.1% 56.6% 72.1% 50.1% 
% of Total 8.5% 28.8% 12.7% 50.1% 
Total N 510 829 287 1,626 
% within spatial cluster 31.4% 51.0% 17.7% 100.0% 
% within perception cluster 100.0% 100.0% 100.0% 100.0% 
% of Total 31.4% 51.0% 17.7% 100.0% 
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In section 3.2 (Mis)matched spatial perceptions and mode choice, we describe mode 
choices might differ between respondents with matched and mismatched spatial 
perceptions. However, any association between spatial perception mismatch and mode 
choice might also be the result of various sample biases (e.g., the overrepresentation 
of highly educated people). Table 8, however, illustrates that no significant socio-
economic and demographic differences exists between matched and mismatched 
respondents.  
 
Table 8 Differences between matched and mismatched respondents 
 Matched 
respondents 
Mismatched 
respondents χ² (sig.) Cramer’s V 
Gender,  
female 58,4% 59,8% 0.305 (0.581) 0.014 
Marital status, 
married/cohabiting 71.8% 75.6% 3.023 (0.082) 0.043 
Education,  
college, university 65.9% 65.2% 0.074 (0.785) 0.007 
Employment, 
full-time 46.3% 41.6% 3.391 (0.066) 0.046 
Monthly household income     
0-749 € 11.2% 8.7% 2.274 (0.132) 0.041 
750-1,499 € 6.9% 6.5% 0.071 (0.789) 0.007 
1,500-2,249 € 12.8% 15.7% 2.172 (0.141) 0.040 
2,250-2,999 € ¨16.9% 20.0% 1.986 (0.159) 0.038 
3,000-3,749 € 26.5% 24.0% 1.051 (0.305) 0.028 
3,750-4,499 € 13.6% 12.5% 0.291 (0.589) 0.015 
4,500-5,249 € 5.9% 5.9% 0.000 (0.982) 0.001 
5,250-5,999 € 3.3% 3.7% 0.132 (0.717) 0.010 
+ 6,000 € 2.9% 2.9% 0.002 (0.963) 0.001 
Possession driving license 82.6% 80.2% 1.464 (0.226) 0.030 
     
 Matched 
respondents 
Mismatched 
respondents F (sig.)  
Average age 30.4 years 29.7 years 1.669 (0.197)  
Average car ownership 1.4 
cars/household 
1.4 
cars/household 
2.567 (0.109)  
 
3.2 (Mis)Matched Spatial Perceptions and Mode choices 
 
We start our analysis of mode choices with the formulation of two possible 
hypotheses. Several studies point out that subjective influences such as perceptions 
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are important determinants of mode choices (e.g., Gärling et al. 1998; Golob et al. 
1979; Parkany et al. 2004; Tardiff 1977; Thogersen 2006). Consequently, it seems 
plausible that respondents with mismatched perceptions will choose for those travel 
modes that correspond with their spatial perceptions. For example, someone residing 
in a suburban neighbourhood but perceiving it as urban might be more likely to use 
public transport or walk and bike than his matched neighbour. Or in other words, 
mode choices of this mismatched suburbanite correspond more to the mode choices of 
a machted urbanite (see ‘Hypothesis 1’). However, if perceptions are not crucial to 
mode choices, the influence of the residential neighbourhood itself might become 
more important. If this is the case, then all inhabitants within a particular 
neighbourhood type should make similar mode choices, despite any (mis)matched 
spatial perceptions (see ‘Hypothesis 2’). 
 
Figure 3 Hypothesized relationships between (mis)matched spatial 
perceptions and mode choices 
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Hypothesis 1: spatial perceptions are crucial 
 
 
Hypothesis 2: residential neighbourhood is crucial 
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Our data suggests that both hypotheses are true, depending on the neighbourhood type 
and spatial perception that is considered (see Figure 4). But when discussing the 
results, we should keep in mind that our sample is skewed towards the highly 
educated, young adults, women and full time employees. Repeating the analysis based 
on a sample that is representative for the whole of Flanders may lead to somewhat 
different results. 
 
For example, residing in an urban neighbourhood clearly discourages car use (4a). Car 
use is almost equally high for all respondents residing in an urban neighbourhood. 
Whether someone perceives this neighbourhood as urban or not, it seems not to 
influence the decision to use the car. An urban residential neighbourhood is clearly an 
important determinant of car use. However, this does not hold for a suburban or rural 
neighbourhood. Perceptions become more important. A suburban resident but who 
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perceives his/her residence as urban (rural), tends to act as a matched urbanite 
(matched ruralite) and uses less often (more often) the car.  
 
The influence of (mis)matched spatial perceptions on the share of public transport 
(4b) and walking/cycling (4c) is less obvious. At first sight it seems that an urban 
neighbourhood encourages the use of public transport, and walking/cycling. Even 
though some mismatched urbanites perceive their urban residence as suburban, they 
rather behave as matched urbanites and are more likely to use public transport and 
walk/cycle more often than they actually would do so by virtue of their spatial 
perception. This association is less clear for mismatched urbanites who perceive their 
neighbourhood as rural (instead of urban). Their share of public transport and 
walking/cycling is lower than that of a matched urbanite (suggesting that it is not only 
about the spatial environment), yet still considerably higher than a matched ruralite 
(suggesting that perceptions are not the only influences as well). More or less similar 
patterns are found for rural dwellers, but mode choices of suburban dwellers are 
clearly more influenced by spatial perceptions than by the suburban neighbourhood 
itself. Mismatched suburbanites have similar mode choices than their matched 
counterparts. For example, someone who perceives his/her suburban residence as 
urban (rural), also behaves as a matched urbanite (ruralite) and choose more often 
(less often) to use public transport, and to walk/cycle. 
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Figure 4 Influence of (mis)matched spatial perceptions on mode choices 
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4. CONCLUSIONS 
 
This paper aimed at contributing to the research on the interaction between the built 
environment and travel behaviour by evaluating the objective and subjective spatial 
influences of mode choices. Whereas most studies only use objectively measured 
variables such as population density, land use mix and accessibility to characterize the 
built environment, some researchers recently argued in favour of including more 
subjective variables as well. After all, due to differences in more subjective and 
behavioural influences such as individual perceptions, it remains possible that not all 
urban dwellers travel by definition by public transport or walk and bike more often 
compared to their suburban and rural counterparts. Whereas one person might 
perceive his/her residence as unsuitable to walk or cycle around, another person might 
perceive this in a totally different way. Recent land use-travel behaviour interaction 
studies are aware of such subjective influences, but tend to neglect the question 
whether these subjective influences correspond to the objective reality. Therefore, this 
paper aimed at describing the size of spatial (mis)match between perceptions and 
reality in the first place.  
 
The dataset we used, stemming from a 2007 Internet survey on lifestyles and leisure 
mobility in Flanders (Belgium) allowed us to compare the respondent’s perceptions of 
their current residential neighbourhood (perceived as urban, suburban or rural) with 
objectively measured neighbourhood type (urban, suburban or rural). Doing so, our 
analysis results point out that spatial mismatch occurs to a large degree. Only 40% of 
all respondents perceive his/her residence in a correct way. Moreover, due to the long-
lasting tradition of suburbanization which resulted in the ubiquitous impression of 
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Flanders as one densely built-up area, many respondents tend to overrate the 
urbanized character of their residential neighbourhood.  
 
Furthermore, this paper pointed out how these (mis)matched spatial perceptions, and 
thus the accuracy of someone’s spatial knowledge, influence mode choices. If these 
spatial perceptions are crucial to mode choices, then it seems plausible that 
respondents with mismatched perceptions choose for those travel modes that 
correspond with their spatial perceptions. Our analyses suggest that it is only true for 
suburbanites. Among all suburbanites, public transport, cycling and walking (car use) 
is highest among mismatched suburbanites who perceive their residence as urban 
(rural). Within the suburbs, residents are thus able to choose for those travel modes 
that fit within their perception of the residence. However, spatial perceptions are not 
always the only determinants of mode choices. In other cases, the residential 
neighbourhood itself becomes more important. Especially in urban neighbourhoods, it 
seems that high densities and high local accessibility almost automatically result in a 
lower car share, a higher public transport share and more walking and cycling. 
Differences in how respondents perceive their urban residence seemed less important: 
matched and mismatched urbanites tend to make similar mode choices. The influence 
of (mis)matched spatial perceptions thus clearly depends on the residential 
neighbourhood type and the travel mode considered. 
 
This paper presents a preliminary analysis of spatial (mis)match and provides some 
insights into a new interesting topic which deserves more attention. However, our 
analysis suffers from some limitations of which the lack of statistical 
representativeness seems the most important. Our sample is skewed towards the 
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highly educated, young adults, women and full time employees. The conclusions can 
therefore only be understood correctly in reference to this specific sample. 
Furthermore, the original data were not collected for the specific research questions 
raised in this paper. This might influence the results of the factor and cluster analysis 
which determined the spatial perceptions. Furthermore, the typology of residential 
neighbourhoods was based on only two spatial characteristics (i.e. accessibility and 
percentage of built-up area, because these two characteristics were in line with the 
previously found spatial perceptions). However, such spatial typology can be based on 
many more spatial characteristics which can be measured in different ways (e.g., 
accessibility for which many indicators exists). Extending our preliminary analysis 
with other spatial characteristics and indicators might provide us with a better 
understanding of the consequences of spatial (mis)match. 
 
Based on our findings, one important recommendation can be made for spatial 
planning policies. Spatial planning policies aimed at densifying and providing 
facilities at neighbourhood level can contribute to a more sustainable mobility (less 
car use, more public transport, more walking and cycling), especially if these policies 
are developed in an urban neighbourhood. After all, our findings suggest that within 
such an urban neighbourhood, mode choices are mainly influenced by the urban 
characteristics and not by personal perceptions as such. However, our results also 
point out similar planning policies developed outside an urban neighbourhood will not 
automatically have the same result and will only be successful for a specific group of 
residents that perceive their residence as urban.  
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