In this paper, we are concerned with the existence of positive solutions of the semilinear elliptic system
Introduction
Let be a bounded smooth domain in R N (N ≥ ). In this paper, we study the existence The following definitions will be used in the statement of our main results. is said to be cooperative. Similarly, H is called a cooperative matrix.
Definition . []
An n × n matrix A is reducible if for some permutation matrix Q,
where B and D are square matrices, and Q T is the transpose of Q. Otherwise, A is irreducible.
In the past few years, the existence of positive solutions to sublinear semilinear elliptic systems with two equations have been extensively studied, see for example, [-] and the references therein. The sublinear condition plays an important role. Very recently, Wu and Cui [] considered the existence, uniqueness and stability of positive solutions to the sublinear elliptic system (.). By using bifurcation theory and the continuation method, they proved the following.
. . , n and matrix G = (g ij ()) n×n is irreducible, then for some λ * > , (.) has no positive solution when λ ≤ λ * , and (.) has a unique positive solution We are interested in the existence of positive solutions of (.) under weaker assumptions. More concretely, we consider the existence of positive solutions of (.) from the following two aspects: (a) To obtain the counterpart of Theorem A(ii) under the weaker assumptions than those of [] . In other words, we will not assume that g ij (i, j = , , . . . , n) are smooth functions any more. (b) Furthermore, we will also consider the case that lim s→ g ij (s) s (i, j = , , . . . , n) may not exist. More precisely, the following two theorems, which are the main results of the present paper, shall be proved. 
Then for someλ > , (.) has at least one positive solution for λ >λ.
Remark . It follows from (A) and (A) that the matrices (g
Remark . We note that our assumptions in Theorems . and . are weaker than those of Theorem A, and, accordingly, our results are weaker than Theorem A. Since we just suppose that g ij is continuous, we can only obtain the continua of positive solutions of (.) by applying bifurcation techniques, which are not necessarily curves of positive solutions, and thus the uniqueness and stability of positive solutions are not investigated. In [] , the authors obtained a smooth curve consisting of positive solutions of (.) by assuming stronger assumptions, under which the uniqueness and stability of positive solutions can be achieved. The rest of the paper is arranged as follows. In Section , we recall some basic knowledges on the maximum principle of cooperative systems as well as the eigenvalues of cooperative matrices. Finally in Section , we prove our main results Theorems . and . by applying bifurcation theory.
Preliminaries
We shall essentially work in Banach space X = [C  (¯ )] n , here
The norm of U ∈ X will be defined as U X = n l= u l , where · denotes the norm of C(¯ ). We use W ,p ( ) and W ,p loc ( ) for the standard Sobolev space. We use N(L) and R(L) to denote the null and the range space of a linear operator L, respectively.
. . , n) are smooth real functions. Then we can deduce the eigenvalue problem
which can be rewritten as
L, H are given as in (.), and H is cooperative and irreducible. Then we have the following:
For the results and proofs, see Proposition . and Theorem . of Sweers [] . Moreover, from a standard compactness argument, there are countably many eigenvalues {μ i } of http://www.boundaryvalueproblems.com/content/2014/1/28 L -H, and |μ i -μ  | → ∞ as i → ∞. We notice that μ i (i ≥ ) are not necessarily realvalued.
In this section, we also need to consider the adjoint operator of L -H. Let the transpose matrix of H be
Then it is clear that the results in Lemma . are also true for the eigenvalue problem
which is equivalent to
where
while both are considered as operators defined on subspaces of [L  ( )] n .
The following lemmas are crucial in the proof of our main results. 
Lemma . [] Let Y , Z, L and H be the same as in Lemma
where B r () is an isolated neighborhood of trivial solutions. Let
Then there exists a continuum (i.e., a closed connected set) C of S containing [a, b] × {}, and either
be the principal eigen-pair of the linear eigenvalue problem
such that ϕ  >  in and ϕ  = .
Proof of the main results
Proof of Theorem .. We extend each g ij to be a nonnegative continuous function, which is still denoted by g ij , defined on R in the following way: if s < , then g ij (s) ≡ g ij (). Let us define
where λ ∈ R. Then it follows from (A) that F : R × X → X is continuous, and (λ, U) = (λ, (, , . . . , )) is always a solution of (.). Moreover, (A) implies that F is differentiable at (λ, U) = (λ, (, , . . . , )), and
where J = (g  ij ) n×n . By (A), all entries of J are positive. Therefore Lemma . yields the result that J has a positive principal eigenvalue χ J , the corresponding eigenvector http://www.boundaryvalueproblems.com/content/2014/1/28
T is a positive eigenvector of the operator F U (λ * , (, , . . . , )). Similarly, J T has the same principal eigenvalue χ J and the cor-
is not invertible and λ = λ * is a potential bifurcation point. More precisely, the null space
T is one dimensional. In addition, it is easy to see that F λ (λ, U) and F λU (λ, (, , . . . , )) exist for (λ, U) ∈ R × X.
We divide the rest of the proof into two steps.
Step . We show that (λ * , (, , . . . , )) is actually a bifurcation point. Indeed, the proof of this is similar to the proof of Theorem A(ii), we state it here for the readers' convenience.
Suppose
Let us consider the adjoint eigenvalue equation
where 
. , ))) if and only if (.) holds, which implies that
R(F U (λ * , (, , . . . , ))) is one dimensional. Next, we verify that
Otherwise, we have
T and using (.), we can get a contradiction that Step : We claim that C +  cannot blow up at some finite λ * ∈ (, ∞).
where By the elliptic regularity, (λ k , U k ) satisfies
(.)
Here g ij also denotes the Nemytski operator generated by itself. Clearly, (.) is equivalent to
is continuous and compact, and so K is continuous and compact on (, ∞) × X.
For each i, j = , , . . . , n, from (A) and (A) it follows that
is bounded in X. This together with the compactness of K implies that {(w Obviously,w j ≥  (j = , , . . . , n) in and (w  ,w  , . . . ,w n ) X = . In addition, we have λ * > . Or else, let k → ∞, then by (.) we getw j ≡  (j = , , . . . , n) in , which contradicts (w  ,w  , . . . ,w n ) X = . We define
Then for each j = , , . . . , n,
by Lebesgue control convergence theorem, we get
which together with (.) yields
On the other hand, we know from (A) and (.) that
Hence we conclude from (.) and (.) that
Now, let k → ∞ in (.), using (.) and the fact that λ * >  we can obtaiñ w j (x) =  in , for all j = , , . . . , n, which contradicts (w  ,w  , . . . ,w n ) X = . Finally, by (.), the connectness of C +  and above arguments, we can find someλ >  such that (.) has no positive solution for λ <λ, and (.) has at least one positive solution for λ ≥λ. 
where λ  is given as in (.). By Lemma ., the matrices(J  ) T and (J  ) T have principal eigenvalues χ  and χ  , respectively, the associated positive eigenvectors are (k
We can easily verify that
Let ⊂ (, ∞) × X be the closure of the set of positive solutions to (.). We extend each g ij to be a function defined on R bỹ
Then by (.), for each i = , , . . . , n,
where K is given as in the proof of Theorem .. Hence (λ, U) is a nonnegative solution of (.). Moreover, from (.) it follows that (λ, U) is a solution of (.). On the other hand, (.) has no half-trivial solutions. Otherwise, U must have trivial and nontrivial components, and so there is a i  ∈ {, , . . . , n} such that u i  ≡  in , and by the maximum http://www.boundaryvalueproblems.com/content/2014/1/28 principle of elliptic boundary value problems, we have
which is a contradiction. Therefore, the closure of the set of nontrivial solutions of (.) is exactly .
In the following, we shall apply the Leray-Schauder degree theory, mainly to the mapping λ : X → X,
where K is given as in (.), and (  .   )
