By the insertion of a limited communication network in the feedback
Introduction
In recent years, the problem of NCSs has attracted increasing attention due to their many advantages including lower cost, easier installation and maintenance, and higher reliability. NCSs have found successfully industrial applications in automobiles, manufacturing plants, aircraft, HVAC systems and unmanned vehicles. However, the insertion of communication channels in the feedback loop also raises new interesting and challenging problems, such as quantization, packet loss and time delay, due to the inherent network-limited bandwidth, which may result in the performance deterioration or even destabilize the controlled networked system. Hence, NCSs have attracted considerable research interests in the recent years. For example, there are much results on signal quantization [1] , [4] - [10] , [27] , [38] , time delay and packet losses [2] , [12] - [15] , [19] - [22] and [28] - [37] . Also, there are results considering the quantization and delay or packet loss at the same time, such as [11] , [16] and [25] , [26] .
These quantization policies can be mainly categorized depending on whether the quantizer is static ( [7] - [11] , [16] ) or dynamic ( [1] , [4] - [6] , [18] , [25] , [27] , [38] ). A static quantizer is a memoryless nonlinear function, whereas a dynamic quantizer uses memory and thus can be much more complex and potentially more powerful. One type of dynamic quantization policies uses dynamic scaling in conjunction with a static quantizer and has received many attention for that it can guarantee the stabilization of a system using only a finite number of quantization levels. As mentioned in [4] , the problem of optimizing the static quantizer range (namely the number of quantization levels, for fixed bound of quantization errors) of this type of dynamic quantizer to guarantee system H ∞ performance is of great significance.
On the other hand, for NCSs with delays or packet losses, [34] describes a class of NCSs with arbitrary but finite-length packet losses. [29] further extends this result to general arbitrary packet-loss process and the Markovian bounded packet dropout case. [24] studies the H ∞ control problem for networked control systems, and models the packet losses as Bernoulli process with the property that using a null signal to replace the lost data. There is another packet loss model of Bernoulli process with the property that the latest data received will be used when packet loss occurs. And based on a similar Bernoulli random binary packet-loss model, [22] considers the optimal linear estimation problem for linear stochastic systems with multiple packet losses; [31] studies the controller design problem for NCSs with both sensor-to-controller and controllerto-actuator delays, and similar random model has been used in [20] , [28] and [30] . As we all know that for the problem of packet losses, the upper bound of consecutive packet-loss is a very important index which measures the number of consecutive packet losses that the NCSs can tolerant before becoming unstable or performance deterioration [2] , [13] , [33] . However, for the works with the above mentioned Bernoulli random binary packet-loss model, they only consider the effects of the packet-loss rate, while the effects of the upper bound of consecutive packet losses and the quantizer range are ignored. The recent work [6] studies the problem of quantized H ∞ control for networked control systems with the Bernoulli random binary packet dropouts, and the the effects of the packet-loss rate, the upper bound of consecutive packet losses and the quantization are considered. However, it does not consider the effect of quantizer ranges, namely, it does not consider the problem of optimizing quantizer ranges.
Motivated by the above mentioned problem, this paper studies a quantized H ∞ control problem for NCSs with both sensor-to-controller packet loss and controller-toactuator packet loss by introducing an improved random packet-loss model. The quantizer considered here is dynamic and composed of a dynamic scaling and a static quantizer. The static quantizer range is fully considered for its practical significance. Based on this new improved random model, the effect of the packet-loss rate, the upper bound of consecutive packet losses and the static quantizer range on the system performance is studied. A convex optimization method is proposed to optimize static quantzier ranges, and further an observerbased H ∞ control strategy with minimized static quantizer range is proposed to guarantee the closed-loop system be exponentially mean-square stable with a prescribed H ∞ disturbance attenuation level. A numerical example is given to illustrate the effectiveness of the proposed control method. It should be mentioned that a similar formulation and idea has been adopted by the authors for quantized H ∞ filtering problems, as reported in a recent paper [5] .
The organization of this paper is as follows. Section 2 presents the problem under consideration and some useful lemmas. Section 3 gives design methods of quantized H ∞ control strategies. In Section 4, an example is presented to illustrate the effectiveness of the proposed methods. Finally, Section 5 gives some concluding remarks.
Notation: Given a matrix E, E T and E −1 denote its transpose, and inverse if exists, respectively. The notation P > 0 (≥ 0) means that P is real symmetric and positive definite (semidefinite). The symbol * within a matrix represents the symmetric entries. For a vector x ∈ R k , the 2-norm of x is defined as |x| := (x T x) 1 2 , and for a matrix Q ∈ R m×n , Q , λ max (Q) and λ min (Q) are defined as the largest singular value, the maximum eigenvalue and the minimum eigenvalue of matrix Q, respectively.
Problem statement and preliminaries

Quantizer
In this paper, a quantizer is defined in general form as in [18] . Let z ∈ R n z be the variable being quantized. A static quantizer is a map q : R n z → {q 1 , ··· , q N }, where {q 1 , ··· , q N } ∈ R n z are quantization points, and q has the following properties:
where M and are known as the range and the error bound of the static quantzer q(·), respectively. A dynamic quantizer q μ (·), which is composed of additional parameter μ and static quantizer q(·), is defined as
The range and the error bound of this quantizer are Mμ and μ, respectively. The parameter μ can be seen as the "zoom" variable and is varied in a discrete fashion according to the variation of z: increasing μ (i.e., zooming out) to obtain a new quantizer with larger range and larger quantization error bound essentially so that large signals can be adequately measured, while decreasing μ (i.e., zooming in) and obtaining a quantizer with smaller range but also smaller quantization error bound for small signals such that the signals can be driven to 0.
Problem Statement
Consider an LTI discrete-time system as
where The measurement output with quantization and random packet-loss is given by
where y(k) ∈ R p is the output, y c (k) ∈ R p is the measurement output and C is a known matrix. The stochastic variable δ k is a Bernoulli distributed white sequence taking the values of 0 and 1 with
whereδ ∈ [0, 1] is a known constant. For a givenδ, l k is the number of the consecutive packet losses in the sensorto-controller channel satisfying
is a dynamic quantizer defined by (3), composed of the dynamic scaling ν and the static quantizer q 2 (·) defined by (1) with range M 2 and error bound 2 . Consider a dynamic observer-based control strategy for (4) with observer given bŷ
and controller given as
whereȳ c (k) ∈ R p is the observer output,x k ∈ R n is the state estimation of system (4), L and K are the observer gain and the controller gain, respectively. The stochastic variable β k ∈ R, independent of δ k , is also a Bernoulli distributed white sequence with
So for a givenβ, similar to l k , the parameter h k in (8) is the number of the consecutive packet losses in the controllerto-actuator channel satisfying h min ≤ h k ≤ h max . q 1μ (·) is also a dynamic quantizer defined by (3) and composed of the dynamic scaling μ and the static quantizer q 1 (·) defined by (1) with range M 1 and error bound 1 .
Remark 2.1:
The random models (5) and (8) are motivated by the following model (10) introduced in [21] , and has been used in [22] , [23] .
Model (5) proposed in this paper and model (10) (8) . In addition, models (5) and (8) Combining (7) and (8) with (4) and (5), the following quantized closed-loop system is obtained
where e(k) = x(k) −x(k) is the estimation error, and
with
Also, (11) can be rewritten in a compact form as:
where
, and
Due to the fact that the closed-loop system (14) is a stochastic parameter system with stochastic variables β(k) and δ(k), similar to [31] , we introduce the notion of stochastic stability in the mean-square sense for our control problem formulation.
Definition 2.1:
The quantized closed-loop system (14) is said to be exponentially mean-square stable if with ω(k) = 0, there exist constants α > 0 and τ ∈ (0, 1), such that
By Definition 2.1, due to the effect of quantization errors and random packet losses, the problem addressed in this paper is as follows:
Quantized H ∞ Control Problem (QCPH ∞ ): Design a quantized H ∞ control strategy with the minimized quantizer ranges M 1 and M 2 such that the closed-loop system (14) satisfies the following two requirements simultaneously.
R1) The closed-loop system (14) is exponentially meansquare stable.
R2) For a given scalar γ > 0 and all nonzero ω(k), under the zero-initial condition, the control output z(k) satisfies 
Useful lemmas
Before giving the main results, the following lemmas are given first, which will be used in the sequel.
Lemma 2.1: [31] Let V (η k ) be a Lyapunov functional. If there exist real scalars
and
then the sequence η k satisfies
where U, V are two orthogonal matrices, and = diag{σ 1 , σ 2 , ..., σ m } with σ i ∈ {1, 2, ..., m} being nonzero singular values of B 2 . Then there exists a nonsingular matrix P ∈ R m×m such that B 2 P = P 1 B 2 , where P 1 has the following structure
with P 11 ∈ R m×m > 0 and P 22 ∈ R (n−m)×(n−m) > 0. In particular, P is with the structure P = V −1 P 11 V T .
Quantized H ∞ control problem
With the consideration of quantization and random packet losses, two design methods of the quantized H ∞ control strategy are presented in this section. Firstly, one method without optimizing static quantizer ranges is presented in subsection 3.1. Then, in subsection 3.2, a convex optimization method is developed to optimize static quantizer ranges as well as guarantee the system performance, further, a quantized H ∞ control strategy is proposed to solve the quantized H ∞ control problem (QCPH ∞ ).
H ∞ control strategy design without optimizing static quantizer ranges
Consider system (14), we will give a quantized H ∞ control strategy without optimizing static quantizer ranges in the following.
To facilitate the presentation, give following denotations.
Then, with the help of the above denotations, the following theorem is presented. 
, and controller parameters L and K such that
With a given γ 1 > γ , and the designed K and L, if there exists
then, the control strategy (7)- (8) with the dynamic scalings
renders the closed-loop system (14) 
Proof: See Appendix. Obviously, inequality (27) is not convex, it cannot be solved by Matlab LMI Toolbox. To deal with this problem, the following corollary is given to present a convex condition. Denotê 
where 1 , 2 and 3 are defined by (22) , with
and U 1 , U 2 are defined by (19) . Then, the controller with parameters
where V and are defined by (19) , renders the closedloop system (14) 
whereB 2β ,B 2 ,C 1δ ,C 2 are defined in (12) .
Let β i > 0, i ∈ {1, ··· ,4} be scalars. Then, we can optimize the values of i , i ∈ {1, ··· ,4} by optimizing scalars β i , i ∈ {1, ··· ,4}, respectively, according to the following inequalities
Obviously, by optimizing β i > 0, i ∈ {1, ··· ,4}, we can optimize 1 , 1 , 2 and 2 , and hence optimize M 1 and M 2 indirectly. Now, in order to solve the QCPH ∞ , we need to solve inequalities (39)-(42) combined with (28) and > 0, where (39)-(42) are used to optimize quantizer ranges, and (28) and > 0 are used to guarantee the H ∞ performance. Because these inequalities are not LMIs and cannot be solved by using LMI toolbox, the following lemma is presented to convert them to convex ones. 
Lemma 3.1: Let γ > 0 be a given scalar, for scalars
β i > 0, i ∈ {1, ··· ,4}, if there exist matrices P 11 ∈ R m×m > 0, P 22 ∈ R (n−m)×(n−m) > 0, Q 1 > 0, Q 2 ≥ 0, P 2 ≥ 0, P 3 ≥ 0, > 0⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ −β 2 1 I * * * * * * 0 −β 2 1 I * * * * * 0 0 −β 2 1 I * * * * 0 0 0 −β 2 1 I * * * 0 0 0 0 −β 2 1 I * * 1 −κ 5 (1 −β)B 2 Y κ 5β B 2 Y −κ 5β B 2 Y κ 5 P 1 B 1 −P 1 * κ 5 κ 2 3 B 2 Y −κ 5 κ 2 3 B 2 Y −κ 5 κ 2 3 B 2 Y κ 5 κ 2 3 B 2 Y 0 0 −P 1 ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ < 0,(44)where 1 = κ 5 P 1 A − (l 2 max + h 2 max )P 1 + κ 5 (1 −β)B 2 Y (
iii) (40) holds if the following LMI holds:
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ −β 2 2 I * * * * * 0 −β 2 2 I * * * * 0 0 −β 2 2 I * * * 0 0 0 −β 2 2 I * * −κ 6δ SC −κ 6 Q 1 A + h 2 max Q 1 κ 6δ SC −κ 6 −Q 1 * +κ 6 SC Q 1 B 1 * −κ 6 κ 2 4 SC 0 κ 6 κ 2 4 SC 0 0 −Q 1 ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ < 0,(45)
(iv) (41) holds if and only if the following LMI holds:
⎡ ⎢ ⎢ ⎣ −β 2 3 I * * * 0 −β 2 3 I * * (1 −β)P 1 B 2β P 1 B 2 −P 1 * P 1 B 2 −P 1 B 2 0 −P 1 ⎤ ⎥ ⎥ ⎦ < 0,(46)
(v) (42) holds if and only if the following LMI holds:
Proof: See Appendix.
, where c i , i ∈ {1, ··· ,4} are weighting coefficients. Then, based on Lemma 3.1, by optimizing ρ, the following algorithm is presented to give a convex optimization method to design the controller parameters and matrix variables P 1 , Q 1 , with the consideration of the system performance and quantizer ranges at the same time. Denote
where σ > 0 is a scalar, and is the same as in (28) .
Algorithm 1:
Step 1. For given γ > 0 and σ > 0, solve the following optimization problem min ρ S,Y ,Q 1 ,Q 2 ,P i ,i∈{1,2,3},β j ,j∈{1,··· ,4},
subject to (43)-(48). Then output the optimal solutions as Y
Step 2. Decompose B 2 as in Lemma 2.2, and using (36) and (37) , compute 
Then, the control strategy composed of (7) and (8) 
and [17] , with complexity proportional to C = D 3 L.
Example
In this section, an example is given to illustrate the effectiveness and significance of the proposed method. Consider a linear system of form (4) and (5) 
Design by using Corollary 3.1 without quantization
In this subsection, assume that there is no quantization, we design the H ∞ controllers by using Corollary 3.1 for the closed-loop system (14) , and further give a table to illustrate the effect of various packet-loss rates and upper bounds on consecutive packet losses on the H ∞ performance.
From Table 1 , we can see that the H ∞ performance level is affected by the packet-loss rate and the number of consecutive packet losses greatly. 
which will be used in the comparison in the simulation.
Quantized control strategy (Theorem 3.1 without optimization)
In this part, we design a quantized H ∞ control strategy by using Theorem 3.1, without optimizing the static quantizer ranges M 1 and M 2 . And two tables are given to illustrate the relationship between the quantizer ranges and the packet dropout rate and the relationship between the quantizer ranges and the upper bounds of consecutive packet dropouts, respectively. Firstly, using controller parameters K and L designed by Corollary 3.1 withδ =β = 0.1 and various l max and h max values in the last subsection, and for 1 = 2 = 0.1 and H ∞ performance γ 1 = 1.8, we can solve (28) and (48) Table 2 .
Similarly, using controller parameters designed by Corollary 3.1 with l max = h max = 1 and differentδ,β values in the last subsection, and for 1 = 2 = 0.1 and H ∞ performance γ = 2.6, we can solve (28) and (48) for Table 3 .
With the values of Table 2 and Table 3 , we can choose 
λ min ( ) accordingly as shown in Table 6 and Table  7 . Then the control strategy composed of (7) and (8) with the corresponding controller parameters and dynamic scalings (29) and (30) guarantees the closed-loop system (14) exponentially mean stable with the corresponding H ∞ performance level γ = 2.6.
Quantized control strategy (Theorem 3.2 with optimization)
In this subsection, we design quantized H ∞ control strategy by using Theorem 3.2 with optimization of M 1 and M 2 . And also two tables are given to illustrate the relationship between the quantizer ranges and the packet dropout rate and the relationship between the quantizer ranges and the upper bounds of consecutive packet dropouts, respectively. Let 
Similarly, for γ = 2.6, by using Algorithm 1 with l max = h max = 1, we obtain the values of Table 5 .
With the values of
λ min ( ) obtained in Table 4 and Table 5 , we can choose
λ min ( ) accordingly as shown in Table 6 and Table  7 . Then the control strategy composed of (7) and (8) Table 6 is given to compare the quantizer ranges obtained by using Theorem 3.1 (Th.3.1) with K and L obtained through (35) in Corollary 3.1, and by using Theorem 3.2 (Th.3.2) based on the optimization Algorithm 1, for γ = 1.8,δ =β = 0.1 and different l max , h max values. From Table 6 , we can see that when the packed dropout rates are fixed, in order to guarantee the prescribed H ∞ performance γ = 1.8, the more larger the number of consecutive packet dropouts is, the more larger the quantizer range is needed. In addition, it can be seen that the quantizer ranges obtained by Theorem 3.2 (Th.3.2) based on the optimization Algorithm 1 are much more improved than those obtained by Theorem 3.1 (Th.3.1) with K and L obtained through (35) in Corollary 3.1. Table 7 is given to compare the quantizer ranges obtained by Theorem 3.1 (Th.3.1) with K and L obtained through (35) in Corollary 3.1, and by using Theorem 3.2 (Th.3.2) based on the optimization Algorithm 1, for γ = 2.6, l max = h max = 1 and differentδ,β values.
Comparison
From Table 7 , we can see that when the numbers of consecutive packed losses are fixed, in order to guarantee the prescribed H ∞ performance γ = 2.6, the more larger the packet dropouts rate is, the more larger the quantizer range is needed. Also, it can be seen that the quantizer ranges obtained by Theorem 3.2 (Th.3.2) based on the optimization Algorithm 1 are much more improved than those obtained by Theorem 3.1 (Th.3.1) with K and L obtained through (35) in Corollary 3.1.
In a word, Theorem 3.2 based on the optimization Algorithm 1 is more superior than Theorem 3.1 based on in Table 6 . Comparison of quantizer ranges M 1 /M 2 forδ =β = 0.1 and 1 = 2 = 0.1
Th. Corollary 3.1. In addition, the quantizer ranges are affected greatly by the upper bound of consecutive packet losses (l max , h max ) and the packet-loss rates (δ,β).
In the following, a simulation is carried out with zero initial condition, and γ = 1.8,δ =β = 0.1, and the following disturbance ω(k) ω(k) = 10, 10 ≤ k ≤ 20, 0, otherwise. 165.8 and M 2 = 37.3, obtained by using Theorem 3.2.
From Figure 2 , we can see that the controller parameters designed with optimizing the quantizer ranges produces a better response of z(k). Correspondingly, the curves of the packet losses of the signal y(k) and the signal u(k) are shown in Figure 3 (a) and Figure 3(b) , respectively.
This example shows the effectiveness of our design methods.
Conclusion
This paper has considered the quantized H ∞ control problem of NCSs with both sensor-to-controller packet-loss and controller-to-actuator packet-loss. By introducing an improved random packet-loss and quantization model, the relationship among the packet-loss rate, the upper bound of consecutive packet losses, the quantization and the H ∞ performance has been investigated. A quantized H ∞ control strategy is proposed, where a convex optimization method is developed to minimize static quantizer ranges. The resulting design guarantees that the closedloop system is exponentially mean square stable and with a prescribed H ∞ performance bound. At last, a numerical example has been presented to illustrated the significance of the proposed H ∞ control strategy.
Then consider the following Lyapunov functional candidate
Let k be the minimal δ − algebra generated by {x i ,0 ≤ i ≤ k} and {e i ,0 ≤ i ≤ k}. By using (11) , noting that 2 4 and E(δ − δ k ) = 0, where κ 3 and κ 4 are defined in (22) , then we have
Similarly,
By using Jensen inequality, we have 
Similar to (60)-(65), it is easy to obtain
− LC 1δη 2 + B 1 ω(k)] Combining (60)-(68) and denoting
we have 
where (28) and the bounds (56) and (57) have been used in the inequality, and ρ 1 and ρ 2 are as in (33) .
By choosing the dynamic scaling in (29), we have
