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Abstract
For L p convergence rates of a time homogeneous Markov process, sufficient conditions are given in
terms of an exponential φ-coupling. This provides sufficient conditions for L p convergence rates and related
spectral and functional properties (spectral gap and Poincare´ inequality) in terms of appropriate combination
of ‘local mixing’ and ‘recurrence’ conditions on the initial process, typical in the ergodic theory of Markov
processes. The range of applications of the approach includes processes that are not time-reversible. In
particular, sufficient conditions for the spectral gap property for the Le´vy driven Ornstein–Uhlenbeck
process are established.
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1. Introduction
In this paper and the companion paper [16], we establish new relations between three topics
related to the asymptotic behavior of a time homogeneous Markov process:
• ergodic rate; that is, the rate of convergence as t → +∞ of the transition probabilities to the
invariant measure of the process;
• L p convergence rates; that is, the rate of convergence as t → +∞ for L p-semigroups
generated by the process;
• tail probabilities for hitting times of the process.
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It is well known that for a Markov process with a finite state space the three topics listed above
are, in fact, equivalent; see the detailed exposition in [1], Chapters 2–4. The classical methods of
the ergodic theory of Markov processes allow one to establish ergodic rates under quite simple
and transparent conditions [2,20]. On the other hand, L p (especially L2) convergence rates for
a Markov process are closely related to a number of intrinsic functional features: the spectral
gap property for the generator of the process, the Poincare´ inequality for the associated Dirichlet
form, Cheeger-type isoperimetric inequality for the invariant measure. This naturally motivates
the question whether the above-mentioned methods can be adapted to deal with L p convergence
rates.
When the process is time-reversible, the respective L2-generator is self-adjoint; this allows
one to apply the spectral decomposition theorem and provides an essentially positive answer to
the above question in the time-reversible case (e.g. [22] or Theorem 1.2 [7]; see also Section 2
of [3]). However, it looks very unlikely that, without any additional structural assumptions on
the process, L p convergence rates can be deduced from ergodic ones straightforwardly, because
these rates involve norm estimates in different functional spaces. This guess is supported by
concrete examples; see Section 4.
In this paper, we propose a new point of view, which allows one to establish L p convergence
rates for a general (not necessarily time-reversible) process using the ergodic theory methods.
We do not start our considerations from the estimate for the ergodic rate of a Markov process
itself, but from the auxiliary construction of a coupling, which is a standard tool for proving
such an estimate. This construction allows one to estimate weighted L p norms, which are natural
L p analogues for V -variation norm in the ergodic theory (e.g. [20,9]). Combined with similar
rates for the dual (i.e. time-reversed) process, convergence rates in weighted L p norms provide
convergence rates in ordinary L p norms. Note that, within this approach, the dual process is of
essential use and convergence rates in L p norms cannot be deduced from the rates in weighted
L p norms for the initial process itself; a respective example is given in Section 4.
Let us briefly recall some references concerning the ergodic theory methods applied to
convergence rates and spectral gap property for processes that are not time-reversible. In [9],
general conditions for V -uniform ergodicity are given, as well as the interpretation of the
V -uniform ergodicity as a growth bound for the dual semigroup w.r.t. V -variation norm. This
growth bound straightforwardly yields the spectral gap property for the semigroup considered in
the respective space with weighted sup-norm, e.g. [28], Section 2.3. In the case of a uniformly
ergodic process (that is, of a bounded weight V ), the same growth bound and the Riesz–Thorin
interpolation theorem provide L p convergence rates under an auxiliary equivalence assumption
on the transition probability. In [11], this approach was used to get the spectral gap property
for a class of solutions to stochastic PDEs; note that the ‘strong growth condition’ (6.3) therein
is required, in particular, to provide uniform ergodicity. In [3], Poincare´-type inequalities are
established under the Lyapunov-type condition for non-reversible processes under the hypothesis
that the generator of the process admits a ‘carre´ du champ’ of a derivation form. This technique
is quite flexible and allows one to establish a wide range of functional inequalities (weighted
Poincare´, super-Poincare´, weighted log-Sobolev) under the Lyapunov-type conditions [3,5,6],
but the hypothesis mentioned above is a strong structural assumption on the process ‘to be
a diffusion’, in a sense. Our approach provides a good complement to those available in
the field and, in particular, allows one to establish the spectral gap property for Le´vy driven
Ornstein–Uhlenbeck processes, which neither are uniformly ergodic nor admit a ‘carre´ du
champ’ of a derivation form.
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Within the coupling construction, we use recurrence conditions, typical for the ergodic theory,
formulated in terms of hitting times. Henceforth, our framework involves moment estimates for
hitting times, as sufficient conditions, both into ergodic rates and into L p convergence rates for
the process. The inverse relations are also available. It is known that uniform ergodicity implies
exponential integrability for hitting times [4]; a precise analogue of that result for non-uniform
ergodic rates is not available for us. In [9], Section 6, exponential regularity (the concept that
includes exponential integrability for hitting times) is shown to have a one-to-one connection
with Lyapunov-type drift conditions. In [19], it is proved that under (a weaker version of) the
Poincare´ inequality hitting times are integrable. In [16] we extend the result of [19] and prove
exponential integrability for hitting times under the Poincare´ inequality. Therefore, the three
topics listed at the beginning of the Introduction are closely related indeed. In fact, our approach
allows us to give, for some classes of processes, criteria that describe relations between these
topics completely (see [16] for such a criterion for multidimensional diffusions).
The structure of the article is the following. In Section 2, we give basic notions and
constructions required for the main exposition. In particular, we introduce the notion of an
exponential φ-coupling, which is the main tool in our approach. Section 3 contains the main part
of the paper devoted to the proof of L p convergence rates and related functional properties in
terms of the exponential φ-coupling property. In Section 4 we consider one example of a Markov
process and use it to illustrate the main statements, as well as relations between the notions of
exponential φ-coupling, growth bound, spectral gap, and Poincare´ inequality. This example is
interesting by itself, being a continuous state space extension of the classical ‘residual waiting
time’ Markov chain model ([10], Chapter XV.2, Example (k)). In Section 5, we apply the main
results to Le´vy driven Ornstein–Uhlenbeck processes. In the recent paper [15], ergodic rates
for processes defined by Le´vy driven SDEs are established. Here, we extend these results and
describe spectral properties of a generator for a class of such processes.
2. Notation and basic constructions
2.1. Elements of ergodic theory of Markov processes
We consider a time homogeneous Markov process X = {X t , t ∈ R+} with a locally compact
metric space (X, ρ) as the state space. The process X is supposed to be strong Markov and to
have ca´dla´g trajectories. The transition function for the process X is denoted by Pt (x, dy), t ∈
R+, x ∈ X. We use standard notation Px for the distribution of the process X conditioned that
X0 = x, x ∈ X, and Ex for the expectation w.r.t. Px . All the functions on X considered in
the paper are assumed to be measurable w.r.t. the Borel σ -algebra B(X). The set of probability
measures on (X,B(X)) is denoted by P(X). For a given µ ∈ P(X) and t ∈ R+, we denote
µt (dy)
d f= X Pt (x, dy) µ(dx). Clearly, µt coincides with the distribution of the value X t when
the distribution of the initial value X0 equals µ. The probability measure µ is called an invariant
measure for X if µt = µ, t ∈ R+.
In our considerations, we are mostly interested in the processes on non-compact state spaces,
such as diffusions on non-compact manifolds or solutions to SDEs with a jump noise. Typically,
for such processes there do not exist uniform (in µ) estimates for the rate of convergence of µt
to µ w.r.t. to the total variation distance. In this context, the notion of (r, φ)-ergodicity appears to
be most natural (see [8], references and discussion therein). Let us expose this notion and related
objects.
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Let φ : X→ [1,+∞) be a Borel measurable function. For a signed measure ~, its φ-variation
is defined by ‖~‖φ,var =

X φ d|~|, where |~| = ~+ + ~− is the variation of the signed measure
~. If φ ≡ 1, the φ-variation is the usual total variation ‖ · ‖var. Let r : R+ → R+ be a function
such that r(t)→ 0, t →∞.
Definition 2.1. The process X is called (r, φ)-ergodic if the class of invariant measures for X
contains exactly one measure π , and there exists a function ψ : X→ R+ such that
‖µt − π‖φ,var ≤ r(t)
∫
X
ψ dµ, t ∈ R+, µ ∈ P(X). (2.1)
The process X is called exponentially φ-ergodic [9] if there exist some positive constants C, β
such that X is (r, φ)-ergodic with r(t) = Ce−βt .
By the common terminology, a coupling for a pair of processes U, V is any two-component
process Z = (Z1, Z2) such that Z1 has the same distribution with U and Z2 has the same
distribution with V . Following this terminology, for every µ, ν ∈ P , we consider two versions
Xµ, Xν of the process X with the initial distributions equal to µ and ν, respectively, and call a
two-component process Z = (Z1, Z2) that is a coupling for Xµ, Xν a (µ, ν)-coupling for the
process X .
Definition 2.2. The process X admits an exponential φ-coupling if there exists an invariant
measure π for this process and constants Cφ > 0, β > 0 such that, for every x ∈ X, there
exists a (δx , π)-coupling Z = (Z1, Z2) with
E

φ(Z1t )+ φ(Z2t )

IZ1t ≠Z2t ≤ Cφe
−βtφ(x), t ≥ 0.
Apparently, the notion of φ-coupling was not introduced separately before, although the cou-
pling construction is a standard tool for proving ergodicity. In Section 3, we show that this notion
is of independent interest, because it allows one to control L p convergence rates as well. Below
we give a set of explicit sufficient conditions for a process to admit an exponential φ-coupling.
Denote for S, T ∈ R+ and Borel set A ⊂ X
~(T, A)
d f= sup
x,y∈A
1
2
‖PT (x, ·)− PT (y, ·)‖var,
~(S, T, A)
d f= sup
x,y∈A,s,t∈[S,T ]
1
2
‖Ps(x, ·)− Pt (y, ·)‖var.
We say that a process X satisfies the Doeblin condition (resp. the extended Doeblin condition)
on a set A ⊂ X if there exists T > 0 (resp. T1, T2 with 0 < T1 < T2) such that ~(T, A) < 1
(resp. ~(T1, T2, A) < 1). This terminology differs slightly from the standard one (e.g. [25,26]),
but it is well designed for our further needs.
Recall also the notion of the extended generator A of the process X . A function f : X→ R
belongs to the domain Dom(A) of the extended generatorA, if there exists a function g : X→ R
such that the process X ft
d f= f (X t ) −
 t
0 g(Xs) ds, t ∈ R+ is a martingale w.r.t. to any measure
Px , x ∈ X. For such f , it holds A f d f= g.
Theorem 2.1. Assume the process X to satisfy the Doeblin condition on every compact set in
X. Let a function φ : X → [1,+∞) be such that φ(x) → +∞, x → ∞ and assume that the
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following Lyapunov-type condition holds for some positive constants α,C:
Aφ(x) ≤ −αφ(x)+ C, x ∈ X. (2.2)
Then the process X admits an exponential φ-coupling.
The Lyapunov-type condition (2.2) is explicit and transparent, but in some cases it is too
restrictive; see the discussion after Proposition 2.4. In the following theorem, this condition is
replaced by a pair of milder conditions (2) and (3).
For a closed set K denote τK
d f= inf{t ≥ 0 : X t ∈ K }, the hitting time of the set K by the
process X .
Theorem 2.2. Assume the process X to satisfy the Doeblin condition on every compact set in X.
Let there exist a function φ : X→ [1,+∞), a compact set K ⊂ X, and an α > 0 such that
(1) φ(x)→+∞, x →∞;
(2) Exφ(X t )IτK>t ≤ e−αtφ(x), x ∈ X;
(3) supx∈K ,t∈R+ Exφ(X t )Iφ(X t )>c → 0, c →+∞.
Then the process X admits an exponential φ-coupling.
The following version of Theorem 2.2 does not require any assumptions on the limit behavior
of the function φ.
Theorem 2.3. Let there exist a function φ : X→ [1,+∞), a closed set K ⊂ X, and an α > 0
such that conditions (2), and (3) of Theorem 2.2 hold true. Assume that either X satisfies the
Doeblin condition on {φ ≤ c} for every c ∈ [1,+∞), or X satisfies the extended Doeblin
condition on K .
Then the process X admits an exponential φ-coupling.
From Theorems 2.2 and 2.3 we deduce the following statement. Denote, for t > 0,
τ tK
d f= inf{s ≥ 0 : X t+s ∈ K }.
Proposition 2.4. Assume that there exists a compact set K ⊂ X such that X satisfies the Doeblin
condition on K , and for some S, α > 0 it holds that
(1) limc→+∞ lim infx→∞ Px (τK > c) > 0;
(2) Ex eατK < +∞, x ∈ X;
(3) supx∈K ,t∈[0,S] Ex eατ
t
K < +∞.
Then, for every α′ ∈ (0, α), the process X admits an exponential φ-coupling with φ(x) =
Ex eα
′τK , x ∈ X.
In addition, if X satisfies the extended Doeblin condition on K then condition (1) is not
required.
This proposition demonstrates the difference between Theorems 2.2 and 2.3 on the one hand,
and Theorem 2.1 on the other. Typically, a function φ of the type φ(x) = Ex eατK does not
belong to the domain of A. On the other hand, Theorems 2.2 and 2.3 appear to be powerful
enough to handle functions of such a type. This is important for our approach, since we would
like to control the construction of a φ-coupling in terms of hitting times for the process X .
We prove Theorems 2.1–2.3 and Proposition 2.4 in the Appendix.
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It is a simple observation that a process X that admits an exponential φ-coupling is expo-
nentially φ-ergodic with the function ψ in (2.1) being equal to Cφ, i.e. X is φ-uniform ergodic
in the terminology introduced in [9]. Therefore, Theorems 2.1–2.3 and Proposition 2.4 provide
sufficient conditions for φ-uniform ergodicity of the process. We remark that a set of general
sufficient conditions for (exponential) φ-ergodicity/φ-uniform ergodicity is available in the lit-
erature, e.g. [20,9,8]. These results are formulated in terms of small or petite sets, while our
approach exploits another form of the irreducibility assumption, the Doeblin condition. This
choice is motivated, in particular, by the important class of Markov processes solutions to SDEs
with jump noise (i.e. jump diffusions). It is known that the transition probability densities for
such processes, even when exist, may be extremely irregular. Therefore, in such a framework,
we intent to prove that any compact set is petite would typically lead to additional strong as-
sumptions on the Le´vy measure of the jump noise. On the other hand, the Doeblin condition for
jump diffusions can be verified efficiently; we refer to [15] for examples and a more detailed
discussion.
2.2. Semigroups generated by X: growth bounds and spectral properties of generators
For a function f : X→ C, we denote
Tt f (x) =
∫
X
f (y)Pt (x, dy), t ∈ X, x ∈ X
assuming the integral to exist. Typically, the mapping f → Tt f forms a bounded linear
operator in an appropriate function space; we are mainly interested in the function spaces
L p
d f= LCp (X, π), p ∈ (1,+∞). The Chapman–Kolmogorov equation for the transition function
Pt (x, dy) yields the semigroup property for the family {Tt }: Tt+s = Tt Ts, t, s ∈ R+. We assume
the process X to be stochastically continuous, which yields that {Tt }, considered as a semigroup
in L p with any p ∈ (1,+∞), is strongly continuous. We denote by A the generator of the
semigroup {Tt }. By definition,
A f
d f= lim
t→0+
1
t
[Tt f − f ],
where the convergence holds in the sense of the respective function space, and the domain of A
consists of all functions f such that the limit exists.
Definition 2.3. Let {Tt } be a strongly continuous semigroup of bounded linear operators on some
complex Banach space X . A number γ ∈ R is called
(a) a spectral bound for the generator A of {Tt }, if every point λ ∈ C with Re λ > −γ belongs
to the resolvent set of A;
(b) an (exponential) growth bound for {Tt }, if there exists C ∈ R+ such that
‖Tt f ‖X ≤ Ce−γ t‖ f ‖X , t ∈ R+, f ∈ X . (2.3)
The terminology introduced in Definition 2.3 differs slightly from the standard one in the
general spectral theory of semigroups. Namely, the constant in the standard definition of a growth
bound may depend on f ([21], Chapter A-III). However, this modified terminology appears to
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be more convenient in our framework. We remark that the following condition is equivalent to
(2.3) and, in some cases, can be verified more easily:
|⟨Tt f, g⟩| ≤ Ce−γ t‖ f ‖X ‖g‖X ∗ , t ∈ R+, f ∈ X , g ∈ X ∗, (2.4)
where X ∗ is the dual space of X . Note also that any γ ∈ R being a growth bound for {Tt } is a
spectral bound for its generator as well: it is well known that under (2.3) the resolvent operator
Rλ = (λ− A)−1 is well defined by
Rλ f =
∫ ∞
0
e−λs Ts f ds.
For semigroups defined by a (conservative) Markov process X in L p, p ∈ (1,+∞), the point
λ = 0 is a trivial eigenvalue with the corresponding eigenfunction fλ = I (i.e., the function that
equals 1 in every point). If this eigenvalue is simple and the rest of the spectrum of the generator
A is separated from zero, this generator (resp., semigroup or process) is said to possess a spectral
gap. This motivates the following terminology. Denote, for p ∈ (1,+∞),
L0p =

f ∈ LCp (X, π) :
∫
X
f dπ = 0

= ⟨I⟩⊥,
where I is interpreted as an element of L∗p = Lq , q−1+ p−1 = 1. Since π is an invariant measure
for X , one has∫
X
Tt f (x)π(dx) =
∫
X
∫
X
f (y)Pt (x, dy)π(dx) =
∫
X
f (y) π(dy),
which means, in particular, that L0p is invariant under {Tt }.
For a given γ > 0, p ∈ (1,+∞), we say that the process X possesses either property SG p(γ )
or property G Bp(γ ), if, for the restriction of its semigroup {Tt } to the spaceX = L0p, the number
γ is a spectral bound or a growth bound, respectively. Also, we say that the process possesses an
exponential L p rate if it possesses the property G Bp(γ ) for some γ > 0; that is,
‖Tt f ‖p ≤ Ce−γ t‖ f ‖p, t ∈ R+, f ∈ L0p (2.5)
with some C > 0, γ > 0 (here and below, we denote ‖ · ‖p d f= ‖ · ‖L p ).
Some authors (e.g. [7]) say that the process X possesses an exponential L2 rate if
‖Tt f ‖2 ≤ e−γ t‖ f ‖2, t ∈ R+, f ∈ L02 (2.6)
with some γ > 0. This terminology does not seem to be perfectly adjusted with the matter of
the problem since the constant C in (2.5) with p = 2 does not play an essential role in the
asymptotic behavior of the semigroup; in particular, the estimate (2.5) is already strong enough
to provide existence of a spectral gap for X . The reason why it makes sense to consider an
estimate of the type (2.6) separately is that (2.6) has a natural interpretation in terms of the
Dirichlet form associated with the process X . Recall that the Dirichlet form E corresponding to
the L2-semigroup {Tt } generated by X is defined as the completion of the bilinear form
Dom(A)× Dom(A) ∋ ( f, g) → −(A f, g)L2
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with respect to the norm ‖ · ‖E,1 d f=

‖ · ‖22 − (A·, ·)L2
 1
2
(e.g. [17], Chapter 2). It can be verified
easily that, for c = γ−1, (2.6) is equivalent to the functional inequality
Varπ ( f )
d f=
∫
X
f 2dπ −
∫
X
f dπ
2
≤ c E( f, f ), f ∈ Dom(E), (2.7)
called the Poincare´ inequality. The Poincare´ inequality is one of the most important in the field,
and this motivates the interest in (2.6).
In the alternative terminology, (2.6) indicates that the L2-generator of the process is coercive,
while (2.5) with p = 2 means that this generator is hypocoercive; we refer to [27] for a detailed
exposition of the respective concepts. It is known that these two properties are non-equivalent.
In Section 4 we give one more example where (2.5) with p = 2 holds (i.e. the generator is
hypocoercive) but (2.6) fails (i.e. the generator is not coercive). This example is of particular
interest because of the following reason. Frequently, hypocoercivity is heuristically considered as
a property provided by ‘higher order derivatives’ of the semigroup at the point t = 0, in contrast
to the coercivity provided by the first order derivative. In Section 4, we construct a process with
a hypocoercive L2-generator (Theorem 4.1, statement (2)) such that, for some non-zero f ∈ L02,
the function t → ‖Tt f ‖2 is constant at some vicinity of t = 0 (proof of Theorem 4.1, statement
(3)), and clearly all its derivatives are degenerate. This indicates that the range of conditions that
may provide hypocoercivity is wider, in general, than the conditions on ‘higher order derivatives’
of the semigroup. Theorem 3.3 provides a sufficient condition of such a type.
For a given γ > 0, we say that the process X possesses the property P I (γ ) if (2.6) holds true.
We have the following implications:
P I (γ )⇒ G B2(γ ), G Bp(γ )⇒ SG p(γ ).
We have already mentioned that G B2(γ ) ; P I (γ ). On the other hand, there are examples
available, where a number that is a spectral bound is not a growth bound ([21], Example 1.4, [7],
Example 2.3), and thus SG p(γ ) ; G Bp(γ ). Therefore, in general, each of the three properties
formulated above requires a separate investigation.
3. L p convergence rates and the Poincare´ inequality for a process that admits an exponen-
tial φ-coupling
In this section, we assume that, for a given function φ, the process X admits an exponential
φ-coupling. We denote by Cφ, β the constants from the definition of an exponential φ-coupling,
and write C for any constant which can be, but is not, expressed explicitly. The value of the
constant C can vary from place to place. We denote by π the unique invariant measure for X and
assume φ ∈ L1(X, π). This assumption is not restrictive; it holds true under conditions of either
Theorems 2.1–2.3 or Proposition 2.4 (see Remark A.2 in the Appendix).
For p ∈ (1,+∞), denote by L p,φ, p ∈ (1,+∞) the set of functions f such that
‖ f ‖p,φ d f=
∫
X
 f
φ
1
q

p
dπ
 1
p
< +∞,
where q is adjoint to p, i.e. p−1+q−1 = 1. The set L p,φ is a Banach space with the norm ‖·‖p,φ .
The dual space L∗p,φ to L p,φ , with respect to the natural duality ( f, g) → ⟨ f, g⟩
d f= X f g¯dπ ,
1052 A.M. Kulik / Stochastic Processes and their Applications 121 (2011) 1044–1075
coincides with the space of functions f such that
‖ f ‖∗p,φ d f=
[∫
X
| f |qφ dπ
] 1
q
< +∞.
The space L∗p,φ is a subset of Lq since φ ≥ 1. On the other hand, φ may be unbounded, and
in this case L p,φ is strictly larger than L p. Nevertheless, in any case L p,φ ⊂ L1 because
∫
X
| f |dπ ≤
∫
X
 f
φ
1
q

p
dπ
 1
p [∫
X
|φ 1q |q dπ
] 1
q = ‖ f ‖p,φ‖φ‖
1
q
1 . (3.1)
Define L0p,φ and L
∗,0
p,φ as the subspaces of the elements f of L p,φ and L
∗
p,φ , respectively, such
that

X f dπ = 0. Clearly, L∗,0p,φ is the dual space to L0p,φ w.r.t. duality ⟨·, ·⟩.
Theorem 3.1. For every p ∈ (1,+∞), {Tt } is a semigroup of bounded operators in L p,φ . The
subspace L0p,φ is invariant w.r.t. to {Tt }, and βq = β − βp is a growth bound for the restriction of
{Tt } on L0p,φ .
Proof. In the representation L p,φ = ⟨I⟩ L0p,φ , both summands are invariant subspaces for the
semigroup {Tt }. Clearly, every Tt is an identity operator on the one-dimensional subspace ⟨I⟩.
In order to investigate the restriction of {Tt } on L0p,φ , let us prove that
|Tt f (x)|p ≤ 2p−1C
p
q
φ e
− βpq tφ
p
q (x)

Tt

| f |p
φ
p
q

(x)+ ‖ f ‖pp,φ

,
f ∈ L0p,φ, x ∈ X. (3.2)
Consider an exponential φ-coupling Z = (Z1, Z2) that exists by assumption. We have
Tt f (x) = Tt f (x)−
∫
X
f (y)π(dy) = E

f (Z1t )− f (Z2t )

.
In the last equality we have used that π is an invariant measure and thus the distribution of Z2t
equals π . Then
|Tt f (x)|p =
E f (Z1t )− f (Z2t )IZ1t ≠Z2t p ≤ Eφ(Z1t )+ φ(Z2t )IZ1t ≠Z2t  pq
× E | f (Z
1
t )− f (Z2t )|p
[φ(Z1t )+ φ(Z2t )]
p
q
≤ C
p
q
φ e
− βpq tφ
p
q (x)E
| f (Z1t )− f (Z2t )|p
[φ(Z1t )+ φ(Z2t )]
p
q
. (3.3)
By the inequality φ(Z1t )+ φ(Z2t ) ≥ max

φ(Z1t ), φ(Z
2
t )

, we have
E
| f (Z1t )− f (Z2t )|p
[φ(Z1t )+ φ(Z2t )]
p
q
≤ 2p−1 E

| f (Z1t )|p
φ
p
q (Z1t )
+ | f (Z
2
t )|p
φ
p
q (Z2t )

= 2p−1Tt

| f |p
φ
p
q

(x)+ 2p−1‖ f ‖pp,φ,
which, together with (3.3), proves (3.2).
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As a corollary, using invariance property of π once again, we get
‖Tt f ‖pp,φ =
∫
X
|Tt f (x)|pφ−
p
q (x)π(dx)
≤ 2p−1C
p
q
φ e
− βpq t
∫
X

Tt

| f |p
φ
p
q

(x)+ ‖ f ‖pp,φ

π(dx)
= 2p−1C
p
q
φ e
− βpq t
∫
X
| f (x)|p
φ
p
q (x)
π(dx)+ ‖ f ‖pp,φ

= 2pC
p
q
φ e
− βpq t‖ f ‖pp,φ, f ∈ L0p,φ . (3.4)
By (3.4), every Tt is bounded on L0p,φ , and thus it is bounded on whole of L p,φ . Moreover,
(3.4) immediately implies inequality (2.3) from the definition of a growth bound. 
Theorem 3.1, in fact, provides that the generator of {Tt }, considered as a semigroup in L p,φ ,
possesses a spectral gap. The following simple corollary shows that, for a particular case of a
bounded function φ, this yields existence of a spectral gap for the generator of the respective
L p-semigroup.
Corollary 3.2. If the function φ is bounded, then X satisfies G Bp

β
q

for any p, q > 1 with
p−1 + q−1 = 1.
Proof. Since 1 ≤ φ ≤ C , the norms ‖ · ‖p,φ and ‖ · ‖p are equivalent. 
Note that if φ is bounded then the process X is uniformly ergodic. In this case, another way to
evaluate the L p convergence rates is provided by the Riesz–Thorin interpolation theorem under
auxiliary equivalence assumption on the transition probability (e.g. [11]). The general situation
is more complicated, and under the conditions of Theorem 3.1 the respective L p generators may
fail to possess a spectral gap (see Section 4). Here we prove the existence of a spectral gap under
additional assumptions formulated in terms of the dual process X∗ for the Markov process X .
Recall that if π is an invariant measure for the Markov process X , then, on an appropriate
probability space, a stationary process X˜ t , t ∈ R can be constructed in such a way that X˜0 ∼ π
and X˜ is a Markov process with the transition function Pt (x, dy). The process X∗t
d f= X˜−t , t ∈ R,
is again a time homogeneous Markov process, called the dual (or time-reversed) process for X .
By stationarity,
⟨Tt f, g⟩ = E f (X˜ t )g(X˜0) = E f (X˜0)g(X˜−t ) = E f (X∗0)g(X∗t ), f ∈ L p, g ∈ Lq ,
hence the adjoint semigroup {T ∗t } for the semigroup {Tt } generated by X in L p coincides with
the semigroup generated by X∗ in Lq .
Theorem 3.3. Assume that the process X admits an exponential φ-coupling, the dual process
X∗ admits an exponential φ∗-coupling, and there exist σ ∈ [0,+∞), c−, c+ ∈ (0,+∞) such
that
c−[φ(x)]σ ≤ φ∗(x) ≤ c+[φ(x)]σ , x ∈ X. (3.5)
Assume also

X φ dπ < +∞,

X φ
∗ dπ < +∞.
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Then, for every p ∈ (1,+∞), the process X satisfies G Bp (γ ) with
γ =

min
[
β
p + 1 ,
β∗
q + σ
]
, σ > 0
β∗
p
, σ = 0
,
where β and β∗ are the constants from the definition of exponential φ- and φ∗-couplings for X
and X∗, respectively.
Proof. If σ = 0 then φ∗ is bounded. Applying Corollary 3.2 with X∗ instead of X and q instead
of p we get ‖T ∗t f ‖q ≤ Ce−
β∗
p t‖ f ‖q , f ∈ L0q . By duality, this provides G Bp

β∗
p

for the
process X , and completes the proof in the case σ = 0.
To proceed with the case σ > 0, we need several auxiliary inequalities. First, we show that⟨Tt f, g⟩ − ∫X f dπ
∫
X
g¯ dπ
 ≤ Ce− βq t‖ f ‖p,φ‖g‖∗p,φ, f ∈ L p,φ, g ∈ L∗p,φ . (3.6)
For f ∈ L0p,φ, g ∈ L∗,0p,φ , inequality (3.6) with C = 2C
1
q
φ follows from (3.4). For arbitrary
f ∈ L p,φ, g ∈ L∗p,φ , one has
⟨Tt f, g⟩ −
∫
X
f dπ
∫
X
g¯ dπ = ⟨TtΠ f, TtΠ g⟩, Π f d f= f −
∫
X
f dπ

I.
Since Π is bounded both as an operator L p,φ → L0p,φ and as an operator L∗p,φ → L∗,0p,φ , this
yields (3.6) in the general case.
Next, we observe that
‖ f ‖p,φ =
[∫
X
| f |pφ− pq dπ
] 1
p ≤ ‖ f ‖p sup
x : f (x)≠0
[φ(x)]− 1q , (3.7)
‖g‖∗p,φ =
[∫
X
|g|qφ dπ
] 1
q ≤ ‖g‖q sup
x :g(x)≠0
[φ(x)] 1q . (3.8)
Combined with (3.6), these relations yield
|⟨Tt f, g⟩| ≤
∫X f dπ
 ∫X g dπ
+ Ce− βq t‖ f ‖p‖g‖q sup
x,y: f (x)≠0,g(y)≠0
[
φ(y)
φ(x)
] 1
q
. (3.9)
On the other hand, ⟨Tt f, g⟩ = ⟨T ∗t g, f ⟩, and T ∗t can be interpreted as the Lq -semigroup
generated by X∗. Repeating the previous argument with X∗ instead of X, q instead of p, and
g instead of f , we get
|⟨Tt f, g⟩| ≤
∫X f dπ
 ∫X g dπ
+ Ce− β∗p t‖ f ‖p‖g‖q sup
x,y: f (x)≠0,g(y)≠0
[
φ∗(x)
φ∗(y)
] 1
p
. (3.10)
Using (3.1) and (3.7), we get∫X f dπ
 ≤ ‖ f ‖p,φ‖φ‖ 1q1 ≤ ‖ f ‖p‖φ‖ 1q1 sup
x : f (x)≠0
[φ(x)]− 1q .
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Similarly,∫X gdπ
 ≤ ‖g‖q,φ‖φ‖ 1p1 ≤ ‖g‖q‖φ‖ 1p1 sup
x :g(x)≠0
[φ(x)]− 1p .
Therefore∫X f dπ
 ∫X g dπ
 ≤ ‖ f ‖p‖g‖q‖φ‖1 sup
x,y: f (x)≠0,g(y)≠0
[φ(x)]− 1q [φ(y)]− 1p . (3.11)
Now we can proceed with the main part of the proof. Fix t > 0, f ∈ L0p, g ∈ L0q , and denote
Ik = {x : eγ kt ≤ φ(x) < eγ (k+1)t }, k ≥ 0,
fk = f IIk , gk = gIIk , Fk =

f − f0, k = 0
fk, k ≥ 1 , Gk =

g − g0, k = 0
gk, k ≥ 1 .
We have
⟨Tt f, g⟩ =
∞−
k, j=0
⟨Tt fk, g j ⟩. (3.12)
By construction, for every k ≥ 0 the functions Fk,Gk vanish on the set {φ < eγ t (k∨1)}. Recall
that

X f dπ =

X gdπ = 0 and hence∫
X
f0dπ = −
∫
X
F0dπ,
∫
X
g0dπ = −
∫
X
G0dπ.
Therefore, (3.11) yields∫X fk dπ
 ∫X g j dπ
 ≤ ‖Fk‖p‖G j‖q‖φ‖1e−γ t k∨1q + j∨1p , k, j ≥ 0.
Denote Ak,p = ‖Fk‖p ∨ ‖ fk‖p, B j,q = ‖G j‖q ∨ ‖g j‖q . By (3.9) and the previous estimate,
|⟨Tt fk, g j ⟩| ≤ ‖Fk‖p‖G j‖q‖φ‖1e−γ t

k∨1
q + j∨1p

+ Ce− βq t‖ fk‖p‖g j‖q sup
x∈Ik ,y∈I j
[
φ(y)
φ(x)
] 1
q
≤ ‖Fk‖p‖G j‖q‖φ‖1e−γ t

k∨1
q + j∨1p

+ Ce− βq t‖ fk‖p‖g j‖qe
γ ( j+1)t
q − γ ktq
≤ C

e−γ t e−γ t

(k−1)+
q + ( j−1)
+
p

+ e− β−γq t e γ ( j−k)q t

Ak,p B j,q (3.13)
with x+ d f= x ∨0. This inequality holds true for every k, j ≥ 0, but we will use it for j ≤ k, only.
In order to cover the case j > k, we can derive a similar inequality, which follows from (3.10)
and condition (3.5):
|⟨Tt fk, g j ⟩| ≤ ‖Fk‖p‖G j‖q‖φ‖1e−γ t

k∨1
q + j∨1p

+Ce− βp t‖ fk‖p‖g j‖q sup
x∈Ik ,y∈I j
[
φ∗(x)
φ∗(y)
] 1
p
≤ ‖Fk‖p‖G j‖q‖φ‖1e−γ t

k∨1
q + j∨1p

+ Ce− β
∗
p t‖ fk‖p‖g j‖qe
σγ (k+1)t
p − σγ j tp
≤ C

e−γ t e−γ t

(k−1)+
q + ( j−1)
+
p

+ e− β
∗−σγ
p t e
σγ (k− j)
p t

Ak,p B j,q . (3.14)
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Now we can estimate the sum on the right-hand side of (3.12). By the choice of γ we have
β−γ
q ≥ γ . Therefore, using (3.13) and the Ho¨lder inequality, we get−
k≥ j
|⟨Tt fk, g j ⟩| ≤ Ce−γ t
−
k≥ j

e
−γ t

(k−1)+
q + ( j−1)
+
p

+ eγ t ( j−k)q

Ak,p B j,q
≤ Ce−γ t
∞−
r=0
∞−
j=0

e−γ t
(r−1)+
q + e−γ t rq

A j+r,p B j,q
≤ Ce−γ t
∞−
r=0

e−γ t
(r−1)+
q + e−γ t rq
 ∞−
j=0
Apj+r,p
 1
p
 ∞−
j=0
Bqj,q
 1
q
.
Clearly, Apk,p = ‖Fk‖pp∨‖ fk‖pp =

Ik
| f |pdπ, k ≥ 1 and Ap0,p ≤ ‖F0‖pp+‖ f0‖pp =

X | f |pdπ =
‖ f ‖pp. Therefore,
∞−
k=0
Apk,p ≤ ‖ f ‖pp +
∞−
k=1
∫
Ik
| f |pdπ ≤ 2‖ f ‖pp
since the family {Ik} is disjoint. Similarly,∑∞j=0 Bqj,q ≤ 2‖g‖qq . Finally, we get−
k≥ j
|⟨Tt fk, g j ⟩| ≤ Ce−γ t
∞−
r=0

e−γ t
(r−1)+
q + e−γ t rq

‖ f ‖p‖g‖q
≤ Ce−γ t

1+ 1− e− γ tq −1‖ f ‖p‖g‖q . (3.15)
The second part of the sum on the right-hand side in (3.12) is estimated similarly. By the choice
of γ we have β
∗−σγ
p ≥ γ . Then, by (3.14),−
k< j
|⟨Tt fk, g j ⟩| ≤ Ce−γ t
−
k< j

e
−γ t

(k−1)+
q + ( j−1)
+
p

+ eσγ t (k− j)p

Ak,p B j,q
≤ Ce−γ t
∞−
r=1
∞−
k=0

e−γ t
(r−1)
p + e−σγ t rp

Ak,p B j,q
≤ Ce−γ t
∞−
r=0

e−γ t
r
q + e−σγ t rq
 ∞−
k=0
Apk,p
 1
p
 ∞−
k=0
Bqk+r,q
 1
q
≤ Ce−γ t
[
1− e− γ tq
]−1
+
[
1− e− σγ tq
]−1
‖ f ‖p‖g‖q . (3.16)
For t ≥ 1, the terms 1 − e− γ tq −1 and 1 − e− σγ tq −1 are dominated by 1 − e− γq −1 and
1− e− σγq −1, respectively. Henceforth, (3.15) and (3.16) provide
|⟨Tt f, g⟩| ≤ Ce−γ t‖ f ‖p‖g‖q , f ∈ L0p, g ∈ L0q , t ≥ 1.
Since Tt is a contraction semigroup in L p, the same inequality holds true (with another constant
C) for t ∈ [0, 1] as well. Therefore, the restriction of {Tt } to L0p satisfies (2.4). 
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Theorem 3.3 does not give any information about the property P I . The following theorem
provides this property for a time-reversible X ; that is, X having the same distribution as its dual
process X∗. This theorem seems quite standard (see [22], Theorem 2.1 or [7], Theorem 1.2 for
similar statements). Nevertheless, even in the most studied case of a diffusion process X , this
statement gives rise for a new criterion for the Poincare´ inequality (see [16]).
Theorem 3.4. Let the time-reversible process X admit an exponential φ-coupling with some
function φ ∈ L1(X, π), φ ≥ 1.
Then X satisfies P I

β
2

, where β is the constant from the definition of a φ-coupling.
Proof. Since Tt , t ∈ R+ is a contraction semigroup of self-adjoint non-negative operators, it can
be represented as Tt = e−Lt , t ∈ R+, where A = −L is the L2-generator of the process X, L
is self-adjoint and non-negative. Let P(dλ) be the projector-valued measure from the spectral
decomposition for the operator L: L = ∞0 λP(dλ). Then
‖Tt f ‖22 =
∫ ∞
0
e−2λt (P(dλ) f, f )L2 , t ∈ R+, f ∈ L2. (3.17)
By Theorem 3.1, β2 is a growth bound for {Tt } considered as a semigroup in L2,φ . By duality, this
yields that β2 is also a growth bound for {T ∗t } considered as a semigroup in L∗2,φ . But T ∗t = Tt
since X is time-reversible, and ‖ ·‖2 ≤ ‖·‖∗2,φ , since φ ≥ 1. Therefore, for every f ∈ L∗,02,φ , there
exists a constant C( f ) ∈ R+ such that
‖Tt f ‖22 ≤ C( f )e−βt , t ∈ R+.
The latter inequality and (3.17) imply that, for such f , the measure (P(dλ) f, f )L2 is supported
by [β/2,+∞). The set L∗,02,φ is dense in L02
d f= ⟨I⟩⊥. One has (P(∆) fn, fn)L2 → (P(∆) f, f )L2
for every Borel set∆ and every sequence fn → f in L2. Therefore, the measure (P(dλ) f, f )L2
is supported by [β,+∞) for every f ∈ L02, and (3.17) yields (2.6) with γ = β2 . 
The assumption for the generator A of {Tt } to be self-adjoint (or, at least, normal) is a strong
restriction on the process X . In some cases it can be provided efficiently, for instance, when X
is a diffusion process with the drift of a gradient type. On the other hand, for X being a solution
to an SDE with a jump noise, this assumption is highly restrictive. This motivates the following
version of Theorem 3.4 which extends the domain of its applications. The construction below is
an appropriate modification of the one introduced in [7].
Theorem 3.5. Assume that there exists a time-reversible Markov process X that admits an
exponential φ-coupling for some φ. Assume also that there exists a set D ⊂ L2 such that
(i) D ∩ L02 is dense in L02;
(ii) D is invariant w.r.t. the L2-semigroup corresponding to X;
(iii) D belongs to the domains of the L2-generators A, A∗, and A corresponding to X, X∗, and
X, respectively, and
A f = 1
2
(A f + A∗ f ), f ∈ D.
Then X satisfies P I2

β
2

, where β is the constant from the definition of the φ-coupling for X.
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Proof. Denote by {T t } the L2-semigroup generated by X. It follows from the previous theorem
that, for every f ∈ D ∩ L02,
(A f, f ) ≤ −β
2
‖ f ‖22.
Since (A f, f ) = 12 [(A f, f )+ (A∗ f, f )] = Re (A f, f ), this yields
Re (A f, f ) ≤ −β
2
‖ f ‖22, f ∈ D ∩ L02.
Then, for f ∈ D ∩ L02, we have
d
dt
‖Tt f ‖2 = 2Re (ATt f, Tt f ) ≤ −β‖Tt f ‖22, t ∈ R+.
Here we have used that, by condition (ii), Tt f ∈ D ∩ L02. Hence,
‖Tt f ‖22 ≤ e−βt‖ f ‖22 (3.18)
for every f ∈ D ∩ L02. Since D ∩ L02 is dense in L02, (3.18) holds true for every f ∈ L02. 
4. ‘Residual waiting time’ model with continuous state space
In this section we give an example that demonstrates the relations between the objects
considered above. We will see that process, which admits an exponential φ-coupling, may fail to
possess a spectral gap property. This would make the content of Section 3 more clear: in general,
in order to control growth bounds and spectral properties of L p semigroups, one should control
ergodic properties both for the process X and for the dual process X∗. Also, we will see one more
example that the exponential L2 growth bound (2.5) is not equivalent to the Poincare´ inequality
(2.6) (cf. [27]).
Consider a process X with the state space X = [0,+∞), which has the following heuristic
description. On the positive semi-axis (0,+∞), the process moves towards the origin with the
constant speed a > 0. When the origin is reached (or when X starts from the origin), the process
spends there an exponentially distributed time with parameter b > 0, and then jumps to one of
the fixed positions xk, k ≥ 1 with probabilities pk, k ≥ 1, respectively. Such a process provides a
natural analogue for the classic Markov chain model with an interpretation of a state as a ‘residual
waiting time’ (see Example (k), [10], Chapter XV.2 for the description of the model and its
interpretations). In the classical model, both time and space variables are discrete, but continuous-
time versions of this model are also available and well studied (e.g. [7]). A continuous state space
extension of the model is quite natural and assumes that either a life-time of an aggregate is spent
continuously when the model is used in the theory of self-renewing aggregates, or a service (a
call) is served continuously when queues at a server (a telephone trunk) are modeled. After such
a modification the model becomes technically more complicated; see Remark 4.3. Using the
methods developed above we provide a complete description of ergodic and spectral properties
of the model.
To simplify the formulations, we consider a particular case of pk = (1− p)pk−1, k ≥ 1. It is
also assumed that xk < xk+1, k ≥ 1 and xk →∞, k →∞.
Theorem 4.1. (1) If there exists δ > 0 such that
∑
k≥1 pkeδxk < +∞ then X admits an
exponential φ-coupling with φ(x) = eδx .
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(2) Condition supk(xk+1 − xk) < +∞ is necessary and sufficient for X to satisfy SG p(γ ) with
some γ > 0.
(3) For any sequence {xk, k ≥ 1} the process X does not satisfy the Poincare´ inequality.
Proof. Statement (1). For a given compact K ⊂ X, there exists TK > 0 such that K ⊂ [0, aTK ].
With probability ≥ e−bTK the process X has no jumps on the time interval [0, TK ]. Then, for
x ∈ K ,
PTK (x, dy) ≥ e−bTK δ0(dy),
which clearly provides the Doeblin condition on K . The extended generator of the process X is
defined to act on a function f ∈ C1 by the formula
A f (x) = −aIx>0 f ′(x)+ bIx=0
∞−
k=1
(1− p)pk−1[ f (xk)− f (x)], x ∈ X.
A straightforward computation shows that the Lyapunov-type condition (2.2) holds true with
φ(x) = eδx and α = aδ. Hence the required statement follows from Theorem 2.1.
Statement (2): sufficiency. Under the assumption supk(xk+1 − xk) < +∞ one has∑
k≥1 pkeδxk < +∞ for sufficiently small δ > 0. Hence, by statement (1), the invariant measure
π is unique. The dual process X∗ admits the following description (the proof of Proposition 4.2
is postponed to the end of the section).
Proposition 4.2. When started from a point x ≠ 0, x ≠ xk, k ≥ 1, the process X∗ moves away
from the origin at constant speed a. When the process comes to one of the points xk, k ≥ 1,
it either continues its move (at the same speed) with probability p, or jumps to the origin with
probability 1 − p. When started from the origin, X∗ spends there an exponentially distributed
random time with parameter b, and then follows the above given description, i.e. moves away
at constant speed a and jumps to the origin with probability 1 − p any time it reaches a point
xk, k ≥ 1.
Remark 4.3. The process described in Proposition 4.2 is a natural analogue of another classical
Markov chain model with a ‘spent waiting time’ interpretation of a state (e.g. Example (l), [10],
Chapter XV.2). Due to the possibility of an instant jump, the structure of the generator of the
process X∗ differs essentially from the one for the initial process X . In particular, one cannot
apply the ‘symmetrization’ Theorem 3.5 to get the Poincare´ inequality. This gives an intuitive
explanation, why the Poincare´ inequality fails for any sequence {xk, k ≥ 1}: loosely speaking,
the reason is contained in the essentially different local structures for processes X and X∗. This is
an exclusive feature of the continuous state space extension of the ‘residual waiting time’ model:
for the model with a discrete state space, the ‘symmetrization’ trick is applicable and a criterion
for the Poincare´ inequality is available [7].
Consider the hitting time τ ∗ of the set K = {0} by X∗, and put φ∗(x) = Ex eδτ∗ . According
to Proposition 4.2, for any starting point X∗0 = x > 0 the process X∗t moves at constant speed a,
and at every point xk, k ≥ 1 gets a chance to jump into K with probability (1 − p). Hence for
x > 0 one has
φ∗(x) =
∞−
k=K (x)
(1− p)pk−K (x)eδa−1(xk−x),
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where K (x) = inf{k : xk > x}. Clearly, xk − x ≤ (k− K (x)+1) sup j (x j+1− x j ) for any x > 1
and k ≥ K (x). Therefore, for δ > 0 small enough, the function φ∗ is bounded:
φ∗(x)

= 1, x ∈ K
≤
∞−
k=1
(1− p)pk−1eδa
−1k sup
k
(xk+1−xk )
< +∞, x ∉ K .
The set K contains one point, and X∗ spends an exponentially distributed time at this
point. Therefore X∗ satisfies the extended Doeblin condition on K . Consequently, X∗ admits
an exponential φ∗-coupling by Proposition 2.4. On the other hand, X admits an exponential
φ-coupling with φ defined at the proof of statement (1). Since φ∗ is bounded, Theorem 3.3 with
σ = 0 is applicable and provides the required statement.
Statement (2): necessity. Let X satisfy SG p(γ ) with some p ∈ (1,+∞), γ > 0. Then 0 is a
resolvent point for the restriction of {Tt } to L0p, and therefore there exists C1 ∈ R+ such that
lim sup
λ→0+
∫ ∞
0
∫
X
e−λt Tt f (x)g(x)π(dx) dt
 ≤ C1‖ f ‖p‖g‖q , f ∈ L0p, g ∈ L0q . (4.1)
For every given Q > 0, (4.1) also holds true with f on the left-hand side replaced by TQ f and,
furthermore, by e−λQ TQ f . Therefore
lim sup
λ→0+
∫ Q
0
∫
X
e−λt Tt f (x)g(x)π(dx) dt
 ≤ 2C1‖ f ‖p‖g‖q ,
Q ∈ R+, f ∈ L0p, g ∈ L0q . (4.2)
Denote dk = xk+1 − xk, yik = xk + i4 dk, i = 1, 2, 3, and put
fk = gk = I(xk ,y1k ) − I(y2k ,y3k ), k ≥ 1.
The invariant measure π has a positive constant density ρk on every segment Ik = (xk, xk+1)
(see the proof of Proposition 4.2). Then fk ∈ L0p, gk ∈ L0q , and ‖ fk‖p = ‖gk‖q = 12 dkρk . For
t < dk4a , we have Tt fk(x) = fk(x − at) = I(xk+at,y1k+at)(x)− I(y2k+at,y3k+at)(x), which implies∫
X
Tt fk(x)gk(x)π(dx) ≥ 14dkρk, t <
dk
8a
.
Therefore, inequality (4.2) with Q = dk8a gives the estimate
d2k
32a
ρk ≤ 2C1

1
2
dkρk
 1
p

1
2
dkρk
 1
q = C1dkρk, k ≥ 1,
which implies that the sequence {dk = xk+1 − xk} is bounded.
Statement (3). For a fixed k ≥ 1 consider the function fk introduced in the previous proof. We
have
‖Tt fk‖22 = ‖ fk(· − at)‖22 = ‖ fk‖22, t ≤
1
4
dk .
Under the Poincare´ inequality (2.6) one should have
‖Tt f ‖2 < ‖ f ‖22, t > 0, f ∈ L02, f ≠ 0.
Therefore, for the process X the Poincare´ inequality fails. 
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Proof of Proposition 4.2. First we determine the invariant measure π using the relation∫
X
A f dπ = 0, (4.3)
valid for every compactly supported f ∈ C1.
Denote Ik = (xk, xk+1), k ≥ 0, x0 d f= 0. For k ≥ 0 and f with supp f ⊂ Ik , (4.3) takes the
form ∫
Ik
f ′(x)π(dx) = 0. (4.4)
Consider the ‘generalized density’ ρ
d f= dπdx ∈ D∗(R) of the measure π defined by ⟨ f, ρ⟩ =
R f dπ, f ∈ D(R) (as usual, D(O) denotes the space of C∞-functions with their supports
compactly embedded in O andD∗(O) denotes the dual space of generalized functions). Localize
ρ to Ik ; that is, consider ρ as an element of D∗(Ik) (e.g. [23], Section 6). Then (4.4) provides
that the (generalized) derivative of the localized ρ equals 0, which means that ρ localized to
Ik coincides with the generalized function generated by some constant ρk . Equivalently, π |Ik
possesses a constant density ρk .
For every x ∈ X, y ≠ 0, the total time spent by X at the point y equals zero Px -a.s. Therefore,
by the Birkhoff ergodic theorem, the discrete component of the invariant measure π is supported
by at most one point 0. Together with the previous argument, this yields
π(dx) = ϱδ0(dx)+ ς(x)dx with ς(x) =
∞−
k=0
ρkI[xk ,xk+1)(x). (4.5)
Take k ≥ 0. For f ∈ C1 with supp f ⊂ (xk, xk+2), (4.3) takes the form
b(1− p)pk f (xk+1)π({0}) = a
∫
Ik∪Ik+1
f ′(x)π(dx)
= a f (xk+1)(ρk − ρk+1)− a
∫
Ik∪Ik+1
f (x)π(dx);
the last equality follows from (4.5) via integration by parts. The above relation, with functions
fn, n ≥ 1 that approximate f = Ixk+1 , provides ρk = ρk+1 + ba (1 − p)pkϱ, k ≥ 0. In addition,
limm→∞ ρm = 0 because π(X) = 1 and xk →∞. Hence using representation (4.5) we get
ρk = ba
∞−
m=k
(1− p)pmϱ = b
a
ϱpk, k ≥ 0. (4.6)
Parameter ϱ (and hence the whole measure π ) is uniquely defined by the normalizing condition
π(X) = 1. Remark that ϱ = abρ0 and ρ0 = ς(0), henceforth
π(dx) = ς(x)
a
b
δ0(dx)+ dx

. (4.7)
The transition probability for the dual process satisfies∫
A
P∗t (x, B)π(dx) =
∫
B
Pt (y, A)π(dy), A, B ∈ B(X). (4.8)
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Using this relation we will identify P∗t (x, B) for t small enough; this, together with the
Chapman–Kolmogorov equation, will uniquely define the whole transition probability for X∗.
Take ∆ = a−1x1. For t < ∆, the process X on [0, t] has at most one jump: in order to get a
non-zero chance to make a second jump, X should reach 0, and the time required for that is at
least a−1x1. Denote τ1 the first jump instant. Clearly, under Py, y ∈ [0,+∞) the variable τ1 has
the distribution density pτ1,y(s) = bIs≥a−1 yeb(s−a−1 y). Then
Pt (y, ·) =
∫ ∞
t
pτ1,y(s) ds

δ(y−at)+
+
∞−
k=1
(1− p)pk−1
∫ t
0
pτ1,y(s)δxk−at+as ds, t < ∆; (4.9)
here we write xk − at + as instead of (xk − at + as)+ because the assumption t < ∆ yields
xk − at + as ≥ xk − at > 0. By (4.7)–(4.9), for every t < ∆, A, B ∈ B(X),∫
A
P∗t (x, B)ς(x)
a
b
δ0(dx)+ dx

=
∫
B
I(y−at)+∈A
∫ ∞
t
pτ1,y(s) ds

ς(y)
a
b
δ0(dy)+ dy

+
∞−
k=1
(1− p)pk−1
∫ t
0
Ixk−at+as∈A
∫
B
pτ1,y(s)ς(y)
a
b
δ0(dy)+ dy

ds. (4.10)
Consider the cases A = {0} and A ⊂ (0,∞) separately. In the first case, the sum over k in (4.10)
vanishes because xk − at + as > 0. Since y − at > 0 for y ≥ x1, t < ∆, we have by (4.5)
a
b
ρ0 P
∗
t (0, B) =
a
b
ρ0
∫ ∞
t
pτ1,0(s) ds

δ0(B)
+ ρ0
∫
B∩[0,at]
∫ ∞
t
pτ1,y(s) ds

dy. (4.11)
We have
∞
t pτ1,y(s) ds = e−b(t−a
−1 y)+ . Changing the variable r = t − a−1 y in the integral in
(4.11), we finally get
P∗t (0, B) = e−btδ0(B)+ b
∫ t
0
e−brδat−ar (B) dr.
This corresponds well to the required description of the process X∗: when started at x = 0, the
process spends an exponential time at 0 with parameter b, and then moves at constant speed a;
the point x1 is not accessed up to time t < ∆, hence no jump possibilities occur.
In the case A ⊂ (0,+∞), (4.10) takes the form∫
A
P∗t (x, B)ς(x) dx =
∫
B
Iy−at∈Aς(y) dy +
∞−
k=1
(1− p)pk−1
∫ t
0
Ixk−at+as∈A
×
∫
B
Is≥a−1 ye−b(s−a
−1 y)ς(y)[aδ0(dy)+ bdy]ds,
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here we have taken into account that (y − at)+ ∈ A yields y > at, y − at ∈ A because
A ⊂ (0,+∞). Changing the variables y′ = y − at, s′ = xk − at + as, we get∫
A
P∗t (x, B)ς(x) dx =
∫
(B−at)∩A
ς(y′ + at) dy′ +
∞−
k=1
(1− p)pk−1
∫ xk
xk−at
Is′∈A
×
∫
B
Is′≥y+xk−at e
− ba (s′−y−xk+at)ς(y)
[
δ0(dy)+ ba dy
]
ds′.
Since A is arbitrary, this yields for a.s. x > 0
P∗t (x, B)ς(x) = ς(x + at)δx+at (B)+
∞−
k=1
(1− p)pk−1Ix∈[xk−at,xk )
×
∫
B
Ix≥y+xk−at e−
b
a (x−y−xk+at)ς(y)
[
δ0(dy)+ ba dy
]
. (4.12)
For x ∈ [xk−at, xk) and t < ∆, the inequality x ≥ y+xk−at yields y ≤ x−xk−at ≤ at < x1,
which means that y ∈ I0 and therefore ς(y) = ρ0. In addition, for y = 0 the inequality
x ≥ y + xk − at holds true for every x ∈ [xk − at, xk). With this observation in mind, we
change the variables once more and rewrite (4.12):
ς(x)
ρ0
P∗t (x, B) =
ς(x + at)
ρ0
δx+at (B)+
∞−
k=1
(1− p)pk−1Ix∈[xk−at,xk )
×

e−b(a−1x−a−1xk+t)δ0(B)+
∫ t−a−1xk+a−1x
0
be−brδat−ar−xk+x (B) dr

. (4.13)
Let us show that the transition probability for the process described in the proposition satisfies
(4.13) for any x > 0, t < ∆. Consider m, n such that x ∈ Im, x + at ∈ In . Then
ς(x) = pm−1ρ0, ς(x + at) = pn−1ρ0, and the non-trivial terms in the sum on the right-hand
side of (4.13) correspond to the values k = m, . . . , n − 1. Hence, (4.13) transforms to
P∗t (x, B) = pn−mδx+at (B)+
n−m
j=1
(1− p)p j−1

e−b(t−a−1xm+ j+a−1x)δ0(B)
+
∫ t−a−1xm+ j+a−1x
0
be−brδat−ar−xm+ j+x (B) dr

,
which clearly corresponds to the declared process: the first term equals the probability to reach
the set B without a jump, while the j th summand in the second sum equals the probability to
reach the set B after a jump happened when the process reaches the point xm+ j . 
5. Solutions to Le´vy driven SDEs
In this section we apply the general results of Section 3 to a solution to an SDE of the type
dX (t) = a(X (t))dt +
∫
‖u‖≤1
c(X (t−), u)ν˜(dt, du)+
∫
‖u‖>1
c(X (t−), u)ν(dt, du). (5.1)
Here ν is a Poisson point measure on R+ × Rd with the intensity measure dtµ(du), µ is the
corresponding Le´vy measure, ν˜(dt, du) = ν(dt, du)−dtµ(dt) is the compensated point measure,
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and the coefficients a, c satisfy standard conditions sufficient for the existence and uniqueness of
a strong solution (e.g. local Lipschitz and linear growth conditions).
For the process X defined by (5.1), efficient tools to provide the Doeblin condition are
available, based on a version of a stochastic calculus of variations for SDEs with jumps;
see [15]. In addition, the Lyapunov-type condition for solutions to SDEs of the type (5.1) is
quite transparent (see [18,15] and discussion therein). Therefore, for solutions to SDEs with
jump noise, one can prove the existence of an exponential φ-coupling using Theorem 2.1.
However, solutions to SDEs with jump noise are typically not time-reversible. In order to
investigate L p convergence rates and spectral properties of such a process, it may be insufficient
to have an exponential φ-coupling for the process itself; see Section 4 for respective example. In
general, an analysis of ergodic properties of the dual process is required as well. In this section,
we provide such an analysis and give a sufficient condition for the process X defined by (5.1) to
possess a spectral gap property.
In order to keep the exposition reasonably short, we restrict our considerations to a particular,
but important class of one-dimensional Le´vy driven Ornstein–Uhlenbeck processes; that is,
solutions to (5.1) with lineal drift and additive jump noise. Henceforth, in the rest of this section
X is a real-valued process solution to SDE
dX t = −aX t dt + dZ t , (5.2)
where a > 0 and Z t =
 t
0

|u|≥1 uν(ds, du)+
 t
0

|u|<1 uν˜(ds, du) is a Le´vy process.
Ergodic properties of Le´vy driven Ornstein–Uhlenbeck processes are well studied. It is known
that such a process is ergodic if and only if

|u|≥1 ln |u|µ(du) < +∞ (see [24]). Sufficient
conditions for exponential ergodicity are also available (see [18] and the references therein). Our
intent is to establish a spectral gap property for the (unique) stationary version of X . We give one
sufficient condition of that type; this condition is not the strongest possible and allows various
generalizations (see Remarks 5.3 and 5.4).
Theorem 5.1. Assume that
(1) µ(R−) = µ(R+) = ∞;
(2) µ is supported on a bounded set;
(3)

|u|≤1 |u|µ(du) < +∞.
Then, for every p > 1, the process X satisfies G Bp(γ ) for sufficiently small γ > 0.
The proof is based on Theorem 3.3. In order to use this theorem we need a description of the
dual process X∗ and, in particular, of the invariant distribution π .
Proposition 5.2. Under the conditions of Theorem 5.1, π admits positive C∞ density ρ. In
addition,[
ρ(x + y)
ρ(x)
]
eyξ(x) → 1, x →∞ (5.3)
uniformly by y ∈ Y for every bounded set Y ⊂ R, where ξ(x) denotes the unique solution to the
equation M1(ξ) = x with
M1(ξ) =
∫ ∞
0
M1(e−asξ) ds, M1(ξ) =
∫
R
u(eξu − 1)µ(du).
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Proof. The existence of a C∞ invariant density is provided by Proposition 2.1 [12], and (5.3)
is proved in Theorem 7.1 [12]. To prove positivity, we use the representation Z
d= Z1 + Z2,
where Z1,2 are i.i.d. Le´vy processes with the Le´vy measure µ/2. Since Eq. (5.2) is linear, one
has X
d= X1+X2, where X, X1, X2 denote the solutions to (5.2) with zero initial value and Le´vy
noises Z , Z1, Z2, respectively. By ergodicity, this provides representation π = π1/2∗π1/2, where
π1/2 is the invariant distribution of (5.2) with the Le´vy noise Z1. For π1/2, using Proposition
2.1 [12] once more, we get a C∞ invariant density ρ1/2. In addition, ρ1/2(x) > 0, |x | > R for
some R: this follows from [12], Theorem 3.3. Therefore,
ρ(x) =
∫
R
ρ1/2(x − y)ρ1/2(y) dy ≥
∫
|y|>R+|x |
ρ1/2(x − y)ρ1/2(y) dy > 0
for every x ∈ R. 
Proof of Theorem 5.1. Denote σ∗
d f= inf{σ : µ(|u| > σ) = 0}. It is easy to verify that
M1(ξ)e−(σ∗+ε)|ξ | → 0, ξ →∞
for every ε > 0. This relation, combined with (5.3), provides that for every d > 0 there exist
Dd , rd > 0 such that
sup
|u|≤d
ρ(x − u)
ρ(x)
≤ Dd(1+ |x |rd ), x ∈ R. (5.4)
On a function f ∈ C1 with at most polynomial growth of the derivative, the extended generator
A equals
A f (x) = −ax f ′(x)+
∫
R
[ f (x + u)− f (x)]µ(du). (5.5)
The relations

RA f dπ = 0, f ∈ C1b , provide
axρ′(x)+ aρ(x)+
∫
R
[ρ(x − u)− ρ(x)]µ(du) = 0. (5.6)
The formally adjoint operator to A is given by the formula
A∗ f (x) = ρ−1(x)

d
dx
[axρ(x) f (x)] +
∫
R
[ f (x − u)ρ(x − u)− f (x)ρ(x)]µ(du)

.
This relation and (5.6) with d = σ∗ provide that, for a function f ∈ C1 with at most polynomial
growth of the derivative, the extended generator of the dual process X∗ equals
A∗ f (x) = ax f ′(x)+
∫
R
[
( f (x − u)− f (x))ρ(x − u)
ρ(x)
]
µ(du),
and (5.4) provides that A∗ f has at most polynomial growth.
Consider φ ∈ C1 such that φ ≥ 1 and φ(x) = |x | for |x | ≥ 2. Then for |x | large enough
Aφ(x) = −ax sign x +
∫ σ∗
−σ∗
(|x + u| − |x |)µ(du)
≤ −a|x | +
∫ σ∗
−σ∗
|u|µ(du) ≤ −a
2
φ(x).
1066 A.M. Kulik / Stochastic Processes and their Applications 121 (2011) 1044–1075
On the other hand, it can be verified easily that
M1(σξ)[M1(ξ)]−1 → 0, ξ →∞
for every σ ∈ (0, 1), and consequently
M1(ξ)[M1(ξ)]−1 → 0, ξ →∞.
Therefore, x−1 M1(ξ(x))→+∞, x →∞, becauseM1(ξ(x)) = x . Then using (5.3) we deduce
that, for every given δ, c > 0,
A∗φ(x) ≤ ax sign x − (1− δ)
∫
R
(|x − u| − |x |)e−uξ(x)µ(du)
= sign x [ax − (1− δ)M1(ξ(x))] = |x |[a − (1− δ)x−1 M1(ξ(x))] ≤ −cφ(x)
for |x | large enough. Henceforth, both X and the dual process X∗ satisfy the Lyapunov-type
condition (2.2) with the same function φ.
For the process X , the Doeblin condition holds true on every bounded set: one can deduce the
Doeblin condition from Theorem 1.3 [15] using literally the same arguments with those given in
the proof of Proposition 0.1 [15].
On the other hand, X∗ is not a solution to an SDE of the type (5.1). It is a process with
non-constant rate of jumps, and one cannot deduce the Doeblin condition for X∗ from the
results of [15]. However, the stochastic calculus of variations that provides (partial) continuity
in variation is available for the processes with non-constant rate of jumps as well; see [14]. One
can prove the Doeblin condition for X∗ on every bounded set, following the proof of Proposition
0.1 [15] literally with Theorem 4.2 [14] used instead of Theorem 1.3 [15].
Now we apply Theorem 2.1 for both X and X∗, and deduce that both X and X∗ admit an
exponential φ-coupling. Applying Theorem 3.3 completes the proof. 
Remark 5.3 (On the Class of Equations). In Theorem 5.1, we have restricted our consideration
to the linear SDEs with jump noise. The only point in the proof where this structural assumption
was used substantially – the Lyapunov-type condition for φ w.r.t. the dual process – is based on
the estimates for the ratio ρ(x+y)
ρ(x) . In [12], these estimates are obtained via harmonic analysis
arguments, and here is the point where the linear structure of the SDE is substantial. Supposedly,
using ‘stochastic calculus of variations’ tools similar to those given in [13], Section 6, one can
extend such estimates to non-linear SDEs with jump noise as well, and then give an extension
of Theorem 5.1 to this more general class of equations. We postpone such a generalization to a
further publication.
Remark 5.4 (On Conditions). Conditions (1) and (2) of Theorem 5.1 come from [12] Theorem
7.1. The first condition is rather mild, and the second one allows a wide field of modifications.
For instance, it can be replaced by an appropriate condition on the ‘exponential tails’ of the Le´vy
measure µ (see [12], Proposition 6.1 and discussion before Theorem 7.1). On the other hand,
condition (3) is crucial, because without this condition one cannot apply Theorem 4.2 [14] to get
the Doeblin condition for the dual process.
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Appendix. Proofs of Theorems 2.1–2.3 and Proposition 2.4
A.1. Proofs of Theorems 2.1 and 2.2
Proofs of Theorems 2.1 and 2.2 are based on the standard coupling construction. For the sake
of exposition to be self-consistent, we give here the sketch of the construction, referring to [15],
Section 3.2 for references and more detailed discussion.
For given z1, z2 ∈ X consider a coupling Zˆ = (Zˆ1, Zˆ2) with Zˆ10 = z1, Zˆ20 = z2 such that
Zˆ1, Zˆ2 either are independent if z1 ≠ z2 or coincide otherwise. Define θ1 = min{t : Zˆ st ∈
K ′ × K ′}, where K ′ = {φ ≤ c} and c will be specified below. The value of Zˆ at the random
time moment θ1 is substituted, as the starting position, into an independent copy of the ‘gluing
coupling’ Z˜ . The latter is constructed on a given time interval [0, T ] for a fixed starting position
z˜ = (z˜1, z˜2) in such a way that Z˜10 = z˜1, Z˜20 = z˜2, and
P(Z˜1T = Z˜2T ) = 1−
1
2
PT (z˜1, ·)− PT (z˜2, ·)
var
.
The required coupling Z is defined, up to the random time moment θ2 = θ1 + T , as
Z t =

Zˆ t , t ≤ θ1,
Z˜ t−θ1 , t ∈ (θ1, θ2].
Then this construction is iterated: the value Zθ2 is substituted, as the starting position, into an
independent copy of the coupling with its components being either independent or coinciding
(depending on the starting position), and so on. This construction gives a coupling Z = {Z t , t ∈
R+} and a sequence of stopping times θk, k ≥ 1 w.r.t. the natural filtration {Ft } for Z such that
(a) if Z1
θk
= Z2
θk
for some k, then Z1t = Z2t for t > θk ;
(b) for every k,
P(Z1
θ2k
≠ Z2
θ2k
|Fθ2k−1) ≤ ~(T, K ′) a.s.
The set K ′ = {φ ≤ c} has a compact closure because φ(x)→∞, x →∞. Therefore T can
be chosen in such a way that ~(T, K ′) ≤ ~(T, closure(K ′)) < 1.
Property (a) allows one to write
E

φ(Z1t )+ φ(Z2t )

IZ1t ≠Z2t ≤ E

φ(Z1t )+ φ(Z2t )

Iθ2>t
+
∞−
k=1
E

φ(Z1t )+ φ(Z2t )

Iθ2k≤t<θ2k+2IZ1
θ2k
≠Z2
θ2k
. (A.1)
Our further estimates are based on the following lemma; the proof of this lemma is postponed
to the end of the subsection.
Lemma A.1. Under conditions of either Theorem 2.1 or Theorem 2.2, consider two independent
copies Y 1, Y 2 of the process X with Y 1,20 = y1,2 ∈ X. For a given c > 0 denote
Kc
d f= {φ ≤ c}, θc d f= inf{t : Y 1t ∈ Kc, Y 2t ∈ Kc}.
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Then for every γ ∈ (0, α) there exist positive c = cγ ,C = Cγ such that
E[φ(Y 1t )+ φ(Y 2t )]Iθc>t ≤ Ce−γ t [φ(y1)+ φ(y2)], y1, y2 ∈ X. (A.2)
Take an arbitrary β ∈ (0, α). It follows immediately from (A.2) with γ = β that the first
summand on the right-hand side of (A.1) is estimated by Ce−βt [φ(z1) + φ(z2)]. The same
inequality yields
E

φ(Z1t )+ φ(Z2t )

It<θ2k+2 |Fθ2k

= E

φ(Z1t )+ φ(Z2t )

It−T<θ2k+1 |Fθ2k

≤ C

φ(Z1
θ2k
)+ φ(Z2
θ2k
)

eβ(θ
2k+T−t).
Hence, we can estimate the kth summand in the sum on the right-hand side of (A.1) by
Ce−βt eβT E

φ(Z1
θ2k
)+ φ(Z2
θ2k
)

eβθ
2k
IZ1
θ2k
≠Z2
θ2k
.
Next, we remove the function φ from this estimate:
E

φ(Z1
θ2k
)+ φ(Z2
θ2k
)

eβθ
2k
IZ1
θ2k
≠Z2
θ2k
≤ E

φ(Z1
θ2k
)+ φ(Z2
θ2k
)

eβθ
2k−1+βT IZ1
θ2k−2 ≠Z
2
θ2k−2
= Eeβθ2k−1+βT IZ1
θ2k−2 ≠Z
2
θ2k−2
E

φ(Z1
θ2k−1+T )+ φ(Z2θ2k−1+T )|Fθ2k−1

≤ CeβT Eeβθ2k−1+βT IZ1
θ2k−2 ≠Z
2
θ2k−2
.
Here, we have used condition (3) and notation θ0 = 0 (recall that φ(Z1
θ2k−1) ≤ c, φ(Z1θ2k−1) ≤ c
by the construction of the coupling Z ). Hence, (A.1) can be rewritten as
E

φ(Z1t )+ φ(Z2t )

IZ1t ≠Z2t ≤ Ce
−βt

1+
∞−
k=1
Eeβθ
2k−1
IZ1
θ2k−2 ≠Z
2
θ2k−2

.
Next, from property (b) of the coupling Z , we have
Eeβθ
2k−1
IZ1
θ2k−2 ≠Z
2
θ2k−2
≤

Ee2βθ
2k−1 12
P
1
2 (Z1
θ2k−2 ≠ Z2θ2k−2)
≤

Ee2βθ
2k−1 12
~
k−1
2 (T, K ′).
Up to this moment, β ∈ (0, α) was taken in an arbitrary way. On the other hand, (A.2) yields
that, for fixed γ < α and k > 1,
E[Iθ2k−1−θ2k−3>t |Fθ2k−3 ] = E[Iθ2k−2−θ2k−3>t−T |Fθ2k−3 ] ≤ Ce−γ t .
Hence, for every q > 1, one can take β > 0 small enough for E[e2β(θ2k−1−θ2k−3)|Fθ2k−3 ] ≤ q
a.s. In addition, by (A.2),
Ee2βθ
1 ≤ C[φ(z1)+ φ(z2)]
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for β < α2 . This, finally, provides the estimate
E

φ(Z1t )+ φ(Z2t )

IZ1t ≠Z2t ≤ Ce
−βt [φ(z1)+ φ(z2)]

1+
∞−
k=1

q~(T, K ′)
 k−1
2

= C ′e−βt [φ(z1)+ φ(z2)], (A.3)
where C ′ = C

1+∑∞k=1 q~(T, K ′) k−12 . Note that C ′ < +∞ if in the construction described
above q > 1 is taken in such a way that
q~(T, K ′) < 1.
Now, we can put z1 = x and assume z2 to be random and have its distribution equal to π . Then
Z is a (δx , π)-coupling, and, by (A.3),
E

φ(Z1t )+ φ(Z2t )

IZ1t ≠Z2t ≤ C
′e−βt
[
φ(x)+
∫
X
φ dπ
]
≤ Ce−βtφ(x).
Here we have taken into account that φ ≥ 1 and X φ dπ < +∞. 
Proof of Lemma A.1. Under the Lyapunov-type condition (2.2) the required statement is quite
standard and follows, via Doob’s optional sampling theorem, from the fact that for sufficiently
large c the process
φ(Y 1·∧θc )+ φ(Y 2·∧θc )− γ
∫ ·∧θc
0

φ(Y 1s )+ φ(Y 2s )

ds
is a supermartingale w.r.t. any Px , x ∈ X. Below we prove this statement under the conditions of
Theorem 2.2.
It follows from condition (3) that supx∈K ,t∈R+ Exφ(X t ) < +∞. In particular, φ is bounded
on K . Denote D1 = supx∈K φ(x), D2 = supx∈K ,t∈R+ Exφ(X t ). Take c large enough for
δ
d f= sup
x∈K ,t∈R+
Exφ(X t )Iφ(X t )>c < 1−
γ
α
.
Consider the stopping time
τ 1 = inf{t : Y 1t ∈ K or Y 2t ∈ K },
and define the sequence of random variables ιn, n ≥ 1 taking values in {1, 2}:
ιn = n(mod 2), if Y 1τ 1 ∈ K
ιn = n + 1(mod 2), otherwise , n ≥ 1.
Then we define iteratively the sequence of stopping times
τ n+1 = inf{t > τ n : Y ιn+1t ∈ K }, n ≥ 1.
We put τ 0 = 0, τ∞ = limn τ n . Obviously, τ∞ = inf{t : Y 1t ∈ K , Y 2t ∈ K } ≥ θ . Hence,
E[φ(Y 1t )+ φ(Y 2t )]Iθ>t =
∞−
n=0
E[φ(Y 1t )+ φ(Y 2t )]Iτ n≤t<τ n+1,θ>t . (A.4)
Let us estimate the summands on the right-hand side of (A.4) separately. Note that every process
Y 1, Y 2 is strongly Markov, and every stopping time τ n , given the values Y 1
τ 1
and τ n−1, is
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completely defined by the trajectory of one component of the process Y = (Y 1, Y 2). Because
these components are independent, this yields that Y has strong Markov property at every
stopping time τ n .
We have τ 1 = τ 1K ∧ τ 2K , where τ iK denotes the respective hitting time for the process
Y i , i = 1, 2. Since Y 1, Y 2 are independent, we get from condition (2):
E[φ(Y 1t )+ φ(Y 2t )]Iτ 1>t,θ>t ≤ E[φ(Y 1t )+ φ(Y 2t )]Iτ 1>t
≤ Ey1φ(X t )IτK>t + Ey2φ(X t )IτK>t
≤ e−αt [φ(y1)+ φ(y2)].
Next, consider the summand
E[φ(Y 1t )+ φ(Y 2t )]Iτ 1≤t<τ 2,θ>t ≤ E[φ(Y 1t )+ φ(Y 2t )](Iτ 1K≤t,τ 2K>t + Iτ 2K≤t,τ 1K>t )
=

Ey1φ(X t )IτK≤t

Py2(τK > t)+

Ey1φ(X t )IτK>t

Py2(τK ≤ t)
+

Ey2φ(X t )IτK≤t

Py1(τK > t)+

Ey2φ(X t )IτK>t

Py1(τK ≤ t).
Recall that φ ≥ 1. Then condition (2) yields
Py(τK > t) ≤ e−αtφ(y).
By the strong Markov property of X , we have
Exφ(X t )IτK≤t = Ex

Eyφ(X t−s)

s=τK ,y=Xτk

≤ D2.
Therefore,
E[φ(Y 1t )+ φ(Y 2t )]Iτ 1≤t<τ 2,θ>t ≤ 2(D2 + 1)[φ(y1)+ φ(y2)]e−αt .
Note that, in fact, we have proved the inequality
E[φ(Y 1t )+ φ(Y 2t )]It<τ 2 ≤ 2(D2 + 1)[φ(y1)+ φ(y2)]e−αt ,
which yields
Eeγ τ
2 ≤ 2(D2 + 1)

α
α − γ

[φ(y1)+ φ(y2)]. (A.5)
We have estimated the first two summands in (A.4). The other summands can be estimated
iteratively in the following way. We have
Eφ(Y ιn+1t )Iτ n≤t<τ n+1,θ>t ≤ Eφ(Y ιn+1t )Iτ n≤t<τ n+1,θ>τn
= e−γ t E

eγ τ
n
Iτ n≤t,θ>τn E

φ(Y ιn+1t )e
γ (t−τ n)It<τ n+1
Fτ n

≤ e−γ t Eeγ τ n Iτ n≤t,θ>τnφ(Y ιn+1τ n ). (A.6)
Here, {Ft } denotes the natural filtration for Y . We have used the strong Markov property at the
point τ n and the inequality
Ex eγ tφ(X t )IτK>t ≤ φ(x)
that follows from (2).
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Next, the processes U nt
d f= Y ιnt−τ n , V nt
d f= Y ιn+1t−τ n are conditionally independent w.r.t. Fτ n .
Denote ςn the first time for V n to hit K . Then τ n+1 = ςn + τ n .
We have
Eφ(Y ιnt )Iτ n≤t<τ n+1,θ>t ≤ Eφ(Y ιnt )Iτ n≤t<τ n+1,θ>τ n
= E

E

φ(U nt−τn )
Fτ nEIςn>t−τn Fτ n Iτ n≤t,θ>τ n
≤ D2 E

E

Iςn>t−τn
Fτ n

Iτ n≤t,θ>τ n .
In the last inequality we have used that U n0 = Y ιnτ n ∈ K by construction, and hence
E

φ(U nt−τn )
Fτ n

It≥τn ≤ sup
x∈K ,t∈R+
Eφ(X t ) = D2.
Then, since φ ≥ 1,
Eφ(Y ιnt )Iτ n≤t<τ n+1,θ>t
≤ D2e−γ t E

eγ τ
n
Iτ n≤t,θ>τn E

φ(Y ιn+1t )e
γ (t−τ n)It<τ n+1
Fτ n

≤ D2e−γ t Eeγ τ n Iτ n≤t,θ>τnφ(Y ιn+1τ n ) ≤ D2 Eeγ τ
n
Iθ>τnφ(Y
ιn+1
τ n ). (A.7)
Next, we estimate
Eeγ τ
n
Iθ>τnφ(Y
ιn+1
τ n ).
We have Y ιnτ n ∈ K , and hence inequality θ > τ n implies that Y ιn+1τ n ∉ K ′. Recall that φ > c
outside K ′, and c is chosen in a way that Exφ(X t )Iφ(X t )>c < δ for any x ∈ K , t ∈ R+.
Therefore, the same arguments with those that lead to (A.7) provide
Eeγ τ
n
Iθ>τnφ(Y
ιn+1
τ n ) ≤ δEeγ τ
n−1
Iθ>τn−1 E

eγ (τ
n−τ n−1)
Fτ n−1

.
It can be verified easily that, under condition (2),
Ex eγ τK ≤ α
α − γ φ(x), x ∈ X.
Hence, for n ≥ 2,
Eeγ τ
n
Iθ>τnφ(Y
ιn+1
τ n ) ≤
δα
α − γ Ee
γ τ n−1Iθ>τn−1φ(Y
ιn
τ n−1) ≤ · · ·
≤

δα
α − γ
n−2
Eeγ τ
2
φ(Y ι3
τ 2
) ≤ D2

δα
α − γ
n−2
Eeγ τ
2
.
The latter estimate and (A.5) provide
E[φ(Y 1t )+ φ(Y 2t )]Iτ n≤t<τ n+1,θ>t
≤ 2e−γ t (D2 + 1)2

α
α − γ

δα
α − γ
n
[φ(y1)+ φ(y2)], n ≥ 2.
This inequality, together with (A.6) and (A.7), gives (A.2) after summation by n. 
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Remark A.2. Condition (3) of Theorem 2.2 yields supx∈K ,t∈R+ Exφ(X t ) < +∞. On the
other hand, existence of exponential φ-coupling provides that Pt (x, dy) → π(dy), t → ∞
in variation for every x ∈ K . Consequently, under conditions of Theorem 2.2, X φ dπ < +∞.
One can easily deduce a similar statement under the conditions of Theorems 2.1 and 2.3 and
Proposition 2.4.
A.2. Proof of Theorem 2.3
In the previous argument, condition (1) of Theorem 2.2 was used in order to provide that X
satisfies the Doeblin condition on the set K ′ = {φ ≤ c}, only. This means that the first part of
Theorem 2.3 is already proved, and the process X admits an exponential φ-coupling as soon as X
satisfies the Doeblin condition on every set of the type {φ ≤ c}. The second part of this theorem
is provided by the following statement.
Lemma A.3. Assume that conditions (2), (3) of Theorem 2.2 hold true and X satisfies the
extended Doeblin condition on K .
Then X satisfies the Doeblin condition on every set of the type {φ ≤ c}.
Proof. We use an auxiliary construction of the ‘extended gluing coupling’. This coupling is
defined, for fixed z1, z2 ∈ X, t1, t2 ∈ R, in such a way that Z10 = z1, Z20 = z2, and
P(Z1t1 ≠ Z2t2) = 1−
1
2
‖Pt1(z1, ·)− Pt2(z2, ·)‖var.
One can construct this coupling using literally the same arguments as those used in the
construction of the (usual) gluing coupling (see [15], Section 3.2), with the terminal time moment
T replaced by t1 for the component Z1 and t2 for the component Z2. It can be verified that such a
construction can be made in a jointly measurable way w.r.t. the probability variable and z1,2, t1,2
(we refer to [15], Section 3.2, for a more detailed discussion of the measurability problems).
Under condition (2) of Theorem 2.2,
Px (τK > t) ≤ e−αtφ(x).
Therefore, for Q ∈ R+ large enough,
Px (τK ≤ Q) ≥ 12 , x ∈ K
′ = {φ ≤ c}.
Consider two independent copies Y 1, Y 2 of the process X starting from the points x1, x2 ∈ K ′.
Denote
τ 1,2 = inf{t ≥ 0 : Y 1,2t ∈ K }.
Since P(τ 1 ≤ Q, τ 2 ≤ Q) ≥ 14 , one of the following inequalities hold:
P(τ 1 ≤ τ 2 ≤ Q) ≥ 1
8
, P(τ 2 ≤ τ 1 ≤ Q) ≥ 1
8
.
Assume that the first inequality holds (this does not restrict generality). Let T1, T2 be the time
moments from the definition of the extended Doeblin condition, i.e.
~(T1, T2, K ) = sup
x,y∈K ,s,t∈[T1,T2]
1
2
‖Ps(x, ·)− Pt (y, ·)‖var < 1. (A.8)
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We put T = Q + T1 and construct the coupling Z t , t ∈ [0, T ] in the following way. If the
inequality τ 1 ≤ τ 2 ≤ Q fails, then Z1,2 = Y 1,2. Otherwise we consider an independent copy of
the extended gluing coupling, and substitute the initial values z1, z2 by Z1
τ 1
, Z2
τ 2
, and the terminal
time moments t1, t2 by T − τ 1, T − τ 2. Under such a construction,
P(Z1T = Z2T ) ≥
1
8

1− 1
2
sup
z1,z2∈K ,t1,t2∈[T1,T1+Q]
‖Pt1(z1, ·)− Pt2(z2, ·)‖var

.
Therefore,
1− ~(T, K ′) ≥ 1
8

1− ~(T1, T1 + Q, K )

. (A.9)
Clearly, ~(T1, T ′2, K ) ≤ ~(T1, T2, K ) for every T ′2 ∈ [T1, T2]. On the other hand, using the
Chapman–Kolmogorov equation, one can easily verify that inequality (A.8) implies the same
inequality with T2 replaced by an arbitrary T ′2 > T2. Hence, under condition (A.8), we can put
T ′2 = T1+Q and get ~(T1, T1+Q, K ) < 1. This together with (A.9) provides ~(T, K ′) < 1. 
A.3. Proof of Proposition 2.4
It can be verified easily that condition (1) of Proposition 2.4 implies that φ(x) = Ex eα′τK
satisfies condition (1) of Theorem 2.2. By the Markov property of X ,
φ(X t ) =

Eyeα
′τK

y=X t
= E

eα
′τ tK
Ft

, t ≥ 0
(see Section 2.1 for the notation τ tK ). We have τ
t
K = τK − t on the set {τK > t}. Therefore,
Exφ(X t )IτK>t = Ex eα
′τ tK IτK>t = Ex eα
′(τK−t)IτK>t ≤ e−α
′tφ(x).
Hence, condition (2) of Theorem 2.2 holds true with α replaced by α′.
Condition (3) of Theorem 2.2, in fact, is the claim for the function φ to be uniformly integrable
w.r.t. the family of distributions {Pt (x, ·), x ∈ K , t ∈ R+}. Clearly, it is satisfied if
sup
x∈K ,t∈R+
Exφ
r (X t ) < +∞
for some r > 1. Therefore, for the function φ(x) = Ex eα′τK , condition (3) of Theorem 2.2 holds
true provided that
sup
x∈K ,t∈R+
Exφ
α/α′(X t ) < +∞.
(recall that α′ ∈ (0, α)). By the Ho¨lder inequality, φα/α′(y) ≤ EyeατK . Therefore,
Proposition 2.4 is provided by Theorems 2.2 and 2.3 and the following statement.
Lemma A.4. Let function ψ : X→ [1,+∞) be such that
Exψ(X t )IτK>t ≤ e−αtψ(x), x ∈ X;
∃ S > 0 : sup
x∈K ,t≤S
Exψ(X t ) < +∞.
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Then
sup
x∈K ,t∈R+
Eψ(X t ) < +∞.
Proof. For t > S, one has
Exψ(X t ) = Exψ(X t )Iτ SK>t + Exψ(X t )Iτ SK≤t ≤
∫
X

Eyψ(X t )IτK>t−S

PS(x, dy)
+ Exψ(X t )Iτ SK≤t ≤ e
−αt+αS Eψ(X S)+ Exψ(X t )Iτ SK≤t . (A.10)
Denote Tk = [kS, (k + 1)S]. It follows from (A.10) that
sup
t∈Tk
Exψ(X t ) ≤ e−α(k−1)S Exψ(X S)+ sup
t∈Tk−1
Exψ(X t ), k ≥ 1,
and, consequently,
sup
t∈Tk
Exψ(X t ) ≤ (e−α(k−1)S + · · · + 1)Exψ(X S)+ sup
t≤S
Exψ(X t )
≤

1+ (1− e−αS)−1

sup
t≤S
Exψ(X t ). 
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