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Abstract 
Collection preservation is essential for the cultural status of any city. However, present-
ing them publicly risks damage. Recently this issue has been overcome by digital cura-
tion. Proposed is a method of digitisation using photogrammetry and virtual reality 
software. Items were selected from the Royal College of Physicians and Surgeons of 
Glasgow archives, and implemented into an online learning module for the Open Uni-
versity. Images were processed via Agisoft Photoscan, Autodesk Memento, and Garden 
Gnome Object 2VR. Although problems arose due to specularity, 2VR digital models 
were developed for online viewing. Future research must minimise the difficulty of 
digitising specular objects.  
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1. Introduction  
1.1 Introduction 
Historical collections are a cherished cultural resource, attracting tourists, inspiring 
minds, and educating generations. Museums play a major role in the culture of a city, 
which is often overlooked. The tiring work done by curators benefits not only the cul-
tural status of a city, but society as a whole. 
There are many hurdles that must be overcome by curators. The finances re-
quired to display collections publicly are often scarce, along with a limited space physi-
cally (Hein, 1998). This leaves only a minute percent of entire collections available to 
the public eye (Muller, 2002). Hence, it is understandable as to why museums are so 
often targeted for closure. They must evolve with society to survive (Adams, 2016; 
Ridge & Birchall, 2015).  
The level of public access is another matter that curators must consider. Glass 
cases are the standard mode of presentation for particularly delicate items. Such items 
are so fragile that lengths must be taken to preserve them. However, this in turn limits 
the public’s experience of collections (McGregor, 2016). The challenge of safely dis-
playing items of history is one that all curators experience, but currently there lacks a 
universal method that can be applied to all genres of collection (Barrett, 2014; Parkin-
son, 2015). 
The use of modern technology to digitise collections is a common occurrence in 
curation (Khan, 2013). Digitisation allows curators to create digital models of artefacts, 
engaging with the technology-focused public, whilst safely preserving history (Proctor, 
2010). Not only does this give visitors the opportunity to browse collections before a 
visit, it also enables those who are physically unable to visit the museum to access full 
collections in both experience and information (Created Realities, 2002). The most pop-
ular mode of online presentation is via 2D images, however this reduces the level of re-
ality, which can impinge on the learning experience (Jung, Choi, Lim, & Leem, 2002). 
Collections can be better digitised by 3D scanning. 
The financial cost and time required to 3D scan historical collections are very 
much dependent on the type of equipment used. Laser scanners can accurately measure 
the dimensions of target objects and convert this information into digital models. How-
ever, they are high-priced and out-with the financial possibilities for smaller museum 
institutions (Chaplin, 2014). Photogrammetry can be an effective substitute. This mode 
of 3D scanning involves photographing a target object in a 360-degree manner and 
aligning reference points between images to develop a model (McGlone, Mikhail, & 
Bethel, 2004). Photogrammetry proves to be an inexpensive option for curators as all 
that is required is standard photography equipment.  
Despite its ease of use, photogrammetry is not without its problems. The accura-
cy of photogrammetry is affected by the material of the target. The difficulty of scan-
ning reflective items is a common theme in the field of photogrammetry (Nicolae, No-
cerino, Menna, &Remondino, 2014). The alignment of reference points can be distorted 
by the presence of reflected light on the object surfaces. Hence, digital models are in-
complete and inaccurate. Unfortunately, solutions to the problems that specular items 
cause have yet to be discovered.  
A disputed topic in education is the usefulness of online resources as learning 
tools (Hiltz & Turoff, 2005). As online resources become more commonplace in the 
classroom, the quantity and quality of learning materials is of utmost importance. A va-
riety of  materials can be presented simultaneously via the internet, hence promoting a 
multi-sensory learning experience for a plethora of leaner types (Shams & Seitz, 2008; 
Ally, 2008).  
Historical collections are insights into the past that everyone can learn from, but 
are not always accessible. Hence, the creation of an online learning module featuring 
interactive versions of historical collections could connect audiences with history.  
1.2 Aims 
The aim of this study was to generate a group of digital models, (ideally 3D), of surgical 
tools via photogrammetry, and to implement these models into an online learning re-
source.  
The sample group includes surgical tools held at the Royal College of Physi-
cians and Surgeons of Glasgow (RCPSG) that made a significant impact on medicine 
during the Victorian era. The type of photogrammetry utilised will be close-range. To 
increase the likelihood of obtaining complete digital models, several software packages 
will be employed to process images- Agisoft Photoscan, Autodesk Memento, and Gar-
den Gnome Object 2VR. It is hypothesised that the presence of reflected light from the 
specular surfaces will disrupt the development of 3D models.   
Several learning materials will accompany the digital models in the online learn-
ing module, including text and 2D images. It will be aimed at those at the Open Univer-
sity (OU) studying “Medicine and Society in Europe, 1500-1930”, with the hopes that 
the resource will not only benefit students, but also the general public. 
2. Methods 
The stages of this study were twofold. Firstly, to 3D scan items of the RCPSG museum 
collection. Secondly, to implement the digital models developed into an online learning 
resource. This chapter gives insight into the set of surgical artefacts chosen, the form of 
3D scanning employed, and the software packages used to create an interactive learning 
experience. 
2.1 Sample Group 
Six historical items were chosen specifically for their role in pioneering medicine;  the 
Lister Carbolic Acid Spray, a set of Osteotomes, a Dental Key for tooth extraction, an 
Amputation Saw, a Liston Knife, and an X-ray Tube, (Figure 1).  
Figure 1. Sample tools from the RCPSG collection. Starting from top left in a clockwise 
direction: i) Lister Carbolic Acid Spray, ii) X-ray Tube, iii) Dental Tooth Key, iv) 
Macewen’s Osteotome, v) Liston Amputation Knife, vi) Amputation Saw.  
All objects were composed of glossy materials, such as metal or glass. The pres-
ence of glare was suspected to prove problematic when matching up reference points 
during image processing. 
2.2 Data Collection 
2.2.1 Photography Equipment 
The DSLR camera used in this study was a Nikon D5300. As image quality had a direct 
impact on digital model quality, several camera settings were compared to achieve op-
timum results.  
The sample items could not be taken off-site, thus the lighting set up for photog-
raphy was that of the settings in the lecture theatre allocated for photography. To ensure 
that glare levels were kept to a minimum, a combination of low light intensity and a 
35mm polarising lens filter was employed.  
Static and dynamic photography were compared when capturing images. The 
camera remained stationary on a tripod stand during static photography, while the target 
object was rotated on a turntable by 10 degrees. Dynamic photography involved keep-
ing the target object stationary while the camera was moved 10 degrees per image.  
To retain all image details captured during photography, images were captured 
in RAW format.  
2.2.2. Photogrammetry 
The form of 3D scanning utilised in this study was photogrammetry. This technique 
processes 3D digital models via the alignment of reference points between images. 
20-80 images were captured of each tool, taken from different angles to guarantee that 
the entire object was scanned. The scanning of objects in such a close proximity is char-
acteristic of close-range photogrammetry (McGlone et al., 2004).  
Once the tool was scanned in entirety, 3D digital models were processed and 
constructed on a variety of software programmes, described below.  
2.3 Photogrammetric Software Packages 
The software packages used for image processing included Agisoft Photoscan and Au-
todesk Memento, and Garden Gnome Object 2VR. Due to the specularity of the surgical 
tools, it was expected that the packages would have difficulty processing the images and 
generating accurate 3D digital models. Glass reflects items in its surroundings- reflec-
tions change shape with every angle. Hence, the X-ray tube was not processed through 
Photoscan or Memento. 
2.3.1. Agisoft Photoscan 
Agisoft Photoscan is a popular programme in photogrammetry, building models from 
images to point clouds to meshes to the final textured model. For the purposes of this 
study, the Pro version was employed (Agisoft, 2016).  
20 to 80 images were processed in Photoscan per session to guarantee full cov-
erage of the object. Images of poor quality were excluded to ensure the proper align-
ment of reference points. Once developed, models were exported as OBJs. 
2.3.2. Autodesk Memento 
Another photogrammetry programme for image processing is Autodesk Memento (Au-
todesk, 2015). With a similar visualisation pipeline to Photoscan, Memento is more au-
tomatic, thus any occurring problems are difficult to resolve.  
Similar to Photoscan, image input quantity affected the quality of the final textured 
model. Hence, 20-80 images were uploaded and processed via Memento. Once generat-
ed, models were exported as OBJs. 
2.3.3. Garden Gnome Object 2VR 
The final programme used was Garden Gnome Object 2VR. Unlike Photoscan and 
Memento, Object 2VR creates panoramic digital models, enabling the viewer to rotate 
the object across several planes (Garden Gnome, 2016). This is done by collating a se-
ries of images in such a fine sequence it mimics 3D movement (Figure 2). Hotspots 
were applied to the final 2VR models to provide more information on the tool, along 
with arrows for navigational control.  
Figure 2: Example of image collation in Light Table application of Garden Gnome Ob-
ject 2VR.  
2VR models were exported as QT and HTML5 files. Final models from this 
study were output as manipulatable videos to enable full user control for viewers.  
2.3.4. 3D Modelling and Animations 
Attempts were made to manually develop 3D digital models via Autodesk 3DSMax. A 
3D animation was designed to illustrate the use of the dental key during a tooth extrac-
tion. The online database Body Parts/Anatomography of Database Centre for Life Sci-
ence (DBCLS), Tokyo, Japan, was the source of anatomical digital models used in the 
3D animation (Database Centre for Life Science, 2009). Models were constructed on 
Unity and animated via 3DSMax. The animation was then rendered via Adobe After 
Effects.  
2.4. Online Learning Module 
The structure of the online learning module was organised using interactive PDFs. In-
cluded in each PDF were several learning material types, such as text, 2D images and an 
interactive digital model.  
            The module was constructed via Moodle, a web based virtual learning environ-
ment (Dougiamas, 2016). The final version of the module was uploaded onto the 
RCPSG test website for reviewal before final release.  
3. Results 
After rounds of scanning, a complete set of interactive digital models was obtained. 
Models were implemented into an online learning module, which was aimed at students 
of the OU. Once scanned, photographs were processed by several computer software 
programmes and results compared.  
3.1. Photogrammetry 
Several rounds of photography were carried out to determine optimum conditions for 
image capture. This was necessary as the quality of the image had a direct impact on 
digital model quality.  
The initial setting for image capture was the Automatic mode. This setting 
proved to produce a significant amount of noise, due to high ISO values (Figure 3). 
Hence, camera settings were altered to Manual to reduce the ISO value (Figure 4).   
Figure 3: Example of image obtained with Automatic camera settings. Note the high 
level of noise from high ISO.  
Figure 4: Reduced level of noise in image obtained using Manual camera settings with 
low ISO.  
To reduce the level of glare from the specular objects, a 35mm polarising lens 
filter was applied. Although it did limit glare, the lens also limited the level of exposure 
and generated noise. However, it was possible to edit the images in Adobe Lightroom in 
order to overcome these barriers. 
Specular objects not only distort reference points between images, but also im-
age sharpness. Thus to ensure that the entire object was in focus, a high aperture ranging 
from f/14-18 was used along with a longer shutter speed to improve the level of expo-
sure, and low ISO value to reduce noise. These settings were achieved using the Aper-
ture-Priority mode, and generated the sharpest images (Figure 5). Due to the lengthened 
shutter speed, the tripod stand had to be administered, meaning that the average time 
required to scan all instruments was 8 hours.  
Figure 5: Highest quality image achieved using Aperture-Priority settings.  
3.2. Digital Model Processing 
Different software packages were compared when processing digital images. The out-
comes of image processing are discussed below.  
3.2.1. Agisoft Photoscan 
As has been discussed previously, the presence of glare produced by specular 
objects causes problems when attempting to align images (Nicolae et al., 2014; Reich, 
Ritter, &Thesing, 2000). The same issues occurred in the present study, with Photoscan 
having difficulty in matching reference points between images.  
Initially, the time required to produce a model in Photoscan was 15 minutes. 
However, when the number of images to be processed increased to 80 per object, the 
average processing time was 2 hours. 
When comparing the effect of camera settings on digital model quality, it is clear 
that models became more accurate as settings were altered from Automatic to Aperture-
Priority. Although the Automatic settings made photographing relatively easy, the re-
sulting digital models were very distorted; the high level of noise and glare malformed 
surfaces and textures, with many of the object components missing (Figure 6).  
Figure 6: Incomplete textured model in Photoscan. Note the presence of noise and ab-
sence of tool components.  
Model quality improved notably when the polarising lens filter was applied. 
Specularity was significantly reduced, producing more complete textured models. De-
spite the improvements, models were still incomplete and not of a high enough quality 
to be included in the learning module (Figure 7).  
Figure 7: Example of final textured model of best quality using Agisoft Photoscan.  
The alignment of cameras proved to be problematic. Any presence of glare dis-
rupts the matching of reference points between images. Thus, regardless of the number 
of photographs captured, Photoscan always had difficulty with alignment. To improve 
this, target stickers were placed around the artefact to act as reference points them-
selves. This use of “artificial reference points” allowed for better camera alignment, 
rendering more accurate digital models (Figure 8, Figure 9).  
Figure 8: Alignment of camera angles without reference stickers.  
Figure 9: Alignment of camera angles with reference stickers.  
Another comparison made was the efficacy of static and dynamic photography. 
It was found that static photography resulted in more precise reference point alignment, 
which lead to higher quality digital models.  
Overall, the most accurate digital models were produced using static photogra-
phy, accompanied with the Aperture-Priority mode, a polarising lens filter, and target 
stickers.  
Granted that many attempts were made to render complete 3D digital models via 
Photoscan, the presence of glare proved to be too strong a barrier to overcome. Hence, 
Photoscan models were not included in the final online learning module. 
3.2.2. Autodesk Memento 
The second software programme utilised in this study was Autodesk Memento. Memen-
to requires less user input than Photoscan, allowing little control over the visualisation 
pipeline. Thus, no comparison could be made between reference point alignment in 
Photoscan and Memento. 
Similar results in model quality were produced in Memento as with Photoscan- 
the final models were highly distorted and incomplete. The presence of reflected light 
again interfered with image alignment. Although alignment and model quality did im-
prove after the placement of reference stickers, highly specular areas were not well pro-
cessed (Figure 10).  
Figure 10: Final rendered model of Lister Carbolic Acid Spray via Autodesk Memento.  
Memento proved to be more problematic than Photoscan. Although the visuali-
sation pipeline was more automatic, textured models were hard to obtain- entire projects 
were lost due to the programme crashing. These issues have no obvious solution as little 
research has been performed with Memento (Thimmesch, 2015).  
3.2.3. Garden Gnome Object 2VR 
Unlike the photogrammetric programmes, Object 2VR is not affected by the presence of 
glare, and does not generate models by reference point alignment. Instead, it collates the 
images in such a fine sequence that manipulation of the model mimics 3D movement. 
Thus, 6 interactive 2VR models were generated using Object 2VR. These models en-
able the user to view the object in a 360-degree fashion (Figure11).  
Figure 11: Example of final Object 2VR model of X-ray Tube.  
The images were edited in Adobe Photoshop to present the tools with different 
background options. The final aesthetic chosen was a simple white background, which 
placed all focus on the tool itself (Figure 12). 
Figure 12: Photoshop background editing.  
Hotspots were applied to provide further details on the surgical tools (Figure 
13). These labels appeared when hovering the mouse over different tool components 
(Garden Gnome, 2015). This technique helped to signify the importance of each com-
ponent.  
Figure 13: Object 2VR model with hotspots.  
Due to its immunity to glare and reflected light, Object 2VR is an effective al-
ternative to Photoscan or Memento. The quick processing time, lack of restrictions with 
regards to object materials, and simple layout makes 2VR a fail-safe digitisation tool.  
3.2.4. Manual Digital Modelling 
As a final attempt to develop 3D models, distorted models were retopologised in Au-
todesk 3DSMax. This technique generates a smoother surface on top of the original dis-
torted model (Figure 14, Figure 15).  
Figure 14: OBJ import to Autodesk 3DSMax from Agisoft Photoscan.  
Figure 15: process of retopology in 3DS Max.  
As can be expected, retopology is a long process- on average, the retopology of 
one model took up to 8 hours. This was because of the manual approach taken to gener-
ate more accurate surfaces. Due to a limited time period, this mode of modelling was 
discarded. 
Although 3D digital models could not be designed using 3DS Max, it was possi-
ble to create a 3D animation of the mechanism of the dental key during a tooth extrac-
tion. This was done to include a 3D digital learning material in the online module. The 
dental key was modelled and animated using 3DS Max, with scenes being rendered on 
Adobe After Effects. Despite being a lengthy process, the animation was a favoured ad-
dition to the module. 
3.3. Module Development 
The conclusion of the study was the production of an online learning resource for the 
OU course “Medicine and Society in Europe, 1500s-1930s”. 
As the models generated by Photoscan and Memento were highly inaccurate, the 
Object 2VR models were the only products included in the learning resource. They 
were uploaded to the module as QT and HTML files.  
Webpages of the module were initially organised on interactive PDFs via Adobe 
InDesign (Figure 16). Each page contained a variety of learning materials; information 
on the tool and its uses, 2D images from original articles, and a 2VR digital model. The 
home page detailed learning outcomes of the module, as well as how to navigate 
through the resource. The sequence of pages was in chronological order to reflect the 
age of each surgical tool. The module then concluded with a quiz (Figure 17). Once the 
structure was finalised, all of the materials were transferred from the PDFs to the mod-
ule on Moodle (Figure 18).  
Figure 16: Example of interactive PDF for William Macewen’s Osteotome.  
Figure 17: Module quiz format.  
Figure 18: Home page of RCPSG online learning module.  
When creating an online learning resource, it is important to keep in mind the 
intended target audience (Ally, 2008). Hence, it was ensured that all content and learn-
ing materials were relevant for those studying at the Open University.  
4. Discussion 
4.1. Introduction 
The presentation of historical items is a difficult task when the objects themselves are so 
fragile. The implementation of digital technology into museum exhibitions safely allows 
curators flexibility in how they display historical collections. Combined with useful 
learning materials, digitisation enables museum institutions to present academic re-
sources online and make entire collections accessible worldwide.  
It was the aim of this project to digitise a group of surgical instruments from the 
archives of the RCPSG for presentation in an online learning module. The tools in the 
sample group dated from the late 1700s-1800s, a time of significant advancement in 
medicine. Hence, their backgrounds were very relevant to those studying “Medicine and 
Society in Europe, 1500s-1930s” at the OU. The mode of digitisation was photogram-
metry, with final digital models being developed via Garden Gnome Object 2VR. The 
digital models were then included in an online resource made available on the RCPSG 
Moodle website. It was hypothesised that the production of accurate 3D digital models 
would be unfeasible due to the specularity of the artefacts. As Photoscan and Memento 
rely on the alignment of reference points between images, the visualisation pipelines of 
these packages were disturbed, leading to incomplete 3D models.  Such findings have 
already been noted in previous research. Thus, the digital models presented online were 
in fact 2VR models and not 3D.  
Although museums present history, it is essential that they remain connected and 
relevant to the present times (Khan, 2013). With financial cuts being an ever-present 
threat,  they must keep up to date with the changing culture in order to attract visitors. A 
way to do so is to adopt popular modes of communication, such as social media. The 
use of such technology connects museum institutions to the world, providing an acces-
sible platform for their historical collections (Museums Association, 2005). Museums 
play a significant role in the cultural status of a city, reminding the public of history to 
impact the future. It is therefore crucial that these institutions are kept in existence.  
4.2. 3D Scanning and Photogrammetry 
The digitisation of entire historical collections can be an expensive option that curators 
often rule out. A solution to potential financial limitations is the use of close-range pho-
togrammetry to digitise artefacts. However, this form of 3D scanning is not applicable 
to every artefact type.  
Within this study, all artefacts were surgical tools composed of metal and/or glass. Such 
specular materials affect the sharpness of captured images, and ultimately the identifica-
tion of common reference points when processing said images (Nicolae et al., 2014). 
This disruption in image alignment generates incomplete digital models that do not ac-
curately reflect the original. Although attempts were made in this study to reduce the 
level of glare by way of dimmer lighting, reflected light was still an ever-present prob-
lem. 
Overcoming the barrier of specularity is a common occurrence in the field of 
photogrammetry, with many scholars proposing different solutions (Reich et al., 2000; 
Herbort et al., 2013). High quality 3D digital models of specular artefacts have been ob-
tained by the application of more expensive equipment than that described in this study.  
The use of multiple cameras and polarising filters makes it possible to better control and 
reduce the level of reflected light (Wells, Jones, & Danehy, 2005). A more invasive 
method of glare reduction is the application of matte powder to the artefact surface, 
producing complete digital models (James et al., 2015). Yet, whether this technique 
would be appropriate when digitising historical artefacts is questionable. Hence, al-
though an effective approach, matte powder was not used in the present study.   
Whilst the equipment did restrict the digitisation of the surgical tools, there were 
ways to overcome this. It was possible to decrease the level of specularity by applying a 
35mm polarising lens filter to the camera. This improved image alignment. Image 
alignment was further improved when stickers were placed around the target object. 
Combining these methods with the alteration of images in Adobe Lightroom, rendered 
models gradually became more intact. A minor detail, but nonetheless a triumph.  
In summary, the presence of glare disrupted the rendering of complete 3D digital 
models of the surgical tools. Due to their poor quality, the digital models rendered by 
Photoscan and Memento were not included in the final module. To ensure that pho-
togrammetry is an effective mode of digital curation, more research is needed to resolve 
the problems that specularity causes. 
4.3. 2D Virtual Reality Models 
Reflected light had no detrimental effects on image processing via Garden Gnome Ob-
ject 2VR. The visualisation pipeline of Object 2VR involves the sequencing of images 
in order to mimic 3D movement, hence is not reliant on the alignment of reference 
points (Garden Gnome, 2016). Thus, it was possible to render a complete set of 2VR 
digital models.   
Ideally, 3D digital models would have been implemented in the learning module. 
Although panoramic movies enable 360 degree viewing of an object, they are not strict-
ly 3D. Future research is required to determine the efficacy of such models in creating a 
realistic and interactive learning experience.  
A disadvantage of processing models via Object 2VR is the limited output files 
available. 2VR models are only available as QuickTime (QT), HTML5 or Flash files, 
which are not compatible with all internet browsers. Furthermore, Flash files are due to 
be phased out in the near future, making digital models in a Flash format would be inac-
cessible (Jobs, 2010). This would limit the accessibility of the learning module. It is es-
sential that students can access the module on an anytime-anywhere basis.  
Medical visualisation techniques are still relatively novel. Most research thus far 
has focused on the 3D scanning of cadaveric subjects for educational resources (Jocks, 
Livingstone, & Rea, 2015; McMenamin, Quayle, McHenry, & Adams, 2014). Few 
scholars have investigated the digitisation of medical artefacts and, thus far, none have 
applied close-range photogrammetry. Thus, the results of this study are one of a kind.  
Despite the fact that the digital models included in the learning module were not 
3D, they were fully interactive. 2VR models can be manipulated in such a manner that 
users can view the object from a variety of angles. It is hoped that the results of this 
study can prove that close-range photogrammetry combined with Object 2VR is an in-
expensive and effective method of digital curation. 
4.4. Development of Online Learning Resource 
Once digitisation was complete, a learning resource for those studying at the OU was 
created and made available online via Moodle. The module was designed around the 
learning objectives of the medical history course.  
Previous studies have highlighted the benefits of using 3D learning tools in aca-
demic subjects, improving understanding and concentration (Guidi, Barsanti, Micoli, & 
Russo, 2015). Although it was not possible to generate 3D digital models in this study, 
the final products were interactive. Whether 2VR digital models, or any other form of 
2D model, are as effective as 3D models is yet to be discovered. In fact, there is no con-
sistent evidence to prove that 3D learning materials will always trump 2D materials. 
Instead, a combination of both 2D and 3D visual models has proven to be  more advan-
tageous than limiting resources to one type (Peterson, 2014).  
The ability to interact with 2VR models immerses the user in a more realistic 
learning experience than simply presenting 2D images. With regards to digital curation, 
VR technology has not been utilised by museums institutions to a great extent. Thus, the 
products of this study are some of the few examples of VR technology in museum cura-
tion in the world.  
The use of the internet is becoming a necessary area of museum management 
(Padilla-Melendez, & del Aguila-Obra, 2013).  A plethora of learning materials were 
incorporated into the online learning module along with 2VR models. This practice is 
known as active learning, which aims to connect to several learner types simultaneously 
(Bonwell & Eison, 1991). A drawback of this is the risk of cognitive overload. Present-
ing a variety of learning tools at once can activate several senses  concurrently, which 
could confuse learners and impede on their learning experience (Mayer & Moreno, 
2003). Therefore, it was ensured that webpages of the learning module were structured 
in a simple and comprehensible manner. 
4.5. Limitations and Further Research 
A number of research projects can be proposed from the results and limitations of this 
study.  
An alternative approach to digitising surgical artefacts would be to use a differ-
ent photography set up. The control of light intensity was limited in this project by the 
fact that the tools could not be taken off-site. Thus, better digitisation results could be 
gained by investing in additional lighting and photography equipment.  
As there is a wide variety of 3D scanning technology, it would be useful to in-
vestigate and compare different modalities. This could involve comparing the accuracy 
and ease of using close-range photogrammetry to using laser scanners (Evin et al., 
2016). However, this may not be as much of a concern to museum curators with a limit-
ed funding budget (Hein, 1998).  
The main hurdle with regards to digitising surgical artefacts is the presence of 
glare (Wang & Feng, 2016). Time and again glare has resulted in inaccurate digital 
model representations, and the results of this study are no different (Nicolae et al., 2014; 
Guidi et al., 2015). Because the surgical tools were so fragile, only non-invasive meth-
ods of glare reduction could be taken. More invasive approaches increase the likelihood 
of generating complete 3D digital models (James et al., 2015). However, such methods 
cannot reasonably be applied universally. A potential solution would be to combine 
close-range photogrammetry with 3D modelling to modify incomplete models. There 
are also attempts being made to generate digitisation algorithms to improve model pro-
cessing (Herbort et al., 2013). More research is required to determine a digitisation 
technique that can produce high quality results whilst complying to ethical standards.   
There are many future plans to continue the work of this project and attempt to 
address questions that could not be answered in the allotted time. An extension of digi-
tal collections at the RCPSG is currently in place, with the hopes that the entire museum 
collection can be displayed online (McGregor, 2016). There are also plans to obtain 
feedback on the learning module from both students and members of the public- this 
was not possible due to time restrictions. Feedback on the structure and content of the 
learning resource would be useful to determine whether such online tools are beneficial 
in knowledge retainment. However, the debate on learning material efficacy is complex, 
and cannot solely be resolved by one factor (Tait, 2015).  
5. Conclusion 
In summation, an interactive online learning module focusing on a sample of the 
RCPSG museum collection was able to be developed. This was possible through the 
application of close-range photogrammetry and Object 2VR.  
Displaying collections online creates an equilibrium between artefact preservation and 
presentation, whilst also ensuring that museums have an active presence in the digital 
world. Although it is necessary to contain items in glass cabinets, they do not have to be 
restrained. Online learning resources detailing artefacts from history can break down the 
barriers of traditional curation, and reach out to audiences worldwide.  
Thus, it is hoped that the results of this study can bring museums ever closer to 
an equal balance of  preservation and presentation.  
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Figure Caption List 
Figure 1. Sample tools from the RCPSG collection. Starting from top left in a clockwise 
direction: i) Lister Carbolic Acid Spray, ii) X-ray Tube, iii) Dental Tooth Key, iv) 
Macewen’s Osteotome, v) Liston Amputation Knife, vi) Amputation Saw. 
Figure 2: Example of image collation in Light Table application of Garden Gnome Ob-
ject 2VR. 
Figure 3: Example of image obtained with Automatic camera settings. Note the high 
level of noise from high ISO.  
Figure 4: Reduced level of noise in image obtained using Manual camera settings with 
low ISO.  
Figure 5: Highest quality image achieved using Aperture-Priority settings. 
Figure 6: Incomplete textured model in Photoscan. Note the presence of noise and ab-
sence of tool components. 
Figure 7: Example of final textured model of best quality using Agisoft Photoscan. 
Figure 8: Alignment of camera angles without reference stickers.  
Figure 9: Alignment of camera angles with reference stickers. 
Figure 10: Final rendered model of Lister Carbolic Acid Spray via Autodesk Memento. 
Figure 11: Example of final Object 2VR model of X-ray Tube. 
Figure 12: Photoshop background editing. 
Figure 13: Object 2VR model with hotspots. 
Figure 14: OBJ import to Autodesk 3DSMax from Agisoft Photoscan.  
Figure 15: process of retopography in 3DS Max. 
Figure 16: Example of interactive PDF for William Macewen’s Osteotome.  
Figure 17: Module quiz format.  
Figure 18: Home page of RCPSG online learning module. 
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