Abstract-This work presents a scaling study of a parallel nonlinear, nonconvex optimization approach applied to a multiperiod contingency constrained alternating current optimal power flow. We propose a "variable duplication" model for efficient parallelization of the numerical optimization on massively parallel HPC hardware. The model is expressed as a two-stage nonlinear programming problem, where the first stage captures time-dependent constraints and the second stage reflects the system changes in response to contingencies. The parallel interiorpoint optimization solver for nonlinear programming (PIPS-NLP) enables us to leverage the dual-block angular structure specific to the formulation by applying the Schur complement for efficient parallelization of the linear solves. The Julia modelling package StructJuMP, allows us to compactly and conveniently express the model's algebraic components. StructJuMP uses automatic differentiation to provide the first-and second-order derivatives to PIPS-NLP. Aiming at a strategy for computations at petascale, numerical experiments conducted on Theta, an Intel KNLbased system at the Argonne Leadership Computing Facility are presented.
I. INTRODUCTION
We posit a multiple-time-period planning model with ramping constraints, (nonlinear) alternating current (AC) power flows, and explicit modeling of contingencies. Contingencies are assessed by finding feasible voltages for given power injection reference points. Power injections are allowed to vary from one time period to the next, within the bounds prescribed by the ramping constraints. Mathematically, the multiperiod model is cast as a two-stage mathematical problem, reminiscent of two-stage stochastic programming [1] , using a classic variable duplication scheme in a novel fashion. Security-constrained alternating current optimal power flow (SCACOPF) is a foundational technique in power system analysis, [2] , [3] , [4] . Multiperiod SC-ACOPF have been formulated before [5] and were also solved in conjunction with interior-point algorithms. Other attempts to account for multiperiod AC power flow have been made in the context of unit-commitment [6] , [7] , [8] , [9] , generally combining Lagrangian decomposition and sequential optimization or other heuristics.
The community of mathematical programming has a long history of developing parallel optimization methods for stochastic programming problems, which, being scenariobased, have a linear algebra workflow similar to securityconstrained problems. We mention structure-exploiting parallel interior-point methods (IPMs) [10] , [11] , [12] , parallel simplex methods [13] , DantzigWolfe or Benders decomposition [14] , [15] , [16] , [1] , and progressive hedging [17] , many of which have resulted in massively parallel optimization solvers capable of achieving good parallel efficiencies on high-performance computing architectures [10] , [18] . The salient idea in obtaining efficient parallelism is to leverage the presence of multiple optimization scenarios or contingencies, which are linked through only a subset of so-called firststage optimization variables, to decompose the linear algebra computations inside the optimization iterations or the search for the optimum.
In this work we use the parallel interior-point optimization solver for nonlinear programming PIPS-NLP [11] equipped with parallel, distributed linear algebra kernels [12] , [18] . While these kernels are also decomposition-inspired, PIPS-NLP presents a distinguishing feature with respect to some of the previous literature, in that it can accommodate in parallel the nonlinear and nonconvex nature of the multiperiod security-constrained ACOPF problems considered here by means of a filter line-search interior-point method [19] that provably converges to first-order optimal points [20] . The model was formulated to achieve high scalability using our solver infrastructure. This includes our modeling framework StructJuMP [21] , [22] , which efficiently provides the needed Hessian information that tightly connects to the PIPS-NLP solver [22] . Our goal is to achieve high scalability on the Intel Knights Landing (KNL) architecture and potentially other future architectures. We focus on KNL because this architecture is on the pathway to the first possible exascale computers [23] , a major research priority for many nations. Our contributions are (1) to present a scalability study for nonlinear, nonconvex, multiperiod, contingency-constrained ACOPF problems, (2) to introduce a parallel computational performance model for scenario-based optimization on massively parallel architectures, and (3) to test this model on the KNL architecture. Such investigations expose computational architecture and algorithmic design principles for multiperiod contingency-constrained ACOPF (MPCCACOPF) problems.
Our paper is structured as follows. In Section II we present our contingency-constrained multiperiod ACOPF formulation. Section III gives an overview of the software packages used and in particular their interaction. In Section IV we analyze the expected scaling of our implementation. In Section V runtime measurements are presented on Theta at the Argonne Leadership Computing Facility (ALCF) at medium scale of up to 96 nodes. In Section VI we discuss our findings and conclusions.
II. PROBLEM FORMULATION
Let B, L, and G be the sets of buses, transmission lines, and generation nodes, respectively, with G ⊂ B. Let T be the discrete time horizon, and let C be the set of contingencies considered at any given time period. Assume there is a null element 0 ∈ C associated with the nonoccurrence of any contingency at a given time period, and the system remaining in nominal conditions. The strict contingency list then becomes C * = C\{0}. Similarly let T * = T \{t 0 }, where t 0 is the initial time period, and define d ∈ R 2|T ×B| , the active and reactive bus load forecast over T .
The second stage captures AC power flows following contingencies c ∈ C, defined at each time period t ∈ T . The second-stage variable x is 
in our case a quadratic sum over all generators. The first-stage has no cost contribution. Only the contingencies or scenarios contribute to the cost. These cost functions are subject to ramping constraints, for t ∈ T * and i ∈ G:
and first-stage binding constraints, for t ∈ T, c ∈ C and i ∈ G:
power balance, for t ∈ T, b ∈ B and c ∈ C:
transmission line capacity, for t ∈ T, ∈ L and c ∈ C:
voltage magnitude bounds, for t ∈ T, c ∈ C and b ∈ B:
and active and reactive power bounds, for t ∈ T, i ∈ G and c ∈ C:
Variable y is set in the first stage, embedding energy cost minimization (1) and ramping constraint (2) . It is bound to the second stage in constraints (3)-(4). Constraints (5) and (6) model active and reactive power balance at each bus b ∈ B, and constraint (7) models thermal capacities at each transmission line ∈ L. Associated variable bounds are defined in constraints (8)- (16).
The first-stage variable y models preemptive measures, with respect to which the objective is defined, and the sum of variables x + δ models corrective actions, in the advent of contingencies. Constraints (11)-(12), with γ < 1, are set to reflect appropriate bounds on corrective actions. In constraints (13)- (14) , α << γ is set close to zero. Theoretically, parameter α should be 0: this would enforce, together with (3)- (4) , that x Pg,c
t,G , x
Qg,c t,G have the value associated with the 0 noncontingency event, that is, the first-stage active and reactive power values. It proved valuable, however, to set the parameter to a small but nonzero value in order to deal with numerical instability issues.
This mathematical program has a dual block angular structure with each block indexed by a tuple (t, c), corresponding to the AC power flow at time period t under contingency scenario c. Separability is obtained with the variable duplication scheme enforced in constraints (3)- (4) and which binds copies of the first stage variable y Pg and y Qg in every contingency scenario as x Pg,c and x Qg,c , respectively. Preemptive and corrective actions are associated with blocks having index c = 0 and c > 1, respectively. We note that relaxing the time-binding constraint (2) yields a time-separable optimization problem.
III. SOFTWARE
The software framework consists of two software packages: StructJuMP [21] , [22] , [24] , serving as a front-end model specification framework, and PIPS-NLP [11] , [12] , [18] , the back-end that solves the optimization model. Both packages are intended for HPC and use a distributed memory parallel programming paradigm based on MPI. 
A. StructJuMP
StructJuMP is a distributed memory extension of the JuMP algebraic modelling language (AML) [25] written in Julia. It is aimed at the specification of very large-scale structured problems on massively parallel high-performance computing (HPC) platforms, such as the MPCCACOPF problems considered here. StructJuMP was designed to leverage the scenariobased data parallelism to distribute the model's blocks across MPI processes and evaluate the objective and constraints and their derivatives in parallel. Because of the just-in-time compiling nature of Julia, StructJuMP and JuMP combine Matlab-like expressivity with almost C-like compiled performance [25] , [22] . As a back-end for solving these models any optimization solver may be used since StructJuMP exposes a solver-agnostic interface.
B. PIPS
In this paper PIPS-NLP [11] , [12] , [18] . PIPS-NLP is used to parallelize the dial-block angular structure of the linear systems arising inside the IPM. This parallelization strategy proved scalable in various other HPC applications [26] , [18] . In Section IV we will further analyze it in light of the MPCCACOPF problems considered here.
The internal structure of PIPS-NLP is closely related to the kind of problem PIPS can solve, namely, nonlinear optimization that yields a specific dual-block angular structure in the underlying Hessian and Jacobian matrices.
The optimization problem solved is
all functions being potentially nonlinear. While avoiding the details of the IPM, available in [11] , we describe the linear system that is solved at every iteration. This "global" linear system solves the Newton step required inside the IPM. We do not cover other linear algebra operations necessary in IPMs, such as vec-vec and mat-vec operations, since the main burden in PIPS-NLP is the global system (17) . The system solved by PIPS-NLP has the following block-angular structure:
In PIPS this linear system is solved by applying the Schur complement
then solving once the first-stage problem
followed by each process solving the second-stage problem
Steps (19) and (21) are easily parallelizable, whereas (20) is the sequential bottleneck of our implementation.
C. ReverseDiff
The interior-point method requires the Hessian of the method-specific barrier function
and the gradient of the constraints c i (x) of our model given in Section II.
All these functions are made accessible to the optimization solver by StructJuMP. StructJuMP internally uses the Julia AutoDiff package ReverseDiff of JuMP to evaluate the parts of the functions corresponding to the scenarios or blocks local to the calling MPI process; after that, StructJuMP performs the interprocess communication needed to make the function values available to all MPI processes and provides to PIPS-NLP the local scenario blocks. This approach allows us to efficiently accumulate the gradient for each constraint in O(1) · cost(c), where cost(c) is the cost of one constraint function evaluation. For the Hessian, this cost goes up to O(n) · cost(B) because we have to compute the sensitivities of each entry in the gradient, where n is the size of x.
IV. SCALABILITY ANALYSIS ON KNL ARCHITECTURES
PIPS has been successfully run at scale on various architectures [27] , [18] , including GPUs [26] . The KNL architecture poses additional difficulties because the number of cores per node has significantly increased. In this section we describe how we address these challenges.
PIPS has an efficient parallelization of building the Schur complement (see (19) ). Essentially, each process constructs its local sum followed by an "allreduce" for the global sum, thus requiring a scalable implementation for a global reduction. Solving for the second-stage scenarios (21) is embarrassingly parallel; furthermore, the load imbalance is limited since the systems in (21) usually have same sparsity pattern and, therefore, the direct linear solvers (here MA57) tends to take almost identical times. By Amdahl's law [28] , sequential bottlenecks, interprocess communication, and load imbalance are the limiting factors in achieving parallel efficiency. We note that solving the firststage linear system (20) is the sequential bottleneck of the PIPS parallelization technique. In previous applications of PIPS, this linear system was solved by every rank redundantly since the cost of solving the system was relatively low and thus had low impact on the scalability. We mention that this is an indefinite (saddle-point) linear system and is quite illconditioned because of the use of IPM; therefore, the use of iterative Krylov-subspace methods such as BiCGStab or GMRES is not feasible; instead, one has to rely on direct linear solvers.
To reduce the serial bottleneck associated with solving the first-stage linear system (20) , one needs to decrease its solution time. Intranode parallelization based on multithreaded LAPACK routines can help with the sequential bottleneck only to a small extent since the computing power of a single node is limited. Also, this strategy is not portable; for example, on Theta, an MPI rank on a node cannot have access to all cores. Given these circumstances we chose to use the linear solver libElemental [29] for (20) . libElemental includes distributed-memory linear solvers that offers LDL T factorization to deal with the saddle-point linear systems. We mention that distributing this linear system over a large number of MPI ranks, for example over all the MPI ranks assigned to the scenarios, would not be scalable because of the interprocess communication overhead. Instead, we devised a strategy for using only a subset of the MPI ranks in the order of the cores on a single node. The Schur complement matrix (19) needs special treatment because its computation is done by all the ranks, even if stored on only a subset of the ranks. The assembly of the Schur complement as a distributed dense matrix in the element-cyclic distribution as required by libElemental can be a costly operation, possibly more costly than the factorization itself. This operation must be streamlined by using MPI_Reduce_scatter collectives [27] to obtain acceptable large-scale performance.
A. Strong-Scaling Limit
To characterize the scaling of our approach, we build a performance model of the linear algebra in Section III-B based on the following quantities. We consider a parallel architecture with N nodes and c cores per node. We assume that the firststage problem (20) takes T M (c) to execute onc ≤ c cores. The |S| second-stage problems (21) and (19) take T S (N c ) to execute on N c total cores, each executing sequentially, and thus S ≥ N c . |A| denotes the number of elements of an index set A. We define the strong-scaling limit as the number of compute nodes N max , where the time spent in the first-stage (20) is equal to the wall clock time spent in the second-stage (21) and (19) (past which more compute nodes would never reduce compute time by more than a factor of 2). Therefore N max can be interpreted as a scalability figure of merit; the larger the better.
We derive an estimation N max under the assumption of linear (perfect) scaling for the second-stage calculation. That is, we assume that S scenarios on one core take S times longer to solve than 1 scenario would, and N c times less to solve on N c cores compared with one core (irrespective of node configuration). Mathematically, this is expressed as
To achieve equality between the time spent in the master problem and in the second-stage, the defining feature of N max , we must solve on each node for S p scenarios, where
, the last relation occurring from applying (22) twice. We thus obtain that
N max is then the total number of scenarios |S| divided by the scenarios per node |S p |:
In summary, we must chose our formulation in such a way that the number of scenarios is maximized and the master problem M is solved as fast as possible on a node.
In our formulation (see Section II) the number of scenarios |S| is equal to the number of periods t times the number of contingencies. The first-stage problem is not fixed in size but instead increases with the number of periods. The matrix size increases quadratically with the number of periods. Currently, we use the dense LDL solver in libElemental, which is stable. With growing periods t however, this approach will not be feasible. Analyzing the sparsity pattern, we observed that the actual nonzero entries in the first-stage matrix grows only linearly with t.
While increasing the number of periods and the network, integrating a sparse solver for the first-stage problem is a necessary step that we will explore in future research.
V. EXPERIMENTS
First the specific parameters of the two problem instances are listed, followed by a description of the system we used for our performance study. We then present our runtime results by showing aggregated timings of the fully converged solution for the two problems. For the strong-scaling analysis, because of the long wall-clock times at small processor counts, the runs are restricted to only two iterations of the solver, since the time per iteration stays roughly constant; and a more thorough analysis of the runtime properties is done at various scales (though for each instance, at least one run to full convergence was done). To this end, we first present the strongscaling followed by the weak-scaling experiments. The strongscaling investigation aims to show that the time to solution is bound by the first-stage factorization (20) . The weak-scaling experiments should confirm our hypothesis from Section IV that the algorithm scales with the number of scenarios |S|.
A. Problem
We conducted numerical experiments on IEEE Case 118, with 118 buses: |B| = 118, 99 loads, and 54 committed generators: |G| = 54. We consider a 24-hour (T = 24) and 168-hours (T = 168) time horizon. The number of contingencies is set at |C| = 63 for the full runs and the strong scaling, resulting in the number of scenarios being |S| = (63 + 1) · 24 = 1, 536. For the weak scaling the number of contingencies were artificially inflated up to 12, 288 per time period by redundantly copying 192 times the 63 contingencies. We do not expect a realistic problem instance in that case; but we note that if wind or solar uncertainty had been considered in combination with the 64 contingencies (a "soft" N-2), we would have obtained this count. The development cost of setting up such scenarios is significant, so we use this synthetic route to demonstrate our performance model laid out in Section IV-A.
B. Hardware
PIPS-NLP was run on the Theta supercomputer at ALCF. Theta is composed of 3,624 KNL nodes. Each KNL node is made up of 64 cores.
C. Full Runs
The one-day and one-week runs were conducted with 32 processes per node (ppn) and 192 and 384 nodes on Theta, respectively (see Table I ). These were roughly the fastest time to solution we were able to achieve for this problem on this system. As a comparison we ran Ipopt and PIPS-NLP sequentially on a Skylake Intel CPU. For 24 periods, we were able to reduce the time to solution by a factor of 22 compared with that of Ipopt and 8 compared with that of PIPS-NLP. Ipopt uses the solver MUMPS; its sparse structure potentially reduces the memory footprint. PIPS-NLP uses a sparse structure for the second stage and a dense structure for the first stage. The size of the first-stage matrix was only 3780 × 3780 amounting to 110 MB in dense storage.
More important, we were able to increase the number of periods to 168 (1 week) on Theta and solve this problem in 4330s, roughly the time it takes for Ipopt to solve 1 day on a Skylake CPU. The first-stage matrix size for 1 week is 27108× 27108, amounting to 5 GB in dense storage.
D. Strong Scaling
Based on 63 contingencies and 24 periods (1 day), we obtain a total of 1,536 contingency scenarios. Since our second-stage solver (21) is the sequential MA57 library, we cannot exceed 1,536 ranks. The lowest number of ranks is set at 64. At ppn=64, 64 ranks correspond to one node, at ppn=32 to two nodes, and at ppn=16 to four nodes. A lower ppn potentially reduces cache issues and overhead on a node, while increasing the internode communication as the maximum number of nodes goes up from 24 (ppn=64) to 48 (ppn=32) and finally to 96 (ppn=16). With no overhead, the runtimes at different ppn are expected to be equal for the same total number of ranks.
In Figure 3 we present the total runtime with various numbers of ppn. It shows that as we approach the strongscaling limit, the highest ppn with 64 flattens out earliest; ppn=32 and ppn=16 perform about the same, being a factor of 2 faster than ppn=64. We expect this result is due to the increase in communication between the nodes or cache starvation of the L2 cache that is shared by two cores.
In Figure 4 we take a more detailed look at the runtime and decompose it into the total runtime, the factorization (20) , the Schur complement (19) , together with the second-stage solve (21) and the remaining unaccounted time that was not covered by the timers.
In Section IV we showed that the first-stage factorization (see (20) ) is expected to be a lower bound of our strong-scaling limit. Totally scaled out at 1,536 ranks, it takes around 50% of the total runtime at ppn=16.
Surprisingly, we record a substantial remaining unaccounted runtime (labeled "Remaining" in our figures), which cannot be caught by our timers and was observable only on our KNL runs. We were unable to track down its origin; we suspect it to be some MPI or system calls that are related to our simulation but are run in the background. Whatever its origin, it is clearly related to a section of the code that yields substantial overhead with increasing ppn. Other than the factorization, it increases with higher ppn. Thus, this unaccounted time is added to the factorization as a sequential part of our code. Scaled out to 1,536 ranks, the total sequential time (Factorization + unaccounted time) takes roughly half of our runtime. This is the sweet spot anticipated in Section IV, although the fact that it occurred at our maximum rank count was serendipity.
E. Weak Scaling
Weak scaling is achieved by artificially inflating the number of contingencies while keep the number of periods at 24 (1 day). As presented in Section IV, we expect weak scaling with increasing numbers of contingencies, under the assumption that the reduction in (19) scales perfectly. However, this varies largely based on the system architecture.
On Theta, the Dragonfly network yields rather wide reduction trees when compared to for example torus networks. Hence, we expect the reduction to become costly with increasing numbers of scenarios, as shown in Figure 5 . At around 1,536 -3,072 ranks (48 to 96 nodes) the reduction becomes dominant in the "Remaining" part and in the total computation. While perfect weak scaling would have meant keeping the total time constant, it grows by only roughly a factor of 3 in a 64:1 growth range, which is a good scaling result. Decreasing the number of reduction operations per optimization step would require fundamental changes to the underlying algorithm. Another way of hiding the reduction cost is to bury it under a higher computational load, implying an even higher number of scenarios per rank. The downside here is that the reduction effectively becomes a lower bound for the time to solution. Whether a given runtime configuration is acceptable is an issue not only of scalability but also of what is the acceptable time to solution which in a planning context does not have an immediate and universal answer.
VI. DISCUSSION AND CONCLUSION
This paper presents a scalable MPCCACOPF formulation that runs and converges on a 118-bus grid with up to 63 contingencies for 24 (1 day) and 168 (1 week) periods. It uses a state-of-the-art, highly scalable software framework involving StructJuMP, a user-friendly modelling framework, and PIPS-NLP, a highly scalable interior point solver. We leveraged second-order information in a seamless way through the automatic differentiation capabilities of the Julia package ReverseDiff.
The scaling analysis gives clear future directions for achieving good strong scaling and a short time to solution. It reveals that improving the intra-node performance of the first-stage linear systems and the presence of a large number of scenarios or contingencies will allow an efficient parallel solution of our formulation of MPCCACOPF problems on thousands of MPI processes. The performance of the first-stage systems was demonstrated using the direct linear solver libElemental over an entire KNL node. The formulation MPCCACOPF yields a high number of scenarios with the total scenarios being the product of the number of time periods and the number of contingencies. Moreover, weak scaling proves to be promising for future larger problem instances once a sparse solver is supported in the first-stage.
The highest efficiency was achieved with 32 processes per node, solving 32 second-stage problems at once on a node. To efficiently run on KNL, we should achieve efficiency gains at 64 processes per node. For that purpose we will look into a vectorization-aware sparse linear solver that could leverage the AVX512 vectorization on KNL. In addition, for larger networks we may not fit the first stage linear algebra in the memory of one node; thus, we potentially are forced to parallelize the fist stage over several nodes. A parallelization of the second stage linear algebra is not required by our formulation of MPCCACOPF problems since these computations are based on memory-saving sparse linear algebra kernels; in fact we expect that this will still apply to considerably larger networks of O(10,000) buses.
