In this paper, the variational iteration method (VIM) and the Adomian decomposition method (ADM) are implemented to give approximate solutions for fractional differential-algebraic equations (FDAEs). Both methods in applied mathematics can be used as alternative methods for obtaining analytic and approximate solutions for different types of fractional differential equations. This paper presents a numerical comparison between these two methods and the homotopy analysis method (HAM) for solving FDAEs. Numerical results reveal that the VIM and the ADM are quite accurate and applicable.
Introduction
Fractional differential equations have been successfully modelled for many physical and engineering phenomena such as seismic analysis, rheology, fluid flow, viscous damping, viscoelastic materials, and polymer physics. Most fractional differential equations do not have exact analytic solutions; therefore approximation and numerical techniques must be used. The Adomian decomposition method (ADM) [1] [2] [3] [4] [5] and the variational iteration method (VIM) [6] [7] [8] [9] [10] [11] are the most clear methods of solution of fractional differential equations, because they provide instant and visible symbolic terms of analytic solutions, as well as numerical approximate solutions to both linear and nonlinear fractional differential equations without linearization or discretization.
Many physical problems are governed by a system of differential-algebraic equations (DAEs), and the solution of these equations has been a subject of many investigators. Recently, many important mathematical models have been expressed in terms of differential-algebraic equations of fractional order. The homotopy analysis method (HAM) was first introduced by Liao [12] , who employed the basic ideas of the homotopy in topology to propose a general analytic method for nonlinear problems. Zurigat et al. [13] applied the HAM to fractional differential-algebraic equations (FDAEs).
In this paper, the variational iteration method and the Adomian decomposition method are applied to solve FDAEs of the form [13] (1.1c)
Basic definitions
There are several definitions of a fractional derivative of order α > 0 [14] , for example, Riemann-Liouville, Grunwald-Letnikow, Caputo and the generalized functions approach. The most commonly used definitions are those of Riemann-Liouville and Caputo. We give some basic definitions and properties of fractional calculus theory which are used in this paper. Definition 2.1. A real function f (x), x > 0, is said to be in the space C µ , µ ∈ R if there exists a real number p > µ such that f (x) = x p f 1 (x), where f 1 (x) ∈ C [0, ∞). Clearly, C µ ⊂ C β if β < µ.
Definition 2.2.
A function f (x), x > 0, is said to be in the space
Definition 2.3. The Riemann-Liouville fractional integral operator of order α ≥ 0 of a function, f ∈ C µ , µ ≥ −1, is defined
The properties of the operator J α can be found in [15, 16] ; we mention only the following.
For f ∈ C µ , µ ≥ −1, α, β ≥ 0 and γ > −1:
The Riemann-Liouville derivative has certain disadvantages when trying to model real-world phenomena using fractional differential equations. Therefore, we will introduce a modified fractional differential operator D α * proposed by Caputo's work on the theory of viscoelasticity [17] . 
Also, we need here two of its basic properties.
In this paper, the Caputo fractional derivative is considered because it allows traditional initial and boundary conditions to be included in the formulation of the problem. For more information on the mathematical properties of fractional derivatives and integrals, one can consult the above-mentioned references.
Adomian decomposition method (ADM)
The Adomian decomposition method requires that Eq. (1.1) be expressed in terms of an operator as
where L i is a linear operator, N i is a nonlinear operator, and the fractional differential operator D α i * is defined as in Eq. (2.6). Applying the operator J α i that is the inverse of the operator D α i * to both sides of Eq. (3.1), we get
The Adomian decomposition method [1, 18, 19] suggests that the solution x i (t) is decomposed by the infinite series of components
and the nonlinear operator N i in Eq. (3.1) is decomposed as follows: The general form of the formula for Adomian polynomials is
Substituting Eqs. (3.3) and (3.4) into both sides of Eq. (3.2) gives
From this equation, the iterates are determined in the following recursive way:
We approximate the solution x i (t) by the truncated series
The theoretical treatment of the convergence of the Adomian decomposition method has been considered and discussed in [20] [21] [22] .
Variational iteration method (VIM)
The VIM plays an important role in recent research in different fields of science and engineering. This method was proposed by the Chinese mathematician He [6, 7] , as a modification of a general Lagrange multiplier method. It has been shown that this procedure is a powerful tool for solving various kinds of problems. To illustrate the basic idea of the method, we consider Eq. (1.1) as
The basic character of the method is to construct a correction functional for Eq. (4.1). He, in [7] , constructed the following correction functional for Eq. (4.1):
where λ i is a general Lagrange multiplier which can be identified optimally via variational theory, andx ik denotes a restricted variation, which means that δx ik = 0 [6, 7] . There is no way to directly obtain the stationary conditions from a functional with fractional integrate to identify the Lagrange multiplier approximately. In order to do so, we select a minimal integer 1 = ceil(α) > α. Therefore, the correction functional equation (4.2) can be approximately expressed as follows:
Making the above functionals stationary, we obtain the following stationary conditions: for i = 1, 2, . . . , n − 1. Therefore, the Lagrange multipliers can be easily identified as
Substituting (4.4) into the correction functionals (4.2) results in the following iteration formulas:
 . If we start with the initial approximations x i0 = x i (0), then the approximations x ik can be completely determined. Finally, we approximate the solution x i (t) = lim k→∞ x ik (t) by the Nth term x iN (t), for i = 1, 2, . . . , n − 1. The convergence of the VIM has been considered and discussed in [10, 11] . 
Numerical examples
To demonstrate the effectiveness of the two methods, we consider the following fractional differential-algebraic equations. All the results were calculated by using the symbolic calculus software Maple.
Example 5.1. We consider the following fractional differential-algebraic equations.
with initial conditions x(0) = 1, y(0) = 0, and exact solutions x(t) = e −t + t sin t, y(t) = sin t when α = 1.
Solution via the ADM:
In accordance with the ADM, Eq. (5.1) can be written as
Using the inverse operator J α , we get we have the following recursive relation:
Solution via the VIM: According to Eq. (4.6), we have the following variational iteration formula for solving Eq. (5.2):
 .
(5.5)
We start with the initial approximation x 0 (t) = 1. We obtain 
Table 2b
Numerical results of y(t) in Example 5.2. 
Using the inverse operator J α , we get According to the Adomian decomposition method to solve Eq. (5.9), we have the following recursive relation: 
We start with initial approximation x 0 (t) = y 0 (t) = 1. We obtain 
with initial conditions x(0) = y(0) = z(0) = 1 and exact solutions x(t) = e t , y(t) = e 2t , z(t) = e −t when α = 1.
Solution via the ADM:
We now rewrite (5.13) as follows:
and using the inverse operators J α 1 and J α 2 in Eqs. (5.14b) and (5.14c), we get 
We start with the initial approximation x 0 (t) = y 0 (t) = z 0 (t) = 1. We obtain Table 3 shows the approximate solutions for Eqs. (5.13) obtained for different values of α using the ADM and the VIM.
The results are in good agreement with the results of the HAM.
Example 5.4. Consider the following fractional differential-algebraic equations:
with initial conditions x(0) = 1, y(0) = 0, and exact solutions x(t) = e −t , y(t) = sin t when α = 1.
Using the inverse operator J α in Eq. (5.20b), we get 
whereg 1 (t) andg 2 (t) are Taylor series of g 1 (t) = e −t + sin t and g 2 (t) = sin t. We start with the initial approximation x 0 (t) = 1, y 0 (t) = 0 for Eq. (5.22). + · · · The results are in good agreement with the results of the HAM. Table 3c Numerical results for z(t) in Example 5.3. 
Table 4a
Numerical results for x(t) with a comparison to those from the HAM. 
Table 4b
Numerical results for y(t) with a comparison to those from the HAM. 
Conclusion
In this paper, the Adomian decomposition method (ADM) and the variational iteration method (VIM) have been extended to solve fractional differential-algebraic equations (FDAEs). The results of these two methods are in good agreement with those obtained by using the homotopy analysis method (HAM) [13] . The study emphasized our belief that the ADM and the VIM are reliable techniques to handle fractional differential-algebraic equations, and that these methods offer significant advantages in terms of straightforward applicability, computational effectiveness, and accuracy.
