In this paper we propose a Lagrange multiplier (LM) test for volatility interactions among markets or assets. The null hypothesis is the Constant Conditional Correlation (CCC) GARCH model of Bollerslev (1990) in which volatility of an asset is described only through lagged squared innovations and volatility of its own. The alternative hypothesis is an extension of that model in which volatility is modelled as a linear combination not only of its own lagged squared innovations and volatility but also of those in the other equations while keeping the conditional correlation structure constant. This configuration enables us to test for volatility transmissions among variables in the model. We derive an LM test of the null hypothesis. Monte Carlo experiments show that the test has satisfactory finite sample properties. The size distortions become negligible when the sample size reaches 2000. The test is applied to pairs of foreign exchange returns and individual stock returns. Results indicate that six pairs out of seven investigated seem to have volatility interactions, and that significant interaction effects typically result from the lagged squared innovations of the other variables.
Introduction
During the last few decades, considerable attention has been paid to the conditional second moments of financial time series. Models of generalised autoregressive conditional heteroskedasticity (GARCH), either univariate or multivariate, have become standard tools for studying such series. In financial econometrics, the analysis of interdependence in volatility is important for portfolio risk managements on the one hand, and is necessary for research on the degree of market integration on the other. A large number of researchers have found ample evidence that the conditional variances of financial time series are interacting. Such empirical studies include Hamao, Masulis, and Ng (1990) , Baillie and Bollerslev (1990) , Cheung and Ng (1996) , Hong (2001) and Cifarelli and Paladino (2005) among others. For surveys of multivariate GARCH models, see Bauwens, Laurent, and Rombouts (2006) and Silvennoinen and Teräsvirta (2007) .
The Extended Constant Conditional Correlation (ECCC-) GARCH model that Jeantheau (1998) introduced, offers a platform for modelling volatility interactions between markets or assets. The model nests the Constant Conditional Correlation (CCC-) GARCH model by Bollerslev (1990) . This extension of the CCC-GARCH model allows the interaction in the form of both lagged squared observations and lagged conditional variances from the other equations of the system. The CCC-GARCH model only allows contemporaneous dependence through conditional correlations, which is not sufficient for volatility interaction.
Since the ECCC-GARCH model nests the CCC-GARCH one, a natural idea would be to test for volatility interactions in the ECCC-GARCH framework. In fact, Wong and Li (1997) and Wong, Li, and Ling (2000) employed the ECCC-GARCH model for, by using daily data, describing volatility interactions between the Standard and Poor 500 index and the Sydney All Ordinaries one, and among three major foreign exchange rates, albeit without first testing the no interactions hypothesis. In order to save computational efforts, a test of this hypothesis should merely involve estimating the CCC-GARCH model. Estimating the ECCC-GARCH model would become an issue only if the null hypothesis were rejected. Consequently, the aim of this paper is to construct such a test using the score or Lagrange multiplier (LM) principle and to investigate its finite-sample properties.
The existing misspecification tests of the CCC-GARCH model are designed for testing the constancy of correlations. Tse (2000) and Bera and Kim (2002) formed tests of the assumption of constant conditional correlations against an unspecified alternative. Berben and Jansen (2005) and Silvennoinen and Teräsvirta (2005, 2006) provided LM tests of the CCC-GARCH model against parametric alternatives with time-varying correlations that are variants of the Smooth Transition Conditional Correlation (STCC-) GARCH model. Misspecification of the GARCH structure of this model has received less attention in the literature, and the contribution of this paper will lie in that direction.
The paper is organised as follows. In Section 2 the ECCC-GARCH model is defined and its stationarity is recalled. Section 3 contains first and second partial derivatives of the log-likelihood function of the ECCC-GARCH model as well as the asymptotic properties of the quasi maximum likelihood estimator of the model parameter. The LM test is derived in Section 4, and its structure is illustrated by a bivariate example in Section 5. Finite sample properties of the test are studied by Monte Carlo simulations in Section 6. In Section 7 the proposed test is applied to pairs of daily foreign exchange returns and daily stock returns. Section 8 concludes.
The extended constant conditional correlation GARCH model

The model specification
Following Jeantheau (1998) and He and Teräsvirta (2004) , consider the following vector stochastic process:
(1)
where y t is a stochastic (N × 1) vector, µ is an (N × 1) intercept vector and D t = diag(h where F t is the σ-algebra generated by all the available information up to and including time t, and H t = D t PD t . Matrices H t and P are the conditional covariance matrix and the constant conditional correlation matrix of the process ε t , respectively. The vector GARCH(p, q) process of ε t is defined as follows:
where ε
, a 0 is an (N × 1) vector, and A i and B j are (N × N ) matrices with elements such that h i,t in h t are positive for all t. The superscript within the parentheses in a vector or a matrix denotes an elementwise power. A sufficient condition for h t to have positive elements for all t is that all elements in a 0 are positive and all elements in A i and B j for each i and j are nonnegative. This guarantees that, together with the positive definiteness of P, the conditional variance matrix H t is positive definite almost surely for all t. Necessary and sufficient conditions for the positive definiteness of H t in the general (p, q) case are not available, see He and Teräsvirta (2002) for discussion.
Equations (1), (2) and (3) jointly define the N -dimensional Extended CCC (ECCC)-GARCH(p, q) model. Note that if both A i and B j are diagonal for all i and j, the ECCC-GARCH(p, q) model collapses into the CCC-GARCH(p, q) model of Bollerslev (1990) . If, furthermore, B j = 0, j = 1, . . . , p, the model is the CCC-ARCH(q) model of Cecchetti, Cumby, and Figlewski (1988) . Wong and Li (1997) applied the ECCC-ARCH(1) model to the S&P 500 and Sydney's All Ordinaries index returns. Wong, Li, and Ling (2000) considered the first-order ECCC-GARCH model with the restriction that B 1 be diagonal, and applied it to the Hang Seng index and the S&P 500 index.
For simplicity and given the fact that the first-order models describe many heteroskedastic time series well in a vast majority of empirical applications, we restrict our discussion to the case of p = q = 1 unless otherwise stated. Excluding µ, there are, in the ECCC-GARCH(1, 1) model, N (5N + 1)/2 parameters to be estimated, of which N (2N + 1) parameters appear in h t and the remaining N (N − 1)/2 in P. Engle and Kroner (1995) gave a necessary and sufficient condition for weak stationarity for a general class of vector GARCH(p, q) processes. Their process contains the so-called vec and BEKK representations, which include a number of variants such as the diagonal representation as special cases. In this respect, their result can be seen as a general one.
Stationarity of the ECCC-GARCH process
In the context of vector GARCH processes with constant conditional correlations, a sufficient condition for weak and strict stationarity of an ECCC-GARCH(p, q) process with a constant conditional mean was established in Jeantheau (1998) . Ling and McAleer (2003) found a more general condition that allows the process to have an ARMA structure in a conditional mean. He and Teräsvirta (2004) derived a sufficient condition for the ECCC-GARCH(2, 2) process defined by (2) and (3) to be weakly and strictly stationary. This was done in a fashion different from Jeantheau (1998) and Ling and McAleer (2003) . The technique of He and Teräsvirta (2004) can be used for deriving conditions for the existence of the fourth-order moments of this process and its special cases as well as the autocorrelation function of the squared observations.
A sufficient condition for weak and strict stationarity of an ECCC-GARCH(1, 1) model with normal errors is immediate from Theorem 1 of He and Teräsvirta (2004) . Define a sequence of i.i.d. stochastic matrices {C t } such that
where Z t = diag(z 1,t , . . . , z N,t ). The ECCC-GARCH(1,1) process is weakly and strictly stationary if
where Γ C = E[C t ] and λ(Γ) is the spectral radius, or the modulus of the largest eigenvalue, of Γ. If N = 1, the inequality (5) collapses into the condition for the univariate GARCH(1, 1) process with unit variance to be weakly stationary.
3 Likelihood function and asymptotic properties 3.1 The log-likelihood function and its partial derivatives
the log-likelihood function
The aim of this paper is to construct a test for testing the hypothesis that A 1 and B 1 are diagonal matrices in the model (1), (2) and (3) with p = q = 1. For this we need the (quasi) log-likelihood function of the model and its first two partial derivatives. Without loss of generality, we can assume µ = 0. Let then θ = [ω , ρ ] where ω contains the parameters in h t and ρ = vecl(P). Operator vecl stacks the lower off-diagonal elements of a symmetric (N × N ) matrix into an N (N − 1)/2 vector. The quasi log-likelihood function for observation t is given by
The quasi maximum likelihood estimator (QMLE) θ equals
The following assumptions are made to ensure the asymptotic normality of the QMLE θ in (7), see Ling and McAleer (2003) : Assumption 3. The identifiability conditions discussed in Jeantheau (1998) are satisfied.
Assumption 4. E|ε
6 i,t | < ∞, i = 1, . . . , N.
The score and the Hessian of the log-likelihood function
We next define the first and second partial derivatives of (6). Let S t (θ) = ∂ t (θ)/∂θ be the score vector for observation t, and letS(θ) = (1/T ) T t=1 S t (θ) = (1/T )S(θ) be the average score. We use the notation S t ( θ) for the score evaluated at θ = θ.
The population information matrix is given by the expectation of the outer product of the score evaluated at the true parameter θ 0 , that is,
Using the similar notation, we get the Hessian of the log-likelihood function evaluated at θ 0 such that
We further define the negative of the expected Hessian evaluated at θ 0 by
The next two lemmas give expressions for S t (θ) and J (θ) , namely, the first and second order partial derivatives of (6) with respect to the parameters of interest.
Lemma 1 (the score vector). The score vector for observation t of (6) has the following form
where
Proof. See Appendix A.1.
Lemma 2 (the negative of the expected Hessian). The negative of the expected Hessian for observation t has the form
where ⊗ denotes the Kronecker product of two matrices.
Proof. See Appendix A.2.
Expressions (11) and (12) are rather general in that the conditional variances in D t are not specified in detail. For this reason they allow a number of different specifications for h t . Eklund and Teräsvirta (2006) derived similar formulas for partial derivatives of the log-likelihood function of a vector autoregressive model with time-varying covariances. Their aim was to test constancy of the error covariance matrix of a vector autoregressive model.
Asymptotic behaviour of the quasi maximum likelihood estimator
The consistency and the asymptotic normality of the QMLE θ were established by Ling and McAleer (2003) for a class of vector ARMA-GARCH models with constant conditional correlations. Since the ECCC-GARCH model defined by (1) through (3) falls into this class, we can make use of their results.
To begin with, it follows from their Lemma 5.2 that, under Assumptions 1 through 3 and the existence of the fourth-order moment of
The asymptotic normality of the score (13) serves as the basis for constructing the LM test which will be developed later. The consistency and the asymptotic normality of the QMLE are proved in Theorems 4.1 and 5.1 of Ling and McAleer (2003) . The consistency requires Assumptions 1 through 3 whereas the asymptotic normality additionally involves Assumption 4. The latter results in
If we further assume that z t ∼ N(0, P), (6) is an exact log-likelihood function, so that
In either case, Lemmas 5.5 and 5.6 of Ling and McAleer (2003) show that I(θ 0 ) and J (θ 0 ) can be consistently estimated by
and by
respectively.
The fourth-order moment condition
As we saw in the previous subsection, the existence of the fourth-and the sixth-order moments of {ε t } is necessary in developing the asymptotic theory for the quasi maximum likelihood estimator of the ECCC-GARCH model. However, finding these conditions, in particular those for the sixth-order moment, seems an involved task. It seems that the only available results are in Ling and McAleer (2003) and He and Teräsvirta (2004) . Their results are general in the sense that the distribution of z t need not be normal.
To introduce notation, let a = (a 1 , . . . , a N ) be an (N ×1) vector and define the (N ×N ) diagonal matrix diagv(a) = diag(a 1 , . . . , a N ). Operator diagv creates the (N ×N ) diagonal matrix from an (N × 1) vector. Then under the assumption of normality we have from Corollary 2 in He and Teräsvirta (2004) the following sufficient condition for the existence of the unconditional fourth-moment matrix E[ε
Lemma 3. Assume that (5) holds, and that
where denotes the Hadamard (elementwise) product of two matrices or vectors.
Proof. See Appendix A.3.
Test for volatility interactions
Assuming p = q = 1, we now construct an LM test for volatility interactions with the hypothesis H 0 : A 1 and B 1 in (3) are diagonal matrices against the alternative H 1 : either A 1 or B 1 or both are nondiagonal matrices.
We denote the test statistic LM ECCC . The null hypothesis defines a CCC-GARCH(1, 1) model, and the alternative is an ECCC-GARCH(1, 1) model. The test may best be viewed as a test of no volatility interaction among the variables in the model, while conditional correlations between them are allowed.
Let θ = [ ω , ρ ] be the ML estimator of θ 0 , the true parameter under the null. Since ρ is a vector of nuisance parameters, the average score evaluated at θ equals
elements of which 3N entries, corresponding to other nuisance parameters a 0 and the diagonal elements in A 1 and B 1 , are equal to zero. To keep the notation tractable, we leave these zero entries inS ! ( θ) and do not define a separate block for them.
As was mentioned earlier, the information matrix can be consistently estimated either by (16) or (17). Due to the fact that the score under the null (20) has zero elements, we only require the relevant part of the inverse of the information matrix to derive the LM ECCC statistic. Applying the formula for the inverse of a partitioned matrix to (17), the inverse of the relevant block equals J −1
−1 where
In (21), J 11 and J 22 correspond to the second partial derivatives with respect only to ω and to ρ, respectively, and J 12 contains the cross derivatives, all evaluated at θ = θ. The partitioning in (21) corresponds to the one in (12).
We are now able to state the main result:
Theorem 1 (the LM test statistic). The LM test statistic of testing H 0 given by the quadratic form
has an asymptotic χ 2 distribution with 2N (N − 1) degrees of freedom when the null hypothesis is valid.
Bivariate illustration
Definition (22) of the LM ECCC statistic is quite general and therefore not very illuminating.
Because of this, we shall illustrate the structure of the statistic by a bivariate example. First we set up the model, then apply Theorem 1 to obtain the LM ECCC statistic for the bivariate model.
The bivariate ECCC-GARCH(1, 1) model and the partial derivatives of the conditional variance equations
The bivariate ECCC-GARCH(1, 1) model has its conditional variance equation (3) of the form
To compute the LM ECCC statistic, we require the partial derivatives of (23) 
and
The partial derivatives of h 2,t with respect to ω 1 and ω 2 have a similar representation. Under the null hypothesis, A 1 and B 1 are jointly diagonal, i.e.,
Evaluating both (24) and (25) at ω 1 = ω 1 and ω 2 = ω 2 , the ML estimator under H 0 , yields
Similarly,
Non-zero elements in (27) and (28) are
For these recursions to be tractable, initial values are needed. Therefore, we set ε
t , and ∂ h i,0 /∂ω j = 0, i, j = 1, 2, following the suggestion by Fiorentini, Calzolari, and Panattoni (1996) . The recursions then proceed as
whereb ii , ε 2 j,t−1 and h j,t−1 in (30) are estimated from the null model.
Test statistic
We shall now provide analytical expressions for the components of LM ECCC in a bivariate framework and begin by forS(θ) and J (θ). To simplify notation, set k ij,t = h 
where denotes the summation from t = 1 to T . Under H 0 ,S  (ρ) = 0 so that
Remark. In (32), only its third, fifth, seventh and ninth elements do not equal zero. These non-zero elements correspond to the zero restriction in (26). Accounting explicitly for this would complicate the notation and is therefore not done here.
Corollary 2. The relevant upper left block of
Consequently,
Finally, replacing the true parameters and relevant terms with the ML estimators under the null, namely θ with θ, z t withz t , and k ij,t withk ij,t , i, j = 1, 2, gives the LM ECCC statistic (22). The statistic in the bivariate case has an asymptotic χ 2 distribution with four degrees of freedom when the null hypothesis is valid. In practice, we are able to compute the test statistic numerically through the relevant expressions.
Simulation experiments of the LM ECCC test statistic
In this section we conduct simulation experiments in a bivariate case to see how the proposed test behaves in finite samples. In both size and power simulations, we use the sample sizes T = 1000, 2500, 5000 and 10000 for each data generating process (DGP).
To minimise initial effects, the first 500 observations generated are discarded. For each experiment, a total of 5000 replications are carried out. The empirical rejection frequencies are compared with the nominal significance levels 5% and 10%. All numerical calculations are carried out in the free statistical environment R 2.3.1 (R Development Core Team, 2006) with the first author's own source codes 1 .
Size simulations
The size simulations are carried out for five different CCC-GARCH data generating processes (DGPs) whose parameter values can be found in Table 1 . We set the constant term Table 2 for the nominal 5% level and for the nominal 10% level in Panel (b), respectively. As may be expected, the rejection frequencies are approaching the nominal significance levels as the number of observations increases. One can also observe that there are size distortions in DGPs 1 through 3 when T ≤ 5000. In DGPs 4 and 5, the actual sizes are close to the nominal size already when T = 1000, which is a modest number in many GARCH applications.
The size properties of the test suggest that at least a couple of thousands observations are required for empirical analyses. This requirement does not appear an obstacle for one to implement the test since these amount of observations are readily available in financial time series. However, our results are only valid for bivariate models, and more date may be needed for higher-dimensional processes.
Power simulations
We conduct two types of power simulations. The first category includes DGPs based on the ECCC-GARCH(1, 1) model, while the second one considers the DCC-GARCH model of Engle (2002) , the STCC-GARCH model of Silvennoinen and Teräsvirta (2005) , and their extensions that contain non-zero off-diagonal elements in parameter matrices in the conditional variance equation. Time-varying conditional correlations are observed in many applications, which makes it interesting to see how the test behaves for such DGPs. In a way, the power simulations for DGPs of the DCC-and the STCC-GARCH models resemble to the size simulations. The difference appears in the definition of the conditional correlations.
The DGPs belonging to the first category are listed in Table 3 . The weak stationarity and the fourth-order moment conditions are satisfied for all DGPs. DGP 6 has high persistence in volatility (a ii + b ii = 0.99, 0.93 for i = 1, 2) and a moderate correlation coefficient (ρ = 0.7). In DGP 7, one of the off-diagonal coefficients has a large value (b 21 = 0.02) with high persistence as in DGP6. DGP 8 has a design similar to DGP 7 but the off-diagonal elements have a small value (a ij = b ij = 0.001). DGPs 9 and 10 have a rather unusual structure in the sense that both DGPs have moderate persistence and large values for all off-diagonal elements.
The results are summarised in Table 4 . It can be seen that the power of the test is low for DGPs 6 and 8 for all T . This is expected, however, because the true parameters under test are close to zero. In all other cases, the power reaches a reasonable level as T increases. In particular in DGPs 7 and 9, the test has large power already for T = 1000. An exception is DGP 10 that is less volatile in the conditional variance processes. In this DGP, the test also has lower power for T ≤ 5000. To obtain higher power for ECCC-GARCH processes such as DGP 10, a sample of 10000 observations is required, which corresponds to a daily time series of about 40 years of data. It should be noted though that realizations generated by such DGPs appear unlikely in observed time series. The definitions of the DGPs for the DCC-, the extended DCC (EDCC-), the STCCand the extended STCC (ESTCC-) GARCH models can be found in Table 5 . For the EDCC-and the ESTCC-GARCH processes, the simulated design is such that both processes have the same parameter matrices in the conditional variance equation as in DGP7 in the previous power simulation. In the STCC and the ESTCC processes, the exogenous transition variable s t is driven by a GARCH(1, 1) process following Silvennoinen and Teräsvirta (2005) . Table 6 reports the actual rejection frequencies based on the nominal 5% and 10% levels of significance. Whilst the test has a moderate power for the DCC-and the STCC-GARCH models, it does have plenty of power against the EDCC-and the ESTCC-GARCH processes already for T = 1000. One can also see that the test may not be consistent against DGP such as the DCC-and the STCC-GARCH process. Such inconsistency would be good news because it makes it difficult to falsely reject the null of no interaction in volatility when a true DGP is the DCC-or the STCC-GARCH process with zero off-diagonal elements.
The overall results suggest that the power of the test does lie in the non-zero offdiagonal elements of the parameter matrices, and that non-constancy of the conditional correlation matrix only has a minor role to play in rejecting the null hypothesis.
Applications to daily return series
Data
In this section, the LM ECCC statistic is applied to pairs of foreign exchange rates as well as stock prices. Before fitting GARCH models, the level series are first transformed to the continuously compounded rate of returns by 100 ln(p t /p t−1 ), whereafter the sample means of returns are subtracted from the series.
The considerations include daily foreign exchange rates and stock price series. The exchange rates are daily noon buying rates in New York of the Japanese yen (JPY), the British pound (GBP) and the Swiss franc (CHF) against U. 3 . The levels and the demeaned continuously compounded returns are plotted in Fig. 2 and 3 . Descriptive statistics for all return series can be found in Table 7 . The variances of stock returns are higher than the ones of foreign exchange returns. As is typical for many financial series, there are strong excess kurtosis and non-zero skewness. The Japanese stock returns are positively skewed, whereas the U.S. stocks and the foreign exchange returns contain negative skewness. The Lomnicki-Jarque-Bera test of normality suggests non-normality of the return series. The Ljung-Box (1978) portmanteau or the McLeod-Li (1983) test indicates that higher-order dependence is present in the return series.
Results of CCC/ECCC-GARCH estimation
Estimation of parameters is carried out with the nonlinear optimisation function "optim" in R 2.3.1. We use the BFGS algorithm for the optimisation. Convergence is typically achieved after a few hundred iterations. To alleviate numerical difficulties in parameter restrictions, only the positivity constraints on a 0 , A 1 and B 1 are imposed during iterations. The weak stationarity and fourth-order moment conditions are checked ex post. In the applications that follow, we assume that z t ∼ N(0, P), so that the likelihood function (6) is regarded as the exact one.
Foreign exchange returns
The estimation results of the CCC-GARCH(1, 1) and the ECCC-GARCH(1, 1) models applied to the foreign exchange returns appear in Table 8 . Results for the pairs of JPY and GBP, JPY and CHF, and GBP and CHF are reported in Panels A, B and C, respectively. Within each panel, the upper half contains the results from the CCC-GARCH model, whereas the lower half has to do with the ECCC-GARCH model. Values of the LM ECCC statistic are reported in the third column from the right-hand side of Table 8 . In Panel A (the pair of JPY and GBP), the statistic has the p-value equal to 0.26, so the null of no volatility interaction cannot be rejected. In Panels B (JPY and CHF) and C (GBP and CHF), on the contrary, the p-values are very small, so that the null hypothesis is rejected at any conventional significance level. The outcomes indicated by the LM ECCC tests are confirmed by the ECCC-GARCH estimates. No off-diagonal element in A 1 and B 1 has a significant estimate in Panel A, whereas a 12 and b 21 in Panel B and a 21 in Panel C deviate from zero at the conventional level of significance. Thus, the lagged volatility in JPY has a positive effect on the current day's volatility in CHF. In addition, the squared innovation of CHF at day t − 1 has a positive influence on the volatility in JPY at day t. In the pair of GBP and CHF, the lagged squared innovation of GBP increases the volatility in CHF.
Regarding constant conditional correlation coefficients, all three pairs have significant estimates. In the pairs of JPY and GBP, and GBP and CHF, these are negative whereas the combination of JPY and CHF has a positive correlation.
Nearly all weak stationarity and fourth-moment conditions are satisfied, the fourthmoment condition in the pair of JPY and GBP being an exception. As Table 8 suggests, the contributions from the other currency, albeit significant, are minor, however, and their effects on volatility therefore remains quite small (see Fig. 4 and 5 for the similarity in volatility estimates from the two models). Accordingly, for each pair the difference in conditional correlation estimates between CCC-and ECCC-GARCH models are negligible.
Stock returns
The estimation results of the CCC-GARCH(1, 1) and the ECCC-GARCH(1, 1) models applied to the pairs of stock returns can be found in Table 9 . Panel A contains the results from the pair of GM and IBM, Panel B from NEC and Toshiba, Panel C from NEC and Hitachi, and Panel D from Toshiba and Hitachi. These panels have the same format as the ones of foreign exchange returns.
The LM ECCC statistics in the third column from the right are large enough for the null hypothesis of no volatility interaction to be rejected. In the four pairs of stock returns considered, nearly all off-diagonal elements in A 1 have significant estimates (exception is a 21 in Panels C and D), whereas none of the corresponding elements in B 1 is statistically significant. Interestingly, the magnitude of the off-diagonal elements in A 1 is not much lower than that of the diagonal elements. By comparison, it is much higher than the one in the exchange rate cases. The dynamic behaviour of volatility in the stock returns is affected by the lagged squared innovations of the other asset but not by the lagged conditional variance of the other variable. The conditional correlation coefficient has positive significant estimates for all four pairs.
The diagonal elements in B 1 take smaller values in the ECCC-GARCH model than those in the CCC-GARCH model. This is a consequence of the introduction of the offdiagonal elements in A 1 in the ECCC-GARCH model. However, the changes in parameter estimates do not appear to have affected the estimated volatilities and the conditional correlations. Fig 6 and 7 , and 8 and 9 show identical patterns in the CCC-GARCH and ECCC-GARCH variants of the model. Finally, in the stock return examples, the fourth-order moment conditions are satisfied in all combinations of stock returns.
Concluding remarks
In this article we propose an LM test for detecting the presence of volatility interactions or transmission in the context of the CCC-GARCH model. Simulation experiments indicate that the test statistic has favourable finite sample properties. Its empirical size is typically close to the nominal one for time series with over a couple of thousands observations. The test also has reasonable power, although, as usual, counterexamples can be found through some extreme parameterisations. According to the power simulations under changing conditional correlations, the null of no interaction in volatility is not often rejected when DGPs have no volatility interaction. This indicates that the test is reasonably robust against time-varying conditional correlations. In the applications, six pairs of financial return series out of seven investigated seem to have volatility interactions. Significant interaction effects are typically due to the lagged squared innovations of the other variable. Although such effects are very small, they are detected by the test. It may thus not be a good idea to assume no volatility interaction a priori, which means that a statistical procedure such as our test is needed. Noting that it works well under time series with time-varying conditional correlations, the test is a useful additional tool in modelling volatility in multivariate financial time series.
The test is derived under the assumption of constant conditional correlations. Assuming such constancy over a long period of time may not always be realistic. Although the test seems rather robust against changing conditional correlations, it is of interest to extend the test to the case of a vector GARCH model with time-varying correlations. Such an extension, however, is left for future research. 
A Mathematical derivations and proofs
Throughout this appendix, vector and matrix derivatives, and some properties of special matrices are intensively used. These results can be found in Lütkepohl (1996) and Magnus and Neudecker (1998) . See also Eklund and Teräsvirta (2006) .
A.1 Proof of Lemma 1
Since θ = [ω , ρ ], the partial derivative of the log-likelihood function for observation t with respect to θ is partitioned into
The upper block in (37) has N (2N + 1) entries while the lower one has N (N − 1)/2 elements. For the upper block in (37), we can use the chain rules of vector derivatives to have
By similar manipulations for the lower block in (37), we obtain
The equations (38) and (39) constitute (11).
A.2 Proof of Lemma 2
The second partial derivative of the log-likelihood function for observation t with respect to θ, or the Hessian, can be partitioned in the following way:
In the subsequent sections, we supply blockwise derivations of the Hessian (40). The final results (12) is attained by taking the conditional expectations of derived blocks with the relations E[z t z t ] = P and H t = D t PD t .
A.2.1 The upper left block of the Hessian
The upper left block of (40) is given by ∂ ∂ω
The first term in (41) is decomposed to
The second term in (41) is developed to
By similar operations, the third term in (41) is rewritten as
Substituting back into (41) and rearranging yields ∂ ∂ω
A.2.2 The lower right block of the Hessian
The lower right block of (40) can be written as
Noticing that ∂ 2 vec(P) /∂ρ ∂ρ = 0, the first term in (46) is reduced to
and the second term is equal to
Combining all together produces
A.2.3 The lower left and upper right blocks of the Hessian
Next consider the lower left block that is the cross derivatives. Using the facts that
we have
The upper right block of (40) is obtained by transposing (51), so that
Finally, taking the conditional expectations of (41), (49), (51) and (52) with the relations E[z t z t ] = P and H t = D t PD t , and transposing them yields (12).
A.3 Proof of Lemma 3
Since (18) is immediate from Corollary 2 in He and Teräsvirta (2004) , we verify that (19) holds under the assumption of normality. First note that 
and M ij = 0, i = j. Then (see Nabeya, 1951) ,
It thus follows that
Inserting (57) into (53) yields (19). 
Note: For definitions of these models, see Engle and Sheppard (2001) , Silvennoinen and Teräsvirta (2005, 2006) . 
