Objective: This work presents a novel approach for the automated prediction of the aesthetic result of breast cancer conservative treatment (BCCT). Cosmetic assessment plays a major role in the study of BCCT. Objective assessment methods are being preferred to overcome the drawbacks of subjective evaluation. Methodology: The problem is addressed as a pattern recognition task. A dataset of images of patients was classified in four classes (excellent, good, fair, poor) by a panel of international experts, providing a gold standard classification. As possible types of objective features we considered those already identified by domain experts as relevant to the aesthetic evaluation of the surgical procedure, namely those assessing breast asymmetry, skin colour difference and scar visibility. A classifier based on support vector machines was developed from objective features extracted from the reference dataset. Results: A correct classification rate of about 70% was obtained when categorizing a set of unseen images into the aforementioned four classes. This accuracy is comparable with the result of the best evaluator from the panel of experts.
Introduction
Breast cancer conservative treatment has been increasingly used over the last few years, as a consequence of its more acceptable cosmetic outcome when compared with mastectomy, but with identical oncological results. Although considerable research has been put into BCCT techniques, diverse aesthetic results are common, highlighting the importance of this evaluation in institutions performing breast cancer treatment, so as to improve working practices.
The categorization of the aesthetical result relies on the complex interplay of various factors, subjectively estimated and combined by observers through visual inspection. Traditionally, aesthetic evaluation has been performed subjectively by one or more observers [1] [2] [3] . The accurate evaluation of aesthetic result is mainly dependent on the observers' experience because different and complementary variables and estimations are combined synergistically in assigning an evaluation grade. Taking into account the inherent subjectivity of any human decision, the final evaluation of aesthetic result performed by observers is questionable. In fact, this form of assessment has been shown to be poorly reproducible [4] [5] [6] [7] , which creates uncertainty when comparing results between studies. It has also been demonstrated that observers with different backgrounds evaluate cases in different ways [8] .
Objective methods of evaluation have emerged as a way to overcome the poor reproducibility of subjective assessment and have until now consisted of measurements between identifiable points on patient photographs [4, 7, 9] . The correlation of objective measurements with subjective overall evaluation has been reported by several authors [5] [6] [7] 10] . Until now though, the overall cosmetic outcome was simply the sum of the individual scores of subjective and objective individual indices [5, 6, 10, 11] .
The present study introduces a new methodology for assisting the aesthetical evaluation of BCCT, based on an optimized objective score for the quantification of the aesthetic results. The proposed method lies in the cross-section of medical expert systems, soft computing and machine learning. The method discriminates among the four categories of the best-known classification.
This introduction is concluded with a brief review of the work done in this area. In the next section we describe the data used and the procedure followed to obtain a gold standard classification. Section 3 outlines the analysis techniques employed. Section 4 presents the results of the experimental investigations. Finally, conclusions of the work are given in the last section.
Brief history of the cosmetic assessment measures
Harris [1] introduced a subjective overall cosmetic score, that would later become a de facto standard: excellent (treated breast nearly identical to untreated breast), good (treated breast slightly different than untreated), fair (treated breast clearly different from untreated but not seriously distorted) and poor (treated breast seriously distorted).
Until Pezner [4] , the reported works -of which [12, 13] are examples -have focused on the correlation between the overall cosmetic result, the effects of the surgery and the technique used, with the assessment being subjectively performed by observers. With Pezner [4] the objective assessment of the cosmetic result of the surgery was introduced with the first objective measure to evaluate asymmetry, one of the aspects of cosmesis: breast retraction assessment (BRA). In Pezner [14] the importance of objective measures was reinforced by demonstrating that observer consensus of cosmetic outcome is difficult to obtain. The same line of action had followers in Limbergen [9] , Tsouskas [15] and Vrieling [16] , among others.
Noguchi [11] measured the breasts' asymmetry objectively with a Moire topography camera. Breast atrophy, skin change, and surgical scar were assessed subjectively by observers. The overall cosmetic outcome was the sum of the individual scores of the objective and subjective assessments, this way introducing the roots for an overall objective assessment.
Al-Ghazal [10, 17] correlates the overall subjective evaluation performed by a six-member panel and the patients themselves, with an overall ''objective'' assessment, taking into account the objective measures of breast retraction and nipple deviation, and subjective factors (skin atrophy, skin changes, such as telangectasia or oedema, and surgical scar), analogously to Noguchi [11] . Yet using the same reasoning, Krishnan [18] added four individual rating (difference in volume, breast asymmetry, fibrosis and telangiectasia) to create an overall cosmetic index.
From this quick snapshot of what has been proposed so far, it is easy to conclude that current objective assessment evaluation methods lack a general and consistent approach. Our work aims at a totally objective overall measure, based on a more principled approach, rather that just the sum of the individual indices.
Data

Study population
This work adopted part of data collected in three different institutions in Portugal, comprising data from 120 patients. All patients were treated with conservative breast surgery, with or without auxiliary surgery, and whole breast radiotherapy, with treatment completed at least one year before the onset of the study. All patients signed an informed consent to participate.
Breast images were acquired employing a 4 M pixel digital camera. Photographs were taken in four positions with the patient standing on floor marks: facing, arms down; facing, arms up; operated side, arms up; contralateral side, arms up. Fig. 1 presents a typical set. A mark was made on the skin at the suprasternal notch and at the midline 25 cm below the first mark. These two marks create a correspondence between pixels measured on the digital photograph and the length in centimetres on the patient.
Reference classification
In order to investigate the possibility of defining a method of assessment reproducible on a worldwide basis, making use of objective measures, a set of patients with known overall classification was required. Since ideally the overall aesthetic assessment should correlate coherently with experts' assessment, collecting this type of evaluation from different areas of the world would probably provide the desired reference classifications. This choice was corroborated by a previous study [8] were it was shown that a homogeneous group of observers with experience in BCCT will provide better interobserver agreement than a mixed group involving clinicians with different levels of expertise.
Twenty-four clinicians working in 13 different countries were selected, based on their experience in BCCT (number of cases seen per year and/or participation in published work on evaluation of aesthetic results). They were asked to evaluate individually a series of 60 Â 4 photographs taken from 60 women submitted to BCCT (surgery and radiotherapy). Participants were asked to evaluate overall aesthetic results, classifying each case into one of four categories: excellent: treated breast nearly identical to untreated breast; good: treated breast slightly different from untreated; fair: treated breast clearly different from untreated but not seriously distorted; poor: treated breast seriously distorted [1] .
In order to obtain a consensus among observers, the Delphi process was used [19, 20] . The method is an attempt to obtain expert opinion in a systematic manner. Experts are recruited individually and anonymously. The survey is conducted over several rounds, and the results are analysed and then reported to the group. The process is considered complete when there is a convergence of opinion or when a point of diminishing returns is reached. Consensus was reached in 59/60 cases (98%) after two rounds. The evaluation of each case was considered consensual when more than 50% of observers provided the same classification on aesthetic result.
In order to obtain a larger sample size, a second consensus panel with another 60 cases was initiated. Participants were limited to those who had obtained at least 35 (60%) coincident answers with the final consensus in the previous panel. Nine of the 11 invited experts participated on this second Delphi consensus. Evaluation of each case was considered consensual when more than 67% of observers provided the same classification on aesthetic result. Consensus was obtained in 54/60 cases (88%)--see [21, 22] for more details.
Consensus on aesthetic results of breast cancer conservative treatment was obtained by the two panels in 113 of the 120 evaluated patients (94%).
Aesthetic evaluation of breast cancer conservative treatment Fourteen patients were classified as excellent (12%), 64 as good (57%), 24 as fair (21%) and 11 as poor (10%), as summarized in Table 1 .
Method
To evaluate the aesthetical result of BCCT, an observer identifies and evaluates colour, shape, geometry, irregularity and roughness of the visual appearance of the treated breast, comparing with the untreated breast; then, every aspect is subjectively combined as an overall classification. Instead of heuristically weighting the individual indices in an overall measure, we introduced pattern classification techniques to find the correct contribution of each individual feature in the final result and the scale intervals for each class, constructing in this way an optimal rule to classify patients.
In order to apply the proposed methodology (a) one must be in possession of a set of patients with known overall cosmetic classifications (as just described); (b) suitable features must be chosen to discriminate classes; finally (c) the optimum separating boundaries between classes must be found.
Feature selection
As possible types of features we considered those already identified by domain experts as relevant to the aesthetic evaluation of the surgical procedure [4, 9] . It is commonly accepted that the cosmetic result after BCCT is mainly determined by visible skin alterations or changes in breast volume or shape. Skin changes can consist of a disturbing surgical scar or radiation-induced pigmentation or telangiectasia [9] .
This information suggests that, to obtain a discriminative, robust, and concise representation of the aesthetical result of BCCT, different types of features are to be extracted from the digital images, conveying the perceptual information determining the aesthetical result.
Having selected the types of features, here emerges the question as how to extract the features of those types and which type of classifier to use. These issues are discussed at length in the following subsections.
Asymmetry features
There are many ways to describe breast asymmetry. The breast retraction assessment (BRA) is probably the most widely used index. Nevertheless, different measures were progressively introduced in the literature to capture breast asymmetry.
Instead of limiting any subsequent analysis to an initial choice of an asymmetry index, we decided on recording all well-known asymmetry indices -and some new ones introduced in this work -with the purpose of proceeding later to a feature selection analysis. The indices recorded to assess breast asymmetry were the following: Breast overlap difference (BOD): the non-overlapping area of the two breast after flipping one of them along a vertical line and making coincident both points of junction with thorax (see Fig. 2 ).
All these indices need a scale to be correctly evaluated--scale provided by the cross markers made on the patient's skin. To investigate the sufficiency of dimensionless features to portrait the overall aesthetic result, a set of corresponding dimensionless features were also defined and recorded from these seven base features (see Table 2 ).
Note that these dimensionless features do not depend on a scale mark, but only on the incisura jugularis position. The sufficiency of these dimensionless features would simplify the extraction of the measures, as it would render unnecessary the scale mark.
The asymmetry features were extracted with the help of a set of key points signalled manually by the user in the image, using the BCCT.core software, developed specifically for this purpose. The sternal notch, the scale mark, and the two nipples were identified with the help of moving markers. Breast contours were adjusted with an active contour based on splines with 11 control points.
Colour difference features
To mitigate the influence of variation of the image capturing conditions on image colour, a correction operation was applied before the extraction of any colour based feature.
Histogram equalization is a well-known image contrast enhancement method. However, the pure equalization forces the output to have a uniform pixel distribution, often leading to unnatural effects and visually disturbing artefacts. We opted for the method proposed in [23] that constructs an output histogram as a ''weighted mean'' of the input histogram and the perfectly uniform histogram. Setting the trade-off parameter a to 0 one obtains the original image unchanged, setting a to 1 the histogram is perfectly equalized. For colour images the histogram processing can be applied on the red, green and blue channels independently. However, that may change the order relation of the RGB components and thus producing hue-shifting related artefacts. Instead of going for the complex solution proposed in [23] -with unacceptable waiting times for the user when deployed for real operation -we opted to work with the data from the three channels together, as if providing from a single extended channel. That is enough to preserve the relative order of the RGB components.
To avoid distortions on the histogram correction due to different backgrounds, this histogram equalization was preceded by foreground/background segmentation, applying the histogram correction to the patient area only. For this purpose the foreground/background segmentation does not need to be very precise. A simple colour based segmentation, as detailed in the annex, suffices. Fig. 3 presents an example of an image before and after the histogram preprocessing.
After preprocessing the image by histogram equalization, the colour space was converted from the RGB values typically obtained from most image acquisition equipment to a more perceptually uniform colour space. The adopted colour space was the CIE L Ã a Ã b Ã . All colour features were extracted after these preprocessing operations, as depicted in the block diagram of Fig. 4 .
Measuring the dissimilarity between (parts of) images is of central importance in a broad range of applications, with a natural coexistence of different measures [24] . The radiation-induced pigmentation has a global effect over the colour of the treated breast. Therefore, we recorded two global measures based on histograms. First, breasts were selected with the help of two region-masks, as illustrated in Fig. 5 (a) . Next, for each breast the 3D colour histogram was computed, consisting of N ¼ 512 (8 Â 8 Â 8) bins. We also recorded the marginal histograms for each of the three channels, but with M ¼ 64 bins each. For each of these four histograms (L, a, b, and Lab3D), two dissimilarity measures were computed, the x 2 statistic and the earth movers distance (EMD) [24] . That amounts to eight different indices portraying global colour dissimilarity, hereafter represented as (the c prefix stands for colour)
Lab3D ; cEMD L ; cEMD a ; cEMD b ; cEMD Lab3D :
Scar visibility features
The surgical scar apperance was translated on a localized colour difference. To compute a local colour difference, the following procedure was adopted:
(1) each breast was divided into 12 angular sectors (308), with vertice on the nipple, see 
Pattern classifier
Different alternatives are at the disposal of the experimenter to design classifiers for multiclass problems. However, the problem here addressed, as many real life problems, involves classifying examples into classes which have a natural ordering. Conventional methods for nominal classes or for regression problems could be employed to solve ordinal data problems. However, the use of techniques designed specifically for ordered classes yields simpler classifiers, making it easier to interpret the factors that are being used to discriminate among classes. The reduced number of examples available also suggested the adoption of techniques with known good performance under these conditions, such as support vectors machines (SVMs) [25] . Our previous results [26, 27] support this decision. 120 J.S. Cardoso, M.J. Cardoso 
SVM basics
We consider briefly how the SVM binary classifier is formulated. In a typical binary classification problem we have a (training) set of points from two different classes and we are interested in separating them by a hyper plane. This is a typical form of a linear classifier. There are many linear classifiers that might separate perfectly the points of the two classes. To select the surface best suited to the task, the SVM sets the linear decision function in the middle of the gap between classes, correctly classifying all the training samples and putting the decision function as far apart from the given samples as possible: this way we minimize the chance of making an incorrect prediction over the unseen examples.
In the cases where the classes are not linearly separable in the feature space, we can no longer find a hyper plane perfectly separating the points of the two classes. If the non-linearly separable data can be interpreted as the result of noisy points (measurement errors, uncertainty in class membership, etc.), we can still keep the linear classifier and accept some errors. The goal is now to make the margin as large as possible but at the same time to keep the number of points misclassified as small as possible. Therefore the computation of the hyper plane becomes more involved, with the need to control the trade-off between the dual objectives of maximizing the margin and minimizing the misclassification error. A penalty for misclassifying an example is added to the objective function, weighted by a parameter C (for the standard C-SVM formulation, as used in this work), which controls the trade-off between misclassifying the data and the achieved margin. A high C value will force the SVM training to avoid classification errors.
If the non-linearly separable data portraits some intrinsic property of the problem, a more complex classifier, allowing more general boundaries between classes, may be more appropriate. The general methodology is to map the input feature space to a high dimensional feature space where the classes can be satisfactorily separated by a hyper plane. Then, the (linear) SVM method can be mobilized for the design of the hyper plane classifier in the new feature space. However, there is an elegant property in the SVM methodology allowing the implicit mapping into high dimension spaces [28] . This method is based on the idea of kernel functions kðx; yÞ. Using a kernel function, one can impose nonlinear boundaries, without explicitly knowing the mapping to the high dimension space. Although the SVM formulation does not include criteria to select a kernel function that gives good generalisation (or results in a classifier with low expected error bound), some common kernels include polynomial and radial basis functions kðx; yÞ ¼ exp ðÀgkx À yk 2 Þ.
Classification of ordinal data
Frank and Hall [29] introduced a simple algorithm that enables standard classification algorithms to exploit the ordering information in ordinal prediction problems. First, the data is transformed from a K-class ordinal problem to K À 1 binary class problems. Training of the ith classifier is performed by converting the ordinal dataset with classes C 1 ; . . . ; C K into a binary dataset, discriminating C 1 ; . . . ; C i against C iþ1 ; . . . ; C K ; in fact it represents the test C x > i. To predict the class value of an unseen instance, the ðK À 1Þ binary outputs are combined to produce a single estimation. Any binary classifier can be used as the building block of this scheme, in particular a binary SVM classifier. Observe that, under Frank and Hall approach, each of the ðK À 1Þ boundaries is computed independently. That may result in intersecting boundaries. As the intersection point of two boundaries would indicate an example with three or more classes equally probable (not plausible with ordinal classes), we introduced in [26] a method, the data replication method, that restricts the search to noncrossing boundaries.
The Frank and Hall method and the data replication method, both instantiated with SVMs, were used to train a classifier in the feature space previously introduced.
Classification power of features
It is obvious that neither colour nor asymmetry or scar visibility features alone are able to provide low classification error. We would like to select the subset of features attaining the lowest classification error. Evaluating all possible subsets is unfeasible. Remember that we recorded 7 þ 7 þ 4 þ 4 þ 4 þ 4 ¼ 30 features, leading to 2 30 different subsets of features. Therefore, we performed an educated partial full-search. Call Then we considered all possible subsets of features in one of the following forms:
We limited further each individual subset to 0, 1 or 2 elements, resulting in 25,137 different subsets of features being evaluated. Due to the shortage of labelled data, the discrimination power of each subset of features was estimated using a five-fold cross-validation scheme [30] .
In supervised classification problems with ordered classes, it is common to assess the performance of the classifier using measures which are not really appropriate. Very often, every misclassification is considered equally costly and the misclassification error rate (MER) is used. However, for ordered classes, losses that increase with the absolute difference between the classes numbers are more natural choices in the absence of better information. The mean absolute error deviation (MAD) criterion takes into account the degree of misclassification and thus is richer criterion than MER.
Still, this measure depends on the number assigned to each class, which is somewhat arbitrary. In order to avoid the influence of the numbers chosen to represent the classes on the performance assessment, we should only look at the order relation between ''true'' and ''predicted'' class numbers. The use of Kendall's tau-b, t b , [31] is a step forward in that direction.
To define t b , start with the N data points ðC x i ;Ĉ x i Þ; i ¼ 1; . . . ; N, associated with the true and predicted classes, and consider all NðN À 1Þ=2 pairs of data points. Following the notation in [31] , we call a pair ði; jÞconcordant if the relative ordering of the true classes C x i and C x j is the same as the relative ordering of the predicted classesĈ x i and C x j . We call a pair discordant if the relative ordering of the true classes is opposite from the relative ordering of the predicted classes. If there is a tie in either the true or predicted classes, then we do not call the pair either concordant or discordant. If the tie is in the true classes, we will call the pair an ''extra true pair'', e t . If the tie is in the predicted classes, we will call the pair an ''extra predicted pair'', e p . If the tie is both on the true and the predicted classes, we ignore the pair. The t b coefficient can be computed as
The t b coefficient attains its highest value, 1, when both sequences agree completely, and 0 when the two sequences totally disagree.
Results
The analysis of the confusion matrix for the best expert of the panel (the expert with best agreement with the consensus) in Table 3 , supported by a preliminary study, revealed that most of the difficulties to correctly estimate the class of a patient would show up in the discrimination between excellent and good classes. Therefore, we decided to start with three classes our attempt to objectify the aesthetical evaluation, by grouping together the excellent and good cases in a single class.
Results for three classes
The test results concerning the MAD and t b coefficients are summarized in Table 4 for the first ranked feature subsets, with decreasing accuracy. In parentheses, the standard deviation of the index is provided. The best parameterization of the classifier for each feature subset was found based on the cross-validation scheme. The experiments were conducted for the Frank and Hall method and the data replication method, both with linear and radial basis kernels. We performed a ''grid-search'' on the parameter C using cross-validation. We tried exponentially growing sequences of C: C ¼ 1:25 À1 ; 1:25 0 ; 1:25 1 ; . . . ; 1:25 30 . Experiments were conducted with features extracted from images of patients in front position, both with arms down and up. Best results were attained with the data replication method using the radial basis kernel (gamma parameter set to 3, empirically tuned for best performance), for the arms down position, for which results are presented. The main assertion concerns the superiority of the LBC and BCE, and corresponding dimensionless versions, over the other asymmetry indices considered in this study. In fact, LBC and BCE are the only asymmetry indices present in the top-10 subsets. It is also clear that the dimensionless features revealed better suitability to the discrimination process than the with-dimension features. These conclusions may embody the greater robustness of LBC and BCE against adverse conditions on the capture process of the images. Patients may not adopt the correct posture; the photographer may take the image not exactly in the front position, etc. The happy fact of dimensionless features exhibiting better performance than the corresponding dimension-based features, simplifies the capture process, dismissing the need of auxiliary marks. Table 5 presents the confusion matrices for the automatic algorithm based on the feature subset fpLBC; pBCE;cEMD a ; sx 2 Lab3D g and for the panel expert most approximating the reference classification (consensus). As seen, the performance of the automatic algorithm is comparable with the performance of the best panel expert in the set of 113 patients. The expected absolute error rate of 15.7% was considered acceptable.
In Fig. 6 is presented the example that was erroneous classified by the automatic algorithm to a non-contiguous class. In patient #103 the quite visible deformation of the treated breast is not reflected in a significative asymmetry on the nipple position or the lower breast contour.
Results for four classes
Following the procedure adopted for the three classes setup, we evaluated the classifiers and the Aesthetic evaluation of breast cancer conservative treatment 123 feature subsets at our disposal. The best result was again for the subset fpLBC; pBCE;cEMD a ; sx 2 Lab3D g, with the data replication method using a radial base kernel. The accuracy attained was of MAD = 0.296 (0.019) and t b ¼ 0:697 (0.107). The confusion matrix for 113 patient dataset is presented in Table 6 .
No patients were classified as Excellent by the algorithm. This is mainly due to the unbalancing of the data, with the Good class being much more represented than the Excellent class. Moreover, humans tend to use more the middle classes in detriment of extreme classes. These facts led us to adopt higher costs to the misclassifications of the cases of the Excellent and Poor classes. When training a classifier, the simplest setting is to equally penalize any misclassification error. (In the C-SVM formulation higher C values mean higher penalties.) However, more general settings allow us to apply different cost values to examples from different classes. The classifiers were then trained with the costs (Cost Exc , Cost Good , Cost Fair , Cost Poor ) = (2.5; 1; 1; 2). Under this formulation the best performance was obtained with the classifier of Frank and Hall based on the feature subset fpLBC; pBCE;cEMD L ; cEMD a ; cEMD b ; sx The confusion matrix, presented in Table 7 , reveals a more appropriate distribution of cases amongst classes, comparable with the confusion matrix for the best expert. As observed, just one patient was erroneously classified to a non-contiguous class. Patient #049 was classified automatically as excellent while being classified as fair by the panel (see Fig. 7 ).
Conclusion
To evaluate the aesthetical result of BCCT, an observer identifies and evaluates colour, shape, geometry, irregularity and roughness of the visual appearance of the treated breast, comparing with the untreated breast. This type of examination is rather subjective, individual and to a great extent depends on the observer's experience. An ability to obtain objective measures of these features would be very helpful for assuring objective analysis of the aesthetical result of BCCT, and creating systematic databases for education, health care, and research purposes. The surge of data mining techniques has created new exciting possibilities in medicine.
In this paper, we have presented an approach to an automated analysis of images of BCCT, aiming to categorize the images into excellent, good, fair, and poor classes. To accomplish the categorization, first, a concise representation of a BCCT image is obtained based on asymmetry, colour, scar visibility features. The representation is then further analyzed by a pattern classifier performing the categorization.
The asymmetry between both breasts was conveyed under a large set of indices, some of them introduced for the first time in this work. The consideration of two versions of each index, with and without dimension, tried to evaluate the need to have an auxiliary mark, providing the scale correction. The Excellent  0  14  0  0  14  Good  0  61  3  0  64  Fair  0  3  21  0  24  Poor  0  1  7  3  11   Total  0  79  31  3  113 Differences in 16.81% of the cases. fact that the best subset of features included only relative indices, dismissed such a necessity. To extract the colour features, the colour content of each breast is first characterized by a colour histogram; the dissimilarity between both histograms serves as the colour features. The scar visibility was translated into local colour dissimilarity, by comparing corresponding sectors of the breasts. Beyond a doubt a larger number of salient scar features can be extracted. This issue will be the subject-matter of further research.
The data replication method instantiated with support vector machines, a method specific for ordinal classes, provided the highest correct classification rate, outperforming the Frank and Hall method. A correct classification rate of about 70% was obtained when categorizing a set of unseen images into the aforementioned four classes. This accuracy is comparable with the result attained by the best panel expert in the set of the 113 patients. Bearing in mind the high similarity of the decision classes, the results obtained are rather encouraging and the developed tools could be very helpful for assuring objective analysis of the images of breast cancer conservative treatment.
Appendix A. Software
The BCCT.core Workstation allows the user to select one of the available medical images from the image database. This database may include from one to four images of the same patient, comprising front views of the patient (arms up and down) and lateral views. The selected image(s) is (are) displayed on the monitor screen of the user computer.
The BCCT.core Workstation integrates a tool to quickly and accurately automate the measurement process of all the well-known indices correlated with the overall aesthetical result of the breast cancer conservative treatment. Besides the indices describing asymmetry between breasts, the colour difference and surgical scar visibility were also conveyed with appropriate indices. All these measures are reported automatically to the user and are saved in a database. BCCT.core is also especially useful for reporting quickly and accurately results that were, up until now, time consuming, requiring the proficiency on several tools.
A second major functionality of BCCT.core Workstation is the ability to convert automatically the set of measures performed on the digital images onto an overall objective classification of the aesthetical result. During the development phase of the BCCT.core the artificial intelligence module described in this article was trained and optimized to predict the overall aesthetical classification on the universally used scale of four classes (excellent, good, fair, poor). when in use, the artificial intelligence module automatically evaluates the aesthetical result of the breast cancer conservative treatment. This classification is also reported automatically to the user and saved in a database. The objective overall classification outputted by this module constitutes a valuable summary of the aesthetical result, enabling effective comparison among different medical teams and centres all over the world.
The next figure represents a screenshot of the graphical user interface of the BCCT.core software (Fig. A.1 ). 
