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Introduccio´n
La Teor´ıa de Respuesta al I´tem (TRI) es un a´rea de continuo desarrolllo dentro de la
psicometr´ıa y, como reportan Bock (1997) y Thissen & Steinberg (2009), existen cientos de
art´ıculos e informes elaborados en las u´ltimas ocho de´cadas.Tambie´n ha crecido su participaciio´n
en investigaciones aplicadas dentro de las ciencias sociales, de la salud y del comportamiento
(Reise & Waller, 2009). Actualmente la TRI es una metodolog´ıa que cumple un rol central
en los programas de evaluacio´n alrededor del mundo, como por ejemplo PISA (Program for
International Student Assessment) o el NAEP (National Assessment of Educational Progress)
en Estados Unidos y el National Assessment of Basic Education Quality en China (Cai et al.,
2016). En Uruguay se aplica esta metodolog´ıa en la prueba adaptativa de ingle´s a estudiantes
de primaria, en la evaluacio´n nacional de aprendizajes llevada a cabo por el INEEd (Instituto
Nacional de Evaluacio´n Educativa) y en la prueba diagno´stica de competencias al ingreso a la
Universidad.
La mayor parte de los art´ıculos y aplicaciones se han realizado para el caso unidimensional
de rasgo latente, asumie´ndose que la covariacio´n entre los ı´tems se debe a la presencia de una
u´nica variable latente continua, no toma´ndose en cuenta la presencia de jerarqu´ıas anidadas y de
variables latentes multidimensionales. Es claro que muchos de los constructos en ciencias sociales
y del comportamiento tienen mu´ltiples facetas y rasgos multidimensionales por lo que desarrollar
esta parte de la teor´ıa es de capital importancia. Por otro lado, dentro de los modelos estudiados
se destacan ampliamente los modelos parame´tricos, siendo ma´s limitada la produccio´n acade´mica
en modelos no parame´tricos. Los modelos parame´tricos tienen limitaciones importantes, por
ejemplo, no toman en cuenta elementos tales como la no monoton´ıa de los ı´tems, as´ı como otros
apartamientos de la forma propuesta. Otro problema es que los procedimientos de estimacio´n
para muchos de estos modelos tienen una fuerte correlacio´n muestral y los procedimientos de
estimacio´n son iterativos y la convergencia a la solucio´n es lineal.
Esta tesis se enfoca en el a´rea de los modelos no parame´tricos multidimensionales y en
modelos no parame´tricos con restricciones de monoton´ıa. Estas dos a´reas tienen un desarrollo
limitado por lo que creemos importante incursionar en ellas.
Las principales contribuciones de esta tesis al estado del arte en los modelos no parame´tricos
de TRI son:
Presentar un modelo unidimensional de TRI basado en regresio´n polino´mica local no
parame´trica.
Plantear un estimador de los rasgos y un estimador de las CCI basado en regresio´n no
parame´trica para el caso multidimensional, generalizando as´ı el modelo unidimensional de
Ramsay y el basado en regresio´n mediante polinomios locales. Estos esta´n dados por las
ecuaciones 3.24, 3.7 y 3.11.
Contemplar en los modelos propuestos las variantes para ı´tems dicoto´micos, polito´micos
y respuesta continua (seccio´n 3.2.2).
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3Presentar estimadores de la densidad del rasgo y de la co´pula subyacente (ecuaciones 3.14
y 3.16).
Dar propiedades de los estimadores cuando el rasgo es medido sin error. Probar la con-
sistencia en la estimacio´n de la densidad del rasgo y su distribucio´n asinto´tica (teoremas
3.3.2, 3.3.9), 3.3.8 y subseccio´n 3.3.1).
Dar aproximaciones a la eleccio´n de la ventana o´ptima para la estimacio´n de la densi-
dad(seccio´n 3.5).
Establecer las condiciones que deben cumplirse para que los estimadores multidimensio-
nales del rasgo y la CCI propuestos sean consistentes de manera conjunta en el caso
general.
Hipo´tesis: seccio´n 3.7.
Consistencia de los rasgos cuando no hay empates: teorema 3.8.10.
Consistencia de los rasgos una vez rotos los empates: corolario 3.8.12.
Cota del ECM de las CCI: teorema 3.8.14.
Consistencia de las CCI: teorema 3.8.15.
Consistencia conjunta: teorema 3.8.16.
Probar la consistencia de la estimacio´n de la CCI, su distribucio´n asinto´tica y la convergen-
cia completa en el caso donde el rasgo es medido sin error (teoremas 3.9.1,3.9.4,3.9.5,3.9.6,3.9.7
y 3.9.8).
Dar aproximaciones al sesgo y la varianza y a la eleccio´n de la ventana o´ptima para la
estimacio´n de la CCI (secciones 3.10 y 3.10.1).
Plantear un nuevo estimador mono´tono de las CCI para el caso unidimensional(seccio´n
4.1).
Encontrar un estimador mono´tono para las CCI en cada componente para el caso multi-
dimensional (seccio´n 4.1).
Dar propiedades para el estimador iso´tono en el caso de rasgo medido sin error, (teorema
4.2.13).
Realizar simulaciones para determinar el comportamiento de los estimadores hallados
(cap´ıtulo 5).
Aplicar estos modelos a tests espec´ıficos para estudiar su utilidad pra´ctica (cap´ıtulo 6).
La tesis se estructura en siete cap´ıtulos y un anexo que abarcan aspectos teo´ricos, simulaciones
y aplicacio´n de los modelos hallados a casos reales. Los cap´ıtulos I y II presentan el estado actual
de las investigaciones en TRI y TRI no parame´trico. En los cap´ıtulos III al VI se desarrollan los
aportes espec´ıficos de la tesis y, finalmente, el cap´ıtulo VII trata de las conclusiones obtenidas,
las limitaciones de los me´todos y los problemas abiertos que surgen a partir de lo estudiado. En
el anexo se presentan los gra´ficos de modo de facilitar la lectura de la tesis.
En el cap´ıtulo I se realiza una brev´ısima presentacio´n sobre TRI parame´trico. Se considero´
importante analizar con cierto detalle los or´ıgenes de la TRI y sus supuestos y tambie´n exponer
claramente algunos me´todos de estimacio´n y sus algoritmos. El objetivo de esto u´ltimo es
4evidenciar las dificultades en la estimacio´n de los para´metros y los rasgos en este tipo de modelos
para contrastarlos luego con la simplicidad de los algoritmos de estimacio´n no parame´tricos.
Espec´ıficamente en este cap´ıtulo nos focalizamos en cuatro aspectos:
a) Or´ıgenes, primeros desarrollos y supuestos de la TRI, presentadas desde una perspectiva
que no es la que usualmente esta´ presente en la literatura.
b) Una somera descripcio´n de los modelos parame´tricos que pueden analizarse tambie´n desde
una perspectiva no parame´trica.
c) Descripcio´n detallada de los algoritmos de estimacio´n para los modelos cla´sicos a los
efectos de mostrar su complejidad, que la solucio´n obtenida puede ser a menudo inestable y la
indeterminacio´n de la escala, de forma de poder compararlos con la simplicidad de los algoritmos
propuestos.
d) Presentacio´n de algunos modelos multidimensionales parame´tricos y sus supuestos, ya que
esta tesis tiene un alto componente en este tipo de modelos desde la perspectiva no parame´trica.
En el cap´ıtulo II se presentan los me´todos no parame´tricos y en particular el modelo de
Ramsay unidimensional como antecedente de los discutido en esta tesis, as´ı como un nuevo
enfoque de Ramsay del an˜o 2016.
El cap´ıtulo III esta´ dedicado a la presentacio´n de los dos modelos multidimensionales no
parame´tricos mencionados anteriormente. Se desarrollara´n los siguientes temas:
a) Estimacio´n del rasgo.
b) Me´todo para la estimacio´n aproximada de la densidad del rasgo, basado en la densidad
no parame´trica para variables aleatorias observables (rasgo medido sin error).
c) Estimacio´n de las CCI y FRI para los diferentes casos.
d) Consistencia del estimador y distribucio´n asinto´tica en el caso de rasgos medidos sin error.
e) Una seccio´n, a nuestro juicio muy importante, dedicada a encontrar las condiciones para
que el estimador multidimensional basado en regresio´n no parame´trica para el caso dicoto´mico
sea consistente conjuntamente para el rasgo y las CCI, esto es cuando el taman˜o muestral y la
longitud del test crecen juntos. Las condiciones encontradas tratan sobre el nu´cleo, los anchos
de las ventanas y las funciones auxiliares usadas en la estimacio´n de los rasgos. Bajo estas
condiciones se obtienen cuatro resultados principales en Rd que incluyen el resultado de Douglas
(1997) para el caso unidimensional:
a) Consistencia del rasgo: maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖−→ 0 en probabilidad y
maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖−→ 0 completamente ( en particular con probabilidad 1).
b) Para θ0 ∈ (0, 1)d fijo
(1) max{ECM(P̂n,i(θ0)) : 1 ≤ i ≤ n} ≤ O(ma´xl(
∑n
i=1 c
2
n,l,i)
2α) + e−η
c) Consistencia de las CCI: supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)− Pn,i(θ) |→ 0 si n→ +∞ comple-
tamente con (a, b)d ⊂ (0, 1)d.
d) Consistencia conjunta: con probabilidad 1.
max{maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖, supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)− Pn,i(θ) |} → 0 si n→ +∞
En el cap´ıtulo IV se presenta el modelo iso´tono unidimensional y el modelo iso´tono en cada
dimensio´n para el caso multidimensional. Nos basaremos en un me´todo desarrollado por Dette
et al. (2006). A partir del estimador no mono´tono de la CCI se obtiene el estimador iso´tono de
la inversa de la CCI mediante
(2) P̂−1(θ) = 1
Thd
∫ θ
−∞
∑T
i=1Kd(
P̂ ( i
T
)−u
hd
)du
5luego, a partir de esta, obtenemos la CCI. Para el caso de rasgo conocido o medido sin error
siguiendo el trabajo de Dette et al.(2006) mostramos como quedar´ıa la distribucio´n asinto´tica
del estimador.
En el cap´ıtulo V se muestran los resultados de los estudios de simulacio´n llevados a cabo
para analizar diferentes aspectos de los modelos presentados.
En el cap´ıtulo VI aplicamos los modelos a dos casos particulares:
a) Analizamos dos cuadernillos de la prueba de evaluacio´n de conocimientos en matema´tica
al ingreso a la Universidad de la Repu´blica en Uruguay, donde aplicamos los cuatro modelos uni-
dimensionales no parame´tricos presentados y luego aplicamos los modelos al caso bidimensional,
considerando las dimensiones a´lgebra y ca´lculo.
b) Estudiamos el Children Depression Inventory (CDI) de Kovacs, aplicado a una muestra
representativa de estudiantes de Montevideo. Este test es de respuestas polito´micas por lo que
usamos los modelos no parame´tricos presentados en el caso de respuesta graduada. Luego,
estimamos las funciones de respuesta considerando un modelo de dimensio´n cuatro y graficando
las proyecciones en un espacio de dimensio´n dos.
Finalmente, en el cap´ıtulo VII presentamos las conclusiones de la tesis, as´ı como las limita-
ciones de los modelos. Tambie´n mencionamos posibles l´ıneas de desarrollo futuro y problemas
abiertos.
Cap´ıtulo 1
Teor´ıa de respuesta al ı´tem
1.1. Or´ıgenes y primeros desarrollos
En este cap´ıtulo presentamos en forma sinte´tica los principales modelos parame´tricos de
la teor´ıa de respuesta al ı´tem (TRI) que se han desarrollado, dejando la presentacio´n de los
modelos no parame´tricos para el pro´ximo cap´ıtulo. Como explicamos en la introduccio´n, solo
presentaremos con detalle los aspectos directamente relacionados con la tesis y en forma breve
los otros modelos a los efectos de realizar una s´ıntesis histo´rica de la TRI desde sus inicios a
nuestros d´ıas. La u´nica excepcio´n a esto se dara´ al inicio de este cap´ıtulo donde trataremos
los or´ıgenes y supuestos de la TRI pretendie´ndose con esto presentar algunos elementos que
usualmente no son mencionados en la bibliograf´ıa usual. Dedicaremos atencio´n a los modelos
que pueden ser analizados desde la perspectiva no parame´trica basada en regresio´n con nu´cleos,
tanto en una dimensio´n como en dimensiones superiores. Tambie´n nos focalizaremos, en parte
de este cap´ıtulo, en presentar los algoritmos de estimacio´n de los modelos cla´sicos, su deduccio´n
e implementacio´n, para poder justificar luego nuestra afirmacio´n que los me´todos propuestos son
mucho ma´s simples de estimar que los parame´tricos usuales y con performance similar respecto
al ajuste cuando los datos siguen el modelo parame´trico propuesto y mucho mejor cuando los
datos no lo siguen.
La TRI se diferencia de la teor´ıa cla´sica de los test por utilizar modelos basados en las
caracter´ısticas de los ı´tems en vez de las del test, donde estas caracter´ısticas son independientes
del grupo en que el ı´tem se ha calibrado y las puntuaciones en el rasgo no dependen de las
puntuaciones obtenidas en cada test particular. Otra diferencia importante reside en el modelo
inicial del que se parte, que permite obtener una medida de la precisio´n para cada puntuacio´n del
rasgo, lo que la distingue claramente de la teor´ıa cla´sica y tambie´n permite que para evaluar la
fiabilidad no se requieren de tests estrictamente paralelos. La TRI toma los ı´tems como unidad
de ana´lisis y permite describir algunas propiedades psicome´tricas del test mediante indicadores
invariantes. Este enfoque establece una relacio´n funcional entre la respuesta del examinado a
cada ı´tem y el rasgo latente responsable de tal realizacio´n y al que notaremos θ. La funcio´n que
valora la probabilidad de obtener determinada puntuacio´n en el ı´tem condicionado al rasgo en
los modelos dicoto´micos se denomina usualmente curva caracter´ıstica del ı´tem (CCI) y en el
caso polito´mico funciones de respuesta al ı´tem (FRI). En esta tesis se utilizara´ cualquiera de
los te´rminos como sino´nimos siempre que no de´ lugar a confusio´n y en el caso multidimensional
se denominara´n superficies de respuesta al ı´tem.
Se ha adjudicado la primera referencia del concepto curva caracter´ıstica del ı´tem a Lord y
Novick (1968). Sin embargo, Carlson y von Davier (2013) rescatan una cita de Green (1980)
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7donde se sen˜ala a Tucker (1946) como quien introdujo este concepto usando el modelo de
ojiva normal. Efectivamente, Tucker en su art´ıculo Maximum validity of a test with equivalent
items publicado en Psychometrika en 1946 presenta una serie de ideas ba´sicas para el posterior
desarrollo de la TRI. En primer lugar, asume que existe una funcio´n sobre los verdaderos
valores de una escala y que la probabilidad de responder correctamente un ı´tem es una curva
dada por la integral de la distribucio´n normal. Tambie´n, esboza el concepto de variable latente
continua, al afirmar que existe un continuo de puntajes verdaderos, los que con los errores de
medida, producen los puntajes observados. Presenta gra´ficamente el modelo de ojiva normal
y expresa : “se asume que los individuos con puntajes bajos en el continuo de la habilidad
son menos propensos a responder correctamente cada ı´tem e individuos con altos puntajes
verdaderos tienen ma´s probabilidad de responder cada ı´tem correctamente...La probabilidad de
e´xito en un ı´tem estar´ıa relacionada con los puntajes verdaderos en la habilidad...Un ı´tem que
tiene discriminacio´n perfecta estara´ representado por una l´ınea vertical localizada en aquel valor
de la habilidad que todos los individuos con puntaje menor fallan el ı´tem y todos los individuos
con puntaje ma´s alto lo pasan” (Tucker, 1946: 2).
Ma´s adelante introduce el modelo de ojiva normal de dos para´metros y establece que la
“proposicio´n precedente puede establecerse ma´s precisamente en te´rminos matema´ticos. Las
curvas de los ı´tems...en el caso ma´s simple depende de dos para´metros: uno, para el nivel
general de dificultad, y otro, para la potencia discriminativa del ı´tem” (Ibidem: 2).
En la ecuacio´n 2 del art´ıculo mencionado Tucker (1946) representa la curva mediante:
pjs =
∫ uj=(s−sj)/σj
uj=∞
1√
2pi
e−
1
2
µ2i dµj
siendo sj es el valor de la habilidad donde la probabilidad de acertar el ı´tem es 1/2 y σj es
una constante de las curvas que determina la dispersio´n de la curva.
En la de´cada de 1950 Fred Lord y Bert Green realizaron importantes aportes a la teor´ıa de
los tests de forma que sus trabajos se pueden considerar algunos de los primeros aportes a la
TRI. Es interesante observar como en esa e´poca los boletines del Educational Testing Service
eran sumamente detallados y dieron origen a diferentes art´ıculos. Ejemplos de estos boletines de
investigacio´n son el Research Bulletin No. RB-50-38 de Green (1950) (“A general solution for
the latent class model of latent structure analysis”) y el Research Bulletin No. RB-52-10 de Lord
(1952)(“The relation of test score to the ability underlying the test ”). Estos reportes condujeron
a sendos art´ıculos, Green (1951a) publicado en Psychometrika y Lord (1953) publicado en
Educational and Psychological Measurement.
El trabajo de Lord y Green en esos an˜os fue muy fruct´ıfero, Lord (1951,1952a, 1952b, 1953)
uso´ y explico´ muchos de los conceptos de la TRI como curva caracter´ıstica del ı´tem, curva
caracter´ıstica del test, error esta´ndar condicionado a la habilidad latente y el concepto de
invarianza de los para´metros. Aparece en esa e´poca el concepto de independencia local que Lord
(1980a) atribuye a Lazarsfeld (1950) quien lo usa en el cap´ıtulo “The logical and mathematical
foundation of latent structure analysis”. del libro Studies in social psychology in World War
II: Vol. 4. Measurement and prediction. Lord (1980a) menciona adema´s que Lazarsfeld uso´ el
te´rmino trace line para una curva como la CCI, entendiendo como curva caracter´ıstica del ı´tem
a la relacio´n funcional que expresa la probabilidad de responder correctamente a un ı´tem j
condicionado a una variable latente.
Green, por su parte, en 1950, presenta en el Educational Testing Service el reporte de inves-
tigacio´n RB-50-38 que ya mencionamos, y adema´s, el RM-50-20 (“A proposal for a comparative
study of the measurement of attitude”),RM-50-26 (“A proposal for an empirical evaluation of
the latent class model of latent structure analysis”) y RB-50-65 (“Latent structure analysis and
8its relation to factor analysis”) y en 1951 el RB-51-15 (“Latent class analysis: A general solution
and an empirical evaluation”) y el art´ıculo en Psychometrika tambie´n ya mencionado donde
analizo´ datos de respuesta al ı´tem usando estructuras latentes y modelos de clase latente (Green
1950a, b, c, d). En 1952 publica un art´ıculo en el Journal of the American Statistical Association
(“Latent structure analysis and its relation to factor analysis”) donde mostro´ la relacio´n entre
los modelos de estructura latente y el ana´lisis factorial.
El modelo de ojiva normal de Lord
Este es el primer modelo desarrollado y utiliza desde una nueva perspectiva los dos para´metros
cla´sicos usados por la teor´ıa cla´sica de los tests: la discriminacio´n y la dificultad de los ı´tems.
Lord lo presenta en 1952 en su publicacio´n “A theory of test scores ” obteniendo su deduccio´n
de una manera natural y donde resulta magn´ıfica la adecuacio´n de elementos de la psicof´ısica
al problema de respuesta de los ı´tems considerando una variable latente que condiciona las
respuestas. Sin embargo, el modelo presentaba dificultades para la estimacio´n de los para´metros,
que fueron solucionadas ma´s tarde por Lord y Novick en 1968.
Lord considera una variable auxiliar Γi(θ) (la cual depende del rasgo), que indica la propensio´n
a responder correctamente el ı´tem i en funcio´n del rasgo, con −∞ ≤ Γi ≤ ∞, y luego asume
la existencia de un umbral γi tal que si Γi ≥ γi, el ı´tem se responde correctamente, es decir,
uij = 1 y si Γi < γi el ı´tem se falla, o sea uij = 0. Claramente la variable Γi no es observable,
siendo observables las respuestas de los sujetos a cada ı´tem, esto es uij con j = 1, 2, ..., N . Lord
asume para modelizar a los ı´tems que: Γi es una funcio´n lineal de θ, es decir, Γi = αi + βiθ + i
con i = N(0, σ
2) y donde el rasgo se considera sin errores de medida. Deduce entonces la
probabilidad de responder correctamente el ı´tem i dado que el sujeto tiene un nivel de rasgo
θj mediante:
(1.1) Pi(θj) =
∫ ai(θj−bi)
−∞
1√
2pi
e−
z2
2 dz
Al para´metro bi le llama dificultad del ı´tem y representa el punto en la escala de rasgo en el
cual la probabilidad de responder correctamente el ı´tem es 0.5. Al para´metro ai le llama ı´ndice
de discriminacio´n del ı´tem i y es proporcional a la pendiente de la CCI en el punto θ = bi, como
se puede comprobar directamente derivando y observando que P ′i (bi) =
ai√
2pi
.
En la deduccio´n del modelo, Lord no hace supuestos sobre la distribucio´n del rasgo en la
poblacio´n. En Baker (1992) se puede ver la deduccio´n completa del modelo y sus propiedades.
Si la distribucio´n es normal y no hay aciertos al azar en el ı´tem, se puede establecer una
conexio´n con la teor´ıa cla´sica de los test. Richardson (1936) y Tucker (1946) mostraron que
bajo esta condicio´n el coeficiente de correlacio´n biserial ρθUi cumple ρθUi =
ai√
1+a2i
. Adema´s,
si notamos la dificultad del ı´tem (segu´n la teor´ıa cla´sica)por pi y notando δi = biρθUi ; Tucker
(1946) mostro´ que:
pi =
1√
2pi
∫ +∞
δi
e
−1
2
z2dz
El modelo que acabamos de presentar es conocido como modelo de ojiva normal de dos
para´metros. Existen variaciones de este modelo. Si suponemos que la discriminacio´n es uno,
se obtiene el modelo de un para´metro. Birnbaum (1968) incorpora la posibilidad de aciertos
al azar agregando un para´metro y deduce el modelo de tres para´metros que toma la forma
Pi(θj) = ci + (1 − ci)
∫ ai(θj−bi)
−∞
1√
2pi
e−
z2
2 dz, en tanto Barton y Lord (1981) han propuesto un
modelo de cuatro para´metros, que no discutiremos aqu´ı, ya que no aporta ventajas significativas
respecto a los anteriores.
9Sijstma y Junker (2006) hacen notar que el modelo de Lord es ba´sicamente el modelo de juicio
comparativo de Thurstone (1927). El modelo de juicio comparativo expresa la probabilidad
que un est´ımulo j sea preferido sobre un est´ımulo k usando la funcio´n de distribucio´n normal
mediante:
P (tjk > 0) = P (jk > −(µj − µk)) =
∫ ∞
−(µj−µk)
1√
2pi
e−
z2
2 dz
donde µj y µk son las medias de los est´ımulos, jk un error con distribucio´n normal t´ıpica y
tjk = µj − µk + jk. Si en lugar de comparar dos est´ımulos se realiza la comparacio´n de una
persona v y un ı´tem j el problema sera´ analizar si la persona v domina el ı´tem j o sea si (θv > bj).
Para esto asumamos un error con distribucio´n normal t´ıpica, vj, definamos tvj = aj(θv−bj)+vj,
y entonces, usando la simetr´ıa de la distribucio´n normal, el modelo que resulta es:
Pj(θ) = P (tvj > 0) = P [vj > −aj(θv − bj)] = 1√
2pi
∫ aj(θv−bj)
−∞ e
−t2/2dt; aj > 0
Observemos que la diferencia sustancial entre los dos modelos es que el de Lord incluye una
variable latente en su formulacio´n y que esta variable esta´ en la misma dimensio´n que mide a
los ı´tems; tambie´n permite a las curvas de respuesta, pendientes que var´ıan entre ı´tems.
Modelos determin´ısticos
Hay dos modelos determin´ısticos, el modelo de Guttman y el modelo de Coombs que pueden
considerarse tambie´n dentro de los precursores de la TRI (Sijstma y Junker, 2006). El modelo de
Guttman (1944 y 1950) compara los para´metros de localizacio´n de los ı´tems y de las habilidades
de las personas, pero sin hacer intervenir un modelo probabilista. Si bi es el para´metro de
localizacio´n del item i, entonces el modelo de Guttman establece que la curva de respuesta al
ı´tem es una funcio´n escalonada con un salto de una unidad en bi. Es decir, el modelo de Guttman
predice con certeza el valor del ı´tem de acuerdo a que θ < bi o θ > bi; si θ < bi el valor del ı´tem
es 0, si θ > bi el valor del ı´tem es 1. Concretamente, θ < bi ⇔ Pi(θ) = 0; y θ ≥ bi ⇔ Pi(θ) = 1.
Expresado como una funcio´n del signo de (θ − bi), siendo χ la indicatriz de un conjunto, el
modelo sera´: Pi(θ) = χ[bi,+∞)(θ). Este tema lo retomaremos ma´s adelante cuando hablemos
sobre TRI no parame´trico, ya que Mokken (1971) toma como base este modelo para el desarrollo
de su modelo no parame´trico. Tambie´n Coombs (1964) desarrollo´ un modelo determin´ıstico, que
es similar al de Guttman en tanto predice con certeza la puntuacio´n en el ı´tem. Guttman utiliza
el para´metro de localizacio´n bi y un para´metro di llamado ”latitud de aceptacio´n” . En este
modelo el sujeto responde correctamente al ı´tem si su rasgo esta´ en un entorno (bola) cerrado
centrado en bi y de radio di/2.
P (Ui = 1 | θ) =
{
1 si | θ − bi |≤ di/2
0 en otro caso
Un aporte particularmente importante de Coombs (1964) es la utilizacio´n del concepto de
desdoblamiento, descrito como una meta´fora geome´trica para reconciliar el conflicto del orden
de preferencias dado por las diferentes respuestas a un conjunto de est´ımulos, que se utilizo´
ma´s tarde para el desarrollo de los modelos de desdoblamiento, los modelos de proximidad, los
modelos de punto ideal y los modelos unimodales de respuesta al ı´tem.
Curva caracter´ıstica del ı´tem
Si consideramos un ı´tem dicoto´mico i su distribucio´n de frecuencias viene dada por:
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fi(u/θ) = Pi(θ)
uQi(θ)
1−u donde u = 1 o 0 y Qi(θ) = 1 − Pi(θ) . La funcio´n Pi(θ) es la
esperanza condicional de la puntuacio´n del ı´tem dado el nivel de rasgo, es decir, es la regresio´n de
la puntuacio´n del ı´tem sobre la aptitud. A esta funcio´n se le llama funcio´n o curva caracter´ıstica
del ı´tem (CCI), si estamos en el caso de modelos dicoto´micos.
Definicio´n 1.1.1. Llamaremos curva (superficie en el caso mutidimensional) caracter´ıstica del
ı´tem a la funcio´n: P (θ) : A ⊂ Rd 7→ [0, 1] que da la probabilidad de acertar el ı´tem condicionada
a la variable latente θ, es decir,
(1.2) P (θ) = P (U = 1/θ)
Si el espacio latente esta´ completamente especificado, las CCI se mantendra´n invariantes para
todo subgrupo de la poblacio´n; luego la probabilidad que un individuo de´ una respuesta correcta
a determinado ı´tem solo depende de la forma de la curva caracter´ıstica del ı´tem y del nivel de
rasgo del sujeto, y entonces, es independiente de la distribucio´n del rasgo en la poblacio´n. Esta
propiedad de invarianza de las CCI (no importa en que´ regio´n fue calibrado el ı´tem) constituye
una de las mejores caracter´ısticas de los modelos de TRI y es de capital importancia en las
aplicaciones. La formulacio´n matema´tica de las CCI es lo que distingue unos modelos de otros.
De manera ana´loga, se puede hablar de curva caracter´ıstica del test (CCT), que se define como
la suma de las curvas caracter´ısticas de los ı´tems que componen el test, o sea, CCT =
∑n
i=1 Pi(θ).
Tambie´n se puede estudiar la curva caracter´ıstica del sujeto que relaciona la dificultad del
ı´tem y la proporcio´n de ı´tems respondidos correctamente para cada nivel de dificultad. Esta
es una buena herramienta para comparar el proceder de las diferentes personas a trave´s de los
ı´tems, as´ı como para estudiar las curvas emp´ıricas de las personas y las que cabr´ıa esperar si se
ajustasen a las predicciones del modelo.
1.2. Supuestos de la teor´ıa de respuesta al ı´tem
Mencionaremos los tres supuestos ba´sicos que esta´n en el inicio de los modelos de respuesta
al ı´tem y que au´n hoy se mantienen, aunque existen modelos que violan alguno de ellos.
Dimensionalidad del espacio latente
Se supone que hay un conjunto de rasgos o aptitudes que subyacen en la respuesta de los
individuos a un conjunto de ı´tems. Cada rasgo es un nu´mero real, por lo tanto, si existen d
rasgos estos determinan puntos del espacio Rd (o un subconjunto de e´l). A los modelos que
suponen que un u´nico rasgo es el que determina las respuestas se les llama unidimensionales. Es
claro que este supuesto nunca se cumplira´ estrictamente, por lo tanto, lo que se pide es que para
un conjunto de ı´tems del test exista un factor dominante que explique la realizacio´n del test, a
este factor se le llama aptitud medida por el test. Los modelos que consideran ma´s de un factor
son llamados multidimensionales.Si se cumple el supuesto de unidimensionalidad, al aplicar a r
subpoblaciones de examinados un test, las distribuciones condicionadas de las puntuaciones del
test para cada nivel de rasgo son iguales para todas las subpoblaciones. En caso de no cumplirse
lo anterior estamos en presencia de funcionamiento diferencial del ı´tem.
A los efectos de la construccio´n de tests unidimensionales, Lumdsen (1961) recomienda el
uso del ana´lisis factorial. A un conjunto inicial de ı´tems (construidos a partir de conocimientos
previos) se les realiza un ana´lisis factorial y se eliminan aquellos que no carguen en el primer
factor. Una vez eliminados esos ı´tems se repite el procedimiento tantas veces como sea necesario,
hasta dar con un solucio´n satisfactoria. Tambie´n propone que la razo´n de varianza explicada
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por el primer factor al segundo se utilice como ı´ndice de unidimensionalidad. No entraremos en
detalle en este aspecto, solo mencionamos que se han desarrollado numerosos me´todos que se
utilizan para determinar la dimensionalidad de un test.
Independencia local
La independencia local refiere a que los n ı´tems que constituyen el test, condicionados
a un valor constante de θ ∈ Rd son independientes. Consideremos un test formado por n
ı´tems y sean U1, U2, . . . , Un las variables que representan las respuestas de los examinados a
los ı´tems. Por ejemplo, si los ı´tems son dicoto´micos, las Ui son variables Bernoulli (acierto,
error) que indican el resultado en cada ı´tem. Entonces, si hay independencia local se cumple:
P (U1 . . . Un/θ) =
∏n
j=1 P (Uj/θ).
La condicio´n anterior es necesaria, pero no suficiente para la independencia dos a dos de las
variables. Una alternativa posible para una definicio´n formal de la independencia local con una
condicio´n necesaria y suficiente puede ser:
Definicio´n 1.2.1. n ı´tems son localmente independientes condicionados al rasgo θ, si para
cualquier subconjunto de ı´ndices i(1), . . . , i(k), 1 ≤ k ≤ n 1 ≤ i(j) ≤ n
(1.3) P (Ui(1) . . . Ui(k)/θ) =
∏i(k)
j=i(1) P (Uj/θ)
Es importante notar que la independencia local no implica que los ı´tems son no correlaciona-
dos sino que son independientes condicionalmente (al nivel de rasgo). Hambleton y Swaminathan
(1991) muestran que el principio de unidimensionalidad es equivalente a la independencia local
(condicionado a solo un rasgo) pues si suponemos que el test es undimensional y mide una
variable latente θ, si no se da la independencia local resultar´ıa que algunos sujetos tendr´ıan
mayor probabilidad de responder correctamente para el mismo nivel de rasgo, lo cual niega la
unidimensionalidad. Rec´ıprocamente, si se da la independencia local tenemos que las probabi-
lidades de respuesta solo dependen de un u´nico rasgo. La independencia local tambie´n puede
expresarse con datos multidimensionales (condicionando al espacio completo).
Dada la equivalencia entre independencia local y unidimensionalidad, cuando se consideran
datos unifactoriales, McDonald (1981) propone usar te´cnicas de ana´lisis factorial para evaluar
el supuesto de independencia local. Define un conjunto de ı´tems del test como unidimensionales,
cuando para sujetos con el mismo nivel de rasgo, la covariacio´n entre los ı´tems es cero. Molenaar
y Sijtsma (2000) usan te´cnicas de cluster para encontrar la dimensionalidad del test.
La ventaja de considerar los ı´tems localmente independiente resulta obvia a la hora de querer
estimar los para´metros de los ı´tems dado que la verosimilitud se convierte en un producto de
probabilidades referidas a la respuesta de un solo sujeto. Implica tambie´n que la habilidad
es suficiente para poder determinar la probabilidad de respuesta de un sujeto a un ı´tem k,
independientemente de los resultados obtenidos en los otros ı´tems. Para ver esto consideremos
que se aplica a un sujeto un test de n ı´tems y sea U−k = (U1, U2, .., Uk−1, Uk+1, ..., Un) el vector
de respuestas sin considerar el ı´tem k. Entonces:
(1.4) P (Uk/θ, U−k) =
P (U1...Un/θ)
P (U−k)/θ)
=
∏n
j=1 P (Uj/θ)∏n
j=1,j 6=k P (Uj/θ)
= P (Uk/θ)
Esta ecuacio´n nos indica que el proceso de responder no influye en el patro´n de respuestas,
es decir, cada ı´tem se modeliza independientemente de los dema´s. Es decir, el modelo completo
se compone por salidas independientes y la probabilidad conjunta sera´ el producto de las
probabilidades de las respuestas a cada ı´tem.
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No siempre se cumple la independencia local, se puede hablar de dependencia local, por
ejemplo, en el caso en que exista un entrenamiento de los sujetos. El modelo de Rasch multi-
dimensional de Embretson (1991) para aprendizaje y cambio trata esta cuestio´n y Jannarone
(1997) presenta modelos para ı´tems localmente dependientes. Bradlow, Wainer y Wang (1999)
dan modelos para testlest donde la dependencia viene dada al depender conjuntos de ı´tems de
un test de un est´ımulo comu´n.
Si observamos la ecuacio´n 1.4 veremos que la independencia local es una condicio´n exigente,
ya que al suponer que la respuesta a un ı´tem dado no depende del patro´n de respuestas en
los otros ı´tems no permite, por ejemplo, el aprendizaje durante la administracio´n del test. Si
esto llega a ocurrir, entonces. la independencia local es violada; o en otro caso, por ejemplo, al
realizar un test de opinio´n los sucesivos ı´tems pueden llevar a reflexionar ma´s profundamente
sobre lo que se contesta y por lo tanto influir en los ı´tems sucesivos. Se han propuesto algunas
alternativas a la independencia local para debilitar el supuesto.
Definicio´n 1.2.2. Independencia Esencial (Stout 1990). Los ı´tems sera´n esencialmente
independientes si l´ımn→∞
∑
1≤j
∑
<k≤n
|Cov(Uj ,Uk/θ)|(
n
2
) = 0
Definicio´n 1.2.3. Independencia Local De´bil (Zhang y Stout 1999a). Los ı´tems sera´n
localmente independientes de´bilmente si: Cov(Uj, Uk/θ) = 0. Es claro que la independencia
local implica la independencia local de´bil.
Observaciones sobre el supuesto de monoton´ıa
Como sen˜alan Sijstma y Junker (2006) la monoton´ıa es un supuesto fuerte y podemos
afirmar, en funcio´n de lo que desarrollaremos en este apartado, que tambie´n es discutible. La
argumentacio´n a favor de la no monoton´ıa es compleja de explicar; las aplicaciones en datos
reales muchas veces aportan en este sentido. Bouwmeester, Sijstma y Vermunt (2004) usan
regresio´n de clases latentes para describir el desarrollo cognitivo y dan una explicacio´n basada
en las diferentes estrategias de resolucio´n de los ı´tems que los sujetos situados en diferentes
niveles de habilidad pueden tener. Estas estrategias var´ıan en complejidad y en su adecuacio´n
al problema. Esto puede provocar en algunos niveles de rasgo desviaciones de la monoton´ıa.
Este supuesto se torna particularmente fuerte cuando se debe mantener para todos los n ı´tems
del test (Sijstma y Junker, 2006). Por eso, Stout (1987,1990) propuso para ı´tems dicoto´micos
remplazar la monoton´ıa por la monoton´ıa de´bil.
Definicio´n 1.2.4. Monoton´ıa De´bil. Se cumple la monoton´ıa de´bil si la funcio´n de respuesta
del test:T (θ) =
∑n
j=1 Pj(θ)
n
es creciente con respecto a cada coordenada de θ, para n suficientemente
grande.
La monoton´ıa de´bil garantiza que hay suficiente informacio´n para estimar θ a partir de los
puntajes en el test. Stout (1990) mostro´ que si conjuntamente la monoton´ıa de´bil y la condicio´n
de independencia esencial se cumplen en el caso de θ unidimensional, entonces el puntaje total
X+ =
∑n
j=1 Uj estima consistentemente θ cuando n −→ ∞; resultado que fue generalizado
para ı´tems polito´micos por Junker (1991). Si la monoton´ıa se cumple para todos los ı´tems, y
se mantienen la independencia local y la unidimensionalidad, entonces si x+v < x+w, para cada
t, tenemos que P (θ > t | X+ = x+v) 6 P (θ > t | X+ = x+w) Es decir, se puede establecer un
orden estoca´stico entre los sujetos y esto implica que E(θ | X+) es mono´tona creciente como
funcio´n del puntaje total X+.
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Estos resultados incluyen casos especiales como el modelo de Rasch (1960) y el modelo
log´ıstico de 3P, al igual que el modelo de ogiva normal de Lord. Hemker et al. (1997) mostraron
que lo anterior tambie´n se mantiene para el modelo de cre´dito parcial para ı´tems polito´micos
ordenados, pero no para otros modelos polito´micos. Van der Ark (2005) estudia las consecuencias
pra´cticas y la robustez del orden estoca´stico en varios modelos polito´micos.
La estimacio´n de la funcio´n de respuesta del ı´tem para un conjunto de datos reales tiende
a ser mono´tona, pero la no monoton´ıa local es usual. Algunos ana´lisis asumen la monoton´ıa
de´bil y hasta el supuesto de pe´rdida de monoton´ıa porque en la pra´ctica n es finito y a menudo
pequen˜o y en ese caso la funcio´n de respuesta del ı´tem no mono´tona puede conducir a serias
distorsiones en el ordenamiento de personas por X+ . Sin embargo, solamente permitir ı´tems
que satisfagan la monoton´ıa en un test parece ser demasiado estricto, porque la no monoton´ıa
es bastante frecuente.
1.3. Modelos para ı´tems dicoto´micos
Los ı´tems dicoto´micos son aquellos en los que una respuesta de un sujeto sera´ clasificada
en alguna de dos categor´ıas, segu´n responda correctamente o incorrectamente. Se puntuara´ el
ı´tem 1 si se responde correctamente y 0 si se hace incorrectamente. Si un individuo no responde
a un ı´tem se considerara´ su respuesta como incorrecta. Muchos modelos de TRI han sido
definidos para puntajes de ı´tems dicoto´micos en base a los supuestos de independencia local
y unidimensionalidad a la que se le agrego´ la versio´n parame´trica del supuesto de monoton´ıa.
Hemos ya visto el modelo de ojiva normal de Lord en sus distintas versiones y hemos mencionado
las dificultades iniciales de su estimacio´n. As´ı, debido a los me´ritos computacionales, aparecieron
los modelos log´ısticos los que han ganado gran popularidad, tambie´n debido a su simpleza con
respecto a la integral que aparece en el modelo de ojiva normal. Otro motivo, a mi criterio, es
que estos modelos se relacionan con modelizar el logit linealmente (logaritmo de la razo´n de
probabilidades), y la razo´n de probabilidades es un concepto usual en la cultura anglosajona
donde se desarrollaron inicialmente estos modelos.
Consideremos la funcio´n Ψ(x) = e
x
1+ex
y sea Φ(x) la distribucio´n normal acumulada, Haley
(1952) mostro´ que |Φ(ai(θj − bi))−Ψ((1.702)ai(θj − bi))| < .01. A partir de esta aproximacio´n,
utiliza´ndola en los modelos de ojiva normal, Birbaum (1968) obtiene los modelos log´ısticos
correspondientes (donde D=1.702):
(1.5) 1P − Pi(θj) = e
D(θj−bi)
1+eD(θj−bi)
(1.6) 2P − Pi(θj) = e
Dai(θj−bi)
1+eDai(θj−bi)
(1.7) 3P − Pi(θj) = ci + (1− ci) e
Dai(θj−bi)
1+eDai(θj−bi)
En general, el para´metro D se incorpora a los otros y, por lo tanto, de ahora en adelante
supondremos que D=1. Como ya hemos visto para los modelos de ojiva normal tenemos que ai
es el para´metro de discriminacio´n, bi el para´metro de dificultad y ci el para´metro que indica la
posibilidad de aciertos al azar. Estos modelos tienen la ventaja de ser mucho ma´s manejables
matema´ticamente y son los que comu´nmente se usan en TRI. El modelo de 3P es apropiado
en particular para ajustar datos de ı´tems de mu´ltiple opcio´n con dificultad y discriminacio´n
variada y cuando es probable que los examinados con baja habilidad contesten al azar. Se han
hecho intentos para agregar un as´ıntota superior al modelo de 3P a los efectos de hacerlos ma´s
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robustos (Barton y Lord,1981), pero este modelo de 4 para´metros no ha resultado adecuado. Un
mejor modelo es el de Rasch agregando un para´metro de adivinacio´n (San Mart´ın et al. 2006).
Bock y Lieberman (1970) reformularon los modelos de efectos fijos de 3P de ojiva normal
y log´ıstico como un modelo donde los sujetos son efectos aleatorios, es decir, son muestreados
independientemente de una poblacio´n, por lo tanto, hay una dependencia de la funcio´n de
distribucio´n del rasgo. Con esto se logran varias ventajas, como sen˜ala De Boeck (2008). Una
aplicacio´n natural de la TRI con efectos aleatorios es la modelizacio´n de las distribuciones de
los para´metros de los ı´tems en diferentes familias de ı´tems generados por distintas condiciones
en un generador de ı´tems basado en reglas.
Para lograr un mayor significado del modelo en su interpretacio´n y para relacionarlo con
las regresiones log´ısticas, se pueden utilizar los logits, definidos como:ln
P (uij=1|θ)
P (uij=0|θ) . Se verifica
que los logits para los diferentes modelos son: θ − bi (modelo 1P); ai(θ − bi) (modelo 2P) y
ai(θ − bi) (tomando ln P (uij=1|θ)−ciP (uij=0|θ) ) para el modelo 3P. El logit tambie´n es u´til para comparar
sujetos. pues:
ln[
P (uij=1|θ1)
P (uij=0|θ1)
ln
P (uij=1|θ2)
P (uij=0|θ2)
] = ln
P (uij=1|θ1)
P (uij=0|θ1) − ln
P (uij=1|θ2)
P (uij=0|θ2)
Esta diferencia segu´n el caso es igual a θ1 − θ2 para el modelo 1P y ai(θ1 − θ2) para los
modelos 2P y 3P. Es claro que los modelos log´ısticos se pueden tambie´n obtener del hecho de
suponer que los logits son una funcio´n lineal de la habilidad. Por ejemplo, para el modelo de
dos para´metros,
(1.8) ln
P (uij=1|Θ=θj)
P (uij=0|Θ=θj) = ai(θj − bi).
Identificabilidad de la escala de θ
Un problema no menor dentro de la TRI es la identificabilidad de la escala. Un hecho impor-
tante es que un test no puede dar ma´s informacio´n que sobre la ordenacio´n de los examinados.
Este hecho lo utilizaremos reiteradamente cuando elaboremos y presentemos los modelos no
parame´tricos que propondremos. Para probar lo anterior consideremos una transformacion
mono´tona τ = g(θ). Entonces,
(1.9) P (θ) = P (g−1(g(θ))) = P (g−1(τ)) = P ∗(τ)
donde ahora P ∗ = P ◦ g−1 es la curva caracter´ıstica del ı´tem relativa a τ .
Los modelos establecidos no determinan el origen ni las unidades de θ, es decir, si se utiliza otro
origen y se cambian las unidades de θ y si se corrigen los para´metros adecuadamente, se obtendra´n
las mismas probabilidades P (θ). Si para simplificar nos restringimos a transformaciones lineales
es claro que surge como pregunta natural cua´les son esas transformaciones. El teorema que sigue
da respuesta a esa interrogante.
Teorema 1.3.1. a) Dado el ı´tem i, que se describe mediante el modelo de un para´metro, si se
transforman θ y bi sumando una constante a cada uno, la probabilidad permanece incambiada
y el modelo se mantiene.
b) Dado el ı´tem i, que se describe mediante el modelo de dos para´metros, si se transforman
θ, bi y ai mediante: θ
′ = mθ + k, b′i = mbi + k, a
′
i =
ai
m
con m>0 y k constantes arbitrarias,
entonces la probabilidad permanece incambiada y el modelo se mantiene.
c) Dado el ı´tem i, que se describe mediante el modelo de tres para´metros, si se transforman
θ, bi y ai mediante: θ
′ = mθ + k, b′i = mbi + k, a
′
i =
ai
m
y ci no se transforma, o sea c
′
i = ci con
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m>0 y k constantes arbitrarias, entonces la probabilidad permanece incambiada y el modelo se
mantiene.
1.3.1. Modelo de Rasch
El modelo log´ıstico de un para´metro toma su nombre de su autor (Rasch, 1960). El modelo de
Rasch es un caso particular del modelo de Birnbaum (1968) de tres para´metros, si consideramos
que el para´metro de pseudo azar es 0 y la discriminacio´n es igual para todos los ı´tems (en
general se toma igual a 1). Si bien lo anterior es cierto, en su ge´nesis, los modelos parten de
supuestos diferentes. Este modelo tiene ventajas importantes pues la funcio´n de verosimilitud
condicional toma una forma muy sencilla. Una caracter´ıstica importante de este tipo de modelo
es que la puntuacio´n total del sujeto es un estad´ıstico suficiente para θ. Esto significa que la
probabilidad de un vector de respuestas dado depende u´nicamente de la puntuacio´n total.
Rasch (1960) en su libro Probabilistic models for some intelligence and attainment tests se
acerca al ana´lisis de los tests desde un marco probabil´ıstico. Presenta tres modelos diferentes:
uno para el nu´mero de errores en la lectura de un texto, otro para la velocidad de lectura y otro
para los ı´tems de un test. Este u´ltimo modelo sera´ luego conocido como modelo de Rasch. Su
presentacio´n matema´tica se basa en una matriz de datos bidimensional obtenida al administrar
n ı´tems a N examinados. Las respuestas son puntuadas en forma dicoto´mica uij = 0, 1, donde
i indica el ı´tem y j al sujeto. A cada individuo se asocia un vector columna y notaremos por
U = [uij] la matriz nxN, la matriz de datos antes mencionada. El vector que tiene los marginales
de las columnas u.j es el vector de las puntuaciones totales rj de los examinados y el que tiene
los marginales de las filas ui. es el vector de las puntuaciones si de los ı´tems.
En este contexto Rasch emplea dos s´ımbolos, ηj ∈ [0,∞], llamado la habilidad del examinado
y δi ∈ [0,∞], denominado la dificultad del ı´tem. Define la razo´n ξij = ηjδi y la llama para´metro
situacional; se nota que la anterior razo´n tambie´n se puede definir como ξij = ηji donde i
es el para´metro de facilidad. Es decir, δi =
1
i
sirve como para´metro de localizacio´n. Es bueno
observar que en este caso la dificultad del ı´tem no es la misma dificultad que hemos visto en los
modelos de dos y tres para´metros.
Rasch utilizo´ la funcio´n f(x) = x
1+x
, que es el cla´sico ejemplo de biyeccio´n entre R y [0,1],
para poder conectar a la variable ξij con una probabilidad. Se tiene entonces que,
(1.10) P (uij = 1|ξij) = ξij1+ξij y P (uij = 0|ξij) = 1−
ξij
1+ξij
= 1
1+ξij
luego, utilizando que ξij =
ηj
δi
y sustituyendo obtenemos:
(1.11) P (uij = 1|ηj, δi) =
ηj
δi
1+
ηj
δi
=
ηj
δi+ηj
y P (uij = 0|ηj, δi) = 1
1+
ηj
δi
= δi
δi+ηj
A partir de esto la forma general de la probabilidad de respuesta queda: P (uij|ηj, δi) =
(
ηj
δi
)uij
1+
ηj
δi
El para´metro situacional tambie´n puede definirse en te´rminos de odds ratio, siendo:
ξij =
P (uij=1|ηj ,δi)
P (uij=0|ηj ,δi) =
ηj
δi+ηj
δi
δi+ηj
=
ηj
δi
.El para´metro situacional se mantiene igual ante cambios
de escala, pues si multiplicamos la habilidad y la dificultad por una constante K se tiene que
ξij =
Kηj
Kδi
=
ηj
δi
.
Al comienzo del apartado afirmamos que el modelo de Rasch es un caso particular del modelo
de Birnbaum, esto es as´ı pues si definimos θj = ln ηj y βi = ln δi, entonces,
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(1.12) P (uij|θj, βi) = (e
θj e−βi )uij
1+eθj e−βi
= e
(θj−βi)
1+e(θj−βi )
El modelo de Rasch tiene dos propiedades que lo caracterizan. Una es que la puntuacio´n
total del sujeto es un estad´ıstico suficiente para la puntuacio´n del sujeto θ y la otra es que el
modelo de Rasch posee la propiedad llamada de objetividad espec´ıfica. Esta propiedad nos dice
que si aplicamos n ı´tems que se ajustan al modelo de Rasch sobre subpoblaciones que tienen
rasgos θ1 y θ2, entonces para todo ı´tem i, si comparamos las razones de probabilidades en las
subpoblaciones, esta sera´ igual a la diferencia de los valores de los rasgos, es decir,
(1.13) [ln( Pi(θ1)
Qi(θ1)
)− ln( Pi(θ2)
Qi(θ2)
)] = θ1 − θ2
La propiedad es objetiva porque la relacio´n no depende del ı´tem i utilizado y es espec´ıfica
pues depende de los n ı´tems que estiman el rasgo. Cualquier modelo de un para´metro para
datos dicoto´micos tiene esta propiedad. De los modelos log´ısticos, so´lo el modelo de Rasch tiene
las propiedades de objetividad espec´ıfica y de poseer un estad´ıstico suficiente para la aptitud.
Esto permite que se mantengan las propiedades de la escala de intervalo para examinados e
ı´tems. Un inconveniente es que los modelos de Rasch en ı´tems de respuesta mu´ltiple, en general,
no ajustan correctamente, aunque hay desarrollos que tratan de sobreponerse a este problema.
La importancia de estas propiedades radica en que se pueden usar para la estimacio´n de los
para´metros y la comparacio´n de los individuos.
1.3.2. Funcio´n de informacio´n
Birnbaum (1968) define la funcio´n de informacio´n para una puntuacio´n X como la razo´n
entre el cuadrado de la pendiente de la regresio´n de X|θ y el error esta´ndar de medida de X
para un θ dado, es decir, I(θ,X) =
(
∂µX|θ
∂θ
)2
σ2
X|θ
. Cuando esa puntuacio´n corresponde a la de un
ı´tem i esta funcio´n se puede expresar como: Ii(θ) =
[P ′i (θ)]
2
Pi(θ)Qi(θ)
.
Esto tiene conexio´n con la estimacio´n por ma´xima verosimilitud de la habilidad y con la
distribucio´n muestral del estimador de θ. Cuando Birnbaum (1968) desarrollo´ su trabajo original,
el me´todo para obtener el estimador por ma´xima verosimilitud de la habilidad, no hab´ıa sido
desarrollado totalmente. Cramer demostro´ bajo condiciones generales que los estimadores ma´xi-
mo veros´ımiles (por ejemplo, θ̂), alcanzan la cota de Cramer-Rao dada por: −E(∂2 lnL
∂θ2
) (donde
L es la verosimilitud), son insesgados E(θ̂) = θ y tienen distribucio´n asinto´tica normal con
varianza el inverso de dicha cota, o sea, el inverso de la informacio´n de Fisher. Concretamente:
(1.14) θ̂ ∼ N(θ, 1
I(θ)
) = N(θ,− 1
E( ∂
2 lnL
∂θ2
)
) asinto´ticamente.
Analicemos la informacio´n de Fisher en nuestro caso. Supongamos que un individuo responde
a un test de n ı´tems y sus respuestas son puntuadas 0, si falla, o 1, si acierta. Adema´s, suponga-
mos conocidos los para´metros del ı´tem. Notemos por uij a la variable dicoto´mica que representa
la respuesta del sujeto j al ı´tem i. Sea para el individuo j el vector de respuestas condicionado
a su nivel de rasgo Uj = (u1j, u2j, ..., unj|θj). Bajo el principio de independencia local las uij
son independientes, a partir de esto la verosimilitud queda:P (Uj|θj) =
∏n
i=1 P
uij
ij Q
1−uij
ij donde
Pij = Pi(θj).
Tomando logaritmo, lnL = lnP (Uj|θj) =
∑n
i=1[uij lnPij + (1 − uij) lnQij] en la u´ltima
expresio´n omitimos θj en P y Q para simplificar la notacio´n. Ahora,
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(1.15) ∂ lnL
∂θj
=
∑n
i=1[uij
∂ lnPij
∂θj
+ (1− uij)∂ lnQij∂θj ] =
∑n
i=1[uij
P ′ij
Pij
+ (1− uij)Q
′
ij
Qij
]
(1.16) ∂
2 lnL
∂θ2j
=
∑n
i=1[uij
P ′′ijPij−P ′2ij
P 2ij
+ (1− uij)Q
′′
ijQij−Q′2ij
Q2ij
] y tomando esperanzas
E(∂
2 lnL
∂θ2j
) =
∑n
i=1[Pij
P ′′ijPij−P ′2ij
P 2ij
+ (1− Pij)Q
′′
ijQij−Q′2ij
Q2ij
] = −∑ni=1 P ′2ijPijQij luego,
(1.17) I(θj) = −E(∂2 lnL∂θ2j ) =
∑n
i=1
P ′2i (θj)
Pi(θj)Qi(θj)
que es la informacio´n del test y se descompone en la suma de las contribuciones de cada ı´tem,
por lo que se define la informacio´n del ı´tem como: Ii(θj) =
[P ′i (θj)]
2
Pi(θj)Qi(θj)
. Entonces:
(1.18) θ̂ ∼ N(θ, 1
I(θ)
) = N(θ, 1∑n
i=1
P ′2
i
(θj)
Pi(θj)Qi(θj)
)
esto nos permite establecer, a un nivel dado θj, intervalos de confianza para θj para un nivel
α mediante θ̂ ± zα 1√
I(θ)
, donde zα se determina a partir de la distribucio´n normal.
Nos interesa ver co´mo queda la funcio´n de informacio´n para cada uno de los modelos. En
todos los casos consideramos D=1.
Modelo normal Modelo 1P Modelo 2P Modelo 3P
P ′i (θ) ai
e
a2i (θ−bi)2
2√
2pi
Pi(θ)Qi(θ) aiPi(θ)Qi(θ)
ai[Pi(θ)−ci]Qi(θ)
1−ci
I(θ)
∑n
i=1 a
2
i
ea
2
i (θ−bi)2
2piPi(θ)Qi(θ)
∑n
i=1 Pi(θ)Qi(θ)
∑n
i=1 a
2
iPi(θ)Qi(θ)
∑n
i=1
a2i [Pi(θ)−ci]2Qi(θ)
Pi(θ)(1−ci)2
Pasemos ahora a comentar algunos hechos interesantes de la funcio´n de informacio´n de los
ı´tems. Ya vimos que la suma de las funciones de informacio´n de los ı´tems da la funcio´n de
informacio´n del test. Esta propiedad nos permite, por lo tanto, si se tuvieran suficientes ı´tems,
llegar a la funcio´n de informacio´n del test que deseamos, adicionando ı´tems convenientes al test.
Actualmente, la funcio´n de informacio´n de los ı´tems es de las herramientas ma´s utilizadas por
quienes construyen tests, permitie´ndoles mediante la combinacio´n de los ı´tems obtener tests
ajustados a sus necesidades. La funcio´n de informacio´n del ı´tem es un poderoso instrumento
para el ana´lisis de los ı´tems, no solamente por la cantidad de informacio´n que el ı´tem aporta a
la medida de θ, sino tambie´n a que´ nivel de θ aporta dicha informacio´n. Tambie´n la funcio´n de
informacio´n de los ı´tems se utiliza mucho en los tests adaptativos computarizados.
El valor de rasgo que aporta ma´xima informacio´n para un ı´tem dado es para el modelo de
uno y dos para´metros θ = bi, con informacio´n en ese punto igual a 0.25 en el modelo de un
para´metro, y 0.25a2i en el de dos. Para el modelo de tres para´metros θ = bi +
1
ai
ln[1+
√
1+8ci
2
] y
la informacio´n ma´xima es
a2i
8(1−ci)2 [1− 20ci − 8c2i + (1 + 8ci)3/2].
Una manera de medir la eficacia de dos tests para un valor dado de θ es mediante su eficiencia
relativa definida como el cociente de sus funciones de informacio´n:ER = I1(θ)
I2(θ)
1.4. Modelos para ı´tems polito´micos
El primero en introducir los modelos polito´micos fue Samejima (1969, 1972) con su famoso
modelo de respuesta graduada, el cual es una extensio´n del modelo log´ıstico de dos para´metros. Se
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le considera un modelo indirecto porque usa dos etapas para obtener las funciones de respuesta
a cada categor´ıa. Ha sido muy u´til para la aplicacio´n a test educacionales y es apropiado
para respuestas polito´micas ordenadas como, por ejemplo, escalas Likert o ı´tems de respuesta
construida. En 1972, Bock presenta el modelo de respuesta nominal que es un modelo del tipo
Thurstone, pues se deriva de las leyes de Thurstone (1927 y Thurstone y Chave 1929); Edwards
y Thurstone (1952) a las que an˜ade, fundamentalmente, un para´metro para describir al sujeto.
Este modelo se basa en el supuesto de que en el sujeto se produce una reaccio´n subjetiva ante
cada est´ımulo y la respuesta observada depende de la relacio´n entre el valor de dicha reaccio´n y
los para´metros del ı´tem.
El modelo de respuesta nominal o de categor´ıas nominales propuesto por Bock (1972,1997)
sirve para ı´tems con categor´ıas de respuestas que no tienen un orden predeterminado. En su
origen es una aproximacio´n log´ıstica al me´todo de las comparaciones pareadas de Thurstone
(1927) pero tambie´n puede ser considerado como una extensio´n del modelo de eleccio´n de Luce
(1959), o como un caso de regresio´n no lineal de variables latentes donde la funcio´n de enlace es
la funcio´n log´ıstica multivariada. Un mayor detalle de esto se puede leer en Thissen y Steinberg
(2010), que adema´s proponen una nueva parametrizacio´n multidimensional.
Takane y de Leeuw (1987) proponen el modelo nominal multidimensional (con restricciones)
como una versio´n de TRI del ana´lisis factorial para variables nominales. Bolt y Johnson (2009)
estudian respuestas extremas usando una versio´n del modelo multidimensional nominal.
Andrich (1978, 1988) presenta el modelo de escala de clasificacio´n. Tambie´n se desarrolla el
modelo de cre´dito parcial y sus variantes (Masters y Wrigth, 1984; Andersen, 1973; Verhelst,
Glas y de Vries, 1997). Muraki (1992) publica el modelo de cre´dito parcial generalizado que fue
tambie´n propuesto por Yen al mismo tiempo y al que llamo´ modelo de cre´dito parcial de dos
para´metros.
Adicionalmente, otros autores como McDonald y Embretson utilizan modelos multidimen-
sionales para datos con respuestas polito´micas. Zhang (2004b y 2007) extendio´ la teor´ıa de las
covarianzas condicionales al caso de ı´tems polito´micos logrando fundamentos teo´ricos para el
estudio de la dimensionalidad. Propone varios estimadores de la covarianza condicional, inclu-
yendo el caso de disen˜os incompletos como los usados en NAEP. Abad, Olea y Ponsoda (2009)
proponen un nuevo modelo para ı´tems de mu´ltiple opcio´n (Restricted Samejima Multiple-Choice
Model) que es ma´s expl´ıcito en los mecanismos de omisio´n de respuesta y lo usan para mejorar
la estimacio´n de los para´metros.
1.4.1. Modelo de categor´ıas nominales
Formulacio´n de Bock
Consideremos un ı´tem con m categor´ıas nominales, la formulacio´n original del modelo fue:
P (U = k|θ, a, c) = Pk(θ) = exp zkm−1∑
i=0
exp zi
donde zi = aiθ+ ci con i = 0, 1, 2, ...,m−1. Este modelo usa la funcio´n log´ıstica multivariada
y el proceso de respuesta de cada categor´ıa (zi) es una funcio´n lineal de la habilidad θ. Es decir,
Pk(θ) =
exp(akθ + ck)
m−1∑
h=0
exp(ahθ + ch)
Para que el modelo sea identificado deben agregarse dos restricciones. Bock(1972) sugiere
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usar
m−1∑
h=0
ah =
m−1∑
h=0
ch = 0 que permiten reparametrizar el modelo a trave´s de los para´metros
α y γ (vectores de dimension m-1) definidos mediante las ecuaciones.
a = Tα y c = Tγ
donde T es una matriz de contraste del ana´lisis de varianza definida por:
Tmx(m−1) =

1
m
1
m
· · · 1
m
1
m
− 1 1
m
· · · 1
m
1
m
1
m
− 1 · · · 1
m
...
... · · · ...
1
m
1
m
· · · 1
m
− 1

Los para´metros α y γ pueden ser estimados al tener dimensio´n m-1 cada uno. Pueden usarse
otras matrices de contrastes para identificar el modelo; por ejemplo, Thiessen y Steinberg (1986)
usan las restricciones a0 = c0 = 0. Es claro que este modelo no admite la no respuesta, ya que
la suma de las probabilidades da 1 y que tampoco contempla la eleccio´n al azar de la respuesta.
Thiessen y Cai (2016) dan una formulacio´n general del modelo mediante:
P (U = k|θ, a, S, c) = exp zkm−1∑
i=0
exp zi
donde zk =
[
a ◦ S(k+1)
]′
θ + c(k+1) y ◦ representa el producto de Hadamard de matrices, θ es
una la variable latente dimensio´n d, a es un vector de para´metros de discriminacio´n (tambie´n
de dimensio´n d), S es una matriz dxm de ponderadores y c es un vector de dimensio´n m de los
interceptos.
Una propiedad interesante es que este modelo tambie´n sirve para ı´tems dicoto´micos que
tienen una CCI log´ıstica de dos para´metros. Para ello consideramos dos categor´ıas, la respuesta
incorrecta (0) y la respuesta correcta (1). Si aplicamos el modelo nominal tenemos:
P0(θ) =
exp(a0θ + c0)
exp(a1θ + c1)+exp(a0θ + c0)
y P1(θ) =
exp(a1θ + c1)
exp(a1θ + c1)+exp(a0θ + c0)
Ahora, P1(θ) =
1
1+exp((a0θ + c0)−(a1θ + c1)) y como a0 = −a1 y c0 = −c1 entonces,
P1(θ) =
1
1+exp(−2(a1θ + c1))
o sea, se obtiene un modelo log´ıstico de 2P donde la discriminacio´n es el doble de la pendiente
de la opcio´n correcta y la dificultad es −c1/a1.
Formulacio´n de Thissen en 2010
Thissen y Steinberg (2010) parametrizan el modelo nominal de tal manera que facilita el
ana´lisis de ı´tems multidimensional con respuesta nominal. El modelo es:
P (Ui = k|θ, β1i, si, β0i) = exp zkm−1∑
h=0
exp zh
donde los logits para cada categor´ıa son: zh =
[
β1isi(k+1)
]′
θ + β0i(k+1). Observemos que la
diferencia con el modelo presentado antes es que, en este caso, s es un vector en vez de una
matriz. Esto implica que todas las filas de la matriz S son iguales. Se imponen las restricciones
s11 = 0, s1(m−1) = m− 1 y β0i1 = 0 y se reparametriza mediante:si = Tαi y β0i = Tγi
Usando una matriz T adecuada se puede lograr un pasaje desde el modelo de respuesta
nominal a un modelo de cre´dito parcial. Como matriz T se puede usar una base de Fourier
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aumentada por una tendencia lineal. As´ı, T sera´ una matriz de dimensio´n mx(m-1), que siendo
tak = sin(
pi(k−1)(a−1)
m−1 ) toma la forma
TF =

0 0 · · · 0
1 t22 · · · t2(m−1)
2 t32 · · · t3(m−1)
...
... · · · ...
m− 1 0 · · · 0

En esta matriz se impone que α1 = 1. Esta representacio´n permite numerosas variantes
del modelo nominal. Cuando se estiman β1, α1, ..., α(m−1) y γ se obtiene el modelo nominal
de rango completo. Si se restringe que α1, ..., α(m−1) sean iguales a 0 se obtiene una versio´n
reparametrizada del modelo de cre´dito parcial generalizado. Esta matriz T permite crear modelos
que esta´n entre el nominal y el de cre´dito parcial generalizado. Si usamos una matriz T basada
en la identidad podemos reparametrizar modelos que tienen restricciones de igualdad.
1.4.2. Modelo de escala de clasificacio´n
Este modelo pertenece a la familia de modelos de Rasch (Rasch 1961, Andersen 1977, Andrich
1978, 2005) y puede aplicarse cuando la respuesta a los ı´tems son categor´ıas ordenadas. Establece
que la probabilidad de responder la categor´ıa k (k=0,1,...,m) es:
P (U = k|θ, bi, κk, ϕk) = eϕk(θ−bi)+κk1+∑mr=0 eϕr(θ−bi)+κr
donde bi es un para´metro de localizacio´n del ı´tem, ϕk y κk son llamadas funciones de puntaje
y coeficientes de la categor´ıa respectivamente. Andrich (1978) probo´ dos resultados para el caso
unidimensional:
a) Si este modelo tiene estad´ısticos suficientes para la habilidad, entonces, ϕk+1 − ϕk =
ϕk − ϕk−1
b) Dos categor´ıas adyacentes se pueden colapsar en una, solo si, ϕk = ϕk−1
Andersen (1977) no interpreto´ los para´metros del modelo, en tanto al siguiente an˜o Andrich
(1978) lo hizo en te´rminos de umbrales y discriminaciones donde los umbrales se obtienen de
particionar el continuo. Espec´ıficamente, si notamos por τr al umbral donde la probabilidad de
responder a las categor´ıas r-1 y r son iguales y notamos por cr la discriminacio´n en el umbral r
entonces: κ0 = κm = 0, κk = −
∑k
i=1 ciτi y ϕk =
∑k
i=1 ci
Se pueden hacer las siguientes observaciones:
a) Si las discriminaciones son positivas entonces las funciones de score son crecientes.
b) Si ck = 0, entonces, ϕk = ϕk−1. Es decir, la condicio´n que permite colapsar dos categor´ıas
adyacentes se puede interpretar como no tener discriminacio´n entre ellas.
c) Si ci = 1 para todo i; κk = −
∑k
i=1 τi y ϕk = k, entonces, el modelo toma la forma:
P (U = k|θ, bi, κk, ϕk) = ek(θ−bi)−
∑k
i=1 τi
1+
∑m
r=0 e
r(θ−bi)−
∑r
i=1
τi
En este modelo es importante comprobar emp´ıricamente que las categor´ıas esta´n ordenadas.
En Andrich (2013) se puede ver una manera de comprobar dicho ordenamiento. Andersen
(1973,1997) realiza la estimacio´n condicional de los para´metros explotando el hecho que el
puntaje total es un estad´ıstico suficiente. Se han implementado otros me´todos de estimacio´n ma´s
generales. Un me´todo, que mantiene la estimacio´n condicional, tiene estimaciones consistentes,
y permite datos faltantes, es la estimacio´n condicional por parejas (Andrich y Luo, 2003) que se
implementa en RUMM2030 (Andrich, Sheridan y Luo, 2014). Otros me´todos utilizados incluyen
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ma´xima verosimilitud conjunta, tambie´n conocida como estimacio´n incondicional (Wright y
Masters, 1982, Jansen et al., 1988, Wright, 1988) que se implemento´ en WINSTEPS (Linacre,
2002).
El me´todo de ma´xima verosimilitud marginal (Bock y Aitkin, 1981), se implementa en Con-
Quest (Wu et al., 2007), y tambie´n se usa el me´todo del valor esperado a posteriori (Bock y
Mislevy, 1982).
1.4.3. Modelo de respuesta graduada
El primer modelo de respuesta graduada fue propuesto por Samejima (1969). Ma´s tarde,
propuso un marco ma´s amplio para modelos de respuesta graduada, distinguiendo el caso homo-
ge´neo que pertenecen a modelos de ojiva normal y log´ısticos y el caso heteroge´neo (Samejima,
1972).
Modelo general de respuesta graduada
Se supone que un proceso cognitivo, tal como resolver un problema, contiene un nu´mero
mi finito de pasos. Un ı´tem graduado asignara´ el puntaje ui a los examinados que completan
e´xitosamente el paso ui, pero fallan al completar el paso (ui + 1). Sea Mui(θ) (Samejima, 1995)
la funcio´n que da la probabilidad con la cual el examinado completa el paso ui exitosamente,
bajo las condiciones que el nivel de la habilidad del examinado es θ y el paso (ui − 1) ha sido
completado exitosamente. Sea (mi + 1) el siguiente puntaje encima de mi. Se establece que,
Mui(θ) =
{
1 para ui = 0
0 para ui = mi + 1
para todo θ. Para cada ui se asume que Pui(θ) es no decreciente en θ (Samejima, 2016).
La funcio´n de respuesta a la categor´ıa ui es: Pui(θ) = [Πs6uiMs(θ)]
[
1−M(ui+1)(θ)
]
Esto
provee el marco fundamental para el modelo general de respuesta graduada (Samejima, 2016).
Sea P ∗ui(θ) = Πs6uiMs(θ). Esta funcio´n es denominada de respuesta para puntajes catego´ricos
acumulados (Samejima, 1995). La funcio´n de respuesta a puntajes catego´ricos tambie´n puede ser
expresada como Pui(θ) = P
∗
ui
(θ)− P ∗(ui+1)(θ) El modelo general de respuesta graduada incluye
varios modelos matema´ticos espec´ıficos. Samejima (2016) comenta que el modelo deber´ıa ser
examinado en los siguientes aspectos :
que el principio detra´s del modelo y el conjunto de supuestos este´n de acuerdo con la
realidad psicolo´gica en cuestio´n.
que se satisfaga la condicio´n de un u´nico ma´ximo .
que las modas de las funciones de respuesta a las distintas categor´ıas este´n ordenadas
segu´n los puntajes correspondientes.
que se cumpla la aditividad de las funciones de respuesta.
que el modelo pueda ser naturalmente generalizado a un modelo de respuesta continua.
La condicio´n de que se tenga un u´nico ma´ximo se satisface si la funcio´n ba´sica Aui(θ) definida
por Aui(θ) =
∂
∂θ
logPui(θ) =
∑
s6ui
∂
∂θ
logMs(θ)+
∂
∂θ
log
[
1−M(ui+1)(θ)
]
es estrictamente decre-
ciente en θ, su as´ıntota superior es no negativa y su as´ıntota inferior es no positiva (Samejima
1969, 1972). Satisfacer esta condicio´n asegura que la funcio´n de verosimilitud para cualquier
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patro´n de respuesta para esas categor´ıas de respuestas tienen un u´nico ma´ximo sea este local
o global. Usando la funcio´n ba´sica, una condicio´n suficiente, pero no necesaria, para el ordena-
miento estricto de las modas de la funcio´n de respuestas catego´ricas es que A(ui−1)(θ) < Aui(θ)
para todo θ y ui = 1, 2, ...,mi.
El caso homoge´neo
El caso homoge´neo del modelo de respuesta graduada representa a una familia de modelos
con funciones P ∗ui(θ), ui = 1, ...,mi, que son ide´nticas en su forma y esta´n posicionadas a lo
largo del continuo de la habilidad en concordancia con el puntaje ui del ı´tem. Entonces, es obvio
que la aditividad de las funciones de respuesta catego´rica se cumple para los modelos del caso
homoge´neo. La funcio´n ba´sica asinto´tica A˜ui(θ) ha sido definida en el caso homoge´neo para
ui = 1, 2, ...,mi por:
A˜ui(θ) = l´ımλ(ui+1)−→λui
Aui(θ) =
∂
∂θ
logPui(θ) =
∂
∂θ
log
[
∂
∂θ
P ∗ui(θ)
]
−
∂2
∂θ2
M1(θ − λui)
∂
∂θ
M1(θ − λui)
con λui tendiendo a cero para ui = 1, creciente como funcio´n de ui, e ide´ntica en forma para
todo ui = 1, 2, ...,mi excepto en su posicio´n en el continuo de θ (Samejima, 1969, 1972).
Samejima (1969, 1972) demostro´ que los modelos de ojiva normal y el modelo log´ıstico
pertenecen a esta clase de modelos y satisfacen la condicio´n de un u´nico ma´ximo. En esos
modelos, la funcio´n de respuesta catego´rica a los puntajes esta dada por:
Pui(θ) =
1
[2pi]1/2
∫ ai(θ−bui )
ai(θ−bui+1) exp
[−t2
2
]
dt y
Pui(θ) =
exp [−Dai(θ − bui+1)]− exp [−Dai(θ − bui)]
[1 + exp [−Dai(θ − bui)]] [1 + exp [−Dai(θ − bui+1)]]
(Samejima, 2016)
El caso heteroge´neo
Los modelos del caso heteroge´neo de respuesta graduada se caracterizan por tener funciones
de respuesta a las categor´ıas P ∗ui(θ), no todas ide´nticas en forma. Un ejemplo es el modelo de
respuesta nominal de Bock (1972), ya que Samejima (1972) demostro´ que este modelo puede
ser considerado como un modelo de respuesta graduada en el caso heteroge´neo, si la respuesta
nominal y los para´metros ai del modelo de Bock esta´n ordenadas, con una desiguladad estricta
en, por lo menos, un par de ellos. Dos ejemplos son el modelo de cre´dito parcial y el modelo de
cre´dito parcial generalizado.
Samejima (1995) propuso un modelo de aceleracio´n que pertenece al caso heteroge´neo que
considera una situacio´n donde el problema a resolver requiere un nu´mero de subprocesos para
ser completados correctamente antes de alcanzar la solucio´n. Se asume que hay ma´s de un paso
en el proceso y los pasos son observables. Puntajes graduados, o cre´ditos parciales, de 1 a mi
son asignados al lograr exitosamente cada paso.
1.4.4. Modelo de cre´dito parcial y modelo de cre´dito parcial gene-
ralizado
El modelo de cre´dito parcial es una aplicacio´n del modelo de Rasch para ı´tems dicoto´micos.
Si las respuestas al ı´tem i son alguna de las categor´ıas a = 0, 1, ...mi, entonces la probabilidad
de que la respuesta de una persona al ı´tem i este´ en la categor´ıa x, en vez de en la categor´ıa
x− 1 es modelado por el modelo de Rasch para ı´tems dicoto´micos (Masters, 2016).
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Es el modelo ma´s simple porque solamente incluye los para´metros de los ı´tems y las habilidades
de las personas, lo cual lo hace fa´cil de aplicar. Ha sido utilizado rutinariamente en varios
programas de evaluacio´n. El modelo de cre´dito parcial difiere del modelo de respuesta graduada
y del modelo de cre´dito parcial generalizado en que tanto este, como el modelo de escala de
clasificacio´n (el cual es un caso particular del modelo de cre´dito parcial), pertenecen a la familia
de modelos de Rasch y por eso comparten caracter´ısticas como la separabilidad de las personas
y los para´metros de los ı´tems y la existencia de estad´ısticos suficientes. El modelo de cre´dito
parcial (y sus casos particulares) es el u´nico modelo en el cual la suma de los puntajes de los
ı´tems es un estad´ıstico suficiente para la habilidad de los sujetos. Tambie´n es el u´nico modelo
que permite el ordenamiento estoca´stico de las personas por el puntaje total (Hemker et al.,
1996; 1997; Ligtvoet, 2012).
Cuando un ı´tem tiene ma´s de dos categor´ıas de respuestas, por ejemplo m categor´ıas de
respuestas ordenadas (0 < 1 < 2 < ... < m), la probabilidad condicional de puntuar a en vez
de a − 1 debe ser mono´tona creciente en el dominio de la habilidad. En el modelo de cre´dito
parcial esto se hace usando el modelo de Rasch para respuesta dicoto´mica.
Pr{Upi = a}
Pr{Upi = a− 1}+ Pr{Upi = a} =
e(θp−bia)
1 + e(θp−bia)
= (a = 1, 2, ...,mi)
donde θp es la habilidad de la persona p y bia es un para´metro que gobierna la probabilidad
de puntuar a en vez de a− 1 en el ı´tem i.
Condicionando un par de categor´ıas adyacentes (se elimina toda otra respuesta posible de
consideracio´n), la anterior ecuacio´n se enfoca en la comparacio´n de las categor´ıas a−1 y a. Esta
comparacio´n local es el nu´cleo del modelo de cre´dito parcial y como demostro´ Masters (2010)
es una caracter´ıstica esencial y definitoria de todos los modelos de la familia de Rasch.
Para aplicar el modelo de cre´dito parcial es conveniente reescribirlo como la probabilidad
(incondicional) de cada posible resultado 0, 1, ...mi. Esto implica que al desempen˜o de la persona p
en el ı´tem i le es asignado uno de los mi+1 puntajes disponibles, esto es,
∑mi
a=0 Pr{Upi = a} = 1.
La probabilidad de una persona p puntu´e a en el ı´tem i se escribe como:
P{Upi = a} = e
∑a
k=0(θp−bik)∑mi
h=0 e
∑h
k=0(θp−bik)
(a = 0, 1, ...,mi)
donde,
∑0
k=0(θp − bik) = 0 y
∑0
k=0(θp − bik) =
∑0
k=1(θp − bik)
El modelo de cre´dito parcial generalizado fue formulado por Muraki (1992) basa´ndose en
el modelo de cre´dito parcial de Masters. Este modelo relaja el supuesto de discriminaciones
uniformes de los ı´tems del test. La diferencia entre estos dos tipos de modelos no es solamente
la parametrizacio´n sino tambie´n el supuesto ba´sico acerca de la variable latente.
El modelo de cre´dito parcial generalizado se escritbe como:Pia(θ) =
e[
∑a
v=1 Ziv(θ)]∑mi
c=1 e
[
∑a
v=1 Ziv(θ)]
y
Zia(θ) = ai(θ − bi + da) donde ai es la pendiente, bi es un para´metro de la ubicacio´n del ı´tem y
da es un para´metro de la categor´ıa. El para´metro ai indica el grado de cambio de la respuesta
catego´rica al variar θ. Este concepto de la discriminacio´n esta´ relacionada con el ı´ndice de
fiabilidad del ı´tem en la TCT (Muraki y Wang, 1992, Muraki y Muraki, 2016).
Como el nu´mero de categor´ıas de respuestas es m, solamente m− 1 pueden ser identificados.
Consecuentemente, algunos de los m para´metros pueden ser arbitrariamente fijados a algu´n
valor fijo. Muraki y Muraki (2016) definen arbitrariamente bi1 = 0.
Los para´metros de la categor´ıa del ı´tem bia = bi − da son puntos que pueden ocurrir en
cualquier lugar de la escala de θ. Entonces, bajo el supuesto que ai > 0, si θ = bia, se cumple
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, Pia(θ) = Pi,a−1(θ), si θ > bia, entonces, Pia(θ) > Pi,a−1(θ) y si θ < bia, entonces, Pia(θ) <
Pi,a−1(θ).
Hay una indeterminancio´n entre los bi y los da en cada bloque de ı´tems que comparten el
mismo conjunto de para´metros catego´ricos. Para obtener un conjunto de para´metros u´nicos,
deben ser impuestas restricciones, por ejemplo, la media de los para´metros catego´ricos deben
ser igual a una constante sobre los bloques. Las siguientes restricciones de ubicacio´n pueden ser
impuestas a trave´s de bloques:
∑mi
a=2 da = 0.
La suma de Ziv(θ) para el ı´tem i en el modelo de cre´dito parcial generalizado puede ser escrita
como: Z+ia(θ) =
∑a
v=1 Ziv(θ) = ai [Ta(θ − bi) +Ka] donde Ka =
∑a
v=1 dv. El valor esperado del
la funcio´n de puntaje esta´ dada por T¯i(θ) =
∑mi
a=1 TaPia(θ).
T¯i(θ) es llamada funcio´n de respuesta del ı´tem y puede ser vista como la regresio´n de los
puntajes del ı´tem sobre la escala de habilidad (Lord, 1980a; Muraki y Muraki, 2016).
1.5. Modelos de respuesta continua
Samejima (1973) extendio´ su modelo de respuesta graduada a respuestas a un intervalo abierto.
Mu¨ller (1987) extendio´ el modelo de escala de clasificacio´n de Andrich a respuestas a un intervalo
cerrado, es decir, permite elegir los extremos. Tanto Samejima como Muller particionaron los
intervalos dividie´ndolos en mitades sucesivas y aplicando el modelo de respuesta graduada.
Obtienen los modelos de respuesta continua como el caso l´ımite cuando el nu´mero de intervalos
tiende a infinito. Mellenbergh (2016) describe co´mo los modelos de variable latente para el
ana´lisis de variables continuas han tenido otros desarrollos. Por ejemplo, modelos de ana´lisis
factorial fueron desarrollados para el ana´lisis de correlaciones y covarianzas entre variables
continuas (Bartholomew, 1995). La aplicacio´n de estos modelos a ı´tems de respuestas continua
produce los modelos de variable latente para ı´tems continuos (McDonald, 1982). Ma´s adelante,
los modelos de clase latente fueron desarrollados para el ana´lisis de variables continuas (Gibson,
1959; Lazarsfeld y Henry, 1968).
Veamos el modelo, asumamos que un sujeto p contesta a un ı´tem continuo y que su respuesta
depende de d variables latentes Θ1,Θ2, ...,Θd . Tambie´n se asume que las respuestas del sujeto
p al item i-e´simo esta´n normalmente distribuidos con valores esperados τpi y varianza σ
2
pi y
que las respuestas condicionadas, al nivel de rasgo (Θ1 = Θp1, ...,Θd = Θpd) esta´n distribuidas
independientemente. Finalmente, se asume que la regresio´n de puntajes del ı´tem sobre las
variables latentes pueden ser modelada como una funcio´n lineal de estas:
E(Upi|Θ1 = θp1,Θ2 = θp2, ...,ΘD = θpD) = τpi = bi + ai1θp1 + ai2θp2 + ...+ aiDθpD
donde Upi es el puntaje aleatorio del i-e´simo ı´tem del sujeto p; bi es el te´rmino independiente
(intercepto); ai1, ai2, ..., aiD son los coeficientes (pendientes) de la funcio´n de regresio´n del ı´tem
i-e´simo; y θp1, θp2, ..., θpD son los valores de las variables latentes del sujeto p.
El modelo factorial se obtiene de la ecuacio´n anterior a partir de rasgos latentes continuos
y asumiendo que la varianza de los puntajes del ı´tem es homoge´neo con respecto a todos los
sujetos El modelo de clase latente es obtenido tambie´n de la ecuacio´n anterior considerando a
las variables latentes como variables latente dummy, que indican la pertenencia de los sujetos
a determinada clase latente y asumiendo que la varianza al puntaje del ı´tem es homoge´neo
dentro de cada clase latente. El modelo de un factor de Spearman tambie´n es un caso particular
tomando d = 1 ,
E(Upi | Θ = θp) = τpi = bi + aiθp con V ar(Upi | Θ = θp) = σ2i
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Este modelo, adema´s del modelo factorial para variables continuas, es el modelo congene´rico
de Jo¨reskog (1971). Los para´metros b son comparables a los para´metros de dificultad de los
modelos de TRI . Los para´metros a son comparables a los para´metros de discriminacio´n de
los modelos de TRI porque son pendientes de las funciones de regresio´n de los puntajes de los
ı´tems en el rasgo latente.
Los casos especiales del modelo congene´rico son obtenidos poniendo restricciones a los para´-
metros del ı´tem. Si (ai = a, bi = b, σ
2
i = σ
2, i = 1, 2, ..., n) obtenemos la versio´n del modelo para
ı´tems paralelos, si (ai = a, bi = b, i = 1, 2, ..., n) obtenemos el modelo esencialmente de ı´tems
tau-equivalente . Tambie´n, si (ai = a, σ
2
i = σ
2, i = 1, 2, ..., n) tenemos un modelo para puntajes
de ı´tems continuos que es la contraparte del modelo de Rasch para respuestas a ı´tems dicoto´mi-
cos (Mulaik, 1972). El modelo congene´rico es comparable al modelo log´ıstico de dos para´metros
de Birnbaum para respuestas dicoto´micas. Bajo el modelo de Birnbaum, la transformacio´n logit
de la probabilidad de dar una respuesta correcta es: ln
pipi
1− pipi = ai(bi − θp) = b
∗
i + a
∗
i θp, donde
b∗i = aibi, y a
∗
i = −ai.
Vemos que el modelo log´ıstico de 2P tiene una estructura similar al modelo congene´rico.
Ambas ecuaciones son funciones lineales de una variable latente con la misma parametrizacio´n.
El para´metro θ del modelo congene´rico no es identificado. Una manera de hacerlo es fijar la
media y la varianza del rasgo latente en la poblacio´n igual a E(θ) = 0 y V ar(θ) = 1.
Una diferencia entre el modelo log´ıstico para respuestas dicoto´micas y el modelo factorial
de ı´tems continuos, es que el primero tiene solamente los para´metros a y b, y el u´ltimo tiene
para´metros a, b y σ2 (Mellenbergh, 2016).
La generalizacio´n del modelo congene´rico es el modelo factorial multiple; la generalizacio´n
del modelo log´ıstico de 2P es el modelo de respuesta a ı´tems multidimensionales (Reckase, 2009).
Aplicando la transformacio´n logit a la probabilidad de dar una respuesta correcta al ı´tem bajo
el modelo multidimensional para respuestas dicoto´micas obtenemos la ecuacio´n del modelo de
factor mu´ltiple para puntajes de ı´tems continuos.
Observemos que el modelo congene´rico se apoya en supuestos muy fuertes como los men-
cionados al principio, pero adema´s, a los efectos de obtener estimadores ma´ximo veros´ımiles
debe cumplirse que los puntajes tengan distribucion normal multivariada lo que implica que
tambie´n las variables latentes de los sujetos sean normalmente distribuidos. Estas suposiciones
son muchas veces violadas, por eso se han desarrollado modelos que permiten estas violaciones.
Hessen y Dolan (2009) presentaron un modelo de un factor heteroceda´stico, el cual puede
estimarse por ma´xima verosimilitud marginal. Molenaar, Dolan y Verhelst (2010) extienden el
modelo a uno con distribucio´n no normal de los para´metros de los sujetos y donde la varianza
y el para´metro a pueden variar.
1.6. Estimacio´n de modelos dicoto´micos
Dedicaremos esta seccio´n a presentar diferentes me´todos de estimacio´n para los modelos
vistos hasta ahora. Decidimos presentarlos porque incluyen la descripcio´n de las te´cnicas ma´s
utilizadas a lo largo de la TRI y como dijimos antes nos permite comparar estos algoritmos con
los propuestos por nosotros.
Una vez definido el modelo a utilizar deben estimarse sus para´metros lo que usualmente se
denomina calibracio´n del ı´tem. Otro problema es estimar los rasgos o habilidades de los sujetos.
Hay varios procedimientos para llevar a cabo la estimacio´n de los ı´tems, los procedimentos
basados en ma´xima verosimilitud, me´todos bayesianos o los me´todos Monte Carlo de cadenas
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de Markov.Tambie´n se pueden estimar los para´metros de los ı´tems suponiendo conocida la
habilidad, o estimar la habilidad suponiendo conocidos los para´metros de los ı´tems. Asimismo,
se pueden estimar al mismo tiempo los para´metros de los ı´tems y el rasgo.
La importancia de encontrar procedimientos que provean de estimadores que tengan buenas
propiedades estad´ısticas es clara; pero adema´s que sean eficientes computacionalmente, ya que
si estimamos los para´metros de n ı´tems y el rasgo de N sujetos, si utilizamos un modelo de tres
para´metros, habr´ıa 3n+N para´metros a estimar (aunque en realidad luego de fijar la escala se
tendra´n que estimar 3n+N-2 para´metros) lo cual para valores grandes de N y n puede ser muy
costoso desde el punto de vista computacional. A su vez, para tener una buena estimacio´n se
necesita que el taman˜o de la muestra sea grande, que acentu´a au´n el problema anterior. Otro
elemento que veremos en la estimacio´n es la llamada pe´rdida de identificabilidad. Este problema
ocurre cuando diferentes combinaciones de valores de los para´metros dan la misma distribucio´n
de los datos observados. Una revisio´n profunda de la identificabilidad se puede leer en San
Mart´ın (2016). Hay tambie´n resultados recientes que dan condiciones para chequear cuando las
restricciones que se agregan son suficientes para la identificabilidad de los modelos. Es comu´n
en los modelos de efectos fijos poner como restricciones que la media de las habilidades sea 0 y
la varianza 1.
Estimacio´n por ma´xima verosimilitud
Muchos de los me´todos de estimacio´n utilizan la estimacio´n por ma´xima verosimilitud. El
me´todo se basa en suponer que tenemos una funcio´n de densidad p(x|Θ) determinada por un
conjunto de para´metros Θ. Tenemos una muestra aleatoria simple de taman˜o n de observaciones
con esta distribucio´n, sea X = {x1, ..., xn}. Como son independientes la densidad conjunta de
esta muestra es:p(X|Θ) = ∏ni=1 p(xi|Θ) = L(Θ|X).
La funcio´n L se llama verosimilitud de los para´metros dado los datos. El me´todo de ma´xima
verosimilitud propone estimar los para´metros maximizando la funcio´n de verosimilitud, o sea
los estimadores son: Θ∗ = argmaxΘL(Θ|X).
En general, en vez de maximizar L se maximiza lnL pues es ma´s sencillo. Los estimadores
ma´ximo veros´ımiles son los ma´s usados en estad´ıstica debido a sus buenas propiedades formales.
Estos estimadores son insesgados o asinto´ticamente insesgados y consistentes; son estad´ısticos
suficientes o funcio´n de ellos; eficientes; asinto´ticamente normales y alcanzan la cota de Cramer-
Rao. Concretamente su distribucio´n en muestras grandes se puede enunciar como: los estimadores
ma´ximo-veros´ımiles θ̂1,θ̂2...,θ̂k de los para´metros de una distribucio´n dada por f(x, θ1, θ2..., θk)
para muestras de taman˜o n, tienen, para muestras grandes, una distribucio´n que se aproxima
a la normal multivariante de medias θ1, θ2, ..., θk y matriz R en la forma cuadra´tica en donde
rij = −E[ ∂2∂θi∂θj ln f(x, θ1, θ2..., θk)]. Las varianzas y covarianzas de los estimadores son (1/k)R−1.
Esta propiedad se relaciona con la informacio´n de Fisher pues asinto´ticamente, θ̂ ∼ N(θ, 1
I(θ)
) =
N(θ,− 1
E( ∂
2 lnL
∂θ2
)
).
En el caso de la TRI maximizar la verosimilitud implica calcular los puntos estacionarios
del gradiente. En la mayor´ıa de los casos no se tiene una forma explicita de la solucio´n por lo
que deben emplearse me´todos nume´ricos para hallarlos. El algoritmo de Newton-Raphson suele
usarse combinado con el me´todo de Fisher. En Luzardo y Forteza (2014) se puede encontrar el
algoritmo de Newton-Raphson detallado para el caso de raices de un gradiente basados en la
matriz hessiana
Algoritmo EM
27
Otro algoritmo muy usado en la estimacio´n es un algoritmo iterativo que fue propuesto
por primera vez por Dempster, Laird y Rubin (1977) para obtener estimadores de ma´xima
verosimilitud cuando las observaciones pueden ser vistas como datos incompletos o hay valores
perdidos. Hay dos aplicaciones principales de este algoritmo: una es cuando hay valores missing
debido a problemas o limitaciones en el proceso de observacio´n, la segunda se da cuando
optimizar la verosimilitud es anal´ıticamente intratable, pero puede ser simplificada asumiendo
la existencia y valores de para´metros no observados u ocultos.
El algoritmo se denomina EM porque se compone de un paso donde se toman esperanzas
seguido por un paso de maximizacio´n. Supongamos que los datos observados X son generados por
alguna distribucio´n, llamaremos X a los datos incompletos. Supongamos que los datos completos
vienen dados por Z=(X,Y) y tienen densidad conjunta p(z|Θ) = p(x, y|Θ) = p(y|x,Θ)p(x|Θ).
Podemos definir una nueva funcio´n de verosimilitud llamada la verosimilitud para los datos
completos, definida por: L(Θ|Z) = L(Θ|X, Y ) = p(X, Y |Θ). Esta funcio´n es una variable
aleatoria pues Y es desconocido y aleatorio. Podemos pensar entonces L(Θ|X, Y ) = hX,Θ(Y ),
donde X y Θ en esta funcio´n son constantes, e Y una variable aleatoria.
En un primer paso, el algoritmo EM encuentra el valor esperado del logaritmo de la ve-
rosimilitud para los datos completos con respecto a los datos desconocidos Y , dado los va-
lores observados X y los estimadores de los para´metros en ese momento. Esto es, se define:
Q(Θ,Θ(i−1)) = E(ln p(X, Y |Θ)|X,Θ(i−1)) donde Θ(i−1) son los para´metros actuales usados para
evaluar las esperanzas y Θ son los nuevos para´metros.
En la expresio´n previa X y Θ(i−1) son constantes, Y es una variable aleatoria que tiene
distribucio´n f(y|X,Θ(i−1)) y Θ los para´metros a estimar.
Calculando la esperanza condicional tenemos:
E(ln p(X, Y |Θ)|X,Θ(i−1)) = ∫
y∈Ω ln p(X, y|Θ)f(y|X,Θ(i−1))dy
donde f(y|X,Θ(i−1)) es la distribucio´n marginal de los datos no observados y es dependiente
de X y de los para´metros observados, Ω es el espacio de valores de y. El ca´lculo de esta esperanza
se denomina paso E.
Luego, el segundo paso consiste en maximizar Q(Θ,Θ(i−1)), o sea: Θi = argmaxΘQ(Θ,Θ(i−1))
Una modificacio´n del algoritmo EM consiste, en vez de maximizar Q, en encontrar algu´n Θi
tal que Q(Θi,Θ(i−1)) > Q(Θ,Θ(i−1)). Esta modificacio´n da origen al algoritmo EM generalizado
(GEM). Dumpster et al. (1977) prueban que en cada iteracio´n crece el logaritmo de la verosimi-
litud y que el algoritmo converge a un ma´ximo local de la verosimilitud. Tambie´n dan tasas y
velocidades de convergencia.
Revisio´n de los procedimientos
En esta seccio´n se pretende hacer un recuento de los me´todos y circunstancias en que se
aplican. Si se estiman los para´metros de los ı´tems suponiendo conocida la habilidad se puede
emplear estimacio´n por ma´xima verosimilitud, estimacio´n bayesiana y estimacio´n por mı´nimo
χ2. Si se estima la habilidad suponiendo conocidos los para´metros de los ı´tems, hay me´todos
basados en ma´xima verosimilitud y me´todos bayesianos.
En mu´ltiples casos se estiman los para´metros de los ı´tems y la habilidad conjuntamente. En
este caso destacan la estimacio´n conjunta por ma´xima verosimilitud, por ma´xima verosimilitud
condicional y por ma´xima verosimilitud marginal. Tambie´n esta´ la estimacio´n bayesiana.
Adema´s, existen me´todos alternativos que pretenden dar procedimientos de bajo coste compu-
tacional. Dentro de estos esta´ el que utiliza la correlacio´n biserial puntual y la dificultad del ı´tem
(este me´todo se vera´ luego como parte de los algoritmos para encontrar estimaciones iniciales).
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Tambie´n esta´ el me´todo de Urry para estimar los para´metros del modelo 3P. Verhelst y Molenaar
(1988) usan regresio´n log´ıstica con me´todos iterativos.
En la estimacio´n aparecen ciertos detalles a tener en cuenta. El primero, esta´ relacionado
con el problema de la identificacio´n, que ya revisamos. Para resolver este problema se suele fijar
la media de θ a cero y su varianza a 1 (por consiguiente tambie´n se transformara´ la dificultad
del ı´tem).
Se han probado resultados sobre la convergencia de los estimadores:
a) Si los para´metros de los ı´tems son conocidos, el estimador ma´ximo veros´ımil θ̂ de la
habilidad converge a θ si el nu´mero de ı´tems es suficientemente grande.
b) Si la aptitud es conocida, los estimadores ma´ximo veros´ımiles de los para´metros de los
ı´tems convergen al valor de esos para´metros si el nu´mero de examinados es suficientemente
grande.
c) Si se estiman conjuntamente los para´metros de los ı´tems y la habilidad, los para´metros
de los ı´tems son estructurales y los de la habilidad incidentales (pues crece el nu´mero de
para´metros al aumentar la muestra). En este caso los estimadores de los para´metros de los ı´tems
no convergen a sus para´metros cuando la muestra de examinados se incrementa. Sin embargo,
se logra consistencia si adema´s se hace que el nu´mero de ı´tems tienda a infinito. Es decir, para
la estimacio´n simulta´nea se necesitan grandes muestras de examinados y de ı´tems.
Lo que nos interesa resaltar aqui es la complejidad de los algoritmos de estimacio´n. Para ello
veremos algunos detalles. En el caso a), donde la habilidad se considera conocida, se aplica el
me´todo de ma´xima verosimilitud tanto a los modelos de ojiva normal, como log´ısticos de 1, 2
y 3 para´metros. No hay una solucio´n explicita para determinar los puntos estacionarios de la
verosimilitud por lo que se utiliza el me´todo de Newton Raphson. Esto da origen a un algoritmo
iterativo en el cual adema´s suele emplearse el me´todo de Fisher, pues en general, converge ma´s
ra´pidamente que Newton Raphson. Kale (1962) mostro´ que los valores iniciales deben estar en
un entorno de los para´metros y deben estar basados en estimadores consistentes para que el
proceso iterativo converja.
Para ejemplificar si queremos estimar el modelo 2P suponiendo las habilidades conocidas, en
vez de estimar directamenente a y b se estiman ζ = −ab y λ = a ya que linealizan el exponente
del modelo. Se consideran k grupos que tienen cada uno rasgo θj y que estan constituidos por
fj sujetos cada uno. El algoritmo puede resumirse en los siguientes pasos:
1- Se comienza con estimaciones primarias de (ζ̂1, λ̂1).
Hay varios esquemas para elegir los valores iniciales, por ejemplo en el caso del modelo de
ojiva normal podemos usar las ecuaciones de Tucker (1946). Bajo el modelo de dos para´metros
los valores de tendencia e intercepto 1 y 0 muchas veces funcionan adecuadamente.
2- Si en el tiempo t tenemos (ζ̂t, λ̂t), a partir de estos calculamos ζ̂t + λ̂tθj para todos los
niveles de habilidad.
3- Se calcula P̂j, Q̂j, y wj = P̂jQ̂j.
4- Se calcula (ζ̂t+1, λ̂t+1) mediante:
(1.19)
(
ζ̂
λ̂
)
t+1
=
(
ζ̂
λ̂
)
t
+
( ∑k
j=1 fjwj
∑k
j=1 fjwjθj∑k
j=1 fjwjθj
∑k
j=1 fjwjθ
2
j
)−1
t
( ∑k
j=1 fjwj
(pj−Pj)
PjQj∑k
j=1 fjwj
(pj−Pj)
PjQj
θj
)
t
5- Este proceso se continu´a hasta que |∆ζ̂t| y |∆λ̂t| son arbitrariamente chicos.
6- A partir de las estimaciones de ζ̂ y λ̂ obtenemos â = λ̂ y b̂ = − ζ̂
λ̂
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Berkson (1955) hallo´ las varianzas asinto´ticas de los estimadores:
s2
λ̂
= 1∑k
j=1 fjwj(θ−θj)2
= s2â donde θ =
∑k
j=1 fjwjθj∑k
j=1 fjwj
s2
ζ̂
= 1∑k
j=1 fjwj
+ θ
2
s2
λ̂
y s2
b̂
= 1
â2
[
1∑k
j=1 fjwj
+ s2â(̂b− θ)2
]
Un test de bondad de ajuste obtenido por Garwood (1941) es χ2 =
∑k
j=1 fjwj
(pj−Pj)2
PjQj
que
tiene distribucio´n asinto´tica chi cuadrado con k-2 grados de libertad.
Este esquema funciona correctamente para los modelos de uno y dos para´metros, sin embargo
para el modelo de 3 para´metros es muy inestable debido a las propiedades de la superficie de
ma´xima verosimilitud. Este es un tema de trabajo aun en d´ıa de los matema´ticos que trabajan
en optimizacio´n.
Otro procedimiento aunque no muy usual es el de estimacio´n por mı´nimo χ2. Este proce-
dimiento fue propuesto por Berkson (1955), donde se maximiza el ajustes entre los valores
esperados y observados minimizando el estad´ıstico χ2.
Los procedimientos de estimacio´n de la habilidad cuando se conocen los para´metros de los
ı´tems son bastante ma´s sencillos. En este caso el proceso iterativo toma la forma
[θ̂j]t+1 = [θ̂j]t − [∂
2L
∂θ2j
]−1t [
∂L
∂θj
]t
Por ejemplo en el modelo 3P el algoritmo queda:
[θ̂j]t+1 = [θ̂j]t + [
∑n
i=1−λ2iQij[ (Pij−ci)
2
(1−ci)2
1
Pij
]]−1t [
∑n
i=1 λi
(uij−Pij)(Pij−ci)
(1−ci)Pij ]t
y la varianza asinto´tica es:
s2
θ̂j
= 1−E( ∂2 lnL
∂θ2
j
)
= 1∑n
i=1 λ
2
iQij [
(Pij−ci)2
(1−ci)2
1
Pij
]
= 1∑n
i=1 α
2
iQij [
(Pij−ci)2
(1−ci)2
1
Pij
]
Cuando interesa la estimacio´n conjunta de para´metros del ı´tem y habilidad hay varios proce-
dimientos. Uno de ellos lo hace mediante ma´xima verosimilitud. El argumento central esta´ dado
por el paradigma de Birnbaum que simplifica los algoritmos a utilizar. Este tipo de estimacio´n
exige la eliminacio´n de las puntuaciones extremas, tanto para ı´tems como para sujetos. Por
lo tanto, se deben eliminar los sujetos que acierten o fallen todos los ı´tems. Tampoco puede
usarse cuando los ı´tems pueden dividirse en dos clases, de tal forma que los sujetos acierten
todos los ı´tems de la primera clase y fallen los de la segunda. Su principal limitacio´n es que si
tenemos N sujetos y n ı´tems las estimaciones son inconsistentes para n fijo cuando N → ∞.
Son consistentes si N → ∞, n → ∞ y N
n
→ ∞. Como en la mayor´ıa de los casos se tiene
un nu´mero limitado de ı´tems, las estimaciones conjuntas de los ı´tems no son consistentes y
tampoco asinto´ticamente insesgadas. Aplicando las derivadas de primer orden al logaritmo de la
verosimilitud se obtiene un sistema de 2n+N derivadas igualadas a 0, luego se usa el algoritmo
de Newton Raphson.
El algoritmo toma la forma ψt+1 = ψt −H−1t (∇L)t donde ψ es el vector de dimensio´n 2n+N
que contiene los para´metros a estimar; H la matriz hessiana (dimensio´n 2n+Nx2n+N) y ∇L el
vector gradiente del logaritmo de la verosimilitud. La dimensionalidad del problema es grande
as´ı que se han tratado de encontrar formas de reducirla y con este objeto se hacen tres supuestos:
1- dado que los examinados se toman aleatoriamente de la poblacio´n, cada examinado es un
objeto independiente, luego las derivadas cruzadas entre pares de examinados tiene esperanza
cero.
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2- no hay motivo para que exista covariacio´n entre un sujeto y los para´metros de los ı´tems,
as´ı que se asumen independientes y por lo tanto se eliminan las derivadas cruzadas.
3- se asume que los ı´tems son independientes y, por lo tanto, se eliminan las derivadas cruzadas
entre ı´tems diferentes.
Despue´s de estas simplificaciones la matriz hessiana so´lo esta´ compuesta de submatrices 2x2
para cada ı´tem y elementos en la diagonal para los sujetos.
Aqu´ı entra en juego el paradigma de Birnbaum (1968) que propone un proceso de estimacio´n
en dos etapas. En la primera etapa se estiman los para´metros de los ı´tems asumiendo que las
habilidades son conocidas. Para iniciar el proceso iterativo se toman estimaciones crudas de
las habilidades, en general, es el puntaje estandarizado del sujeto. Como por los supuestos se
pueden considerar los ı´tems separadamente, se resuelve los estimados iterativamente por:
(1.20)
(
ζ̂
λ̂
)
t+1
=
(
ζ̂
λ̂
)
t
−
(
E(∂
2L
∂ζ2i
) E( ∂
2L
∂ζi∂λi
)
E( ∂
2L
∂λi∂ζi
) E(∂
2L
∂λ2i
)
)−1
t
(
∂L
∂ζi
∂2L
∂λi
)
t
A partir de resolver estas ecuaciones se tienen las estimaciones de los para´metros de los
ı´tems y suponie´ndolos conocidos podemos estimar las habilidades mediante [θ̂j]t+1 = [θ̂j]t −
[E(∂
2L
∂θ2j
)]−1t [
∂L
∂θj
]t
En este punto un primer ciclo del paradigma de Birnbaum se ha completado y tenemos
estimados de los para´metros de los ı´tems ζi y λi para todo i y de las habilidades de los sujetos θj
para todo j. Como la me´trica de θ es u´nica a menos de transformaciones mono´tonas, aunque no
ser´ıa necesario fijar la escala, algunos programas como el LOGIST lo hacen mediante la media y
la desviacio´n t´ıpica de las habilidades. Se tiene entonces, el score esta´ndar:θ∗j =
(θ̂j−θ̂)
s
θ̂
. Tambie´n
se ajustan los para´metros de los ı´tems mediante b∗i =
(̂bi−θ̂)
s
θ̂
y a∗i = sθ̂âi.
Por u´ltimo, se necesita un criterio de parada a los efectos de finalizar los ciclos. Este criterio
es arbitrario. Por ejemplo, Wood, Wingersky y Lord (1976) proponen que la diferencia entre
dos ciclos sucesivos debe ser menor a un valor espec´ıfico.
Para la estimacio´n del modelo de Rasch se desarrollaron dos procedimientos, un basado en
ma´xima verosimilitud condicional y otro en ma´xima verosimilitud conjunta.
Rasch indica en 1960 que las expresiones de probabilidad condicional podr´ıan ser usadas con
propo´sitos de estimacio´n. Rasch provee un algoritmo y su implementacio´n, pero no funciono´ bien
en la pra´ctica. Andersen dio un me´todo basado en estimacio´n por ma´xima verosimilitud basada
en probabilidades condicionales. Este procedimiento solo se aplica para estimar los para´metros
de los ı´tems. Una vez que los ı´tems son calibrados se estima la habilidad basa´ndose en la
disponibilidad de estad´ısticos suficientes para la habilidad. En este procedimiento se calcula la
funcio´n de verosimilitud condicionada a la puntuacio´n total. Adema´s, se soluciona el problema
que se daba en la estimacio´n conjunta respecto a la cantidad de para´metros incidentales, pues
la cantidad de posibles puntuaciones es igual a la cantidad de ı´tems ma´s 1.
Como ya sabemos hay una indeterminacio´n en la definicio´n de la me´trica. Andersen (1973 y
1977) impone la restriccio´n
∑n
i=1 βi = 0 a los efectos de determinar la escala. Wright y Douglas
(1977) implementaron esta restriccio´n sustrayendo la derivada de un ı´tem de las restantes,
por ejemplo el ı´tem n. El procedimiento por ma´xima verosimilitud conjunta estima tanto los
parametros de los ı´tems como las habilidades. Este algoritmo tiene dos procedimientos iterativos
que utilizan Newton Raphson uno para estimar las dificultades de los ı´tems y otro para estimar
las habilidades.
Para los modelos que no son Rasch hay que recurrir a otros me´todos uno de ellos es la
estimacio´n usando ma´xima verosimilitud marginal. Aunque este proceso no se considera una
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te´cnica bayesiana el proceso de marginalizacio´n incorpora el teorema de Bayes en su matema´tica.
Sea f(θ|τ) la densidad de probabilidad de la habilidad en la poblacio´n (distribucio´n a priori) y τ
el vector de para´metros de la densidad, se supondra´ que la distribucio´n a priori es la misma para
todos los examinados. Sea Uj el vector de respuestas del sujeto j y ξ el vector de para´metros
de los ı´tems. Se aplica el teorema de Bayes para calcular la distribucio´n a posteriori de θj. Se
tiene que:
(1.21) P (θj|Uj, τ, ξ) = P (Uj |θj ,ξ)f(θ|τ)∫ P (Uj |θj ,ξ)f(θj |τ)dθ
donde P (Uj|θj, ξ) es la verosimilitud. Por la independencia local,P (Uj|θj, ξ) =
∏n
i=1 P
uij
ij Q
1−uij
ij
La integral que aparece en el denominador es la probabilidad marginal (no condicionada a
θj) del vector de respuestas con respecto a los para´metros de los ı´tems. Para resolver finalmente
el problema destacan dos posibles algoritmos, el algoritmo de Bock y Lieberman y el algoritmo
de Bock y Aitkin. En el algoritmo de Bock y Lieberman se maximiza la distribucio´n marginal.
En las derivadas respecto a los para´metros aparece una integral que surge de la marginalizacio´n.
Para aproximar dichas integrales se aplica la cuadratura de Hermite-Gauss. Si se tiene una
densidad continua con momento finito f(θ|τ) se puede aproximar mediante un histograma.
Luego la integral puede ser reemplazada por la suma de las a´reas de un nu´mero finito de
recta´ngulos. Supongamos que tenemos q intervalos y sea Xk el punto medio del intervalo k,
al que llamaremos nodo. Cada nodo tiene un peso A(Xk) que toma en cuenta la altura de la
funcio´n de densidad en un entorno de Xk. Bock y Lieberman (1970) modifican los nodos y pesos
de Stroud y Sechrest para el caso de la densidad normal t´ıpica. Sustituyendo la aproximacio´n
de la integral por su fo´rmula de cuadratura pueden aplicar el me´todo de N-R para estimar los
3n para´metros del test simulta´neamente. Como en el caso de la estimacio´n conjunta, los uij son
remplazados por su esperanza, o sea se aplica el me´todo de Fisher. El me´todo no es atractivo
desde el punto de vista computacional, ya que requiere invertir una matriz 3n x 3n y es por esto
que este procedimiento se limita a test con muy pocos ı´tems.
En el algoritmo de Bock y Aitkin los autores asumen que los ı´tems son independientes,
los sujetos tambie´n y que son independientes los sujetos de los ı´tems, es decir, utilizan los
mismos supuestos que Birnbaum en su paradigma para la estimacio´n conjunta. Bock y Aitkin
generan unos datos que dependen de probabilidades condicionales y a los que se les llama datos
artificiales. Los para´metros de los ı´tems se estiman usando el me´todo de Newton Raphson o
Fisher. Los estimadores iniciales de los para´metros que suelen emplearse se basan en el coeficiente
de correlacio´n biserial entre θ y la variable de respuesta U y en la dificultad de ı´tem.
En este me´todo los datos artificiales dependen de los estimadores de los para´metros de
los ı´tems, por lo tanto, debe establecerse una metodolog´ıa donde los datos artificiales y los
para´metros de los ı´tems se pueden obtener iterativamente. Para esto Bock y Aitkin (1981)
emplearon el algoritmo EM que como ya dijimos es un procedimiento iterativo que sirve para
encontrar los estimadores ma´ximo verosimiles en presencia de variables no observables y que
consta de dos pasos: E (esperanza) y M (maximizacio´n). En nuestro caso queremos estimar
los para´metros de los ı´tems en presencia de una variable aleatoria no observable (θ). Para
realizar inferencia acerca de θ se usa alguna representacio´n observable basada en la respuesta
de los sujetos. Sea el par (U, θ) los datos no observados (datos completos) y el vector U los
datos observados (datos incompletos). Sea f(U, θ|ξ) la densidad de probabilidad conjunta de
(U, θ) y ξp los para´metros estimados en el ciclo p, entonces ξp+1 se calculan maximizando
E(ln f(U, θ|ξ)|U, ξp)) con respecto a ξ. Este proceso se repite hasta satisfacer el criterio de
convergencia. Los dos pasos ser´ıan entonces:
Paso E: Calcular E(ln f(U, θ|ξ)|U, ξp)).
Paso M: Calcular ξp+1 como aquel que maximiza la esperanza posterior.
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Se encuentran adema´s me´todos bayesianos, donde por ejemplo si se desea estimar los para´-
metros de los ı´tems cuando los para´metros de habilidad son conocidos entonces se considera la
distribucio´n a priori de los para´metros del i-e´simo ı´tem, como g(ξ, η), y se asume adema´s que
todos los ı´tems tienen la misma distribucio´n a priori. La distribucio´n a posteriori de la vero-
similitud es: g(ξ|U, θ, η) ∝ L(U |ξ, θ)g(ξ, η) donde el signo de proporcionalidad toma el sentido
usual de la estad´ıstica bayesiana y
L(U |ξ, θ) = ∏Nj=1∏ni=1 Pi(θj)uijQi(θj)1−uij = ∏Nj=1 P (Uj|θj, ξ)
Esta distribucio´n puede usarse para estimar los para´metros. Mislevy (1986b) presento´ un
procedimiento de estimacio´n bayesiano que es una extensio´n de la solucio´n marginal de Bock
y Aitkin (1981). Emplea un procedimiento en dos etapas en el cual la informacio´n a priori es
especificada en un modo jera´rquico. Comienza con la distribucio´n conjunta a priori de todos los
para´metros: g(θ, τ, ξ, η) =
∏N
j=1 g(θj|τ)
∏n
i=1 g(ξi|η)g(τ)g(η)
La distribucio´n a posteriori aplicando el teorema de Bayes es:
g(θ, τ, ξ, η|U) ∝ L(U |θ, ξ)g(θ|τ)g(τ)g(ξ|η)g(η)
Esta ecuacio´n se marginaliza respecto a θ y Mislevy sugiere que tambie´n se haga respecto a
η, pues los considera fuera de intere´s y los trata como para´metros de ruido. A partir de esto:
g(ξ, τ |U) ∝ ∫ ∫ L(U |θ, ξ)g(θ|τ)g(τ)g(ξ|η)g(η)dθdη ∝ L(U |ξ, τ)g(ξ)g(τ).
donde L(U |ξ, τ) es la verosimilitud marginal. En la estimacio´n marginal bayesiana se asume
que los ı´tems son independientes lo que permite proceder ı´tem a ı´tem. Tambie´n se puede proceder
v´ıa el algoritmo EM. Dentro de los me´todos bayesianos para estimar las habilidades encontramos
la estimacio´n modal bayesiana y del valor esperado a posteriori.
1.7. Modelos multidimensionales
Los modelos multidimensionales de TRI tratan de modelizar la probabilidad de las puntuacio-
nes de los ı´tems condicionadas a un rasgo perteneciente a un espacio latente multidimensional.
Es interesante que los modelos multidimensionales de TRI son un caso particular del ana´lisis
factorial o de los modelos de ecuaciones estructurales usando variables no estandarizadas (Ray-
kov y Marcoulides, 2011) y tambie´n del caso general de estos me´todos cuando se trabaja con
variables estandarizadas (McDonald, 1999).
Horst (1965) realizo´ los fundamentos que permitieron el desarrollo de los modelos de TRI
multidimensional al sugerir realizar el ana´lisis factorial con la matriz de datos en vez de usar la
matriz de correlaciones. Para analizar ı´tems dicoto´micos multidimensionales McDonald (1967)
recomienda usar funciones no lineales en el ana´lisis factorial.
McDonald (1982) clasifica los modelos de rasgo latente en:
1. estrictamente lineales, donde la densidad de las respuestas condicionada al rasgo es lineal,
tanto en los coeficientes como en los rasgos latentes.
2. lineales en sentido amplio, donde la densidad condicional es lineal en los coeficientes, pero
no en los rasgos latentes.
3. estrictamente no lineales, donde la densidad condicional no se puede expresar linealmente
en sentido amplio con un nu´mero finito de te´rminos.
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El u´ltimo caso es el del modelo de respuesta al ı´tem para respuestas dicoto´micas donde la
funcio´n de respuesta esta´ definida por la funcio´n log´ıstica acumulada y la ojiva normal.
La relacio´n entre los modelos de TRI multidimensional y el ana´lisis factorial quedo establecida
firmemente en los trabajos de Christoffersson (1975), Muthen (1978), y Bock y Aitkin (1981).
El modelo de ojiva normal y el log´ıstico explotan el hecho que pueden ser expresados como
una suma de polinomios ortogonales (Courant y Hilbert, 1953). El aplicar el ana´lisis armo´nico
permitio´ a McDonald (1962a, 1967) desarrollar un me´todo para su estimacio´n. El procedimiento
de estimacio´n fue implementado en el programa NOHARM (normal-ogive harmonic analysis
robust method), quien utiliza un polinomio de grado 3 para aproximar al modelo de ojiva normal.
En Fraser y McDonald (1988) se dan detalles de esta implementacio´n.
Conside´rense dos vectores de variables aleatorias ν y η de dimensiones n x 1 y d x 1, entonces:
P (ν = u) =
∫
...
Rd
∫
g(ν = u |η = h)f(h)dh
donde u y h son dos realizaciones de las variables ν y η, respectivamente, f(h) es la funcio´n de
densidad de las variables aleatorias η y la integracio´n se realiza con respecto a η . Se denominan
modelos de rasgos latentes multidimensionales a aquellos modelos en los que:
a) Las u´nicas variables que pueden ser observadas son las ν , mientras que las variables
aleatorias η son inobservables y se asume que son continuas.
b) Las variables ν son independientes entre s´ı para un valor fijo de la variable η, digamos η = h.
Es decir, las variables ν son condicionalmente independientes o localmente independientes.
La primera parte de la definicio´n de los modelos latentes implica que el a´rea de integracio´n
d-dimensional R viene dado por el producto de d intervalos Ri = (−∞,∞). La segunda parte
de la definicio´n implica que podemos escribir:g(ν = u |η = h) = nΠ
i=1
g(νi = ui |η = h) luego:
P (ν = u) =
∫
...
Rd
∫
g(ν = u |η = h)f(h)dh = ∫ ...
Rd
∫ n
Π
i=1
g(νi = ui |η = h) f(h)dh
En la ecuacio´n anterior es necesario especificar lo siguiente:
a) la dimensionalidad del vector de variables latentes;
b) la expresio´n de la funcio´n g(ν = u |η = h);
c) la expresio´n de la funcio´n de densidad f(h).
La finalidad u´ltima de los modelos de rasgos latentes es la de ofrecer una representacio´n
parsimoniosa de datos multivariados. Es decir, estamos interesados en hallar un modelo del tipo
anterior que nos proporcione una adecuada representacio´n de los datos en tan pocas dimensiones
como sea posible. Adema´s deseamos que d sea menor que n, a ser posible mucho menor que n.
Los modelos de rasgos latentes son un conjunto amplio de modelos entre los que se encuentran:
a) el modelo factorial, que es un modelo de rasgos latentes caracterizado por asumir que
las variables observadas son continuas, que las funciones g(ν = u |η = h) son lineales y que la
funcio´n de densidad de las variables latentes f(h) es multivariada normal; y
b) los modelos de respuesta a los ı´tems que son aquellos modelos en los que las dema´s
funciones g(ν = u |η = h) son no lineales.
Como vimos en los apartados anteriores existe una amplia literatura sobre modelos unidi-
mensionales de respuesta a los ı´tems, es decir, con una u´nica variable latente, d = 1.
Se han propuesto modelos multidimensionales para datos dicoto´micos y para datos policoto´mi-
cos ordenados y se dispone de me´todos de estimacio´n implementados en programas comerciales
para este tipo de datos. Se han propuesto modelos multidimensionales para datos polito´micos
no ordenados (Takane y de Leeuw, 1987).
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Zhang (2004a) probo´ que cuando se tiene una estructura simple, entonces la estimacio´n por
ma´xima verosimilitud conjunta de los modelos unidimensionales o multidimensionales dan resul-
tados ide´nticos. Esto no ocurre si se usa ma´xima verosimilitus marginal. Tambie´n Zhang (2005b)
uso´ un algoritmo gene´tico en el paso de maximizacio´n del algoritmo EM para la estimacio´n de
los para´metros cuando hay una estructura compleja.
Haberman, von Davier, y Yi-Hsuan Lee (2008) mostraron emp´ıricamente que los modelos
mutidimensionales pueden estar basados en distribuciones de la habilidad multivariadas o poli-
to´micas. Estos modelos basados en distintos tipos de distribuciones son comparables cuando hay
una estructura simple en te´rminos de ajuste, tiempo de ca´lculo y estimacio´n de los para´metros.
Rijmen (2009b y 2010) estudio´ tres modelos multivariados para test basados en testlets,
probando que el modelo multidimensional de segundo orden es equivalente al modelo bifactor
para testlet. Rijmen et al. (2013) describen co´mo los modelos multidimenisionales pueden ser
entendidos como casos particulares de los modelos lineales generalizados y los modelos mixtos
no lineales.
Haberman y Sinharay (2010a y 2010b) estudiaron el uso de modelos multidimensionales
para calcular subpuntajes proponiendo estad´ısticos para determinar cuando los modelos multi-
dimensionales de sub-puntajes agregan valor al puntaje total y a los sub-puntajes basados en
la teor´ıa cla´sica. Probaron que estos nuevos me´todos son ma´s exactos que los basados en teor´ıa
cla´sica. Rose, von Davier y Xu (2010) estudiaron, en el contexto de evaluaciones internacionales,
las no respuestas con dos modelos multidimensionales. Uno usaba variables indicadoras para
determinar cuando las no respuestas ocurr´ıan y el otro realizaba un modelo multidimensional
multigrupo.
Van Rijn y Rijmen (2012) explican la paradoja que ocurre en algunos modelos multidimen-
sionales donde responder un ı´tem adicional correctamente puede resultar en una disminucio´n
del puntaje de la variable latente en alguna de las dimensiones. Los autores explican claramente
por que´ esto ocurre y co´mo no sucede en los testlets.
Modelo de respuesta a los ı´tems multivariado normal para variables dicoto´micas
Cuando las variables observadas son dicoto´micas, νi = {0, 1}, y la funcio´n que modela la
probabilidad de respuesta es la funcio´n de distribucio´n de la normal esta´ndar, Φ, las funciones
de respuesta a las opciones a un ı´tem vienen dadas por:
P (νi = 1 |η = h) = Φ(αi + β ′ih) = 1√2pi
∫ αi+β′ih
−∞ exp
(
−y2
2
)
dy
P (νi = 0 |η = h) = 1− P (νi = 1 |η = h),
donde, αi y β
′
i son el intercepto y vector de pendientes del ı´tem i y se asume que los rasgos
latentes siguen una distribucio´n multivariada normal. Es decir , f(h) = ϕ(h) ∼ N(0,Φ), donde
ϕ denota una densidad multivariada normal, y Φ es la matriz de correlaciones entre los factores.
Dado que podemos escribir:
P (νi = ui |η = h) = [P (νi = 1 |η = h)]νi [1− P (νi = 1 |η = h) ]1−νi νi = {0, 1}
Sustituyendo obtenemos:
P (ν = u) =
∫
...
Rd
∫ n
Π
i=1
[P (νi = 1 |η = h)]νi [1− P (νi = 1 |η = h) ]1−νi ϕ(h)dh
Las ecuaciones anteriores definen el modelo normal para datos dicoto´micos.
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Existe una forma alternativa de derivar el modelo normal. Conside´rese un vector de variables y
de dimensiones n x 1 que sigue el modelo del factor comu´n, y asu´mase una densidad multivariada
normal para y. Por tanto, la densidad marginal de y viene dada por:
f ∗(y) ∼ N(µy,
∑
y) = N(0,ΛΦΛ
′ + Ψ)
y la densidad de y condicionada a un valor fijo de η es g∗(y = y∗ |η = h) ∼ N(Λh,Ψ), donde
Λ es una matriz de cargas factoriales, Ψ es una matriz diagonal de varianzas residuales y Φ es
la matriz de correlaciones entre las variables latentes o factores. Las variables aleatorias y y η
no son directamente observables, u´nicamente observamos
νi =
{
1 si yi ≥ τi
0 si yy < τi
i = 1, ..., n
donde el vector de para´metros τ se denomina umbrales. Dado que las variables observables
son dicoto´micas, las varianzas de las variables y no son identificables, por lo que es habitual
fijar su valor igual a la unidad, es decir, diag(ΛΦΛ′ + Ψ) = I.
Las ecuaciones anteriores implican que:
P (ν = u) =
∫
...
R∗
∫
f ∗(y)dy
donde f ∗(y) es la densidad multivariada y R∗ es un a´rea n-dimensional de integracio´n dada por
el producto de intervalos:
R∗i =
{
(τi′∞) si νi = 1
(−∞, τi) si νi = 0
El modelo ahora especificado es equivalente al primero.
De igual forma que en el caso unidimensional del anterior modelo podemos deducir el modelo
log´ıstico multidimensional quedando:
P (Uij = 1 | ai, di, ci, θj) = ci + (1− ci) e
(atiθj+di)
1 + e(a
t
iθj+di)
donde t indica el vector traspuesto.
1.8. Otros modelos
Veremos tres modelos adicionales: el modelo log´ıstico multidimensional, el modelo lineal
log´ıstico y el modelo multicomponente. El primer tipo de modelo multidimensional se basa en
la funcio´n log´ıstica acumulada y son generalizaciones de los modelos log´ısticos unidimensionales
donde se reemplaza los para´metros y habilidad por vectores. El modelo log´ıstico toma la forma
P (ui = 1|θp) = ea
t
iθp+di
1+ea
t
i
θp+di
donde ai es un vector de igual dimensio´n que el espacio latente que representan tasas de
cambio en cada dimensio´n y di es un escalar relativo a la dificultad del ı´tem.
Hay dos variantes del modelo como en el caso unidimensional; una variante que considera
a todos los ai iguales (en general valen 1), es decir, es un modelo de la familia de Rasch. La
segunda variante considera la posiblidad de aciertos al azar como el modelo 3P.
Tambie´n existe un modelo parcialmente compensatorio que toma la forma
P (ui = 1|θp) = ci + (1− ci)
∏D
d=1
e
aid(θpd−bid)
1+e
aid(θpd−bid)
donde D es la dimensio´n del espacio latente, bid indica la dificultad de la tarea en la dimensio´n
d. Es claro que este modelo se puede simplificar tomando los ci = 0 y luego aun ma´s tomando
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los ai = 1. Fischer(1973) propone el modelo lineal log´ıstico debido a que, para algunos test,
la dificultad del ı´tem se puede considerar como funcio´n de ciertas operaciones cognitivas que
intervienen en el proceso de solucio´n del ı´tem.
En este tipo de modelos cada operacio´n cognitiva tiene asociado un para´metro ηk que refiere
a la dificultad de realizar ese proceso cognitivo. Tambie´n toma en cuenta la cantidad de veces
(qik) que cada operacio´n cognitiva se debe llevar a cabo para ejecutar correctamente la tarea.
Por lo tanto, la dificultad del ı´tem es igual a la suma de todos los para´metros de las operaciones
cognitivas ponderados por la frecuencia de su aparicio´n. El modelo log´ıstico lineal puede usarse
tambie´n para investigar los efectos de la posicio´n de los ı´tems (Debeer y Janssen, 2012; Fischer,
1995b; Hahne, 2008; Hohensinn et al., 2008; Kubinger, 2008, 2009), efectos de los formatos de
respuesta (Kubinger y Draxler, 2006), o efectos de los evaluadores (Draney y Wilson, 2008).
El modelo log´ıstico lineal asume el modelo de Rasch y reemplaza la dificultad bi por una
combinacio´n lineal de K caracter´ısticas del ı´tem. Entonces el modelo expresado como un logit
toma la forma logit(P (Ui = 1)) = θp −
∑K
k=1 qikηk donde los llamados para´metros ba´sicos del
modelo (Fischer 1983, 1995b) qik y ηk son los ponderadores a priori en el ı´tem de la k-e´sima
caracter´ıstica y el valor de la k-e´sima caracter´ıstica respectivamente. Embretson (1999) propone
una combinacio´n del modelo 2P y el lineal log´ıstico al que llama modelo 2P restringido que
toma la forma:
logit(P (Ui = 1)) = (
∑K
k=1 qikτk)(θp −
∑K
k=1 qikηk)
donde τk refiere al impacto de la caracter´ıstica k del ı´tem i en la discriminacio´n del ı´tem.
Janssen et al. (2004), De Boeck, (2008) y Mislevy (1988) desarrollan un modelo con efectos
aleatorios, donde la dificultad del ı´tem no esta´ completamente determinada por la estructura
lineal de los para´metros ba´sicos, incluyendo un error aleatorio distribuido normalmente en el
modelo. Su formulacio´n es:
logit(P (Ui = 1)) = θp −
∑K
k=1 qikηk + εi
Rijmen y De Boeck (2002) desarrollaron el modelo lineal log´ıstico con ponderadores aleatorios.
Este modelo divide las caracter´ısticas de los ı´tems en dos grupos: las que tienen efectos fijos
(ηk igual para todos los sujetos) y las que tienen efectos aleatorios (ηkp es espec´ıfico para cada
persona). El modelo queda:
logit(P (Ui = 1)) = θp −
∑K1
k=1 qikηk −
∑K
k=K1+1
qikηkp
donde K1 es el nu´mero de efectos fijos y K2 = K −K1 es el nu´mero de efectos aleatorios.
Xie y Wilson (2008) proponen una extensio´n del modelo log´ıstico lineal donde los efectos
de las caracter´ısticas de los ı´tems pueden ser distintos para diferentes grupos de sujetos. Ellos
llaman a este hecho funcionamiento diferencial de las facetas, donde faceta refiere a un conjunto
de ı´tems que conforman una caracter´ıstica en comu´n.
Identificar una teor´ıa cognitiva plausible para un test tiene varias ventajas. En principio provee
evidencia para la validez de constructo, por otra parte aportar sobre los procesos cognitivos es
relevante para el disen˜o de los test (Henson y Douglas, 2005). Bejar (2010) hace una revisio´n de
las investigaciones que tratan sobre este punto. Tambie´n es indispensable si se quiere construir
ı´tems automa´ticamente (Bejar, 2010; Gierl y Haladyna, 2012). Adema´s la evaluacio´n de las
diferencias individuales en la habilidades cognitivas son u´tiles para una interpretacio´n de los
puntajes de los test (Hensen et al., 2009; von Davier, 2008a, Leighton y Gierl, 2007; Rupp et al.,
2010). Los modelos de mu´ltiples componentes son modelos que relacionan las teor´ıas cognitivas
con las propiedades psicome´tricas de los ı´tems y las medidas de las personas.
Los modelos multicomponentes ma´s conocidos son el modelo multicomponente de rasgo
latente presentado por Whitely (1980) el modelo general de componentes (Embretson, 1984)
37
y el modelo de rasgo latente multicomponente para diagno´stico (Embretson y Yang, 2013).
Omitiremos la formulacio´n matema´tica de estos modelos.
Yan, Almond, y Mislevy (2004) usaron datos de sustraccio´n mixta y la investigacio´n cognitiva
desarrollada por Tatsuoka para comparar varios modelos de diagno´stico e identifican los tipos
de problemas para los cuales son adecuados.
von Davier (2005 y 2008a) presento´ una familia de modelos de diagno´stico generales que
puede aplicarse tanto a ı´tems dicoto´micos como polito´micos y a modelos compensatorios y no
compensatorios. Estos modelos se pueden estimar mediante ma´xima verosimilitud marginal.
Esta familia de modelos contiene a los modelos de Rasch unidimensionales y multidimensionales,
log´ıstico de dos para´metros, modelo de cre´dito parcial, modelo de cre´dito parcial generalizado,
modelo de facetas y modelos de perfil. Adema´s, von Davier (2007a, 2007b, 2008b) extendio´, en
primer lugar, el modelo al caso jera´rquico y, en segundo te´rmino, al caso mixto, que permite
estimar los modelos de diagno´stico en varias poblaciones conocidas, desconocidas y en mezcla
de poblaciones no observadas.
Xu (2007) estudio´ la monoton´ıa en el modelo general de diagno´stico y encontro´ que, al
igual que en el modelo de cre´dito parcial generalizado, la monoton´ıa se cumple cuando los
para´metros de pendiente se restringen a ser iguales. Xu y M. von Davier (2008a) extendieron
este modelo usando un modelo log-linear para reducir el nu´mero de para´metros a ser estimados
en la distribucio´n de habilidades latentes.
Sorrel et al. (2016), Garc´ıa, Olea y de la Torre (2014) utilizan modelos de diagno´stico cognitivo
en los datos obtenidos de aplicar el situational judgment test mostrando que el modelo de
diagno´stico cognitivo les fue u´til para explorar la naturaleza de los constructos subyacentes.
von Davier y von Davier (2004/2007, 2010) presentan una teor´ıa unificada basada en teor´ıa de
respuesta al ı´tem de transformacio´n y equiparacio´n de las escalas. En su trabajo, todo proceso
de equiparacio´n es visto como una restriccio´n en el espacio de para´metros y luego se reescribe la
funcio´n del logaritmo de la verosimilitud y se maximiza bajo restricciones lineales y no lineales
con lo cual se logra la equiparacio´n. Xu y M. von Davier (2008c y 2008d) desarrollan para el
modelo de diagno´stico general un procedimiento de equiparacio´n.
Wang, Bradlow y Wainer (2002) extienden usando me´todos bayesianos los modelos de testlets
a test que tienen ı´tems que puntu´an en forma polito´mica y/o en forma dicoto´mica. Usan datos
que provienen del Test of Spoken English y del test North Carolina Test of Computer Skills.
Sinharay, et al. (2003) utilizan un modelo bayesiano jera´rquico para estudiar familias de ı´tems
que toma en cuenta la dependencia a la estructura de la familia y que permite la calibracio´n de la
familia ma´s que los ı´tems individuales. Introducen la llamada funcio´n de respuesta esperada de
la familia que da la probabilidad de responder correctamente un ı´tem generado aleatoriamente
a partir de la familia.
1.9. Modelos de desdoblamiento
Los modelos de desdoblamiento son modelos de proximidad, donde las categor´ıas de respuesta
tienen ma´s probabilidad de ser elegidas cuando la distancia entre los para´metros de los sujetos
y la posicio´n del ı´tem es menor. Los modelos de desdoblamiento fueron inicialmente pensados
para medidas de actitudes.
Se denomina modelos de desdoblamiento a los modelos de TRI para ı´tems de actitudes o
preferencias de respuesta directa y que tienen funciones de respuesta unimodales, ma´s que
mono´tonas (Sijtsma y Junker, 2006).
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Tienen su origen en la versio´n probabil´ıstica de los modelos de desdoblamiento de Coombs ya
mencionados. Sin embargo, es en e´poca reciente que estos modelos unimodales y los modelos de
TRI mono´tonos convencionales se conectaron a trave´s del proceso de datos perdidos (Andrich y
Luo, 2003 y Verhelst y Verstralen, 1993 en Sijtsma y Junker, 2006).
Varios modelos de desdoblamiento a ı´tems unidimensionales se han desarrollado para medidas
de actitudes; algunos adecuados para respuesta binaria y otros apropiados para respuestas
graduadas. Se destacan el Modelo Parella, el modelo graduado generalizado de desdoblamiento
y el modelo de coseno hiperbo´lico. Por ejemplo, el modelo del coseno hiperbo´lico para respuestas
de actitud dicoto´micas (Xj = 1 para acuerdo ; Xj = 0 para desacuerdo) formulado por:
Pj(θ) = P [Xj = 1|θ] = e
γj
eγj + cosh(θ − βj) =
exp{θ − βj + γj}
1 + exp{θ − βj + γj}+ exp{2(θ − βj)}
en la cual βj es la posicio´n de las personas en la escala de preferencia o de actitud que ma´s
probablemente aprueban el ı´tem j, y γj es el ma´ximo logaritmo de la razo´n de probabilidades
de la aprobacio´n del ı´tem. Este modelo puede verse como un modelo de cre´dito parcial (Sijstma
y Junker, 2006:92) con:
Rj0(θ) = P [ξj = 0|θ] = 1
1 + exp{θ − βj + γj}+ exp{2(θ − βj)}
Rj1(θ) = P [ξj = 1|θ] = exp{θ − βj + γj}
1 + exp{θ − βj + γj}+ exp{2(θ − βj)}
Rj2(θ) = P [ξj = 2|θ] = exp{2(θ − βj)}
1 + exp{θ − βj + γj}+ exp{2(θ − βj)}
donde los datos completos ξj esta´n codificados como ξj = 0 si θ − βj  0; ξj = 1 si
θ − βj ≈ 0; ξj = 2 si θ − βj  0
Otro modelo de la familia parame´trica ha sido desarrollado por Roberts, Donoghue y Laughlin
(2000) y Johnson y Junker (2003) que generalizaron la idea de los datos perdidos y usaron esti-
macio´n Bayesiana para el desarrollo de una familia de modelos de desdoblamiento parame´tricos
de TRI.
Post (1992) desarrollo´ un me´todo de escalamiento no parame´trico con modelos de desdobla-
miento basado en la probabilidad de desigualdades, orden estoca´stico e ideas relacionadas. La
idea clave es que P [Xi = 1|Xj = 1] crecera´ cuando las modas de las funciones de respuesta al
ı´tem para ı´tems i y j este´n ma´s cercanas. Esta propiedad es llamada “unimodalidad manifiesta”.
Post mostro´ que esta propiedad sigue de las propiedades de orden estoca´stico de la funcio´n de
respuesta al ı´tem. Johnson (2006) reexamino´ el enfoque de Post y lo conecto´ con la teor´ıa de la
estimacio´n no parame´trica para modelos de desdoblamiento basados en los trabajos de Stout
(1990), Ramsay (1991) y Hemker et al. (1997). Por ejemplo, Sijtsma y Junker (2006) apuntan
que Johnson establecio´ las propiedades de monotonicidad y consistencia de las puntuaciones de
Thurstone bajo un conjunto de supuestos similares a los de Hemker et al. (1997) y Stout (1990)
y la estimacio´n de la funcio´n de respuesta al ı´tem mediante regresio´n no parame´trica sobre los
puntajes de Thurstone, similar al enfoque de Ramsay (1991).
Cap´ıtulo 2
Modelos no parame´tricos de teor´ıa de
respuesta al ı´tem
2.1. Introduccio´n
Se comenzara´ brindando un panorama general sobre los modelos no parame´tricos desde su
inicio a la actualidad.Mokken en 1971 publica su libro A Theory and Procedure of Scale Analysis
donde presenta dos modelos no parame´tricos de TRI: el modelo mono´tono homoge´neo y el
modelo de doble monotonicidad.
La TRI no parame´trica relaja los supuestos de independencia local, monoton´ıa y unidimen-
sionalidad, en tanto mantiene importantes propiedades me´tricas, tales como la escala ordinal
de las personas (Junker, 2001; Stout, 1990, 2002). Es claro que estos modelos de TRI al ser
no parame´tricos se abstienen de una definicio´n parame´trica de la funcio´n de respuesta, como
lo hacen los modelos de TRI hasta ahora discutidos en esta tesis. Esto hace que sean menos
restrictivos y ma´s flexibles. Las curvas de respuestas esta´n sujetas a restricciones de orden, por
ejemplo, la monoton´ıa de las CCI.
Uno de los principales cuestionamientos que se pueden hacer al enfoque parame´trico, es que
la dependencia entre la probabilidad y el rasgo es forzada a ser de determinada forma funcional
y no se toma en cuenta hechos tales como la no monoticidad de los ı´tems o desviaciones
del formato impuesto. Tambie´n esta´ de por medio la complejidad de los ca´lculos, tanto si se
emplea el paradigma de Birnbaum (ma´xima verosimilitud marginal con el algoritmo EM) como
procedimientos bayesianos. En los algoritmos usuales como el Logist (Wingersky, Patrick y Lord,
1988) y Bilog (Mislevy y Bock 1982) la velocidad de convergencia es lineal y usualmente lenta.
Mokken (1971) critica la utilizacio´n de modelos parame´tricos afirmando que para hacer uso
de ellos se necesita un amplio conocimiento de los ı´tems y los sujetos examinados y que este
conocimiento es asequible cuando se tiene acceso a una gran cantidad de ı´tems y examinados y
existen a´reas en que por razones pra´cticas nunca se lograr´ıa. As´ı busca una alternativa basada
solo en retricciones de orden.
Wahba (1990) propone un modelo parcialmente no parame´trico. Otros trabajos que apuntan
en la misma direccio´n son los de Levine (1984, 1985), Drasgow, Levine, Williams, Mc Laughlin
y Candell (1989), Ramsay y Abrahamowicz (1989), Ramsay y Winsberg (1991).
Desde el punto de vista no parame´trico tenemos el modelo homoge´neo mono´tono y el modelo
homoge´neo de doble monoticidad. Para ver un desarrollo detallado de estos modelos para ı´tems
dicoto´micos y su extensio´n a polito´micos se puede consultar el libro de Sijtsma y Molenaar
(2002) o los cap´ıtulos de Mokken (1997) y Molenaar (1997).
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Estudiaremos en este cap´ıtulo los modelos de Mokken, modelos bayesianos no parame´tricos,
modelos basados en regresio´n no parame´trica con nu´cleos y un enfoque desde al ana´lisis de
datos funcionales.
2.2. Modelos de Mokken
Las primeras referencias a estos modelos se encuentran en Mokken (1971), Henning (1976),
Niemo¨ller y Van Schuur (1983), Mokken y Lewis (1982), Sijtsma (1988) y Giampaglia (1990).
Ma´s recientemente hay trabajos de Mokken (1997), Sijtsma(1998,2001), Molenaar y Sijtsma
(2000), Junker (2001) y Junker y Sijtsma (2001). El tratamiento matema´tico del modelo de
monoton´ıa homoge´neo lo podemos encontrar en Holland y Rosenbaum (1986), Holland (1990),
Stout (1987,1990), Junker (1993) y Ellis y Junker (1997).
Una comparacio´n entre los modelos parame´tricos y no parame´tricos se encuentra en Meijer,
Sijtsma y Smid (1990), y en De Koning, Sijstma y Hamers (2002).
Douglas, Kim, Habing y Gao (1998) dan me´todos para investigar la independencia local,
en tanto me´todos para investigar CCI no decrecientes desde un punto de vista pra´ctico son
presentados en Ramsay (1991), Molenaar y Sijtsma (2000) y Douglas y Cohen (2001).
Consideremos una muestra aleatoria de N sujetos tomados de una poblacio´n que responden
a n ı´tems dicoto´micos.
Se supondra´ que se cumplen los supuestos de unidimensionalidad, independencia local y que
las CCI cumplen la propiedad de monoton´ıa homoge´nea respecto al rasgo, es decir, que para
todo i y rasgos θl y θm entonces θl ≤ θm si y solo si Pi(θl) ≤ Pi(θm).
Esta propiedad es equivalente a la llamada propiedad de orden similar que establece que un
conjunto de CCI ordena similarmente a un conjunto de N sujetos con rasgos θ1, θ2, . . . , θN si
para algu´n i Pi(θ1) ≤ Pi(θ2) ≤ . . . ≤ Pi(θN) entonces para todo ı´tem k Pk(θ1) ≤ Pk(θ2) ≤ . . . ≤
Pk(θN).
Estas propiedades son suficientes para tener un orden conjunto de los sujetos respecto a un
rasgo latente, sin embargo, no son suficientes para un orden uniforme de las dificultades de los
ı´tems. Para esto se requerira´ una nueva condicio´n llamada de doble monoton´ıa o monoton´ıa
homoge´nea fuerte.
Formalmente, un conjunto de ı´tems homoge´neamente mono´tonos satisfacen la propiedad de
doble monoton´ıa respecto a θ, si para todo par de ı´tems i y j que para algu´n θ0 se cumple que
Pi(θ0) ≤ Pj(θ0), entonces para todo θ Pi(θ) ≤ Pj(θ).
Es decir, las n curvas no se intersectan y las CCI se pueden ordenar de tal manera que
P1(θ) ≤ P2(θ) ≤ . . . ≤ Pn(θ) para todo θ. Esto nos permite ordenar los ı´tems segu´n dificultad.
2.2.1. Modelo mono´tono homoge´neo
Este modelo se soporta en las hipo´tesis de independencia local y monoton´ıa homoge´nea.
Sea X+ =
n∑
i=1
Xi el puntaje total obtenido en el test; los sujetos son ordenados mediante este
estad´ıstico.
Este modelo mide los sujetos en una escala ordinal formalmente, sea ζ un valor arbitrario
del rasgo y sean 0 ≤ s < t ≤ n dos posibles valores del puntaje total entonces P (θ > ζ|X+ =
s) ≤ P (θ > ζ|X+ = t). En otras palabras tiene un orden estoca´stico de la variable latente θ por
medio del puntaje total.
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De lo anterior se deduce que para 0 ≤ s < t ≤ n, E(θ|X+ = s) ≤ E(θ|X+ = t) la cual
implica que la media del rasgo en el subgrupo de individuos con puntaje t es mayor a la
media del rasgo en el subgrupo que tiene puntaje s si 0 ≤ s < t ≤ n . Esto justifica el uso de
X+ =
n∑
i=1
Xi para ordenar a los sujetos y adema´s se deriva una escala ordinal para la medicio´n de
las personas. Tambie´n se cumple para θ1 < θ2 que:P (X+ > x|θ = θ1) ≤ P (X+ > x|θ = θ2) y
E(X+|θ = θ1) ≤ E(X+|θ = θ2)
Teorema 2.2.1. (Mokken 1971) Si se cumple la propiedad de monoton´ıa homoge´nea y la
independencia local entonces la covarianza entre todos los pares de ı´tems es no negativa.
Demostracio´n Sea F (θ) la funcio´n de distribucio´n del rasgo latente y consideremos dos
ı´tems cualesquiera i, j.Se tiene que: P (Xi = 1) =
∫
Pi(θ) dF (θ) y P (Xi = 1, Xj = 1) =∫
Pi(θ) Pj(θ) dF (θ) .
Debido a que se trata de ı´tems dicoto´micos, se cumple que:
Cov(Xi, Xj) = P (Xi = 1, Xj = 1) − P (Xi = 1)P (Xj = 1) =
∫∫
Pi(θ)Pj(ξ) dF (θ) dF (ξ) −∫
Pi(θ) dF (θ)
∫
Pj(ξ) dF (ξ) =
1
2
∫∫
[Pi(θ)− Pi(ξ)] [Pj(θ)− Pj(ξ)] dF (θ) dF (ξ)
En la regio´n donde θ > ξ ambos te´rminos son no negativos debido a que las CCI son
mono´tonas y en donde θ < ξ ambos son no positivos, luego la covarianza es no negativa.
2.2.2. Modelo de doble monoticidad
Este modelo incorpora adicionalmente la hipo´tesis de no interseccio´n de las CCI. Es decir, para
todo par de ı´tems i, j si sabemos que existe un valor θ0 para el cual P (Xi = 1|θ0) ≤ P (Xj = 1|θ0),
entonces para todo valor de θ se tiene que:
P (Xi = 1|θ) ≤ P (Xj = 1|θ)
Sijtsma y Junker (2006) definen que n funciones de respuesta tienen un orden invariante si
ellas no se intersectan permitiendo que para ciertos θ (o inte´rvalos) sean iguales.
En el caso de ı´tems dicoto´micos tenemos que E(X i|θ) = Pi(θ). A partir de esto se obtiene,
ya que las curvas no se cortan que:
E(X1|θ) ≤ E(X2|θ) ≤ . . . ≤ E(Xn|θ)
para todo θ. Se dice cuando esto ocurre que los ı´tems tienen un orden invariante.
Ligtvoet et al. (2010, 2011) y Tijmstra et al. (2011) dan resultados y me´todos para estudiar
y evaluar el orden invariante de los ı´tems. Para poder establecer cua´l es el orden de precedencia
entre los ı´tems, ya que no es posible observar directamente las esperanzas condicionales, se recurre
a la proporcio´n de respuestas correctas. Como en nuestras suposiciones hemos considerado que
el rasgo latente tiene densidad f(θ), entonces la proporcio´n de respuestas correctas en el ı´tem i
puede determinarse como:
Pi =
+∞∫
−∞
Pi(θ) f(θ) dθ =
+∞∫
−∞
E(Xi|θ) f(θ) dθ
Si el ı´tem i tiene menor o igual proporcio´n de respuestas correctas que el ı´tem j entonces,
Pi − Pj =
+∞∫
−∞
[Pi(θ)− Pj(θ)] f(θ) dθ =
+∞∫
−∞
[E(Xi|θ)− E(Xj|θ)] f(θ) dθ ≤ 0 de donde se
deduce que si Pi ≤ Pj y sabemos que los ı´tems tienen la propiedad de orden invariante, entonces,
E(Xi|θ) ≤ E(Xj|θ) para todo θ. Vemos as´ı que hay dos propiedades de monoton´ıa: una sobre
las CCI y otra dada por el orden invariante.
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No se realizan asunciones sobre la densidad f(θ), esto implica que si tenemos dos subpobla-
ciones con densidades f1(θ) y f2(θ) el orden de la proporcio´n de respuestas correctas en cada
subpoblacio´n es el mismo, lo cual es un resultado relevante.
Mokken (1971) prueba que para todo ı´tem i y todo par de ı´tems j y k con j < k se cumple:
P (Xi = 1, Xj = 1) ≤ P (Xi = 1, Xk = 1)
P (Xi = 0, Xk = 0) ≤ P (Xi = 0, Xj = 0)
Rosenbaum (1987) probo´ que si i es ma´s dif´ıcil que k entonces P (Ui = 1|X+(u2)) ≤ P (Uk =
1|X+(u2)), donde u2 es el vector de respuestas en los n-2 ı´tems restantes.
Molenaar (1997) generalizo´ los dos modelos de Mokken al caso polito´mico con ı´tems con ma´s
de dos puntajes ordenados. Estas extensiones no implican el orden estoca´stico de la variable
latente por el puntaje total (Hemker et al., 1997). Aunque, Van der Ark (2005), basado en
simulaciones de gran cantidad de datos, muestra que el orden estoca´stico por el puntaje total
en el caso del modelo homoge´neo ocurre aproximadamente.Van der Ark y Bergsma (2010)
probaron que para el modelo de monoton´ıa homoge´neo para ı´tems polito´micos se cumple el
orden estoca´stico de´bil.
2.2.3. Estimacio´n de la habilidad
Para la estimacio´n de las habilidades hay que recurrir a me´todos indirectos. Una primera alter-
nativa es utilizar el puntaje total que con base en las observaciones anteriores esta´ correlacionado
positivamente con el rasgo y es un estad´ıstico o´ptimo para la clasificacio´n binaria.
Schriever (1985) propone utilizar ana´lisis de correspondencia mu´ltiple. La primera componente
principal de la matriz de correlaciones de los ı´tems determina la habilidad.
El primer componente puede escribirse como:
Y =
n∑
i=1
αi (−1)1−ui
√
1−Pi
Pi
donde α es el vector propio del valor propio mayor y αtα = 1.
Lewis (1983) propone un me´todo bayesiano que permite obtener intervalos de confianza para
el rasgo y puede ser usado en tests adaptativos informatizados.
Coeficiente H de escalabilidad
Loevinger (1947, 1948) propuso el coeficiente H pero no tuvo mayor aplicabilidad hasta que
lo adapto´ Mokken (1971) para definir una familia de coeficientes que indican la escalabilidad
mono´tona homoge´nea para:
a) un par de ı´tems;
b) un ı´tem respecto a los restantes;
c) el conjunto total de los ı´tems.
Consideremos dos ı´tems i, j dicoto´micos, al aplicarse los dos ı´tems sobre N sujetos se obtiene
una tabla 2x2 con las posibles salidas. Si mantenemos fijas las marginales podemos obtener la
tabla que produce la ma´xima covarianza entre los ı´tems, luego el coeficiente H se define como:
Hij =
Cov(Xi,Xj)
Covma´x(Xi,Xj)
=
Pij−PiPj
Pi−PiPj = 1−
Pi−Pij
Pi(1−Pj)
donde se utiliza el hecho que el ma´ximo de la covarianza condicionada a las marginales se da
cuando Pij = Pi.
Se puede definir H a partir de las probabilidades de error de Guttman.
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Consideremos dos ı´tems: i, j tal que i < j, o sea Pi < Pj la probabilidad de error de Guttman
se define como eij = P (Xi = 1, Xj = 0) = Pi−Pij , y el valor esperado del error bajo la hipo´tesis
de independencia es eoij = Pi(1− Pj) . Luego Hij = 1− eijeoij .
Valores altos de Hij se corresponden con CCI discriminantes ( eij ≈ 0 ) y valores bajos
con CCI que no discriminan (son independientes), en tanto valores negativos contradicen la
monoton´ıa homoge´nea.
El coeficiente de escalabilidad del ı´tem i con el test se define como:
Hi =
Cov(Xi,X
−i
+ )
Covma´x(Xi,X
−i
+ )
=
∑
j 6=i
(Pij−PiPj)∑
j>i
(Pi−PiPj)+
∑
j<i
(Pi−PiPj) =
1−
∑
j 6=i
(Pi−Pij)∑
j>i
(Pi−PiPj)+
∑
j<i
(Pi−PiPj)
Finalmente, el coeficiente de escalabilidad del test es:
H =
∑
i
Cov(Xi,X
−i
+ )∑
i
Covma´x(Xi,X
−i
+ )
= 1−
∑
i
∑
j 6=i
(Pi−Pij)∑
i
∑
j>i
(Pi−PiPj)+
∑
j<i
(Pi−PiPj)
Se puede ver fa´cilmente que:
mı´n
j
Hij ≤ Hi ≤ ma´x
j
Hij
mı´n
i
Hi ≤ H ≤ ma´x
i
Hi
mı´n
i,j
Hij ≤ H ≤ ma´x
i,j
Hij
0 ≤ Hij ≤ 1 0 ≤ Hi ≤ 1 0 ≤ H ≤ 1
Mokken (1971) propone que una escala es u´til si H es mayor o igual a una constante, que
debe ser al menos mayor o igual a 0.3 y clasifica las escalas como de´biles si 0.3 ≤ H < 0.4
moderadas si 0.4 ≤ H < 0.5 y fuertes si H ≥ 0.5.
Van der Ark et al. (2008) uso´ modelos marginales para estimar los errores esta´ndar de los
coeficientes de escalabilidad estimados y Kuijpers (2013) extendio´ estos resultados a ı´tems
polito´micos.
Rosenbaum (1984) y luego Holland y Rosenbaum (1986) probaron el siguiente resultado
(asociacio´n condicional) para los dos modelos. Si partimos el vector de respuestas u en dos
subconjuntos u1 y u2 y consideremos f, g dos funciones mono´tonas no decrecientes definidas
sobre u1 y h una funcio´n definida sobre u2 , entonces
Cov(f(U1), g(U1)|h(U2)) ≥ 0
Tambie´n se puede probar que:
a) Todo par de ı´tems i y j esta´n condicionalmente asociados en todo subconjunto de sujetos
con un puntaje total t en los restantes ı´tems.
b) Para todo ı´tem i, Pi es no decreciente si se toma sobre los subgrupos de sujetos ordenados
en forma creciente en funcio´n del puntaje total sobre los n-1 ı´tems restantes.
c) Lord y Novick, (1968) prueban que la esperanza condicional (respecto de θ ) del puntaje
total es una funcio´n mono´tona no decreciente.
d) Grayson (1988) mostro´ que el puntaje total (condicionado a θ) tiene verosimilitud mono´-
tona, o sea, P (X+=t|θ)
P (X+=s|θ) 0 ≤ s < t ≤ n es no decreciente como funcio´n de θ, es decir, X+|θ es un
estad´ıstico o´ptimo para la clasificacio´n binaria.
44
Un caso simple ocurre cuando tomamos f(U1) = Ui y g(U1) = Uj y no condicionado obtene-
mos:
Cov(Ui, Uj) ≥ 0
para todo i, j con i 6= j
Mokken (1971) utiliza este hecho para definir lo que se entiende por escala.
Definicio´n 2.2.2. Un conjunto de n ı´tems constituyen una escala al nivel c (Escala de Mokken)
si ρij > 0 para todo i, j con i 6= j y Hi ≥ c para todo i para algu´n valor 0 < c < 1.
Si en la asociacio´n condicional tomamos h(U2) = Uk con f y g como antes entonces,
Cov(Ui, Uj|Uk = ak) ≥ 0
para todo i, j con i 6= j y k 6= i, j.
Si se define el puntaje restante como h(U2) = S(ij) =
∑
k 6=i,j Uk entonces,
Cov(Ui, Uj|S(ij) = s) ≥ 0
para todo i, j con i 6= j y s = 0, .., n− 2.
Stout (2002) y Van Abswoude et al. (2004) utilizan varios me´todos basados en cluster
para invetigar la independencia local y la unidimensionalidad. Straat et al. (2016) usa las
ecuaciones precedentes para decidir cuando un conjunto de ı´tems son localmente independientes,
identificando los ı´tems que con mayor frecuencia esta´n envueltos en dependencias locales con
otros ı´tems.
2.3. Estimacio´n bayesiana no parame´trica
Karabatsos (2016) presenta para modelos infinitos mixtos de TRI un enfoque basado en
regresio´n no parame´trica bayesiana, te´cnica desarrollada por Karabatsos y Walker (2012a) y
para el que tambie´n desarrollo´ un software (Karabatsos 2014a, b). Notemos por U un vector
de dimensio´n n que representa las respuestas a los n ı´tems de un test, u representara´ una
realizacio´n de U. Se asume tambie´n que cada ı´tem i puede tomar mi + 1 valores 0, 1, ...,mi.
Definicio´n 2.3.1. Un modelo de TRI mixto discreto toma la forma general:
(2.1) fGx(u|x) =
∫
f(u|x; β,Ψ(x))dGx(Ψ) =
∑J
j=1 f(u|x; β,Ψj(x))ωj(x)
donde f(u|x; β,Ψ(x)) es el nu´cleo de la mezcla y Gx es la distribucio´n de la mezcla, β es un
vector de para´metros fijos, Ψj(x) son para´metros aleatorios dependientes de x o no. Los ωj(x)
son ponderadores que para cada valor fijo de x suman 1.
Como vemos la definicio´n implica que la funcio´n de probabilidad es la mezcla de J funciones
de probabilidad. El modelo se llamara´ discreto si Gx lo es y se llamara´ continuo si Gx lo es. Si
La suma es finita se dira´ que el modelo es finito y si se tiene una serie se dira´ que el modelo es
infinito. Un ejemplo simple es el modelo mixto finito de Rasch para ı´tems dicoto´micos (Rost,
1990, 1991). El modelo general de mezcla infinito asume que:
(2.2) Gx(.) =
∑∞
j=1 ωj(x)δΨj(x)(.)
donde δΨ(x)(.) es la distribucio´n degenerada en el soporte de Ψ. Este modelo queda com-
pletamente especificado mediante las distribuciones a priori de Ψj(x), ωj(x) j = 1, 2, .... y
β.
45
Un ejemplo de esto es el modelo mixto de TRI con el proceso de Dirichlet, en el cual se asume
que las distribuciones de mezcla no dependen de x (Sethuraman, 1994). Una generalizacio´n
de la distribucio´n a priori del proceso de Dirichlet es la a priori de Pitman-Yor (Ishwaran y
James, 2001). MacEachern (1999, 2000, 2001) da una generalizacio´n para el caso en que las
distribuciones de mezcla sean dependientes de la covariable.
El modelo bayesiano no parame´trico de TRI es un caso particular de la regresio´n bayesiana
no parame´trica introducida por Karabatsos y Walker (2012a) quienes demuestran que el modelo
tiene mejor funcionamiento predictivo que el proceso de Dirichlet mixto y el proceso de Dirichlet
dependiente mixto. Este modelo sirve tanto para ı´tems dicoto´micos como polito´micos.
El modelo dicoto´mico considera P personas y n ı´tems. Se define el conjunto de los pares
= = {(upi, xpi)} i = 1, .., n p = 1, ..., P donde u indica la respuesta del sujeto p al ı´tem i y x
una variable que describe a la persona p. El modelo toma la forma:
(2.3) f(=|x; ζ) = ∏Pp=1∏ni=1 f(upi|xpi; ζ)
(2.4) f(upi|xpi; ζ) = P (Upi = 1|xpi; ζ)upi(1− P (Upi = 1|xpi; ζ))1−upi
(2.5) P (Upi = 1|xpi; ζ) =
∫∞
0
∑+∞
j=−∞ n(z|µjxtpiβ;σ2)ωj(xpi; βω;σω)dz
(2.6) ωj(x; βω;σω) = Φ
(
j−xtβω
σω
)
− Φ
(
j−1−xtβω
σω
)
Para la estimacio´n se utiliza un me´todo Monte Carlo basado en cadenas de Markov. Utilizando
Gibbs sampling para modelos Bayesianos de mezcla infinita, Kalli et al. (2011) mostraron que
es posible muestrear la distribucio´n posterior del modelo bayesiano condicionada a las variables
latentes mediante un me´todo Monte Carlo basado en cadenas de Markov. Robert y Casella,
(2004) muestran que si la a priori considerada es propia, entonces el proceso de muestreo conduce
asinto´ticamente a una cadena de Markov de Harris de tiempo discreto, por lo cual, luego de
marginalizar en las variables latentes, muestra que la distribucio´n a posteriori es estacionaria. Se
pueden ver los detalles de este proceso en Karabatsos y Walker (2012a). El resultado es asinto´tico,
pero es claro que solo puede considerarse el me´todo Monte Carlo finito. La convergencia a la
muestra de las distribuciones a priori pueden obtenerse a partir de dos procedimientos detallados
en Geyer, (2011). Karabatsos (2016) ilustra el procedimiento a partir de datos reales con ı´tems
polito´micos.
Como parte de las ventajas de este modelo es que muestra estimadores robustos de la habilidad
de las personas y de la dificultad de los ı´tems y tiene muy buena performance predictiva para
datos sin outtliers. Otra virtud es la existencia de un software libre para la estimacio´n Bayesian
Regression: Nonparametric and Parametric Models (Karabatsos, 2014, 2015, 2016).
2.3.1. Estimacio´n usando deconvolucio´n
Ferrando (2004) utiliza un enfoque basado en regresio´n no parametrica con errores en la
variables para items de personalidad de respuesta continua. Fan y Truong (1993) plantean
un me´todo para cuando las variables independientes pueden no ser directamente observadas.
Ferrando (2004) aplica a la estimacio´n de las funciones caracter´ısticas del ı´tem el modelo de Fan
y Truong el cual toma la forma. Sea θˆi = θi+εi un estimador de la habilidad donde εi es el error
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de estimacio´n. Fan y Truong (1993) suponen que los errores ε tiene una distribucio´n conocida, y
que ε es independiente de θ y de la respuesta a los items X. Si se cumple lo anterior recordando
que la distribucio´n de la suma es la convolucio´n de las distribuciones de los sumandos, se obtiene
que la funcio´n de densidad de θˆ viene dada por
fθˆ(θˆ) =
∫∞
−∞ fθ(θˆ − θ)dFε(θ)
donde Fε(.) es la funcio´n de distribucio´n de ε. Luego la densidad marginal de θ puede ser
estimada usando el procedimientos de deconvolucio´n. Fan y Truong(1993) hallaron un estimador
de f(θ) obtenido por deconvolucio´n y que puede ser escrito como un estimador de regresio´n no
parame´trica donde el nu´cleo es
Kn(X) =
1
2pi
∫ ∞
−∞
e−itx
φK(t)
φε(
t
hn
)
dt
siendo φK(.) la transformada de Fourier del nu´cleo original, que se usar´ıa para estimar la
regresio´n en caso que la variables fuese medida sin error y φε(.) la funcio´n caracter´ıstica del
error. Fan y Truong (1993) propusieron el siguiente estimador regresio´n:
mˆn(θ) = E(Xj|θ) =
∑N
i=1Kn(
θ−θˆi
hn
)Xij∑N
i=1Kn(
θ−θˆi
hn
)
Es claro que los supuestos de Fan y Truong (1993) no se pueden aplicar exactamente a la
estimacio´n de la funcio´n caracter´ıstica de los ı´tems, ya que es claro que los errores dependen de
la estimacio´n del rasgo. Para lograr una aproximacio´n satisfactoria a estos supuestos Ferrando
(2004) corrige el sesgo de las estimaciones. Sea θˆ la estimacio´n por ma´xima verosimilitud de
θ obtenida de un conjunto de ı´tems dicoto´micos, adema´s se supone que los items siguen un
modelo dado (en el caso de Ferrando 2P) y que los para´metros de los ı´tems son fijos y conocidos
(logra esto al ser estimados en una muestra grande). Tambie´n asume que los errores de medicio´n
obtenidos al aplicar el me´todo de ma´xima verosimilitud anteriormente son independientes de
las respuestas observadas en los ı´tems de respuesta continua.
La distribucio´n condicional del estimador ma´ximo verosimil θˆ es asinto´ticamente normal con
media θ y varianza 1/I(θ), donde I(θ) es la funcio´n de informacio´n del test. Aunque Samejima
(1977) mostro´ emp´ıricamente que esta distribucio´n condicional es aproximadamente normal
para un test de longitud finita si la informacio´n es suficientemente grande el estimador θˆ es
sesgado para un test de longitud finita. Samejima (1993) estudio´ la funcio´n de sesgo para un
caso particular del modelo de 2P y encontro´ que el sesgo de θˆ tiende a ser chico si las dificultades
de los ı´tem se distribuyen en un rango amplio, uniformemente, y si adema´s las discriminaciones
son bajas.
Supuesto entonces que θˆ es condicionalmente insesgado, se sigue que θ y ε son no correla-
cionados aunque no independientes. Como la I(θ) (por ejemplo en el modelo 2P) depende del
nivel de θ es claro que no son independientes. Este problema puede ser resuelto de dos formas:
(a) transformando la escala original usando la ra´ız cuadrada de la funcio´n de informacio´n o (b)
eligiendo un conjunto adecuado de ı´tems para los cuales la funcio´n de informacio´n del test es
aproximadamente constante en un rango de θ . Samejima (1998) propuso y desarrollo´ la primera
solucio´n. La segunda solucio´n esta´ basada en los resultados que la informacio´n del test es la
suma de la informacio´n de los ı´tems y fue desarrollado en un procedimiento de cuatro pasos por
Lord (1977). Si se logra que la informacio´n sea constante entonces ε y θ sera´n independientes.
O sea si la distribucio´n de θ es normal, la distribucio´n marginal de ε se aproximara´ a ser normal
47
con media cero y varianza σ2ε . Luego en estas condiciones puede asumirse que los supuestos de
Fan y Truong (1993) se cumplen.
Como caso particular Ferrando (2004) usa el nu´cleo normal entonces la transformada de
Fourier de K es φK(t) = e
− 1
2
t2 . Asumiendo que la distribucio´n del error es normal con media
cero y varianza σ2ε , se sigue que la funcio´n caracter´ıstica a usar es φε(t) = e
− 1
2
(σεt)2 .
Con esto entonces operando se obtiene que Kn(X) =
1
c
√
2pi
e−
1
2
(x
c
)2 donde c2 = (1− σ2ε
h2n
).
2.4. Modelo no parame´trico unidimensional usando re-
gresio´n no parame´trica
Este enfoque del problema en Psicometr´ıa fue introducido por Ramsay (1991) y puede ser
considerado como una te´cnica del ana´lisis de datos funcionales.Ramsay (1991) propone estimar
el rasgo no parame´tricamente y utilizar los me´todos de regresio´n no parame´trica mediante
nu´cleos para obtener una estimacio´n de las CCI.
Este me´todo tiene varias ventajas: la primera de ellas es la no imposicio´n de ninguna restric-
cio´n sobre la forma funcional de las CCI, y adema´s, el me´todo de estimacio´n es no iterativo,
ra´pido, eficiente y muy fa´cil de programar. Adema´s, estas te´cnicas permiten tener herramientas
de la TRI para situaciones de muestras de taman˜o moderado.
Es de destacar que, para obtener la estimacio´n del rasgo, debe conocerse su distribucio´n,
pero si se ignora, lo que se estima es una transformacio´n del rasgo dada por F−1(Θ) que
tiene distribucio´n uniforme en [0,1]. Esto no constituye una limitacio´n, pues como lo expresa
Ramsay (1991): “en el contexto del ana´lisis de ı´tems, un test no puede proporcionarnos ma´s
que informacio´n sobre el orden de los examinados”. Esto es conocido como la pe´rdida de la
identificabilidad.
Se consideran N sujetos que responden a n ı´tems dicoto´micos o polito´micos y se estima
el vector de rasgos θ y las curvas caracter´ısticas de los ı´tems (CCI) mediante estimadores no
parame´tricos.
Sea Pjm(θ) la probabilidad que un examinado con nivel de rasgo θ seleccione la opcio´n
m del ı´tem j con j = 1, ..., n; m = 1, ...,Mj. Tenemos entonces variables indicadoras Y
i
jm,
que valen 1 si el sujeto i eligio´ la opcio´n m en el ı´tem j, y 0 en caso contrario. Es decir,
Pjm(θ) = P (Yjm = 1|Θ = θ).
Debido a que la regresio´n no parame´trica entre dos variables X e Y supone el conocimiento
de ambas, y en nuestro caso se desconoce la variable θ, el primer paso que Ramsay (1991) se
plantea es estimar los rasgos θ. Para ello, supone que estas tienen alguna distribucio´n conocida
F (θ).
Consideremos un estad´ıstico T y sean Ti los valores de los sujetos. Sea ri el rango del i-e´simo
individuo. Para cada valor ri consideremos la quartila qi respecto a alguna distribucio´n. En
general, se usa la normal t´ıpica, y si consideramos el rasgo como proporciones, se puede usar la
distribucio´n beta, por ejemplo, la distribucio´n B(2.5,2.5).
Con base en el valor de Ti se ordena a los individuos, obtenie´ndose ahora los patrones de
respuestas ordenados. Se estiman los Pjm mediante regresio´n no parame´trica entre las variables
binarias Y
(i)
jm y el vector de rasgos θ̂1 = q1, ..., θ̂N = qN .
Se suele utilizar como estad´ıstico el puntaje total, pero Ramsay (1991) propone un estad´ıstico
alternativo.
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Sea Wjm = logit(P
(75)
jm )− logit(P (25)jm ) donde P (75)jm y P (25)jm son las proporciones de examinados
que caen en el 25 % superior e inferior de la distribucio´n de los puntajes totales de quienes eligen
la opcio´n m en el ı´tem j. Entonces utiliza el estad´ıstico: Ti =
∑
j
∑
m Y
(i)
jmWjm o sea, Ti es la
suma de pesos para las opciones actualmente elegidas. Este estad´ıstico tiene la ventaja de que
produce menos empates y usa informacio´n sobre la eleccio´n de alternativas incorrectas.
El estimador por nu´cleos de P (θ) es el promedio ponderado.
(2.7) P̂jm(θ) =
∑N
i=1wi(θ)Y
(i)
jm
donde las ponderaciones wi(θ) son definidas para que sean ma´ximas en θ = qi, y que decrezcan
a cero cuando crece |qi − θ|. Los pesos wi(θ) se definen a partir de los nu´cleos K(u) como:
wi(θ) =
K(
θ̂i−θ
h
)∑
kK(
θ̂k−θ
h
)
Luego,
(2.8) P̂jm(θ) =
∑N
i=1 K(
θ̂i−θ
h
)Y
(i)
jm∑N
k=1 K(
θ̂k−θ
h
)
donde el denominador es la estimacio´n de la densidad de las qi. Esto implica que, como la
distribucio´n es conocida, se podr´ıa reemplazar el denominador por esta densidad conocida. Esto
podr´ıa ocasionar valores de P levemente fuera del intervalo [0,1], pero esto puede ser corregido.
Como la diferenciabilidad de P̂ depende de la diferenciabilidad de K, es ventajoso usar los
nu´cleos cuadra´ticos o gaussianos, por ejemplo, si queremos estimar la funcio´n de informacio´n
del test.
El para´metro h de ancho de banda debe ser elegido adecuadamente. Si h disminuye, tambie´n
disminuye el sesgo, dado que so´lo pocas observaciones muy cercanas a θ son efectivamente
ponderadas, pero crece la varianza. Si h crece, disminuye la varianza, pues se ponderan ma´s
observaciones, pero aumenta el sesgo. En Hardle (1990) se dan varios procedimientos para elegir
la ventana o´ptima a los efectos de minimizar el error cuadra´tico medio o funciones de este.
Douglas (1997) demuestra la consistencia conjunta de las CCI y de los para´metros del rasgo
cuando el taman˜o muestral y la longitud del test crecen juntos en un excelente art´ıculo.
Considera un test de n ı´tems, administrado a Nn examinados, elegidos al azar. Se estiman las
CCI de los n ı´tems y los Nn rasgos. Entonces ahora, se considera un nuevo test de n+ 1 ı´tems,
que no necesariamente contengan los n anteriores, y se administra a Nn+1 examinados. La teor´ıa
asinto´tica estudia la adecuacio´n de las curvas caracter´ısticas del ı´tem y de los estimados del
rasgo a medida que n tiende a infinito.
Cada test viene identificado por sus curvas caracter´ısticas de los ı´tems Pn,i. Para cada curva
Pn,i se necesita construir un estimador P̂n,i y similarmente construiremos estimadores θ̂n,k de
los rasgos θn,k. Notemos por P n a la curva caracter´ıstica del test, o sea, P n(θ) =
1
n
∑n
i=1 Pn,j(θ).
Hipo´tesis
A los efectos de obtener la consistencia de estas estimaciones, Douglas (1997) asume ciertas
hipo´tesis sobre los ı´tems, las CCI, los taman˜os muestrales Nn, los nu´cleos y los anchos de banda
hn.
1. Independencia local y unidimensionalidad.
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2. Θ tiene distribucio´n uniforme (0,1).
3. P
′
n existe en (0,1) y existe un nu´mero m tal que 0 < m < P
′
n(θ) para todo θ ∈ (0, 1).
4. Existe C > 0 tal que npnk < C para todo k donde pnk = P (Un = k).
5. Existen constantes ML y MU tal que MLn
3/2 < Nn < MUn
r.
6. P ′n,i existe y es continua en (0,1) para todo n,i.
7. Para cada intervalo compacto [a, b] ⊂ (0, 1) existe una constante Ma,b tal que para todo
θ ∈ [a, b] n y todo n, i |P ′n,i(θ)| < Ma,b.
8. K tiene soporte acotado, en particular existe una constante CK , tal que K(x) > 0, cuando
|x| < CK y K(x) = 0, cuando |x| > CK .
9. K es Lipschitziana de constante LK .
10. Existe α ∈ (0, 1/2) y nu´meros positivos Lα y Uα tal que para todo n, Lαn−α < hn < Uαn−α.
Consistencia
A partir de estas hipo´tesis se obtiene primeramente:
Teorema 2.4.1. Dadas las hipo´tesis 1 a 7 maxj=1,...Jn | Θ̂n,j −Θn,j |→ 0 con probabilidad 1.
Tambie´n se obtiene un resultado sobre el error cuadra´tico.
Teorema 2.4.2. Dadas las hipo´tesis 1 a 10 para θ0 ∈ (0, 1) fijo
(2.9) max{ECM(P̂n,i(θ0)) : 1 ≤ i ≤ n} ≤ O(n−2α)
donde α es la constante de la hipo´tesis 10.
Definiendo
δn,a,b = supθ∈(a,b)max1≤i≤n | P̂n,i(θ)− Pn,i(θ) |
se obtiene:
Teorema 2.4.3. Dadas las hipo´tesis 1 a 10, δn,a,b → 0 si n→ +∞ con probabilidad 1.
Finalmente, prueba la consistencia conjunta pues a partir de los teoremas 3.6.1 y 3.6.3, y
notando que la probabilidad del conjunto donde falla esta convergencia es la unio´n de dos
conjuntos cada uno con probabilidad 0.
Teorema 2.4.4. max{∆n, δn,a,b} → 0 si n→ +∞ con probabilidad 1.
Para lograr la monoton´ıa de los estimadores de esta seccio´n hay una gran variedad de me´todos,
por ejemplo, el propuesto por Cheng y Lin (1981); Wright (1981); Friedman y Tibshirani (1984);
Delecroix y Thomas-Agnan (2000); o Gijbels (2005) y Mammen (1991). Brunk (1955) propone un
me´todo para obtener estimadores con propiedades similares a los de la regresio´n no parame´trica.
Ramsay (1998) y Kelly y Rice (1990) proponen usar splines, aunque este procedimiento es
va´lido cuando la funcio´n de regresio´n satisface una ecuacio´n diferencias de segundo orden por
lo que es, en general, no consistente. Hall y Huang (2001) usan un estimador del tipo nu´cleos
con pesos modificados, Lee (2002) propone el uso de la regresio´n iso´tona propuesta por Barlow,
Bartholomew, Bremmer y Brunk (1972); as´ı como por Robertson, Wright y Dykstra (1988).
Finalmente, Luzardo y Rodr´ıguez (2015) proponen un me´todo basado en estimar mono´tonamente
la funcio´n inversa de las CCI.
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2.5. Enfoque desde al ana´lisis de datos funcionales
Ramsay (2016) presenta un muy interesante enfoque de los modelos de TRI no parame´trico
a partir de variedades diferenciables. Pensar los modelos de TRI a partir del ana´lisis de datos
funcionales fue inicialmente introducido en Ramsay y Silverman (2005) y Ramsay et al. (2009).
Dan herramientas para estimar curvas caracter´ısticas de los ı´tems que sean suaves (diferenciables)
y al mismo tiempo cumplan ciertos criterios sobre la forma. Ramsay y Silverman (2002) muestran
este concepto pra´cticamente en el caso de un test.
Como ya hemos observado en la seccio´n 1.3 la variable latente actu´a como un ı´ndice y cada
uno de sus valores tiene asociado un valor de probabilidad. Debido a la importancia de este
argumento repetimos aqu´ı el ana´lisis de este concepto. Dado un valor de θ consideremos una
funcio´n biyectiva h y entonces tenemos el transformado φ = h(θ). Como h es biyectiva tiene
inversa h−1 o sea θ = h−1(h(θ)) = h−1(φ)
A partir de lo anterior tenemos que:
P (θ) = P (h−1(φ)) = P ∗(φ)
donde P ∗ = P ◦ ◦h−1, es decir, en el conjunto de las CCI se establece una relacio´n de
equivalencia mediante el hecho que dos CCI son equivalentes si son iguales ante transformaciones
biyectivas del rasgo. Se pueden imponer sobre h restricciones adicionales como pedir que sea
estrictamente creciente, o diferenciable. Entonces, para una presentacio´n particular del modelo
implica dos elecciones, el intervalo en el cual esta´ definida θ y la medida de probabilidad
(distribucio´n) dF (θ) sobre ese intervalo. Es claro que esta eleccio´n influye en la forma de la
curva.
Consideremos un test de n ı´tems dicoto´micos. Se determina, entonces, un hipercubo cerrado
en el espacio [0, 1]n al que Ramsay (1996) y Rosssi et al. (2002) llaman espacio de performance.
La performance de los n ı´tems se modela mediante una curva ℘ llamada variedad de performance.
Cada punto de esta variedad se corresponde con cada nivel de performance, es decir ℘ = ℘(θ) =
(P1(θ), ..., Pn(θ)). Si se tiene que cada ı´tem puede tener ri respuestas se tiene que las diferentes
respuestas son un punto de un simplejo de dimensio´n ri−1. La estructura del test entonces es un
hipercubo simplicial de dimensio´n n donde cada borde es un simplejo. A partir de esto uno puede
utilizar diferentes me´tricas para la variable latente dando curvas equivalenetes. Por ejemplo, se
puede utilizar una me´trica probabil´ıstica (gaussiana, beta, etc), tomar como habilidad el rango
del sujeto, la me´trica de la longitud de arco y las sumas o la suma ponderada de los puntajes.
2.5.1. Estimacion invariante de la habilidad
Es claro que los estimadores de la habilidad deben ser invariantes respecto a transformaciones
estrictamente mono´tonas. Una forma comu´n es estimar θ mediante la suma de los puntajes en
el test la cual cumple ese criterio. Esto se deduce del hecho que el valor esperado es la suma de
las CCI de los ı´tems y estas son invariantes por lo visto anteriormente. La suma de puntajes
de los ı´tems considera que todos ellos tienen la misma importancia en la medicio´n del rasgo
por lo que ser´ıa importante poder ponderar los ı´tems. Ramsay (2016) prueba que la estimacio´n
ma´xima verosimil del rasgo satisface este principio de invarianza.
La verosimilitud de las respuesta es:
(2.10) P (U |θj) =
∏n
i=1 P
ui
i Q
1−ui
i =
∏n
i=1
(
Pi
Qi
)ui
Qi =
∏n
i=1
(
Pi
Qi
)ui (
1 + Pi
Qi
)−1
donde Pi = Pi(θ).
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Tomando logaritmo:
(2.11) lnL = lnP (Ui|θj) =
∑n
i=1[ui ln
Pi
Qi
− ln(1 + eln
Pi
Qi )]
Si notamos por Wi(θ) = ln
Pi
Qi
se obtiene
(2.12) lnL(θ) =
∑n
i=1[uiWi(θ)− ln(1 + eWi(θ)]
Derivando respecto a θ:
∂ lnL
∂θ
=
∑n
i=1 [ui − Pi(θ)] ∂Wi∂θ
Como adema´s si θ∗ = h(θ)
∂Wi
∂θ∗
=
∂Wi
∂θ
∂h
∂θ
y a partir de la monoton´ıa de h su derivada es distinta de 0 por lo que el principio de
invarianza se cumple. El estimador obtenido tiene la ventaja que cada ı´tem esta´ ponderado por
las pendientes de las funciones Wi.
Esta ecuacio´n sugiere usar el estimador ponderado
(2.13) θˆ = n
[∑n
i=1 ui
∂Wi
∂θˆ
]
/
[∑n
i=1
∂Wi
∂θˆ
]
Debido a la regla de la cadena podemos ver que el estimador es invariante con respecto a h.
Es claro que el valor esperado de θˆ vive en el intervalo [0, n]
2.5.2. Me´tricas
La me´trica de la longitud de arco viene dada por:s(θ) =
∫ θ
0
√∑n
i
(
dPi
dz
)2
dz donde z ∈ [0, n].
La distancia de la longitud de arco se puede interpretar a partir que la curva se define
a partir de n coordenadas representando los distintos aspectos del test, una posicio´n en la
curva representa la performance total y la logitud de curva desde este punto hasta su te´rmino
representa la mejora necesaria para adquirir la maestr´ıa.
Para definir una me´trica en el intervalo [0, n] Ramsay y Wiberg (2016) proponen la distribu-
cio´n TSβ que tiene densidad
p(S|α, β, h0, hn) = h0(1−S/n)+h1(S/n)+(S/n)α−1(1−S/n)β−1n(h0+hn)/2+B(α,β)
donde B(α, β) es la funcio´n beta.
2.5.3. Algoritmo para el ana´lisis funcional de un test
Ramsay (2016) propone el siguiente algoritmo para analizar un test usando una aproximacio´n
al ana´lisis de datos funcionales.
Paso 1 Inicializacio´n
a) Estimacio´n inicial de θp: Recomienda usar la suma total de los ı´tems en el test, aunque
se puede usar otra.
b) Inicializar la densidad : Inicializar la densidad TSβ sobre el inte´rvalo [0, n].
Paso 2 Iteracio´n Para cada iteracio´n v = 1, 2, ..... se hacen los siguientes pasos:
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a) Convertir rangos en quantiles Los rangos normalizados u˜ = p/(N + 1) se transforman en
θˆv−1p usando la funcio´n de quantiles Q
v−1(u) de la distribucio´n estimada en la iteracio´n previa.
b) Calcular los extremos de los intervalos Sea K el nu´mero de inte´rvalos que se desea. Si
el dominio es cerrado se calculan los valores Qv−1((0 : 2k)/2K) y en otro caso se calculan
Qv−1((0 : 2k)/(2K − 1)) ma´s puntos extremos adecuados. Las cuantilas impares sera´n los
centros de los inte´rvalos y las pares los extremos de los inte´rvalos.
c) Ca´lculo de Wi y θˆ: Se rompen los empates de los estimadores de la habilidad si existen
agregando un ruido aleatorio. Se ordenan y les asigna a cada uno su cuantila p correspondiente.
Los promedios dentro de cada inte´rvalo se usan como estimaciones de las probabilidades y a
partir de ellos se estiman los Wi(θ) en los centros de los inte´rvalos.
d) Estimacio´n mediante splines del logaritmo del odds : Se usa una base de splines de orden
4 con nudos en los centros de los intervalos para realizar un suavizamiento con splines de los
valores hallados en 2c.
e) Actualizacio´n de la nueva habilidad : Se actualizan los valores de θˆv−1p aplicando la estima-
cio`n ponderada de la habilidad usando los valores de Wi del paso 2c.
f) Actualizacio´n de la densidad.
Cap´ıtulo 3
Modelo no parame´trico
multidimensional
3.1. Introduccio´n
En este cap´ıtulo presentaremos dos modelos no parame´tricos multidimensionales. Para esto
se utilizara´n estimadores de regresio´n no parame´trica con variables independientes multidimen-
sionales. Existen varios formas de encarar el problema de la regresio´n no parame´trica, los ma´s
populares son aquellos basados en nu´cleos, los basados en splines y los que utilizan wavelets.
Cada uno de estos me´todos tienen sus propias fortalezas y debilidades pero los que estan basados
en nu´cleos se caracterizan por su simplicidad matema´tica, ademas de tomar un formato intuitivo,
como ser promedios ponderados locales.
En principio es natural pensar en aplicar un estimador semejante al que utilizo´ Ramsay para
el caso unidimensional para ı´tems multidimensionales, con una dificultad adicional al tener que
estimar un rasgo que ahora es un vector.
Consideremos entonces variables de respuestas dicoto´micas que dependen de un rasgo mul-
tidimensional Θ. Es claro que las repuestas a un ı´tem condicionadas a un valor del rasgo son
variables aleatorias Bernoulli, por lo que la probabilidad p(θ) es la esperanza condicional de la
respuesta. Esta esperanza de la respuesta condicionada a θ es lo que conocemos por regresio´n.
Por lo tanto es razonable pensar en estimar la CCI mediante la regresio´n no parame´trica. Hard-
le (1990) menciona que la estimacio´n no parame´trica de las curvas de regresio´n tiene cuatro
objetivos fundamentales: “Primero provee un me´todo versa´til para explorar la relacio´n entre dos
variables. Segundo, da predicciones de las observaciones sin hacer referencia a un modelo para-
me´trico fijo. Tercero, provee una herramienta para encontrar observaciones espu´reas estudiando
la influencia de puntos aislados. Cuarto, constituye un me´todo flexible para sustituir valores
perdidos o interpolar entre valores de X ”.
La idea general de la regresio´n no parame´trica es la del promedio local, es decir, estimar la
esperanza condicional mediante un promedio ponderado, donde los pesos son una funcio´n que
depende del punto donde se va a estimar y de los valores observados.
En este cap´ıtulo se presentara´ una familia de estimadores mediante polinomios locales con
nu´cleos. Esta familia incluye al estimador de Ramsay (Ramsay 1991) en el caso unidimensional y
su generalizacio´n multidimensional (Luzardo y Forteza 2014), y adicionalmente genera una gran
variedad de posibilidades. El modelo de Ramsay y su generalizacio´n corresponderan al modelo
polinomial de grado 0. Observaremos con atencio´n al polinomio de grado 1 ya que en el caso de
variables observables tiene mejores propiedades asinto´ticas y de frontera que los estimadores de
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Nadaraya-Watson.
Lo primero a notar es que los rasgos se ignoran por lo tanto deben estimarse. Para ello se
recurre a un procedimiento no parame´trico val´ıendose de la funcio´n de distribucio´n emp´ırica de
variables auxiliares. Se necesitan tantos estad´ısticos para ordenar a los sujetos como rasgos y
esto presenta complicaciones te´cnicas que detallaremos en el cap´ıtulo de consistencia. En el caso
unidimensional se puede utilizar el promedio o el puntaje total, pero en el caso multidimensional
no es inmediato determinar co´mo deben ser los estad´ısticos y que condiciones deben cumplir
para que la estimacio´n sea consistente.
Comenzaremos presentando el modelo indicando como se estimara´n los rasgos y como se
estimara´n las curvas caracter´ısticas del ı´tem y luego obtendremos tres tipos de resultados
estad´ısticos para este modelo.
Un primer tipo de resultados es obtener estimadores para la distribucio´n del rasgo con-
cretamente de la densidad conjunta y la co´pula subyacente. Creemos que este punto es muy
interesante pues el me´todo solo va a presuponer el conocimiento de las marginales (ni siquiera
esto es necesario) y a partir de esto se puede reconstruir la distribucio´n conjunta. Para lograr
la demostracio´n de la consistencia del estimador de la densidad y su distribucio´n asinto´tica
deberemos suponer que el rasgo es medido sin error aunque seguiremos suponiendo que los
sujetos son elegidos aleatoriamente de la poblacio´n. En el cap´ıtulo de simulaciones veremos que
el estimador de la densidad conjunta funciona muy bien aun cuando el rasgo sea medido con
error.
Tambie´n presentamos la consistencia conjunta de la estimacio´n del rasgo y de la CCI en el
caso multidimensional encontrando las condiciones que deben cumplirse para que esta ocurra.
Tambie´n encontraremos una acotacio´n exponencial para el error cuadra´tico medio. Esta sec-
cio´n la cual consideramos central, presenta dificultades te´cnicas importantes, debiendose usar
fuertemente las desigualdades de concentracion de desarrollo reciente. Mencionamos que como
producto adicional al investigar las condiciones antes dichas se logro´ definir una familia de
funciones a las que llamaremos asinto´ticamente Liptchiz.
Finalmente para el caso de la habilidad medida sin error se deducira´ la distribucio´n asinto´tica
del estimador de las CCI as´ı como la consistencia completa, lo cual constituira´ el tercer bloque
de resultados.
3.2. Presentacio´n del modelo multidimensional
Comencemos viendo la estructura general del modelo y como se estimara´ el rasgo, luego se
mostrara´ como se estimaran las CCI, lo cual se basa en la regresio´n multivariada usando nu´cleos.
A los efectos de estimar cada componente del vector que representa un rasgo espec´ıfico,
utilizaremos estad´ısticos para ordenar a los sujetos y as´ı tomar como estimacio´n de dicha compo-
nente del rasgo en cada sujeto el cuartil emp´ırico correspondiente. Expongamos primeramente el
me´todo y luego lo formularemos en forma presisa. Se definira´ para cada rasgo un estad´ıstico (al
que notaremos gn,l). Estos estad´ısticos dependeran solo de un rasgo, al cual estimara´n, o sea son
independientes de los restantes rasgos. En cada componente se ordenaran los puntajes obtenidos
en el estad´ıstico gn,l y luego se tomara´ el cuartil emp´ırico para obtener el rasgo estimado del
sujeto.
Formalmente consideramos ahora que el rasgo es un vector aleatorio en Rd
Θ = (Θ1, ...,Θd).
Sea (Ω, A, P ) un espacio de probabilidad y consideremos sin pe´rdida de generalidad que
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el rasgo latente Θ tiene distribuciones marginales uniformes U [0, 1]. Es claro que todo lo que
deduzcamos para este supuesto funcionara´ para cualquier tipo de distribucio´n marginal.
Es interesante independizarse de la posible distribucio´n del rasgo, ya que esta, usualmente,
es desconocida.
Comencemos viendo esto en el caso unidimensional, para ello notemos por un momento al
rasgo como τ y supongamos que tiene distribucio´n F. Sabemos que F (τ) se distribuye uniforme
[0,1]. Por lo tanto, podr´ıamos estimar en vez de τ una transformacio´n mono´tona de ella θ = F (τ).
As´ı pues, se puede suponer que el rasgo tiene distribucio´n uniforme, y entonces, este rasgo
se estima mediante la proporcio´n emp´ırica.
Si conocemos la distribucio´n F del rasgo, obtenemos la escala original, mediante τ = F−1(θ),
que tiene distribucio´n F. En el caso multidimensional recurrimos a las co´pulas.
Sea (Θ1, . . . ,Θd) y supongamos conocidas sus marginales y que son continuas. El vector
(U1, U2, . . . , Ud) = (F1(Θ1), . . . , Fd(Θd)) tiene marginales uniforme. La co´pula de (Θ1, . . . ,Θd)
se define como
C(u1, u2, . . . , ud) = P[U1 ≤ u1, U2 ≤ u2, . . . , Ud ≤ ud] = P (Θ1 ≤ F−11 (u1), . . . ,Θd ≤ F−1d (ud))
Esta funcio´n contiene toda la informacio´n de dependencia del vector de rasgos. Aplicando el
teorema de Sklar podemos reconstruir a partir de las marginales la funcio´n de distribucio´n de
los rasgos.
Si notamos por H(θ1, . . . , θd) = P [Θ1 ≤ θ1, . . . ,Θd ≤ θd] la distribucio´n conjunta del rasgo
entonces H(θ1, . . . , θd) = C (F1(θ1), . . . , Fd(θd)). Por lo que de aqui en ma´s trabajaremos con
marginales uniformes.
Consideremos una sucesio´n de funciones vectoriales, Borel medibles, gn en R
n a valores en
[0, 1]d. Sea gn,l la componente l-e´sima de gn, para x ∈ Rn gn(x) = (gn,1(x), ...., gn,d(x)).
Consideremos un test de n ı´tems contestados por N sujetos y las variables aleatorias Xi,k,
i = 1, ..., n , k = 1, ...N que indican la respuesta del k-e´simo sujeto al i-e´simo ı´tem. Estas
variables dependen de d rasgos latentes (Θl) y sea X = (X1, .., Xn) el vector aleatorio que indica
las respuestas a los n ı´tems. Espec´ıficamente, Xk indicara´ el vector de respuestas del sujeto k.
Supongamos que las funciones gn,l(X) son independientes de Θ1, ...,Θl−1,Θl+1, ..,Θn para
todo 1 ≤ l ≤ n. Definamos la sucesio´n de funciones {Ggn} : Rd −→ Rd tal que para cada
x = (x1, ..., xd) se tiene:
(3.1) Ggn(x) = (P (gn,1(X) ≤ x1), ..., P (gn,d(X) ≤ xd))
Sean las distribuciones emp´ıricas: F̂N,l(x) =
#{gn,l(X)≤x}
N
=
∑N
i=1 χ{gn,l(Xi)≤x}
N
con l = 1, .., d y
definamos la funcio´n:
(3.2) ĜN(x1, ..., xd) = (F̂N,1(x1), ..., F̂N,d(xd))
A partir de lo anterior, para estimar la componente l- e´sima del rasgo se utiliza la funcio´n
gn,l para ordenar los sujetos. Luego tomamos la funcio´n de distribucio´n emp´ırica, es decir,
(3.3) Θ̂n = ĜN(gn(X))
Observemos que no depende este me´todo de estimacio´n del tipo de respuesta obtenido,
pudiendo estas ser dicoto´micas, polito´micas o continuas.Si conocemos las marginales, podemos
tener estimaciones en la escala original aplicando la inversa de cada una de estas distribuciones
al rasgo estimado mediante la distribucio´n uniforme.
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3.2.1. Estimacio´n de la CCI
Dado que P (θi) = E(X|Θ = θi) podemos considerar que el modelo subyacente es:
P (θi) = m(θi) + σ(θi)εi con i = 1, ..., N
y donde los εi condicionados a Θ1, ...,ΘN son variables aleatorias independientes con media 0 y
varianza 1. Supongamos que la densidad d-dimensional de Θ es f(θ) y que tenemos N sujetos
con rasgos θ1.....θN . Sea H una matriz de dimension d, sime´trica y no singular.
Se puede estimar esta densidad no parame´tricamente mediante:
fˆn,H(θ) =
1
N |H|
N∑
i=1
K(H−1(θi − θ)) = 1N
N∑
i=1
KH(θi − θ)
donde |H| es el determinante de H y KH(θi − θ) = 1|H|K(H−1(θi − θ)).
La matriz H contiene los para´metros de ancho de la ventana, es decir, controla cua´n ra´pida-
mente los pesos decrecen a cero. Si queremos utilizar un solo ancho de ventana podemos tomar
H = hId donde I es la matriz identidad dxd en tanto si se quiere tener una ventana diferente
para cada dimensio´n se puede tomar H = diag(h1, .., hd).
Quedan en estos casos
fˆn,h(θ) =
1
Nhd
N∑
i=1
K(h−1(θi − θ))
fˆn(θ) =
1
Nh1h2..hd
N∑
i=1
K(h−11 (θi1 − θ1), ..., h−1d (θid − θd))
Supongamos que tenemos N respuestas a un ı´tem (cuya respuesta sin pe´rdida de generalidad
supondermos continua) (θ1, X1).....(θN , XN), que son independientes, ide´nticamente distribuidas
con densidad conjunta fΘ,X(θ, x).
La densidad condicional de X dada Θ es: fX|Θ =
fΘ,X(θ,x)
fΘ(θ)
=
fΘ,X(θ,x)∫
fΘ,X(θ,x)dx
As´ı tenemos que:
(3.4) E(X | Θ = θ) =
∫
xfΘ,X(θ,x)dx∫
fΘ,X(θ,x)dx
Por lo tanto, para estimar la esperanza condicional utilizamos:
(3.5) ̂E(X | Θ = θ) =
∫
xf̂Θ,X(θ,x)dx∫
f̂Θ,X(θ,x)dx
Consideremos ahora un nu´cleo Rd+1 para estimar la densidad condicional definido como
Gh(.)KH(.) donde G es un nu´cleo unidimensional y K un nu´cleo de dimensio´n d.
El estimador por nu´cleos de la densidad conjunta es:
f̂Θ,X(θ, x) =
1
N
∑N
i=1 Gh(Xi − x)KH(θi − θ)
realizando el cambio de variable, −u = Xi−x
h
N−1
∑N
i=1
∫
x 1
h
G(Xi−x
h
)KH(θi − θ)dx = N−1
∑N
i=1XiKH(θi − θ)
Adema´s, ∫
f̂Θ,X(θ, x)dx = N
−1∑N
i=1KH(θi − θ)du
Obtenemos finalmente como estimador:
(3.6) ̂E(X | Θ = θ) = N−1
∑N
i=1 XiKH(θi−θ)
N−1
∑N
i=1 KH(θi−θ)
=
∑N
i=1 XiKH(θi−θ)∑N
i=1KH(θi−θ)
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Notemos que el numerador es la convolucio´n de K con los datos y el denominador es la
convolucio´n de K con la unidad. Se puede mostrar que si las respuestas son dicoto´micas el
estimador se mantiene.
Este es un estimador del tipo de promedio local ponderado con pesos, wi(x) =
KH(θi−θ)∑N
i=1 KH(θi−θ)
Es decir, es un promedio ponderado de las respuestas de aquellos cuya θi vive en una bola o
cubo alrededor de θ.
Es claro que en el caso general, se ignoran los valores de θ1...θN . Pero si se tiene una sucesio´n
de estimadores θ̂n,i que converge a θi para todo i = 1, .., N en probabilidad, casi seguramente o
completamente es inmediato pensar en sustituir θi por θ̂i. Probaremos luego que esto se puede
hacer con los estimadores del rasgo definidos en la seccio´n anterior.
Por lo tanto, un estimador de la CCI del ı´tem j es:
(3.7) P̂j(θ) =
∑N
i=1Xi,jKH(θ̂i − θ)∑N
i=1 KH(θ̂i − θ)
Es inmediato verificar que el estimador encontrado es la solucio´n de
(3.8) mı´nβ0
∑N
i=1(Xi,j − β0)2KH(θ̂i − θ)
O sea, es un estimador localmente constante. Reemplazando β0 por un polinomio podemos
encontrar estimadores de regresio´n basados en nu´cleos del tipo polinomios locales. Un caso
importante es el polinomio de grado 1 el cual es la solucio´n de:
(3.9) mı´nβ0,β1
∑N
i=1(Xi,j − β0 − (θ̂i − θ)tβ1)2KH(θ̂i − θ)
Usando mı´nimos cuadrados ponderados la solucio´n queda:
(3.10) β̂ = (β̂0, β̂1
t
)t = (ΣtWΣ)−1ΣtWX donde
Σ =
 1 (θ̂1 − θ)t: :
1 (θ̂N − θ)t
 , X =
 X1,j:
XN,j

W =

KH(θ̂1 − θ) 0 ... 0
0 KH(θ̂2 − θ) .. 0
.. .. .. ..
0 .. .. KH(θ̂N − θ)

En este caso β0 es el estimador de la CCI y β1 las derivadas parciales con respecto a las
componentes de θ. Al estimador de la CCI obtenido mediante polinomios de grado 1 lo notaremos
como
P̂ 1j (θ) = β̂0
Utilizando el vector e1 = (1, 0, 0, ..., 0) de la base cano´nica entonces
(3.11) P̂ 1j (θ) = e
t
1(β̂0, β̂1
t
)t = (ΣtWΣ)−1ΣtWX
Hemos entonces obtenido dos estimadores de las CCI dados por las ecuaciones 3.7 y 3.11
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3.2.2. Respuestas polito´micas y continuas
Si las respuestas son polito´micas podemos aplicar el me´todo generando tantas variables
dicoto´micas como opciones tiene el ı´tem. Es decir Xmij valdra´ 1 si el sujeto i en el ı´tem j eligio´
la opcio´n m. Luego se aplica el estimador.
Si tenemos un modelo de respuesta graduada podemos considerar variables aleatorias dicoto-
micas como: Y mij = χ(Xij≤m), luego aplicar el modelo y calcular:
(3.12) P (X = m|(θ1, ..., θd)) = P (X ≤ m)− P (X ≤ (m− 1))
Si hay respuestas continuas entonces podemos definir para un x ∈ R variables Yij = χ(Xij≤x).
Con estas variables podemos estimar la distribucio´n condicionada al rasgo de las respuestas.
Tambie´n en el caso continuo se puede estimar la esperanza condicional de la respuesta, usando
el estimador con la respuesta original (es decir no convirtie´ndola en una indicatriz para cada x).
3.3. Estimacio´n de la densidad conjunta del rasgo
Surge como primer objetivo estimar la densidad conjunta de las habilidades a partir de las
habilidades estimadas. Es claro que el problema que se presenta pretende contestar lo siguiente:
Si Θ = Θ̂ +  como hallar la densidad de Θ a partir de la densidad de Θ̂. Hay trabajos en este
sentido, en especial un art´ıculo de Sperlich (2009). Sin embargo presupone conocimiento sobre
el error de estimacio´n elemento del que carecemos. En el apartado de limitaciones trataremos
nuevamente este tema. Ahora lo abordaremos desde la perspectiva simplificada que la habilidad
es estimada sin error, o que si estimamos la densidad de Θ̂ esta se encontrara´ cercana a la
densidad de Θ. Como en este cap´ıtulo demostraremos la consistencia de la estimacio´n del rasgo
esta es una apoximacio´n aceptable, aunque es claro que no estamos tomando en cuenta un
aumento del sesgo y la varianza del error.
La estructura puede ser estimada tanto con los rasgos estimados en el cubo [0, 1]d o ya
transformados mediante la inversa de las marginales. En lo que sigue supongamos que Fi ,
i=1,..,d son las marginales y que Θij i=1,...,d j=1,...,N ha sido obtenido aplicando F
−1
i al
estimado del rasgo a partir del cuartil emp´ırico.
Es claro que solo tiene sentido pra´ctico aplicar la estimacio´n no parame´trica de la densidad
del rasgo en el caso de dimensio´n mayor o igual a dos, pues es en este caso que solo presu-
ponemos el conocer las marginales (aunque solo se supongan uniformes) en tanto en el caso
unidimensional se supone conocida la distribucio´n. Igualmente comenzaremos presentando el
estimador unidimensional por la simplicidad de los ca´lculos para luego generalizar.
La gra´fica que sigue muestra la proximidad de la densidad real y la estimada usando los
rasgos estimados, esto nos indica que la aproximacio´n usada es adecuada.
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Figura 3.1: Proximidad de la densidad real y estimada por tipo de distribucio´n
Caso unidimensional
Vamos a usar el estimador usual de la densidad por nu´cleos pero reemplazando la variable
independiente por el estimador obtenido recie´n.
Supongamos que nuestros N sujetos constituyen una muestra del rasgo, o sea Θ1, ...,ΘN
son variables aleatorias independientes ide´nticamente distribuidas y estas variables tienen una
densidad comu´n f(θ). En este caso consideramos que Θ esta´ medido sin error por Θˆ
Nuestro objetivo es, a partir de esta muestra, estimar f(θ). Para ello consideremos la familia
= de las funciones de distribucio´n absolutamente continuas con densidad f la cual queremos
encontrar.
Recordemos que f̂N,h(θ) se reduce a una convolucio´n fˆN,h = K¯h ∗ FN donde K¯h(z) es un
nu´cleo. El estimador toma la forma
(3.13) fˆN,h(θ) =
1
Nh
N∑
i=1
K( θ−θˆi
h
)
Como el estimador de la densidad es la convolucio´n de un nu´cleo con la distribucio´n emp´ırica,
para demostrar la consistencia del estimador es clave obtener resultados sobre la convolucio´n
de un nu´cleo con una funcio´n. El siguiente lema nos da condiciones para que la convolucio´n
converja puntualmente cuando la ventana tiende a 0. Este resultado sera´ luego usado en el
teorema 3.3.2
Lema 3.3.1. Sea K una funcio´n real que cumple:
i) K es acotada y sime´trica
ii)
∫ | K(t) | dt = C1 <∞
iii) l´ım
θ→±∞
| θK(θ) |= 0
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Sea g una funcio´n real tal que
∫ | g(t) | dt = C2 <∞ y consideremos la convolucio´n:
gh(θ) = Kh ∗ g(θ) = 1
h
∫
K(
θ − t
h
)g(t)dt dondeKh(z) =
1
h
K(z/h) entonces
gh(θ) −→ g(θ)
∫
K(t)dt sih→ 0 para todo punto θ de continuidad de g
.
Demostracio´n: Sea θ un punto de continuidad de g. Dado  > 0 existe δ > 0 tal que
| g(u)− g(θ) |< 
3C1
si | θ − u |< δ.
Como K es sime´trico: | gh(θ)− g(θ)
∫
K(t)dt |=| 1
h
∫
K( θ−t
h
)g(t)dt− g(θ) ∫ K(t)dt |=
| ∫ K(−u)g(θ + uh)du− g(θ) ∫ K(u)du |≤ ∫ | (K(u) || g(θ + uh)− g(θ) | du . Ahora∫ | K(u) || g(θ + uh)− g(θ) | du < 
3C1
∫
|u|<δ/h
| K(u) | du+
∫
|u|≥δ/h
| K(u) || g(θ) | du+ ∫
|u|≥δ/h
| K(u) || g(θ + uh) | du
Sabemos que θ es un punto de continuidad de g, entonces | g(θ) |< C3, adema´s∫
|u|≥δ/h
| K(u) | du < 
3C3
pues es la cola de una integral convergente. Por u´ltimo,
∫
|u|≥δ/h
| K(u) || g(θ + uh) | du ≤ h
δ
∫
|u|≥δ/h
| uK(u) || g(θ + uh) | du ≤
h
δ
δ
3C2
∫
|u|≥δ/h
| g(θ + uh) | du ≤ 
3C2
∫ | g(t) | dt = 
3
pues | uK(u) |< δ
3C2
para h suficientemente chico.
A partir de estas tres desigualdades obtenemos que | gh(θ)− g(θ)
∫
K(t)dt |<  para h −→ 0
Veremos ahora un teorema que nos garantiza la consistencia del estimador de la densidad.
Para ello se proabara´ que E(fN(θ)) −→
h
f(θ) y V ar(fN(θ))→ 0 lo cual garantiza la consistencia
o sea que fN(θ)
P
−→ f(θ).
Teorema 3.3.2. Supongamos que el rasgo es medido sin error o sea Θ̂i = Θi para todo i. Sea θ
un punto de continuidad de f , K un nu´cleo sime´trico y acotado y tal que
∫
K(t)dt = 1. Adema´s
| θK(θ) |−→ 0 si | θ |−→ +∞. Entonces
fN(θ) =
1
Nh
N∑
i=1
K( θ−Θˆi
h
) = 1
Nh
N∑
i=1
K( θ−Θi
h
)
es un estimador asinto´ticamente insesgado de f(θ) si h −→ 0.Si adema´s Nh −→∞ es estimador
consistente de f(θ).
Demostracio´n: Por el lema 3.3.1 E(fN(θ)) =
1
h
∫
K( θ−t
h
)f(t)dt −→
h
f(θ)
V ar(fN(θ)) =
1
Nh2
V ar(K( θ−X1
h
)) ≤ 1
Nh2
E(K2( θ−X1
h
)) = 1
Nh
1
h
∫
K2( θ−t
h
)f(t)dt −→ f(θ)
Nh
∫
K2(t)dt
Esta convergencia es va´lida ya que se cumple | θK(θ) |−→ 0 si | θ |−→ +∞, entonces,
| θ2K2(θ) |−→ 0 si | θ |−→ +∞, lo que implica que | θK2(θ) |−→ 0 si | θ |−→ +∞, pues
| θK2(θ) |≤| θ2K2(θ) | para | θ |> 1. Adema´s ∫ | K2(t) | dt ≤‖ K ‖∞ ∫ K(t)dt <∞. Entonces
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si Nh → ∞ V ar(fN(θ)) → 0. Hemos demostrado que si Nh −→ ∞ y h −→ 0, entonces,
fN(θ)
P
−→ f(θ)
Observacio´n: En realidad hemos probado la convergencia en L2, es decir que E(fN(θ) −
f(θ))2 −→ 0
Observacio´n: el orden de la varianza es 1
Nh
, pues,
V ar(
√
NhfN(θ)) = NhV ar(fN(θ)) =
1
h
V ar(K( θ−X1
h
)) = 1
h
E(K2( θ−X1
h
))− 1
h
E2(K( θ−X1
h
))
luego,
V ar(
√
NhfN(θ))→ f(θ)
∫
K2(u)du sih→ 0 ya que
1
h2
E2(K( θ−X1
h
)→ (f(θ) ∫ K(u)du)2 quady 1
h
E(K2( θ−X1
h
)→ f(θ) ∫ K2(u)du
de donde V ar(fN (θ))
1/Nh
→ C
Las proposiciones 3.3.3 y 3.3.4 que siguen dan aproximaciones al error cuadra´tico medio
(ECM) calculando el sesgo y la varianza y a partir de esto se obtiene la ventana o´ptima en cada
caso. La proposicio´n 3.3.3 es ma´s exigente que la 3.3.4.
Proposicio´n 3.3.3. Sea θ un punto de continuidad de f y que K cumple las hipo´tesis del lema
3.3.1. Adema´s suponemos que:
i) existe f ′′ y sup|f ′′| < M y que el nu´cleo cumple:
ii)
∫
uK(u)du = 0 y
iii)
∫
u2K(u)du = a <∞
Entonces la ventana o´ptima cumple: h ∼= CθN−1/5 y ECM w CN4/5
Demostracio´n: Sabemos que ECM = B2 + V ar donde B indica el sesgo. El sesgo es:
B(fN(θ)) = E(fN(θ))− f(θ) = 1h
∫
K( θ−t
h
)f(t)dt− f(θ) =∫
K(u)(f(θ + hu)− f(θ))du = ∫ K(u) [f ′(θ)hu+ f ′′(ξ)h2u2
2
]
du = h
2
2
∫
u2K(u)f ′′(ξ)du ≤ Mah2
2
Si tomamos f(θ) = θ2 entonces la desigualdad se transforma en igualdad, y BN(fN(θ)) ∼= Ch2
Tenemos pues que ECM = C1
Nh
+C2h
4 + o( 1
Nh
+h4) entonces el h o´ptimo ser´ıa h ∼= CN−1/5 y
ECM ∼= CN−4/5
.
Proposicio´n 3.3.4. Consideremos que θ es un punto de continuidad de f y K cumple las
hipo´tesis de los lemas anteriores. Adema´s
i) f es Lipchitz de constante L, es decir pido menos regularidad que en los lemas anteriores.
ii)
∫ |K(u)u|du = a3 <∞
Entonces la ventana o´ptima sera´ h = CN−1/2 y el ECM(fN(θ)) ∼= CN−2/3
Demostracio´n: A partir de las hipo´tesis ya sabemos que:
V ar(
√
NhfN(θ))→ f(θ)
∫
K2(t)dt
Ya que
∫
K = 1 el sesgo es:| B(fN(θ))| = |E(fN(θ))− f(θ)| = | 1h
∫
K( θ−µ
h
f(u)du− f(θ)| ≤
≤ ∫ |K(t)||f(θ + th)− f(θ)|dt ≤ L ∫ |th||K(t)|dt = Lh ∫ |tK(t)|dt = La3h
as´ı pues |B(fN(θ))| ≤ La3h
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Si utilizo una funcio´n lineal f(t) = LtI[θ−c,θ+c](t) obtengo la igualdad, entonces:
B(fN(θ) ∼= hC
luego ECM = C1
Nh
+ C2h
2 + o( 1
Nh
+ h2) entonces el orden o´ptimo es: 1
Nh
∼= h2 de donde
h = CN−1/3 as´ı pues
ECM(fN(θ)) ∼= CN−2/3
Observacio´n: A menor regularidad se obtiene menor velocidad de convergencia. Esto no tiene
nada que ver con la parte aleatoria del problema.
Observemos que al sesgo le conviene que la ventana sea muy chica en tanto a la varianza que
sea grande, es decir, existe un compromiso permanente entre sesgo y varianza.
3.3.1. Caso del rasgo multidimensional
La forma general del estimador de la densidad del rasgo multidimensional se obtiene como :
(3.14) fˆN,H(θ) =
1
N
N∑
i=1
KH(θ − Θˆi) dondeKH(θ) =| H |−1 K(H−1θ)
y H es una matriz d x d sime´trica definida positiva llamada matriz de ancho de ventanas o de
banda y K es un nu´cleo de dimension d. La matriz H tiene d(d+1)/2 coeficientes independientes
lo cual para dimensiones altas incrementa sustancialmente el nu´mero de para´metros. Hay dos
casos particulares que se obtienen tomando H = diag(h1, ..., hd) y H = hI con I la matriz
identidad d x d. En el primer caso se obtiene el estimador
fˆN,H(θ) =
1
N
∏d
j=1 hj
N∑
i=1
K( θ1−Θi1
h1
, ..., θd−Θid
hd
)
En el segundo caso queda:
fˆN,H(θ) =
1
Nhd
N∑
i=1
K( θ1−Θi1
h
, ..., θd−Θid
h
) = 1
Nhd
N∑
i=1
K( θ−Θi
h
)
Veamos ahora una versio´n multidimensional del lema de Bochner. Se puede usar este resultado
para obtener los teoremas vistos para cuando el rasgo es unidimensional en el caso multidimen-
sional ma´s sencillo. Este lema es el ana´logo al lema 3.3.1 para el caso multidimensional.
Lema 3.3.5. Sea Kh =
1
hd
K( •
h
).Consideremos f en L1(Rd) y K en L1(Rd) ∩ L∞(Rd). Adema´s:
i)
∫
Rd
K(t)dt = 1
ii) K(θ) = o(‖θ‖−d) si ‖θ‖ −→ +∞
Sea fh = f ∗Kh entonces fh −→ f si h −→ 0 en cada punto de continuidad θ de f.
Demostracio´n: Al ser θ un punto de continuidad de f, dado  > 0, existe δ > 0 tal que
| f(θ − t)− f(θ) |< 
3‖K‖1 si ‖t‖ < δ. En primer lugar veamos que
∫
Rd
Kh(t)dt = 1 ya que∫
Rd
Kh(t)dt =
∫
Rd
1
hd
K( t
h
)dt =
∫
Rd
K(u)du = 1
Tomando la diferencia | fh(θ)− f(θ) |=|
∫
Rd
f(θ − t)Kh(t)dt− f(θ)
∫
Rd
Kh(t)dt |=
| ∫
Rd
(f(θ−t)−f(θ))Kh(t)dt |≤ 3‖K‖1
∫
‖t‖<δ
| Kh(t) | dt+
∫
‖t‖>δ
| f(θ−t) || Kh(t) | dt+
∫
‖t‖>δ
| f(θ) || Kh(t) | dt
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Adema´s
∫
|t|>δ
| Kh(t) | dt < 3|f(θ)| si h es suficientemente chico por ser la cola de una integral
convergente. Definamos la funcio´n ` : Rd −→ R mediante `(θ) =| K(θ) | ‖θ‖d. Por ii) vemos
que `(θ) −→ 0 si ‖θ‖ −→ +∞ luego∫
‖t‖≥δ
| f(θ − t) || Kh(t) | dt =
∫
‖t‖≥δ
| f(θ − t) | `(t/h)‖t‖d dt ≤ 1δd
sup
‖t‖ ≥ δ `(t/h)
∫
‖t‖≥δ
| f(θ − t) | dt
Como
sup
‖t‖ ≥ δ `(t/h) −→ 0 si h −→ 0 pues ‖t/h‖ −→ +∞ y
∫
‖t‖≥δ
| f(θ − t) | dt ≤‖ f ‖1
entonces
∫
‖t‖≥δ
| f(θ − t) || Kh(t) | dt < 3 luego obtenemos que | fh(θ)− f(θ) |< .
Usando el teorema anterior obtenemos resultados similares a los del caso unidimensional.
Debe hacerse una serie de elecciones, en principio el nu´cleo d dimensional y luego la matriz de
anchos de banda, H lo que implica dos elecciones la parametrizacio´n y la eleccio´n de los h.
Planteemos las siguientes hipo´tesis:
H1) Todas las componentes de la matriz Hessiana de f (Hf) son continuas a trozos y de
cuadrado integrable.
H2) H = HN es una sucesio´n de matrices tales que todos los coeficientes de H tienden a 0
cuando N →∞ y l´ımN→∞N | H |=∞. La razo´n entre el mayor valor propio y el menor valor
propio de H permanece acotado para todo n.
H3) K es un nu´cleo d dimensional acotado de soporte compacto y cumple
∫
zK(z)dz = 0, y∫
zK(z)dz = 0,
∫
zztK(z)dz = µ2(K)Id con µ2(K) =
∫
z2iK(z)dz para todo i.
Bajo estas condiciones se obtiene aplicando el desarrollo de Taylor multidimensional al igual
que en el caso unidimensional (al que vimos en detalle) que:
E(fN,H(θ)) =
∫
KH(z − θ)f(z)dz =
∫
KH(s)f(θ +Hs)ds ≈
∫
KH(s){f(θ) + stH t∇f (θ)+
+1
2
stH tHf∇Hs}ds
E(fN,H(θ)) ≈ f(θ) + 12µ2(K)tr(H tHf (θ)H)
V (fN,H) =
1
N
∫
(KH(z − θ))2dz − 1N (E(fN,H(θ)))2 ≈ 1N |H|
∫
(KH(s))
2f(θ +Hs)ds
V (fN,H) ≈ 1N |H|
∫
(KH(s))
2{f(θ) + stH t∇f (θ))}ds ≈ 1N |H| ‖ K ‖22 f(θ)
El sesgo integrado se define como SI(H) =
∫
(E(fN,H(θ)) − f(θ))2dθ y definimos el sesgo
integrado asinto´tico SIA(H) como el te´rmino de primer orden de SI(H) o sea SI(H)−SIA(H)
SIA(H)
= o(1)
cuando N →∞, H → 0 y NH →∞.
La varianza integrada se define como V I(H) =
∫
E(fN,H(θ))− E(fN,H(θ))))2dθ e igualmen-
te definimos la varianza integrada asinto´tica. El error cuadra´tico integrado medio asinto´tico
(ECIMA) se define ECIMA(H) = SIA(H) + V IA(H) Tenemos a partir de lo anterior que:
SIA(H) = 1
4
µ2(K)
2
∫
tr2(H tHf (θ)H)dθ
V IA(H) = 1
N |H| ‖ K ‖22
ECIMA(fN,H) =
1
4
µ2(K)
2
∫
tr2(H tHf (θ)H)dθ +
1
N |H| ‖ K ‖22
En el caso particular H = hI se obtiene
ECIMA(fN,H) =
∫
K(z)2dz
Nhd
+ 1
4
h4µ2(K)
2
∫
(∇2f(θ))2dθ
En este caso se puede obtener una fo´rmula explicita para la ventana o´ptima que da
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(3.15) h = (
d
∫
K(z)2dz
Nµ2(K)2
∫
(∇2f(θ))2dθ )
1/(d+4)
Si calculamos
ı´nfh>0ECIMA(fN,H) =
d+4
4d
(µ2(K)
2dd4(
∫
K(z)2dz)4
∫
(∇2f(θ))2dθ)dN−4)1/(d+4)
o sea, el orden de convergencia es N−4/(d+4) el cual disminuye a medida que crece la dimensio´n,
justamente este orden manifiesta claramente la llamada ”maldicio´n de la dimensionalidad”.
Distribucio´n asinto´tica del estimador
Estos estimadores adecuadamente normalizados convergen a la distribucio´n normal. Comen-
cemos dando sin demostracio´n la conocida desigualdad de Jensen.
Teorema 3.3.6. Desigualdad de Jensen
Sea µ una medida positiva sobre una σ-a´lgebra M en un conjunto Ω tal que µ (Ω) = 1. Sea f
una funcio´n real en L1(µ) con a < f(x) < b para todo x ∈ Ω. Si ϕ es convexa en (a,b) entonces
ϕ(
∫
Ω
fdu) 6
∫
Ω
(ϕ ◦ f)du
Lema 3.3.7. Suponiendo que Θ̂i = Θi para todo i, i=1,...,N y bajo las condiciones del lema
3.3.1.
fN(θ)− EfN(θ)
σ(fN(θ))
w→ N(0, 1)
Demostracio´n: El estimador de la densidad de la habilidad lo podemos escribir como
fN(θ) =
1
Nh
∑N
k=1(K
X−Θk
h
) = 1
N
∑N
k=1WNk con WNk =
1
h
K(X−Θh
h
)
O sea, se tiene un sistema triangular de variables ide´nticamente distribuidas por filas. Utili-
zaremos la condicio´n de Liapunov para la convergencia a la Normal, de ma´s esta´ decir que esta
condicio´n implica las de Lindeberg. Una condicio´n suficiente para que:
fˆN (θ)−EfˆN (θ)
σ(fˆN (θ))
w→ Z v N(0, 1) es que E(|WN1−E(WN1 )|2+δ)
Nδ/2σ(WN1 )
2+δ −→ 0 conN1 →∞ para algu´n δ > 0
E(|WN1|2+δ) = 1h2+δE(K2+δ(
θ −Θ1
h
)) = 1
h1+δ
1
h
∫
K2+δ( θ−t
h
)(f(t)dt
Si se cumplen las hipo´tesis del lema 3.3.1 1
h
∫
K2+δ
(
θ−t
h
)
f(t)dt→ f(θ) ∫ K2+δ(t)dt as´ı pues,
h1+δE
(|WN1 |2+δ)→ f(θ) ∫ K2+δ(t)dt
De igual modo: σ2(WN1) =
1
h2
V ar
(
K( θ−Θ1
h
)
)
= 1
h2
∫
K2
(
θ−t
h
)
f(t)dt.
Como 1
h
∫
K2
(
θ−t
h
)
f(t)dt se tiene que: hσ2 (WN1)→ f(θ)
∫
K2(t)dt
Tambie´n E (WN1)→ f(θ) si
∫
K(u)du = 1
E
(|WN1 − E (WN1) |2+δ) 6 E((|WN1|+ |E (WN1) |)2+δ)
usando la desigualdad:
(
a+b
2
)2+δ 6 a2+δ+b2+δ
2
obtenemos:
(|WN1 |+ |E(WN1) |)2+δ 6 2
2+δ
2
(|WN1|2+δ + E (WN1) |2+δ) = 21+δ (|WN1 |2+δ + |E (WN1) |2+δ)
Aplicando la desigualdad de Jensen a la funcio´n ϕ = θ2+δ tenemos que:
(E|WN1|)2+δ 6 E
(|WN1|2+δ) as´ı pues
E (|WN1|+ |E (WN1) |)2+δ 6 E
(
21+δ
(|WN1|2+δ + |E (WN1) |2+δ)) 6
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6 E
(
21+δ
(|WN1|2+δ + E (|WN1|2+δ))) = 21+δ (E|WN1|2+δ + E|WN1|2+δ) = 22+δE (|WN1|2+δ)
luego
E
(
|WN1 − E (WN1)2+δ |
)
N
δ
2σ (WN1)
2+δ
6
22+δE
(|WN1|2+δ)
N
δ
2σ (WN1)
2+δ
=
22+δ
h1+δ
h1+δE
(|WN1|2+δ) /N δ2 h1+ δ2σ (WN1)2+δ
h1+
δ
2
6 C
h1+δ
/ N
δ/2
h1+δ/2
= C
(Nh)δ/2
→ 0 siNh→∞ pues
h1+δE(|WN1|2+δ)→ f(θ)
∫
K2(t)dt yh1+d/2σ(wN1)
2+δ → cte
as´ı pues se cumple la condicio´n de Liapunov y hemos probado que:
fN(θ)− EfN(θ)
σ(fN(θ))
w→ N(0, 1)
Teorema 3.3.8. Supongamos que Θ̂i = Θi para todo i, i=1,...,N; que K es acotada y que∫
K(u)du = 1, adema´s se cumple que µ2K(u) es acotada, Nh → ∞ y Nh3 → 0. Tambie´n la
densidad f es Lipchitz en un entorno de θ, entonces:
a) V ar(
√
Nhf̂N(θ)) −→ f(θ)
∫
K2(u)du
b)
√
Nh
(
1
Nh
N∑
i=1
E
(
K
(
θ−Θi
h
))− f(θ))→ 0
c)
√
Nh
(
f̂N(θ)− f(θ)
)
−→ N(0, f(θ) ∫ K2(u)du)
Demostracio´n: a) Como K es acotado,
∫
K(u)du = 1 entonces
∫
K2(u)du <∞.
Sabemos que |uK(u)| → 0 si | u |→ ∞ pues u2K(u) acotado luego se cumplen las hipo´tesis
del lema 3.3.1, as´ı que a) se cumple,
b) existe δ > 0 tal que |f(θ + s)− f(θ)| ≤ c|s| ; |s| < δ
|√Nh
(
1
Nh
N∑
i=1
E
(
K
(
θ−Θi
h
))− f(θ)) | = |√Nh (∫ 1
h
K
(
θ−t
h
)
f(t)dt− f(θ)) | =
|√Nh (∫ K(u)f(θ + uh)du− f(θ) ∫ K(u)du) | = |√Nh ∫ K(u)|f(θ + uh)− f(θ)|du| 6
6
√
Nh
[
hC
∫
|hu|<δ
|uK(u)|du+ ∫
|u|>δ/h
|K(u)||f(θ + uh)|du+ +|f(θ)| ∫
|u|>δ/h
|K(u)|du
]
=
Sea C1 = ‖u2K(u)‖∞
=
√
Nh
[
Ch
∫
|hu|<δ
|uK(u)|du+ ∫
|u|>δ/h
|u2K(u)|
|u2| f(θ + uh)du + f(θ)|
∫
|u|>δ/h
|u2K(u)|
u2
]
≤
6
√
Nh
[
Ch
∫
|hu|<δ
|uK(u)|du+ h2
δ2
C1
∫
|u|>δ/h
f(θ + uh)du+ C1f(θ)
∫
|u|>δ/h
du
u2
]
6
6
√
Nh
[
Ch
∫
|hu|<δ
|uK(u)|du+ hC1
δ2
∫
R
f(t) + C1f(θ)h
∫
|t|>δ
dt
t2
]
=
√
Nh3 [C2 + C3 + C4]→ 0
siNh3 → 0 pues ∫
|u|>δ/h
du
u2
= h
∫
|t|>δ
dt
t2
∫
|u|>δ/h
f(θ + uh)du =
∫
R
f(t)dt
h
y
∫
|hu|<δ |uK(u)|du
esta´ acotado al igual que: f(θ)
∫
|t|>δ
dt
t2
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c)
√
Nh (fN(θ)− f(θ)) =
√
Nh (fN(θ)− EfN(θ)) +
√
Nh [EfN(θ)− f(θ)]
sabemos que:
√
Nh [EfN(θ)− f(θ)]→ 0 consideremos,σ (fN(θ)) (fN(θ)− EfN(θ))
σ (fN(θ))
se tiene que:
(fN(θ)− EfN(θ))
σ (fN(θ))
∼ N(0, 1) adema´s,Nhσ2 (fN(θ)) −→ f(θ)
∫
K2(u)du
entonces:
√
Nhσ (fN(θ)) −→
(
f(θ)
∫
K2(u)du
)1/2
as´ı pues,
√
Nh (fN(θ)− f(θ)) −→ N
(
0, f(θ)
∫
K2(u)du
)
Convergencia completa del estimador
El estimador no solo converge en probabilidad o sea es debilmente consistente sino que
tambie´n o hace completamente lo cual implica convergencia casi segura o sea la consistencia
fuerte. Recordemos que una sucesio´n de varaibles aleatorias Xn converge completamente a otra
variable aleatoria X si para todo ε > 0
∞∑
i=1
P (| Xn −X |> ε) <∞
El teorema que prueba la convergencia completa utiliza una desigualdad exponencial (de-
sigualdad de Bernstein) para acotar superiormente la serie de probabilidades mediante una serie
convergente.
Teorema 3.3.9. Sea fN(θ) =
1
Nh
N∑
i=1
K
(
θ − Θˆi
h
)
,conΘˆ1, ..., ΘˆN estimadores de Θ1, ...,ΘN
independientes y que tienen densidad f. Supongamos que el rasgo se mide sin error es decir
Θ̂i = Θi para todo i, i=1,...,N. El nu´cleo K cumple las hipo´tesis del lema 3.3.1, e
∫
K = 1
En estas condiciones el estimador basado en nu´cleos converge completamente a la densidad
f en cada punto de continuidad de f.
Demostracio´n: Queremos probar que
∞∑
i=1
P (|fN(θ)− f(θ)| > ) <∞.
{|fN(θ)− f(θ)| > } =
{
| 1
Nh
N∑
i=1
K
(
θ−Θi
h
)− f(θ)| > } = {| 1
N
[
N∑
i=1
(
1
h
K
(
X−θi
h
)− f(θ))] | > }
entoncesP (|fN(θ)− f(θ)| > ) = P
(
| 1
N
N∑
i=1
(
1
h
K
(
θ−Θi
h
)− f(θ)) | > ) ≤
≤ P
(
1
N
N∑
i=1
| 1
h
K
(
θ−Θi
h
)− f(θ)| > )
Consideremos la variable Yi =
1
h
K
(
θ−Θi
h
)− f(θ). Claramente las Yi son independientes si las
Θi lo son:
E(Yi) = E
(
1
h
K
(
θ−Θi
h
))− f(θ) = 1
h
∫
K
(
θ−t
h
)
f(t)dt− f(θ)→ 0 pues 1
h
∫
K
(
θ−t
h
)
f(t)dt→ f(θ)
Adema´s, |Yi| = | 1hK
(
θ−Θi
h
)− f(θ)| < C pues K es acotada.
E(Y 2i ) = E
(
1
h2
K2
(
θ−Θi
h
))− 2f(θ)E ( 1
h
K
(
θ−Θi
h
))
+ f 2(θ) =
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1
h
1
h
∫
K2
(
θ−t
h
)
f(t)dt− 2f(θ) 1
h
∫
K
(
X−t
h
)
f(t)dt+ f 2(θ)→ 1
h
f(θ)
∫
K2(t)dt− f 2(θ)
ya que 1
h
∫
K2
(
θ−t
h
)
f(t)dt→ f(θ) ∫ K2(t)dt y (1/h) ∫ K ( θ−t
h
)
f(θ)dt→ f(θ)
Utilizando la desigualdad de Bernstein tenemos:
P
(
1
N
N∑
i=1
|Yi| > 
)
≤ 2exp
(
−N22
2
(
N( 1
h
f(θ)
∫
K2(t)dt− f 2(θ))) + cN)
)
Operando en el exponente
−N22
2
(
N
(
f(θ)
h
∫
K2(t)dt− f 2(θ) + c
)) = −N2
2
(
C2
h
− C1 + c
) = −N2
2
(
C2
h
+ C3
) ≤ −N2
2C2
h
= −NhC ′
As´ı puesP
(
1
N
N∑
i=1
|Yi| > 
)
6 2exp(−NhC ′) entonces ∑P ( 1
N
N∑
i=1
|Yi| > 
)
6
∑
2e−NhC
′
SiQ(N) =
Nh
logN
tenemosNh = Q(N) logN entonces 2e−C
′ logNQ(N) = 2elogN
−C′Q(N)
= 2N−C
′Q(N)
Si Q(N)→∞ resulta que ∑ 2N−C′Q(N) converge, as´ı pues hay convergencia completa.
Estimacio´n de la co´pula
Una forma sencilla de estimar la co´pula es considerar la co´pula emp´ırica. Supongamos que
tenemos los estimados (θ̂1i, . . . , θ̂di), i = 1, . . . , N de (θ1i, . . . , θdi), i = 1, . . . , N
Sabemos que si (U1i, . . . , Udi) = (F1(θ1i), . . . , Fd(θdi)) , i = 1, . . . , n. entonces
C(u1, u2, . . . , ud) = P[U1 ≤ u1, U2 ≤ u2, . . . , Ud ≤ ud]
Consideremos (Û1i, . . . , Ûdi) =
(
F1(θ̂1i), . . . , Fd(θ̂di)
)
, i = 1, . . . , n.. Observemos que este
vector coincide con los estimados originales de los rasgos en cubo [0, 1]d. Luego el candidato a
estimador de la co´pula es
̂C(u1, u2, . . . , ud) = P[Û1 ≤ u1, . . . , Ûd ≤ ud]
Este lo podemos calcular emp´ıricamente como
(3.16) ̂C(u1, u2, . . . , ud) =
1
N
N∑
i=1
1
(
Û1i ≤ u1, . . . , Ûdi ≤ ud
)
Es claro que falta estudiar el comportamiento estad´ıstico de este estimador es decir si es
consistente.
3.4. Nu´cleos
En esta seccio´n queremos presentar los nu´cleos que pueden usarse para estimar los modelos.
Primeramente veamos nu´cleos univariados comu´nmente usados, pues a partir de estos suelen
contruirse los multivariados.
Los nu´cleos ma´s comunes son:
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Uniforme K(u) = 1
2
1(|u|≤1)
Triangular K(u) = (1− |u|) 1(|u|≤1)
Epanechnikov K(u) = 3
4
(1− u2) 1(|u|≤1)
Quartic o Biweight K(u) = 15
16
(1− u2)2 1(|u|≤1)
Triweight K(u) = 35
32
(1− u2)3 1(|u|≤1)
Tricubo K(u) = 70
81
(1− |u|3)3 1{|u|≤1}
Gaussiano K(u) = 1√
2pi
e−
1
2
u2
Coseno K(u) = pi
4
cos
(
pi
2
u
)
1(|u|≤1)
Log´ıstico K(u) = 1
eu+2+e−u
Silverman K(u) = 1
2
e
− |u|√
2 · sin
(
|u|√
2
+ pi
4
)
Sigmoideo K(u) = 2
pi
1
eu+e−u
Cuadro 3.1: Tipos de nu´cleo
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Figura 3.2: Principales nu´cleos unidimensionales
Hay dos formas cla´sicas de construir nu´cleos multivariados, la primera, es construyendo el
llamado nu´cleo multiplicativo, y la segunda, es construir nu´cleos esfe´ricos o sime´tricos radial-
mente.
El nu´cleo producto se crea mediante K(u) = K1(u1)K2(u2)....Kd(ud) donde cada Ki es
un nu´cleo unidimensional. Como ejemplo de este tipo de nu´cleo tenemos el llamado nu´cleo
multiplicativo de Epanechnikov (3
4
)d(1− u21)(1− u22)....(1− u2d)1(|u1|≤1)...1(|ud|≤1)
Los nu´cleos radiales sime´tricos son de la forma K∗(u) = K(‖u‖)∫
RK(t)
con ‖ u ‖= utu y K un nu´cleo
unidimensional.
Por ejemplo el nu´cleo de Epanechnikov esfe´rico K(u) =∝ (1 − utu)1(utu≤1) y el nu´cleo
normal multivariado es: KH(u) = (2pi)
−d/2|H|−1/2e− 12uTH−1u donde H es la matriz de varianza
covarianzas.
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Tambie´n esta el nu´clo de Bartlett-Epanechnikov donde si cd =
pid/2
Γ((d/2)+1)
es el volumen de la
esfera unitaria en el espacio Rd viene dado por K(x) = (1−x
tx)(d+2)
2cd
1(xtx≤1)
Otros nu´cleos a ser usados son K2(x) = 3pi
−1(1−xtx)21(xtx≤1) yK3(x) = 4pi−1(1−xtx)31(xtx≤1)
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0.5
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0.4
0.6
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−1.5
−1.0
−0.5
0.0
0.5
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1.5
Y
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
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0.2
0.4
0.6
0.8
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−0.5
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0.5
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Y
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−1.0
−0.5
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0.5
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0.8
Gaussian
−2
−1
0
1
2
Y
−2
−1
0
1
2
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0.1
0.2
0.3
Coseno
−1.5
−1.0
−0.5
0.0
0.5
1.0
Y
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
0.0
0.2
0.4
0.6
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−3
−2
−1
0
1
2
Y
−3
−2
−1
0
1
2
3
0.05
0.10
0.15
0.20
Sigmoid function
−3
−2
−1
0
1
2
Y
−3
−2
−1
0
1
2
3
0.0
0.1
0.2
0.3
Silverman kernel
−3
−2
−1
0
1
2
Y
−3
−2
−1
0
1
2
3
0.0
0.1
0.2
0.3
Figura 3.3: Nu´cleos multiplicativos de dimensio´n 2
Cabe preguntarse que tipo de nu´cleo elegir (multiplicativo o esfe´rico) si queremos estimar
la densidad del rasgo. Se puede probar que para comparar dos nu´cleos multivariados las mag-
nitudes a comparar son (µ2(K)
2d(
∫
K(z)2dz)4)1/(d+4). Entonces tomando el cociente de estas
cantidades para el nu´cleo esfe´rico sobre el nu´cleo multiplicativo podemos medir sus eficiencias
relativas. Wand y Jones (1995) realizan estas comparacio´n para estos nu´cleos basados en el
nu´cleo unidimensional beta o sea K(x) ∝ (1− x2)p1|x|<1.
p d=2 d=3 d=4
0 0.955 0.888 0.811
1 0.982 0.953 0.916
2 0.983 0.953 0.915
3 0.984 0.956 0.919
Cuadro 3.2: Nu´cleo beta
Se observa que el nu´cleo esfe´rico tiene un comportamiento asinto´tico mejor que el multiplica-
tivo, siendo en particular muy importante para el nu´cleo uniforme (p=0) y que esta diferencia
crece con la dimensio´n. Si queremos encontrar el nu´cleo o´ptimo en este sentido se debe encontar
el nu´cleo que perteneciendo a una familia minimice la cantidad (µ2(K)
2d(
∫
K(z)2dz)4)1/(d+4).
El nu´cleo multiplicativo que minimiza esta expresio´n es K(x) = (3
4
)d
∏d
i=1(1 − x2i )1|x|<1 en el
caso esfe´rico es K(x) = dΓ(d/2)
4pid/2
(d+ 2)(1− xtx)1xtx<1.
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3.5. Eleccio´n del ancho de banda para densidad
Elegir el ancho de banda H a utilizar es un tema importante para la estimacio´n, tanto de
la densidad como de la CCI, debido a su efecto compensatorio entre el sesgo y la varianza.
En una o dos dimensiones se puede elegir el ancho de banda apropiado observando sucesivas
estimaciones para diferentes anchos de banda. Cuando queremos utilizar un me´todo para elegir
el ancho de banda suelen usarse dos enfoques: el me´todo plug-in, en particular la llamada “regla
del pulgar”y me´todos de remuestreo, como la validacio´n cruzada y el bootstrap.
Ha¨rdle y Mu¨ller (1997) introducen generalizaciones a la “regla del pulgar”de Silverman y a
la validacio´n cruzada por mı´nimos cuadrados.
Me´todo plug-in de Ha¨rdle y Mu¨ller
Supongamos que el nu´cleo K es normal t´ıpico con dimensio´n d, luego se tiene ‖ K ‖22=
2−dpi−d/2; µ2(K) = 1 y∫ [
tr
{
HTHf (θ)H
}]2
dt =
1
2d+2pid/2 | Σ |1/2
[
2tr(HTΣ−1H)2 +
{
tr(HTΣ−1H)
}2]
Se puede derivar fa´cilmente la fo´rmula de la “regla del pulgar”suponiendo diferentes condi-
ciones sobre H y Σ.
En 3.15 se mostro que
(3.17) h = (
d
∫
K(z)2dz
Nµ2(K)2
∫
(∇2f(θ))2dθ )
1/(d+4)
Si los datos provienen de una distribucio´n normal multivariante se obtiene que
h = Cn−1/(d+4)
donde la constante C depende del nu´cleo.
Si el nu´cleo es gaussiano de dimensio´n d C = 4
d+2
1/(d+4)
, si el nu´cleo es K2, C = 2.78 y
K3, C=3.12, en tanto si se usa el nu´cleo de Epanechnikov de dimensio´n d, C = (8c
−1
d (d +
2)2dpid/2)1/(d+4)
Si H y Σ son matrices diagonales H = diag(h1, ..., hd) y Σ = diag(σ
2
1, ..., σ
2
d), entonces
siguiendo el desarrollo de Silverman (1986) se obtiene hj =
(
4
d+ 2
)1/(d+4)
N−1/(d+4)σj
Si se reemplaza σj por su estimacio´n y el primer factor por 1 se tiene la regla de Scott (1992),
hj =
(
4
d+ 2
)1/(d+4)
N−1/(d+4)σ̂j.
Scott (1992) tambie´n halla para el caso del nu´cleo producto de dos normales y los datos
normales bivariadas hi = σi(1− ρ2)5/12(1 + ρ2/2)−1/6n−1/6 con i = 1, 2
Es dif´ıcil derivar la regla para el caso general de H y Σ, pero tomando la matriz de ventanas
proporcional a la ra´ız de la matriz de covarianzas se generaliza la fo´rmula de Scott obteniendo
Hˆ = N−1/(d+4)Σˆ1/2. Si se desea usar un nu´cleo no Gaussiano, consideramos un nu´cleo K y
las funciones equivalentes Kδ = δ
−1K(•/δ) con δ > 0. Tenemos que ‖Kδ‖22 = δ−d‖K‖22 y
µ2(Kδ) = δ
2µ2(K). Se elige δ de tal manera que la relacio´n entre la varianza y el sesgo en el
ECIMA(H,Kδ) sea independiente de Kδ. Esto se cumple si
µ22(Kδ0) = ‖Kδ‖22 ⇐⇒ δ0
{‖Kδ‖22
µ22(K)
}1/(d+4)
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δ0 se llama ancho de banda cano´nico del nu´cleo K. Si queremos calcular el ancho de banda
para diferentes nu´cleos Ha¨rdle y Mu¨ller (1997) deducen la fo´rmula HB =
δB0
δA0
HA donde δ
A
0 y δ
B
0
son los son los anchos de banda cano´nicos para los nu´cleos KA y KB y siendo HA y HB las
matrices usadas con KA y KB respectivamente. Con esta eleccio´n se obtiene que
ECIMA(HA, K
A) ≈ ECIMA(HB, KB)
En Wand y Jones (1994) se encuentran datallados otros me´todos plug-in.
Me´todo de validacio´n cruzada
El me´todo de validacio´n cruzada por mı´nimos cuadrados tiene por objeto encontrar el ancho
de banda o´ptimo para el ECI. Tenemos que
ECI(H) =
∫ {fˆH(t)− f(t)}2dt = ∫ fˆ 2H(t)dt− 2 ∫ {fˆ(t)f(t)dt+ ∫ f 2(t)dt
Ignoramos el u´ltimo te´rmino de la ecuacio´n, el primer te´rmino puede calcularse a partir de
los datos. Para el segundo te´rmino puede ser estimado observemos que
∫
fˆH(t)f(t)dt = EfˆH(T ),
donde ahora T es d-dimensional y puede estimarse mediante
E
̂ˆ
fH(T ) =
1
n
∑n
i=1 fˆH,−1(T1) donde fˆH,−i(t) =
1
n− 1
∑n
i 6=,j=1KH(Tj − t)
Entonces tenemos el criterio de validacio´n cruzada multivariada como:
CV (H) =
1
n2det(H)
∑n
i=j
∑n
i=jK ?K {H−1(Tj − ti)} −
2
n(n− 1)
∑n
i=j
∑n
i=jj 6=iKH(Tj − Ti)
La dificultad viene porque el ancho de banda es ahora una matriz H dxd lo que implica
tenemos que minimizar en d(d + 1)/2 para´metros. Si se asume H como una matriz diagonal,
esto se convierte en un al problema de optimizacio´n d-dimensional.
3.6. Consistencia conjunta del modelo multivariado
Esta seccio´n esta´ dedicado a encontrar las condiciones que deben cumplir los estad´ısticos
para obtener estimaciones consistentes del rasgo y la relacio´n entre el taman˜o muestral N y
la cantidad de ı´tems n para obtener estimaciones consistentes de las CCI. A nuestro juicio
estaseccio´n es de capital importancia para justificar el uso del estimador.
Como antecedente tenemos a Douglas (1997) que demuestra la consistencia conjunta para
el caso unidimensional. Douglas asume ciertas hipo´tesis sobre los ı´tems, las CCI, los taman˜os
muestrales Nn, los nu´cleos y los anchos de banda hn. Considera 10 hipo´tesis que enumeramos a
continuacio´n:
1. Independencia local y unidimensionalidad.
2. Θ tiene distribucio´n uniforme (0,1).
3. P
′
n existe en (0,1) y existe un nu´mero m tal que 0 < m < P
′
n(θ) para todo θ ∈ (0, 1).
4. Existe C > 0 tal que npnk < C para todo k donde pnk = P (Un = k).
5. Existen constantes ML y MU tal que MLn
3/2 < Nn < MUn
r.
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6. P ′n,i existe y es continua en (0,1) para todo n,i.
7. Para cada intervalo compacto [a, b] ⊂ (0, 1) existe una constante Ma,b tal que para todo
θ ∈ [a, b] n y todo n, i |P ′n,i(θ)| < Ma,b.
8. K tiene soporte acotado, en particular existe una constante CK , tal que K(x) > 0, cuando
|x| < CK y K(x) = 0, cuando |x| > CK .
9. K es Lipschitziana de constante LK .
10. Existe un nu´mero α ∈ (0, 1/2) y nu´meros positivos Lα y Uα tal que para todo n,
Lαn
−α < hn < Uαn−α
.
A partir de estas hipo´tesis se obtiene primeramente:
Teorema 3.6.1. Dadas las hipo´tesis A1 a A7 maxj=1,...Jn | Θ̂n,j −Θn,j |→ 0 con probabilidad
1.
Tambie´n se obtiene un resultado sobre el error cuadra´tico.
Teorema 3.6.2. Dadas las hipo´tesis 1 a 10 para θ0 ∈ (0, 1) fijo
(3.18) max{ECM(P̂n,i(θ0)) : 1 ≤ i ≤ n} ≤ O(n−2α)
donde α es la constante de la hipo´tesis 10.
Definiendo δn,a,b = supθ∈(a,b)max1≤i≤n | P̂n,i(θ)− Pn,i(θ) | se obtiene:
Teorema 3.6.3. Dadas las hipo´tesis 1 a 10, δn,a,b → 0 si n→ +∞ con probabilidad 1.
Finalmente prueba la consistencia conjunta pues a partir de los teoremas 3.6.1 y 3.6.3, y
notando que la probabilidad del conjunto donde falla esta convergencia es la unio´n de dos
conjuntos cada uno con probabilidad 0.
Teorema 3.6.4. max{∆n, δn,a,b} → 0 si n→ +∞ con probabilidad 1.
3.6.1. Preliminares
La consistencia conjunta requiere que el taman˜o muestral y la longitud del test crezcan juntos.
Esto puede ejemplificarse mediante arreglos triangulares. Consideremos, primero, un test de
n ı´tems, administrado a Nn examinados, elegidos al azar. Se estiman las CCI de los n ı´tems y
los Nn rasgos. Entonces ahora, se considera un nuevo test de n+ 1 ı´tems, que no necesariamente
contengan los n anteriores, y se administra a Nn+1 examinados.
Haremos la estimacio´n para cada fila en el arreglo triangular as´ı obtenido y estudiaremos la
adecuacio´n de las CCI y de los estimados del rasgo a medida que n tiende a infinito.
Tenemos entonces la sucesio´n de test:
Pn,1, Pn,2, . . . , Pn,n
Pn+1,1, Pn+1,2, . . . , Pn+1,n, Pn+1,n+1
Pn+2,1, Pn+2,2, . . . , Pn+2,n+1, Pn+2,n+2
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. . . . . . . . .
. . . . . . . . .
y la sucesio´n de rasgos:
θn,1, θn,2, . . . , θn,Nn
θn+1,1, θn+1,2, . . . , θn+1,Nn , θn+1,Nn+1
θn+2,1, θn+2,2, . . . , θn+2,Nn+1 , θn+2,Nn+2
. . . . . . . . .
. . . . . . . . .
Se quiere entonces encontrar las condiciones para que la sucesio´n de estimadores de las
curvas converjan a las verdaderas CCI y la sucesio´n de rasgos converja a los rasgos verdaderos
conjuntamente.
Se obtiene bajo condiciones generales un resultado para la consistencia del rasgo donde si se
cumplen las hipo´tesis 1) a 7) (ver la seccio´n de hipo´tesis) maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖−→ 0 en
probabilidad.
Si, adema´s, se cumple 8), entonces, maxk=1,...,N ‖ Θ̂n,k − Θn,k ‖−→ 0 completamente ( en
particular con probabilidad 1).
Se encuentra tambie´n una desigualdad para el error cuadra´tico medio Se prueba que cuando
se cumplen las hipo´tesis 1) a 12) y para θ0 ∈ (0, 1)d fijo
(3.19) max{ECM(P̂n,i(θ0)) : 1 ≤ i ≤ n} ≤ O(ma´xl(
∑n
i=1 c
2
n,l,i)
2α) + e−η
El tercer resultado importante es sobre la consistencia de la estimacio´n de las CCI. Dadas
las hipo´tesis 1) a 12): supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)− Pn,i(θ) |→ 0 si n→ +∞ completamente
con (a, b)d ⊂ (0, 1)d.
Finalmente, se obtiene la consistencia conjunta de los rasgos y las CCI. Bajo las hipo´tesis 1) a
12): max{maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖, supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)− Pn,i(θ) |} → 0 si n→ +∞
con probabilidad 1.
3.6.2. Sucesio´n de funciones asinto´ticamente Lipschitz
Una de las condiciones encontradas sobre la sucesio´n de las funciones de distribucio´n de los
estimadores de los rasgos es lo que llamaremos que estas deben ser asinto´ticamnete Lipschitz.
Definicio´n 3.6.5. Diremos que una sucesio´n de funciones fn : V −→ Rd con V ⊂ Rk acotado
es asinto´ticamente Lipschitz si existen sucesiones Ln y γn > 0 tales que: existen δ > 0 y λ > 0
tal que δ < Ln < λ para todo n y γn −→ 0 y ‖ fn(x)− fn(y) ‖≤ Ln ‖ x− y ‖ +γn∀x, y ∈ V .
Esta definicio´n esta´ motivada por la necesidad de aproximarse al concepto de funciones
Lipschitz cundo se tienen sucesiones de funciones de distribucio´n de variables discretas o dis-
tribuciones emp´ıricas. Es claro que estas funciones al ser escalonadas no pueden ser Lipschitz
pero pueden cumplir la desigualdad anterior que es muy u´til. A partir de la definicio´n si la
sucesio´n de funciones tiene l´ımite, entonces, a partir de la continuidad de la norma el l´ımite es
una funcio´n lipschiziana. Veamos algunos ejemplos para clarificar.
Ejemplo 3.6.6. Supongamos que tenemos n variables aleatorias Bernoulli Xi, y consideremos la
media muestral X =
∑n
i=1 Xi
n
. Si para algu´n K > 0, nP (
∑n
i=1Xi = k) < K, k = 0, 1, ..., n, (esta
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condicio´n implica que el histograma es uniformemente acotado), entonces para 0 ≤ x ≤ x′ ≤ 1,
la sucesio´n de funciones de distribucio´n de X son asinto´ticamente Lipschitz.
Fn(x
′)− Fn(x) =
∑[nx′]
k=[nx]+1 P (
∑n
i=1Xi = k) ≤
∑[nx′]
k=[nx]+1
K
n
=
= K
n
([nx′]− [nx]) ≤ K
n
(n(x′ − x) + 1) = K[(x′ − x) + 1
n
] = K(x′ − x) + K
n
Ejemplo 3.6.7. Consideremos ahora como estimador la media ponderada X =
∑n
i=1 ωiXi.
Representemos por (Xj1 , . . . , X
j
i , . . . , X
j
n) j = 1, . . . , 2
n las posibles enuplas de valores que
pueden tomarse y sea In = mı´nj 6=k |
∑
j,k ωi(X
j
i −Xki ) |. Si P (
∑
ωiXi=k)
In
≤ K entonces,
Fn(x
′)− Fn(x) =
∑
k∈(x,x′] P (
∑
ωiXi = k) ≤ KIn(x′−xIn + 1) = K(x′ − x) + In.
Luego, si In −→ 0 la sucesio´n de funciones de distribucio´n son asinto´ticamente de Lipschitz.
Ejemplo 3.6.8. Observemos tambie´n que si Xn es una sucesio´n de variables discretas con
funcio´n de distribucio´n Fn y si existen sucesiones f(n) > 0 , g(n) > 0 y h(n) > 0 y constantes
K1 y K2 tales que, supk{P (Xn = k)} ≤ K1f(n) con k ∈ Rec{Xn}, para todo 0 ≤ x ≤ x′ ≤ 1∑
k∈Rec{Xn} χ(x,x′](k) ≤ K2g(n)(x′ − x) + h(n)
con h(n)
f(n)
→ 0 y para algu´n δ > 0 y λ > 0; δ < g(n)
f(n)
< λ para todo n entonces:
Fn(x
′)− Fn(x) ≤ supk{P (Xn = k)}
∑
k∈Rec{Xn} χ(x,x′](k) ≤ K1K2g(n)f(n) (x′ − x) + h(n)f(n)
lo que implica que Fn son asinto´ticamente lipschizianas.
Como un primer resultados se tiene el siguiente lema:
Lema 3.6.9. Consideremos una sucesio´n de estad´ısticos Xn con funcio´n de distribucio´n Fn,
que converge completamente a F , la cual es lipschitziana de constante L. Entonces Fn es
asinto´ticamente Lipschitz.
Demostracio´n: Consideremos 0 ≤ x ≤ x′ ≤ 1.
| Fn(x′)−Fn(x) |≤| Fn(x′)−F (x′) | + | F (x′)−F (x) | + | F (x)−Fn(x) |≤ L ‖ x−x′ ‖ +2 supx |Fn(x)−F (x)|
Como |Fn(x) − F (x)| esta´ acotado para todo x, notemos por γn = supx |Fn(x) − F (x)|,
entonces, | Fn(x′)− Fn(x) |≤ L ‖ x− x′ ‖ +2γn donde γn → 0 pues Fn → F completamente.
Corolario 3.6.10. Si tomamos como estimador la media ponderada X =
∑n
i=1 ωiXi donde las
Xi son variables aleatorias independientes ide´nticamente distribuidas (iid).
Sea an =
∑n
i=1 ω
2
i . Utilizando el resultado de Fisher (1992) tenemos que si l´ım supt→∞
1
t
]{n :
an
ω2n
< t} <∞, entonces Sn√
n
converge en distribucio´n a la normal t´ıpica de donde las distribuciones
de
∑n
i=1
ωi√
n
Xi son asinto´ticamente Lipschitz.
3.7. Hipo´tesis para la consistencia conjunta
Presentamos a continuacio´n, a los efectos de simplificar la lectura, las hipo´tesis necesarias
para obtener la consistencia conjunta de los estimadores de los rasgos y de las CCI.
1) Independencia Local.
2) El rasgo Θ tiene distribuciones marginales uniformes U [0, 1].
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3) Para las funciones gn,l existen constantes cn,l,1, ..., cn,l,n tales que:
supx1,..,xn,x′1,..x′n
∑n
i=1 | gn,l(x1, ..xi, ..xn)− gn,l(x1, ..x′i, ..xn) |2≤
∑n
i=1 c
2
n,l,i para 1 ≤ l ≤ d
4) Las funciones Fn,l = P (gn,l(X) ≤ x) son asinto´ticamente Lipschitz, (Ln, γn) para toda l
con 1 ≤ l ≤ n
5)
∂E(gn,l(X)|Θl)
∂Θl
> Ml > 0.
6) Para 0 < α < 1/2, γn
ma´xl(
∑n
i=1 c
2
n,l,i)
α → 0
7) H ma´xl(
∑n
i=1 c
2
n,l,i)
− d+2
2 < N < Mnr con r > d+ 1
8) l´ım log nma´xl(
∑n
i=1 c
2
n,l,i)
1−2α = 0
9) El nu´cleo K es sime´trico, acotado y con soporte compacto.
10) Las CCI tienen derivadas parciales continuas en (0, 1)d y adema´s en cada campacto
[a, b]d ⊂ (0, 1)d y todo par (n,i) esta´n uniformemente acotadas.
11) Para 0 < α < 1/2, ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(hn)
12) El nu´cleo K es Lipschitz de constante J.
3.8. Prueba de la consistencia conjunta
Antes de continuar, veamos algunos resultados sobre desigualdades de concentracio´n, que
daremos sin demostracio´n y nos ayudara´n en lo que sigue. Para una descripcio´n detallada de
estos resultados recomendamos leer el excelente trabajo de Boucheron, Lugosi y Massart (2003).
Consideremos un conjunto X y g : X n −→ R una funcio´n medible y sea Z = g(X1, ...Xn)
donde X1, ...Xn son variables aleatorias independientes (no tienen por que´ ser ide´nticamente dis-
tribuidas) que toman valores en X . Consideremos E(Z) y Ei(Z) = E(Z | X1, .., Xi−1, Xi+1...Xn).
Sea X ′1, ...X
′
n una copia independiente de X1, ...Xn y Z
′
i = g(X1, ., X
′
i, ..Xn).
Se obtienen unos primerps resultados:
Teorema 3.8.1.
V (Z) ≤∑ni=1 E[(Z − Ei(Z))2]
Teorema 3.8.2. Desigualdad de Efron-Stein.
V (Z) ≤ 1
2
∑n
i=1 E[(Z − Z ′i)2]
Definicio´n 3.8.3. Diremos que una funcio´n g : X n −→ R tiene la propiedad de diferencias
acotadas si existen constantes no negativas c1, ..., cn, tales que,
supx1,...,xn,x′i∈X | g(x1, .., xi, .., xn)− g(x1, .., x′i, .., xn) |≤ ci para 1 ≤ ci ≤ n.
Para funciones de diferencias acotadas se tiene el siguiente corolario:
Corolario 3.8.4. Si g tiene la propiedad de diferencias acotadas con constantes c1, ..., cn
V (Z) ≤ 1
2
∑n
i=1 c
2
i
A partir de la desigualdad logar´ıtmica sime´trica de Sobolev, debida a Massart (2000), se
prueba que:
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Teorema 3.8.5. Si existe una constante C positiva, tal que, casi seguramente∑n
i=1(Z − Z ′i)2 ≤ C
entonces para todo t > 0, P [| Z − E(Z) |> t] ≤ 2e− t24C
Para las funciones de diferencias acotadas se tiene el corolario:
Corolario 3.8.6. Si g tiene la propiedad de diferencias acotadas con constantes c1, ..., cn
entonces,P [| Z − E(Z) |> t] ≤ 2e−
t2
4
∑n
i=1
c2
i .
Esta cota puede ser mejorada y McDiarmid (1989) prueba que, bajo las condiciones del
corolario 3.8.6,P [| Z − E(Z) |> t] ≤ 2e−
2t2∑n
i=1
c2
i
En realidad, tampoco es necesario que g sea de diferencias acotadas, pues se puede aplicar el
teorema y obtenemos una condicio´n mucho ma´s de´bil.
Corolario 3.8.7. Si para g existen constantes c1, ..., cn tales que:
supx1,..,xn,x′1,..x′n
∑n
i=1 | g(x1, ..xi, ..xn)− g(x1, ..x′i, ..xn) |2≤
∑n
i=1 c
2
i
P [| Z − E(Z) |> t] ≤ 2e−
t2
4
∑n
i=1
c2
i
Consideremos de ahora en adelante en Rd la norma ‖x‖ = maxi=1...d|xi|
Lema 3.8.8. Sea Ggn(x) definida por 3.1. Supongamos que para las funciones gn,l existen
constantes cn,l,1, ..., cn,l,n tales que:
(3.20) supx1,..,xn,x′1,..x′n
∑n
i=1 | gn,l(x1, ..xi, ..xn)− gn,l(x1, ..x′i, ..xn) |2≤
∑n
i=1 c
2
n,l,i para 1 ≤ l ≤ d
Supongamos, adema´s, que las Fn,l correspondientes son asinto´ticamente Lipschitz, (Ln, γn)
para toda l con 1 ≤ l ≤ n. Entonces para  > 0:
P (‖ Ggn(gn(X)) − Ggn(E(gn(X))) ‖> ) ≤
∑d
l=1 2e
− (−γn)2
4L2n
∑n
i=1
c2
n,l,i . En particular si cn =
ma´x1≤l≤d,1≤i≤n cn,l,i
P (‖ Ggn(gn(X))−Ggn(E(gn(X))) ‖> ) ≤ 2de−
(−γn)2
4L2nnc
2
n
Observacio´n: En el caso unidimensional gn(x1, . . . , xn) = x =
∑n
i=1 xi
n
. Ahora | gn,l(x1, ..xi, ..xn)−
gn,l(x1, ..x
′
i, ..xn) |= 1n , entonces,
supx1,..,xn,x′1,..x′n
∑n
i=1 | gn,l(x1, ..xi, ..xn)− gn,l(x1, ..x′i, ..xn) |2≤
∑n
i=1
1
n2
= 1
n
luego,
P (‖ Ggn(gn(X))−Ggn(E(gn(X))) ‖> ) = P (‖ Ggn(X)−Ggn(E(X)) ‖> ) ≤ 2e
− (−
K
n )
2
4K2n 1
n2 = 2e−
n(−Kn )2
4K2
Demostracio´n: P (‖ Ggn(gn(X))−Ggn(E(gn(X))) ‖> ) ≤ P (‖ gn(X)−E(gn(X)) ‖> −γnLn ) =
= P (max1≤l≤d | gn,l(X)− E(gn,l(X)) |> −γnLn ) = P (
⋃
1≤l≤d | gn,l(X)− E(gn,l(X)) |> −γnLn ) ≤
≤∑dl=1 P (| gn,l(X)− E(gn,l(X)) |> −γnLn ) =
=
∑d
l=1
∫
[0,1]d
P (| gn,l(X)− E(gn,l(X)) |> −γnLn | Θ = θ)fθ(θ)dθ ≤
∑d
l=1 2e
− (−γn)2
4L2n
∑n
i=1
c2
n,l,i
.
Si cn = ma´x1≤l≤d,1≤i≤n cn,l,i, entonces,
P (‖ Gn(gn(X))−Gn(E(gn(X))) ‖> ) ≤
∑d
l=1 2e
− (−γn)2
2L2nnc
2
n = 2de
− (−γn)2
2L2nnc
2
n
77
Lema 3.8.9. Si para toda funcio´n gn,l 1 ≤ l ≤ d se cumple la condicio´n dada por la ecuacio´n
3.33, y adema´s,
E(gn,l(X)|Θl)
∂Θl
> Ml > 0. Sea λn una sucesio´n positiva que tiende a 0, tal que para
0 < α < 1/2 ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(λn) entonces para todo θ ∈ [0, 1]d:
(3.21) ‖ Ggn(E(gn(X)|Θ = θ))− θ ‖< λn
Demostracio´n: Sea Θ = (Θ1, ...,Θd) y θ = (θ1, ..., θd). Tenemos que:
Ggn(E(gn(X)|Θ = θ)) = (P (gn,1 ≤ E(gn,1(X)|Θ = θ)), ...., P (gn,d ≤ E(gn,d(X)|Θ = θ))) =
= (P (gn,1 ≤ E(gn,1(X)|Θ1 = θ1)), ...., P (gn,d ≤ E(gn,d(X)|Θd = θd)))
Luego, ‖ Ggn(E(gn(X)|Θ = θ))− θ ‖= max1≤l≤d|P (gn,l ≤ E(gn,l(X)|Θl = θl))− θl|
Trabajando con la componente l-e´sima y considerando que las marginales son uniformes:
P (gn,l ≤ E(gn,l(X)|Θl = θl) =
∫ 1
0
P (gn,l ≤ E(gn,l(X)|Θl = θl) | Θl = θ∗l ))dθ∗l =
=
∫ θl+λn2
0
P (gn,l ≤ E(gn,l(X)|Θl = θl) | Θl = θ∗l ))dθ∗l +
∫ 1
θl+
λn
2
P (gn,l ≤
E(gn,l(X)|Θl = θl) | Θl = θ∗l ))dθ∗l ≤ θl + λn2 +
∫ 1
θl+
λn
2
P (gn,l ≤ E(gn,l(X)|Θl = θl) | Θl = θ∗l ))dθ∗l
Tenemos que: θ∗l − θl > λn2 y E(gn,l(X)|Θl = θl)−E(gn,l(X)|Θl = θ∗l ) < 0 pues E(gn,l(X)|Θl)
es creciente.
Adema´s, E(gn,l(X)|Θl = θ∗l ) − E(gn,l(X)|Θl = θl) = [∂E(gn,l(X)|Θl)∂θl ](c)(θ∗l − θl) > Ml λn2 con
c ∈ (θl, θ∗l ), de donde
gn,l(X)− E(gn,l(X)|Θl = θ∗l ) ≤ E(gn,l(X)|Θl = θl)− E(gn,l(X)|Θl = θ∗l ) si y solo si
| gn,l(X)− E(gn,l(X)|Θl = θ∗l ) |≥ E(gn,l(X)|Θl = θ∗l )− E(gn,l(X)|Θl = θl) > Ml λn2
Luego,
∫ 1
θl+
λn
2
P (gn,l(X) ≤ E(gn,l(X)|Θl = θl) | Θl = θ∗l ))dθ∗l =
=
∫ 1
θl+
λn
2
P (gn,l(X)−E(gn,l(X)|Θl = θ∗l ) ≤ E(gn,l(X)|Θl = θl)−E(gn,l(X)|Θl = θ∗l ) | Θl = θ∗l ))dθ∗l <
<
∫ 1
θl+
λn
2
P (| gn,l(X)− E(gn,l(X)|Θl = θ∗l ) |> Ml λn2 | Θl = θ∗l )dθ∗l ≤ 2e
− M
2
l λ
2
n
16
∑n
i=1
c2
n,l,i (1− θl − λn2 )
De esto obtenemos que:
P (gn,l ≤ E(gn,l(X)|Θl = θl)) < θl + λn2 + 2e
− M
2
l λ
2
n
16
∑n
i=1
c2
n,l,i (1− θl − λn2 )
P (gn,l ≤ E(gn,l(X)|Θl = θl))− θl < λn2 + 2e
− M
2
l λ
2
n
16
∑n
i=1
c2
n,l,i
para todo l con 1 ≤ l ≤ d. As´ı pues, como ma´xl (
∑n
i=1 c
2
n,l,i)
α
= O(λn) con 0 < α < 1/2, existe
K, tal que
ma´xl (
∑n
i=1 c
2
n,l,i)
α
λn
< K, entonces para todo l, tenemos λn >
1
K
(
∑n
i=1 c
2
n,l,i)
α, de donde,
M2l λ
2
n
16
∑n
i=1 c
2
n,l,i
>
M2l
16K2
(
∑n
i=1 c
2
n,l,i)
2α−1
A partir de esto, e
− M
2
l λ
2
n
16
∑n
i=1
c2
n,l,i < e−
M2l
16K2
(
∑n
i=1 c
2
n,l,i)
2α−1
y luego
e
− M
2
l λ
2
n
16
∑n
i=1
c2
n,l,i
λn
< K e
− M
2
l
16K2
(
∑n
i=1 c
2
n,l,i)
2α−1
(
∑n
i=1 c
2
n,l,i)
α −→ 0, ya que 2α− 1 < 0 y
∑n
i=1 c
2
n,l,i −→ 0.
As´ı para n suficientemente grande: 2e
− M
2
l λ
2
n
16
∑n
i=1
c2
n,l,i < λn
2
Entonces para n ≥ n0: P (gn,l ≤ E(gn,l(X)|Θl = θl))− θl < λn.
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Teorema 3.8.10. Supongamos que se cumplen las hipo´tesis del lema 3.8.8 y del lema 3.8.9
para 0 < α < 1/2 y γn
ma´xl(
∑n
i=1 c
2
n,l,i)
α → 0
1) Si ma´xl(
∑n
i=1 c
2
n,l,i)
−1 < N < e
32L2n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
α− 12
maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖−→ 0 en probabilidad.
2) Si adema´s l´ım log nma´xl(
∑n
i=1 c
2
n,l,i)
1−2α = 0, entonces, maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖−→ 0
completamente (en particular con probabilidad 1).
Demostracio´n: Consideremos una sucesio´n n → 0 positiva, tal que ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(n).
(siendo K una de las cotas).
P (maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖> n) = P (
⋃N
k=1 ‖ Θ̂n,k −Θn,k ‖> n) ≤
≤∑Nk=1 P (‖ Θ̂n,k −Θn,k ‖> n) = ∑Nk=1 P (‖ ĜN(gn(Xk))−Θn,k ‖> n) ≤
≤∑Nk=1 P (‖ ĜN(gn(Xk))−Ggn(gn(Xk)) ‖> n3 )+
+
∑N
k=1 P (‖ Ggn(gn(Xk))−Ggn(E(gn(Xk))) ‖> n3 ) +
∑N
k=1 P (‖ Ggn(E(gn(Xk)))−Θn,k ‖> n3 )
Ahora:
P (‖ ĜN(gn(Xk))−Ggn(gn(Xk)) ‖> n3 ) = P (maxl=1,...,d | ĜN,l(gn(Xk))−Ggn,l(gn,l(Xk)) |> n3 ) ≤
≤∑dl=1 P (| ĜN,l(gn(X))−Ggn,l(gn(Xk)) |> n3 ) =∑d
l=1 P (| F̂N,l(gn(Xk))− P (gn,l(X) ≤ gn,l(Xk)) |> n3 ) ≤ dCe−2
2nN
9
Para el segundo te´rmino, aplicamos el lema 3.8.8.
P (‖ Gn,k(gn(X))−Gn,k(E(gn(X))) ‖> n3 ) ≤ 2
∑d
l=1 e
−
(n
3 −γn)
2
4L2n
∑n
i=1
c2
n,l,i
El u´ltimo te´rmino, se anula para n ≥ n0. As´ı hemos obtenido que:
(3.22) P (maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖> n) ≤ NdCe−2
2nN
9 + 2N
∑d
l=1 e
− (
n
3 −γn)
2
4L2n
∑n
i=1
c2
n,l,i o sea,
(3.23) P (maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖> n) ≤ Nd
(
Ce−2
2nN
9 + 2e
− 
2
n(1−3 γnn )
2
36L2n ma´xl
∑n
i=1
c2
n,l,i
)
.
Si se cumple cualquiera de las dos condiciones, entonces: e−2
2nN
9 < e−
2 ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
9K2 , ya
que para n suficientemente grande 3γn
n
< 1/2 para el segundo te´rmino tenemos:
e
− 
2
n(1−3 γnn )
2
36L2n ma´xl
∑n
i=1
c2
n,l,i < e
−ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
144K2L2n .As´ı pues,
P (maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖> n) < N
(
C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
)
En el caso 1: P (maxk=1,...,N ‖ Θ̂n,k−Θn,k ‖> n) < C1e−
32L2n+1
144K2L2n
(ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1−ma´xl(
∑n
i=1 c
2
n,l,i)
α− 12 )
o sea, P (maxk=1,...,N ‖ Θ̂n,k−Θn,k ‖> n)→ 0, lo cual implica la convergencia en probabilidad.
Si se cumple 2, obtenemos que:
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l´ım
32L2n+1
144K2L2n
(ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1−ma´xl(
∑n
i=1 c
2
n,l,i)
α− 12 )
logn
= +∞
lo que implica la convergencia completa pues si tenemos una serie:
∑∞
n=1 e
−f(n) y
Q(n) = f(n)
logn
→ +∞ entonces la serie converge, pues, e−f(n) = elogn−Q(n) = n−Q(n) y si
Q(n)→ +∞ la ∑∞n=1 n−Q(n) es convergente.
Las series exponenciales convergen y la convergencia con probabilidad 1 se deduce de aplicar
el lema de Borel Cantelli.
Observacio´n: Si consideramos el caso unidimensional con gn(X) = X y nP (
∑n
i=1Xi = k) < L
vemos que: γn =
1
n
y cn =
L
n
, por lo que la condicio´n pedida se cumple ya que 1/n
1/nα
→ 0.
Si consideramos n tal que
1
n
= O(n) entonces si n < N < e
32L2+1
144K2L2
n
1
2−α
y dado que logn
n1−2α → 0
entonces, maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖→ 0 completamente.
Por la forma de los estimadores se pueden producir empates; romperemos los empates su-
mando a gn,l una variable aleatoria uniforme.
Consideremos una sucesio´n an por ejemplo an = mı´nl mı´nX,X′ |gn,l(X) − gn,l(X ′)| con X y
X ′ posibles vectores de respuestas. La sucesio´n debe cumplir an < ma´xl(
∑n
i=1 c
2
n,l,i)
Sea: Zn = gn(X) +W con W una variable aleatoria con distribucio´n uniforme U [0, a(n)]
d y
consideremos las emp´ıricas:
ĴN,l(x) =
#{Zn,l ≤ x}
N
=
∑N
i=1 χ{Zn,l≤x}
N
con l = 1, .., d. Definamos la funcio´n: T̂N(x1, ..., xd) = (ĴN,1(x1), ..., ĴN,d(xd))
Entonces:
(3.24) Θ̂∗n = T̂N(Zn)
Lema 3.8.11. Supongamos que para 0 < α < 1/2 γn
ma´xl(
∑n
i=1 c
2
n,l,i)
α → 0
Si n → 0 es una sucesio´n positiva, tal que: ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(n) (siendo K una de las
cotas). Entonces existe una constante C1 independiente de n , tal que:
P (‖ Θ̂n − Θ̂∗n ‖> n) ≤ dC1e
−22nN
9
Demostracio´n:
P (‖ Θ̂n−Θ̂∗n ‖> n) = P (‖ ĜN(gn(X))−T̂N(Zn) ‖> n) = P (max1≤l≤d | F̂N,l(gn(X))−ĴN,l(Zn) |> n).
Trabajemos con cada componente.
F̂N,l(x− an) = #{gn,l(X)≤x−an}N ≤
#{Zn,l≤x}
N
= ĴN,l(x) ≤ ĴN,l(x+ an) =
=
#{Zn,l≤x+an}
N
≤ #{gn,l(X)≤x+an}
N
= F̂N,l(x+ an)
Luego, F̂N,l(gn,l(X)− an) ≤ ĴN,l(Zn) ≤ F̂N,l(gn,l(X) + an). De aqu´ı,
| ĴN,l(Zn)− F̂N,l(gn,l(X)) |≤ F̂N,l(gn,l(X) + an)− F̂N,l(gn,l(X)− an)
A partir de esto,
P (| ĴN,l(Zn)− F̂N,l(gn,l(X)) |> n) ≤ P (F̂N,l(gn,l(X) + an)− F̂N,l(gn,l(X)− an) > n) ≤
≤ P (| F̂N,l(gn,l(X)+an)−FN,l(gn,l(X)+an) |> n3 )+P (| FN,l(gn,l(X)+an)−FN,l(gn,l(X)−an) |> n3 )+
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P (| F̂N,l(gn,l(X)− an)− FN,l(gn,l(X)− an) |> n3 )
Sabemos que:
P (| F̂N,l(gn,l(X) + an)− FN,l(gn,l(X) + an) |> 3) ≤ Ce
−22nN
9 y
P (| F̂N,l(gn,l(X)− an)− FN,l(gn,l(X)− an) |> 3) ≤ Ce
−22nN
9
FN,l(gn,l(X) + an)− FN,l(gn,l(X)− an) ≤ Ln(gn,l(X) + an − gn,l(X) + an) + γn = 2anLn + γn
Pero para n > n0 tenemos que:γn <
ma´xl(
∑n
i=1 c
2
n,l,i)
α
6K
< εn
6
y a(n) < εn
12Ln
, luego para n > n0,
el u´ltimo te´rmino se anula, as´ı pues tenemos que existe C1 tal que para todo n:
P (‖ Θ̂n − Θ̂∗n ‖> n) ≤ dC1e
−22nN
9 .
Obtenemos como corolario que:
Corolario 3.8.12. Supongamos que para 0 < α < 1/2 γn
ma´xl(
∑n
i=1 c
2
n,l,i)
α → 0.
1) Si ma´xl(
∑n
i=1 c
2
n,l,i)
−1 < N < e
32L2n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
α− 12
en probabilidad
maxk=1,...,N ‖ Θ̂∗n,k −Θn,k ‖−→ 0
2) Si adema´s l´ım log nma´xl(
∑n
i=1 c
2
n,l,i)
1−2α = 0, entonces
maxk=1,...,N ‖ Θ̂∗n,k −Θn,k ‖−→ 0
completamente (en particular con probabilidad 1).
Demostracio´n: Consideremos una sucesio´n n → 0 positiva, tal que: ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(n)
(siendo K una de las cotas).
‖ Θ̂∗n,k −Θn,k ‖≤‖ Θ̂∗n,k − Θ̂n,k ‖ + ‖ Θ̂n,k −Θn,k ‖ luego
P (‖ Θ̂∗n,k −Θn,k ‖> εn) ≤ P (‖ Θ̂∗n,k − Θ̂n,k ‖> εn) + P (‖ Θ̂n,k −Θn,k ‖> εn) ≤
≤ 2dCe−2
2
nN
9 + P (‖ Θ̂n,k −Θn,k ‖> εn)
Aplicamos el teorema 3.8.10 a los te´rminos dC1e
−22nN
9 y P (‖ Θ̂n,k − Θn,k ‖> εn) de donde
obtenemos el resultado.
Lema 3.8.13. Consideremos que se cumplen las hipo´tesis del teorema 3.8.10 y que el nu´cleo
K es sime´trico acotado y con soporte compacto CK . Supongamos que las CCI son Lipchitz de
constante MV en un conjunto V compacto con V ⊂ [0, 1]d. Adema´s, para 0 < α < 1/2
N > ma´xl(
∑n
i=1 c
2
n,l,i)
−α(d+2) y ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(hn)
Existe un entero n0 tal que para todo n > n0 y siendo r = max{‖ x ‖ x ∈ CK} la siguiente
desigualdad ocurre para todo ı´tem i y θ0 ∈ U ⊂ V , U abierto.
(3.25)
P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr) ≤ e−8
m2l M
2
V NnTh
d+2
n
9‖K‖2∞L2rd−2 +Nn(C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
)
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Demostracio´n: Como
∑Nn
k=1K(
θ−θ̂n,i,k
hn
)
Nnhdn
tiene l´ımite finito con probabilidad 1. Existen ml y mu
tal que para n suficientemente grande y θ ∈ (0, 1)d:
(3.26) mlNnh
d
n <
∑Nn
k=1 K(
θ−θ̂n,i,k
hn
) < muNnh
d
n
en un conjunto de probabilidad 1.
Sabemos que K( θ−θ̂
hn
) > 0 si y solo si θ−θ̂
hn
∈ CK . Como CK es compacto CK ⊆ BK = B(0, r)
con r = max{‖ x ‖ x ∈ CK}
Sea: An,i,θ = {k : θ−θ̂n,i,khn ∈ BK} = {k : θ̂n,i,k ∈ θ− hnBK} = {k : θ̂n,i,k ∈ B(θ, hnr)} entonces,
(3.27) #An,i,θ → Nnµθ̂(B(θ, hnr))
donde, µθ̂ es la distribucio´n de θ̂, as´ı pues en todo abierto U de (0, 1)
d existe n0 tal que para
todo θ ∈ U y n > n0, |#An,i,θ −Nnµθ̂(B(θ, hnr))| <  de donde
(3.28) Nn
2
µθ̂(B(θ, hnr)) < #An,i,θ <
3Nn
2
µθ̂(B(θ, hnr))
Sea θ0 ∈ U y el suceso Bn,i = {θ̂j − θj ∈ hnBKparaj = 1, ..., Nn}
P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr) = P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr|Bn,i)P (Bn,i)+
+P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr|Bcn,i)P (Bcn,i)
luego, P (| P̂n,i(θ0)−Pn,i(θ0) |> 3MV hnr) ≤ P (| P̂n,i(θ0)−Pn,i(θ0) |> 3MV hnr|Bn,i)+P (Bcn,i)
Como ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(hn) sabemos que:
P (Bcn,i) = P (maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖> hnr) < N
(
C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
)
Tenemos, entonces: P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr) ≤
≤ P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr|Bn,i) +N
(
C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
)
Sea Θn = (Θn,1, ...,Θn,Nn) y ana´logamente Θ̂n,i y sean θn y θ̂n,i realizaciones de estos vectores.
Sea W la distribucio´n conjunta de estos vectores condicionado a Bn,i Tenemos que:
P (| P̂n,i(θ0)−Pn,i(θ0) |> 3MV hnr|Bn,i) =
∫
P (| P̂n,i(θ0)−Pn,i(θ0) |> 3MV hnr|Bn,i, θ̂n,i, θn)dW (θ̂n,i, θn)
Ahora:P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr|Bn,i, θ̂n,i, θn) ≤
≤ P (| P̂n,i(θ0)− E(P̂n,i(θ0)) | + | E(P̂n,i(θ0))− Pn,i(θ0) |> 3MV hnr|Bn,i, θ̂n,i, θn)
Esta esperanza condicional la podemos calcular como:
E(P̂n,i(θ0)|Bn,i, θ̂n,i, θn) = 1∑
j∈An,i,θ0
K(
θ0−θ̂n,i,j
hn
)
∑
j∈An,i,θ0 K(
θ0−θ̂n,i,j
hn
)E(Xn,i,k|θn,j) =
= 1∑
j∈An,i,θ0
K(
θ0−θ̂n,i,j
hn
)
∑
k∈An,i,θ0 K(
θ0−θ̂n,i,k
hn
)Pn,j(θn,k)
.
Para todo k ∈ An,i,θ0 ‖ θ0 − θn,k ‖≤‖ θ0 − θ̂n,−i,k ‖ + ‖ θ̂n,−i,k − θn,k ‖≤ hnr + hnr = 2hnr
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Eligiendo n suficientemente grande para que 2hnr < ı´nf{‖ x− y ‖ x ∈ ∂Uy ∈ ∂V } entonces
que ‖ θ0 − θn,k ‖≤ 2hnr implica que para todo k ∈ An,i,θ0 , θn,k ∈ V . Luego, por ser las CCI
Lipchitz en V:
|Pn,i(θ0)− Pn,j(θn,k)| ≤MV ‖ θ0 − θn,k ‖≤ 2MV hnr
Esto implica que: | E(P̂n,i(θ0)|Bn,i, θ̂n,i, θn)− Pn,i(θ0) |=
=| 1∑
k∈An,i,θ0
K(
θ0−θ̂n,i,k
hn
)
∑
k∈An,i,θ0 K(
θ0−θ̂n,i,k
hn
)[Pn,j(θn,k)− Pn,i(θ0)] |< 2MV hnr
Entonces para n suficiente grande:
P (| P̂n,i(θ0)−Pn,i(θ0) |> 3MV hnr|Bn,i, θ̂n,i, θn) ≤ P (| P̂n,i(θ0)−E(P̂n,i(θ0)) |> MV hnr|Bn,i, θ̂n,i, θn)
Una expresio´n alternativa para P̂n,i(θ0) viene dada por:
P̂n,i(θ0) =
1
#An,i,θ0
∑
j∈An,i,θ0 wjXn,i,k con wj =
#An,i,θ0K(
θ0−θ̂n,i,j
hn
)∑
j∈An,i,θ0
K(
θ0−θ̂n,i,j
hn
)
A partir de 3.26 y 3.28 y como K es acotado para n suficientemente grande se tiene:
wj ≤
3Nn‖K‖∞
2
µ
θ̂
(B(θ,hnr))
mlNnhdn
≤ 3rdhdn‖K‖∞L
2mlhdn
= 3r
d‖K‖∞L
2ml
donde aplicamos el resultado debido a Devroye que
µ
θ̂
(B(θ,hnr))
hdnr
d tiene l´ımite finito para casi
todo θ con respecto a µ cuando h tiende a 0. Por lo tanto,
Thdnr
d < µθ̂(B(θ, hnr)) < Lh
d
nr
d
Aplicando Hoeffding se obtiene:
P (| P̂n,i(θ0)− E(P̂n,i(θ0)) |> MV hnr|Bn,i, θ̂n,i, θn) =
P (| 1
#An,i,θ0
∑
k∈An,i,θ0
wkYn,i,k − 1
#An,i,θ0
∑
k∈An,i,θ0
wkE(Xn,i,k|θn,k) |> MV hnr|Bn,i, θ̂n,i, θn) =
≤ P (|∑k∈An,i,θ0 [Xn,i,k − E(Xn,i,k|θn,k)] |> #An,i,θ0 2mlMV hn3‖K‖∞Lrd−1 |Bn,i, θ̂n,i, θn)
≤ 2e
−8#An,i,θ0m
2
l M
2
V h
2
n
9‖K‖2∞L2r2(d−1) ≤ 2e−8
m2l M
2
V NnTh
d+2
n
9‖K‖2∞L2rd−2
As´ı pues, para n suficientemente grande y para todo θ0 ∈ U :
P (| P̂n,i(θ0)− Pn,i(θ0) |> 3MV hnr) ≤ e−8
m2l M
2
V NnTh
d+2
n
9‖K‖2∞L2rd−2 +Nn
(
C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
)
Teorema 3.8.14. Dadas las hipo´tesis anteriores y para θ0 ∈ (0, 1)d fijo y
N > η 9‖K‖
2∞L2rd−2
m2lM
2
V T
ma´xl(
∑n
i=1 c
2
n,l,i)
−α(d+2)
(3.29) max{ECM(P̂n,i(θ0)) : 1 ≤ i ≤ n} ≤ O(ma´xl(
∑n
i=1 c
2
n,l,i)
2α) + e−η
Observacio´n: Si suponemos N > ma´xl(
∑n
i=1 c
2
n,l,i)
− d+2
2 , entonces,
(3.30) max{ECM(P̂n,i(θ0)) : 1 ≤ i ≤ n} ≤ O(ma´xl(
∑n
i=1 c
2
n,l,i)
2α)
Demostracio´n: ECM(P̂n,i(θ0)) = E((P̂n,i(θ0)− Pn,i(θ0))2) =
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=
∫ 1
0
P [(P̂n,i(θ0)− Pn,i(θ0))2 > t]dt ≤ (3MV hnr)2 + P [(P̂n,i(θ0)− Pn,i(θ0))2 > (3MV hnr)2]
Esto es, ECM(P̂n,i(θ0)) ≤ (3Mc,dCkhn)2 + P [|P̂n,i(θ0)− Pn,i(θ0))| > 3MV hnr)].
Aplicando el lema anterior tenemos para n suficientemente grande y todo ı´tem i:
ECM(P̂n,i(θ0)) ≤ (3MV hnr)2 + e−8
m2l M
2
V NnTh
d+2
n
9‖K‖2∞L2rd−2 +Nn
(
C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
)
≤ O(ma´xl(
∑n
i=1 c
2
n,l,i)
2α) + e−η
En el caso unidimensional como 0 < α < 1/2 si se elige α pro´ximo a 1/2 entonces el ECM se
hace cercano a O( 1
n
). Tenemos entonces el siguiente resultado:
Teorema 3.8.15. Dadas las hipo´tesis anteriores, suponiendo adema´s que el nu´cleo es Lipchitz
de constante J y, adema´s, N < Mnr con r > d+ 1
supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)− Pn,i(θ) |→ 0
si n→ +∞ completamente con (a, b)d ⊂ (0, 1)d.
Demostracio´n: Consideremos una grilla de 2dN2d puntos tal que la distancia (con la norma
del ma´ximo) entre dos puntos sea menor o igual a 1/N2. Sea θ un punto arbitrario de [0, 1]d
entonces existe k tal que la distancia de θnk a θ no es mayor a 1/N
2.
Para todo θ tenemos
|Pn,i(θ)− P̂n,i(θ)| ≤ |Pn,i(θ)− Pn,i(θnk )|+ |Pn,i(θnk )− P̂n,i(θnk )|+ |P̂n,i(θnk )− P̂n,i(θ)|
Consideremos
|P̂n,i(θnk )− P̂n,i(θ)| = |
∑N
i=1K(
θnk−θ̂i
h
)Xij∑N
i=1 K(
θn
k
−θ̂i
h
)
−
∑N
i=1 K(
θ−θ̂i
h
)Xij∑N
i=1K(
θ−θ̂i
h
)
| ≤ |
∑N
i=1 K(
θ−θ̂i
h
)Xij∑N
i=1K(
θ−θ̂i
h
)
−
∑N
i=1K(
θ−θ̂i
h
)Xij∑N
i=1 K(
θn
k
−θ̂i
h
)
|+
+|
∑N
i=1 K(
θ−θ̂i
h
)Xij∑N
i=1K(
θn
k
−θ̂i
h
)
−
∑N
i=1K(
θnk−θ̂i
h
)Xij∑N
i=1 K(
θn
k
−θ̂i
h
)
| =
∑N
i=1K(
θ−θ̂i
h
)Xij∑N
i=1K(
θ−θ̂i
h
)
∑N
i=1K(
θn
k
−θ̂i
h
)
|∑Ni=1K( θnk−θ̂ih )−∑Ni=1K( θ−θ̂ih )|+
+ 1
|∑Ni=1 K( θnk−θ̂ih )| |
∑N
i=1K(
θ−θ̂i
h
)Xij−
∑N
i=1K(
θnk−θ̂i
h
)Xij| ≤ 2
∑N
i=1 |K(
θnk−θ̂i
h
)−K( θ−θ̂i
h
)|∑N
i=1 K(
θn
k
−θ̂i
h
)
≤ 2
∑N
i=1 J ||θnk−θ||
h
∑N
i=1K(
θn
k
−θ̂i
h
)
Como
∑N
i=1K(
θnk−θ̂i
h
) > Nhdml obtenemos que:
|P̂n,i(θnk )− P̂n,i(θ)| < 2JN‖θ
n
k−θ‖
Nhd+1ml
< 2J
N2hd+1ml
Como existe C1 tal que: h > C1 ma´xl(
∑n
i=1 c
2
n,l,i)
α y N > ma´xl(
∑n
i=1 c
2
n,l,i)
−α(d+2)
|P̂n,i(θnk )− P̂n,i(θ)| = o( 1n)
A partir de supθ∈[0,1]d | ∂Pi∂θj |< cj para todo j entonces si c = maxjcj con j=1,...,d
|Pn,i(θ)− Pn,i(θnk )| ≤ c‖θ − θnk‖ ≤ c 1N2
Sea  > 0 mostraremos que:
∑∞
n=1 P (supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)− Pn,i(θ) |> ) <∞
Para probar esto es suficiente probar que:
(3.31)
∑∞
n=1
∑n
i=1
∑2dN2d
k=1 P [|Pn,i(θnk )− P̂n,i(θnk )| > /3] <∞
ya que para n > n0 suficientemente grande, |Pn,i(θ)−Pn,i(θnk )| ≤ 3 y |P̂n,i(θnk )− P̂n,i(θ)| ≤ 3 ,
entonces,
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P (
∞∑
n=1
P (supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)−Pn,i(θ) |> ) <
∞∑
n=1
n∑
i=1
2dN2d∑
k=1
P [|Pn,i(θnk )−P̂n,i(θnk )| > /3]
Para este n0 la triple suma es menor que:
(3.32) 2dn20N
2d
n0
+
∑∞
n>n0
∑n
i=1
∑2N2dn
k=1 P [|Pn,i(θnk )− P̂n,i(θnk )| > 3MV hnr]
Se puede aplicar el lema 3.8.13 y entonces 3.32 es menor que:
2dn20N
2d
n0
+
∑∞
n>n0
2dnN2dn (e
−8m
2
l M
2
V NnTh
d+2
n
9‖K‖2∞L2rd−2 +Nn(C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
))
Reemplazando Nn por su cota superior Mn
r entonces lo anterior queda acotado por
2dn20N
2d
n0 +
∑∞
n>n0
2dM2dn2dr+1(e
−8m
2
l M
2
V T ma´xl(
∑n
i=1 c
2
n,l,i)
−[d(1/2−α)+1−2α]
9‖K‖2∞L2rd−2 +
+Mnr(C1e
− 32L
2
n+1
144K2L2n
ma´xl(
∑n
i=1 c
2
n,l,i)
2α−1
))
Como 0 < α < 1/2 y l´ım log nma´xl(
∑n
i=1 c
2
n,l,i)
1−2α = 0 la suma anterior es finita.
Ahora considerando en conjunto los resultados anteriores
Teorema 3.8.16. Si se cumplen las hipo´tesis:
1) Independencia Local
2) El rasgo Θ tiene distribuciones marginales uniformes U [0, 1]
3) para las funciones gn,l existen constantes cn,l,1, ..., cn,l,n tales que:
(3.33) supx1,..,xn,x′1,..x′n
∑n
i=1 | gn,l(x1, ..xi, ..xn)− gn,l(x1, ..x′i, ..xn) |2≤
∑n
i=1 c
2
n,l,i
para 1 ≤ l ≤ d.
4) Las Fn,l correspondientes son asinto´ticamente Lipschitz, (Ln, γn) para toda l con 1 ≤ l ≤ n
5)
∂E(gn,l(X)|Θl)
∂Θl
> Ml > 0.
6) Para 0 < α < 1/2 γn
ma´xl(
∑n
i=1 c
2
n,l,i)
α → 0
7) H ma´xl(
∑n
i=1 c
2
n,l,i)
−α(d+2) < N < Mnr con r > d+ 1
8) l´ım log nma´xl(
∑n
i=1 c
2
n,l,i)
1−2α = 0.
9) El nu´cleo K es sime´trico, acotado y con soporte compacto.
10) Las CCI tienen derivadas parciales continuas en (0, 1)d y en cada campacto [a, b]d ⊂ (0, 1)d
son acotadas
11) Para 0 < α < 1/2 ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(hn)
12) El nu´cleo K es Lipschitz de constante J.
entonces max{maxk=1,...,N ‖ Θ̂n,k − Θn,k ‖, supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ) − Pn,i(θ) |} → 0 si
n→ +∞ con probabilidad 1
Demostracio´n:
Sale directamente de los teoremas 3.6.1 y 3.6.3 notando que la probabilidad del conjunto
donde falla esta convergencia es la unio´n de dos conjuntos cada uno con probabilidad 0.
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3.9. Propiedades del estimador de la CCI si la habilidad
es medida sin error
Si bien hemos demostrado la consistencia conjunta de los estimadores, en esta seccio´n consi-
deramos el caso ma´s sencillo que es cuando los rasgos son conocidos o cuando son medidos sin
error o sea Θ̂i = Θi. Con esta simplificacio´n podremos encontrar la distribucio´n asinto´tica de
las CCI. Ramsay (1991) aproxima la distribucio´n para el caso de rasgo medido sin error pero
con disen˜o fijo. En nuestro caso tomaremos en cuenta la distribucio´n del rasgo en la poblacio´n
El estimador en este caso es:
(3.34) P̂j(θ) =
∑N
i=1Xi,jKH(θ − Θ̂i)∑N
i=1 KH(θ − Θ̂i)
=
∑N
i=1 Xi,jKH(θ −Θi)∑N
i=1KH(θ −Θi)
Primeramente veamos que en este caso el estimador es consistente con hipo´tesis ma´s simples
y con un nu´cleo no necesariamente con soporte compacto. Lo que veamos servira´ tambie´n para
respuestas continuas cuando queremos calcular E(X|Θ)
Teorema 3.9.1. Supongamos que Θ ∼ fθ , fθ(θ) > 0 y continua en θ adema´s la habilidad es
medida sin error entonces si hN → 0, NhN →∞∫
K(u)du = 1 y |θK(θ)| → 0 cuando |θ| → ∞, Nh2 →∞ y K acotada
entonces el estimador de la CCI 3.34 es consistente.
Demostracio´n:
P̂ (θ) =
1
Nh
N∑
i=1
XiK
(
θ−Θi
h
)
1
Nh
N∑
j=1
K
(
θ−Θj
h
) = R1N(θ)R0N(θ)
Bajo estas condiciones se tiene que, R0N(θ)→ f(θ)
Trabajemos ahora con el te´rmino R1N(θ),
E (R1N(θ)) = E
(
1
h
K
(
θ−Θi
h
)
Xi
)
= 1
h
E
(
K
(
θ−Θi
h
)
E (Xi/Θ)
)
= 1
h
∫
K
(
θ−t
h
)
P (t)fΘ(t)dt→ P (θ)f(θ)
en cada punto de continuidad de Pf por el lema 3.3.1
P.f ∈ L1, pues ∫ |P (t)|f(t)dt = E(|P (θ)|) = E(|E(X/Θ)|) ≤ E(E(|X|/Θ)) = E(|X|) o sea
basta que E(|X|) <∞ lo cual claramente se cumple (por el tipo de variable que consideramos)
y las hipo´tesis sobre K para aplicar el lema 3.3.1 .
Probemos ahora que la varianza tiende a cero:
V ar(R1N(θ)) =
1
Nh2
V ar
(
K
(
θ−Θ1
h
)
X1
) ≤ 1
Nh2
E
(
X21K
2
(
θ−Θ1
h
))
=
1
Nh2
E
(
K2
(
θ−Θ1
h
)
E (X21/Θ1)
)
= 1
Nh2
∫
K2
(
θ−t
h
)
m2(t)f(t)dt donde
m2(Θ) = E(X
2/Θ) yE(m2(Θ)) = E(E(X
2/Θ)) = E(X2)
Analicemos ahora el te´rmino 1
Nh2
∫
K2
(
θ−t
h
)
m2(t)f(t)dt.
Como E(X2) <∞, Nh2 →∞ y K esta´ acotado tenemos,
1
Nh2
∫
K2
(
θ−t
h
)
m2(t)f(t)dt→ 0
Veamos ahora dos resultados, uno de convergencia en probabilidad y otro de convergencia
completa.
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Sean (Θ1, X1) ........ (ΘN , XN) vectores aleatorios independientes, ide´nticamente distribuidas,
con Θi ∈ Rd, Xi ∈ R. Consideremos las hipo´tesis:
H1) hN → 0 yNhdN →∞
Para el nu´cleo K : Rd → R+ pidamos:
H2) existen C1, C2 > 0 y H tales que C1H (‖Θ‖) ≤ K(θ) ≤ C2H (‖Θ‖) con H acotada,
decreciente y tal que tdH(t)→ 0 si |t| → ∞
H3) Existen c, r > 0 tal que K(θ) ≥ cχ‖θ‖6r(θ)
Si f es integrable y Θ tiene distribucio´n µ entonces definimos:
µh =
∫
K
(
Θ−t
h
)
f(t)µ(dt)/
∫
K
(
Θ−t
h
)
µ(dt) = E
(
K
(
Θ−Θ
h
)
f(Θ)
)
/E
(
K
(
Θ−Θ
h
))
Observaciones:
Lo que le pedimos al nu´cleo es menos que suponer continuidad y soporte compacto, o radial,
comu´nmente se toma K (‖t‖). La segunda hipo´tesis sobre el nu´cleo implica menos que pedir
que K(0) 6= 0 y K continua en 0, podemos ver que esta condicio´n la cumplen los nu´cleos
usualmente utilizados. Tambie´n debemos observar que no hay hipo´tesis sobre la distribucio´n de
las Θ. Presentamos primero dos lemas, el primero un resultado de teor´ıa de la medida y el otro
un lema de convolucio´n.
Lema 3.9.2. Sea Sr la bola de radio r centrada en θ, y sea ah(θ) =
hd
µ(Sh)
entonces ah(θ) tiene
un l´ımite finito ctp θ(µ).
Demostracio´n: Sea λ la medida de Lebesgue, descomponga´mosla en la parte absolutamente
continua respecto a µ en la parte singular. Notemos por λ1 a la parte absolutamente continua
de λ respecto a µ y λ2 la parte singular, luego
λ(Sh)
µ(Sh)
−→ dλ1
dµ
(θ) ctp θ(µ) comoλ(Sh) = h
dλ(B1)
entonces h
d
µ(SN )
= λ(Sh)
µ(SN )
1
λ(B1)
−→ `(θ) ctp θ(µ) donde ` es no negativa y finita.
Lema 3.9.3. Sea K no negativo verificando H2) y H3) y f integrable, entonces,
µh(θ)→ f(θ) c.t.p. θ (µ) si h→ 0
Si K es el indicador de la bola unitaria, tenemos el teorema de diferenciacio´n respecto a la
medida µ. Lo que presentamos es co´mo mezclar un teorema de convolucio´n con un teorema de
diferenciacio´n.
Demostracio´n: |µh(θ)−f(θ)| = |
∫
K
(
Θ−y
h
)
f(y)µ(dy)∫
K
(
Θ−y
h
)
µ(dy)
−f(θ)| = |
∫
K
(
Θ−y
h
)
(f(y)− f(θ))µ(dy)∫
K
(
Θ−y
h
)
µ(dy)
| ≤
≤ C2
C1
∫
H
(
‖θ−y‖
h
)
|f(y)− f(θ)|µ(dy)/ ∫ H (‖θ−y‖
h
)
µ(dy) por H2)
.
H(t) =
H(t)∫
0
ds =
+∞∫
0
I{H(t)>s}ds y siAt,h =
{
y : H
(
‖θ−y‖
h
)
> t
}
entoncesH
(
‖θ−y‖
h
)
=
+∞∫
0
IAt,h(t)dt
Sea
∫
H
(
‖θ−y‖
h
)
µ(dy) =
+∞∫
−∞
+∞∫
0
IAt,h(t)dtµ(dy) =
+∞∫
0
µ (At,h) dt ya que IAt,h es integrable, aplico Fubini.
Ahora
∫
H
(
‖θ−y‖
h
)
|f(y)−f(θ)|µ(dy) =
+∞∫
−∞
+∞∫
0
IAt,h(t)|f(y)−f(θ)|dtµ(dy) =
+∞∫
0
∫
At,h
|f(y)−f(θ)|µ(dy)dt
aplicando nuevamente Fubini.
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Dividiremos el cociente en dos partes, I y II.Dado  > 0, sea δ = hd
I)
∞∫
δ
∫
At,h
|f(y)− f(θ)|µ(dy)dt
∞∫
0
µ (At,h) dt
≤
∞∫
δ
∫
At,h
|f(y)− f(θ)|µ(dy)dt
∞∫
δ
µ (At,h) dt
≤ sup
t ≥ δ
∫
At,h
|f(y)− f(θ)|µ(dy)
µ (At,h) dt
La u´ltima desigualdad es cierta ya que si consideramos dos funciones g ≥ 0 y h ≥ 0 con sus
integrales finitas entonces,
∞∫
δ
gdt
∞∫
δ
hdt
≤ sup
t ≥ δ {g/h} Supongamos que
P (t)
h(t)
< A para todo t ≥ δ.
Como g y h son no negativas
+∞∫
δ
gdt ≤ A
+∞∫
δ
h(t) luego
+∞∫
δ
g(t)dt
+∞∫
δ
h(t)dt
≤ A
Cualquier cota de g/h cumple la desigualdad, as´ı pues lo cumple el supremo de g/h. Si
t ≥ δ, consideremos los conjuntos At,h y Aδ,h, se tiene radio (At,h) < radio (Aδ,h) Tenemos
que radio (Aδ,h) → 0 pues:
{
y : H
(
‖θ−y‖
h
)
> δ
}
= {y : ‖θ − y‖ < H−1(δ)h} y hH−1(δ) =
hH−1(hd)→ 0 pues tdH(t) |t|→∞−→ 0
Veamos lo anterior.Supongamos que H−1(hd) = t, entonces se tiene que h =
(
H(t)

)1/d
luego |hH−1(hd)| = |t
(
H(t)

)1/d
| −→ 0 si h → 0 pues t → ∞. Lo u´ltimo se deduce ya que
tdH(t) −→ 0 |t| → ∞ y es claro que t(H(t))1/d −→ 0 si |t| → ∞.Utilizamos un resultado
de desigualdades para funciones maximales debido a Hardy y Littlewood.Concretamente, el
resultado nos dice que si radio(At,h)→ 0 entonces
sup
t ≥ δ
∫
At,h
|f(y)− f(θ)|µ(dy)
µ(At,h)
→ 0 ctpθ(µ)
Veamos ahora la segunda parte
II)
δ∫
0
∫
At,h
|f(y)− f(θ)|µ(dy)dt
∞∫
0
µ(At,h)dt
Llamemos C =
∫ |f(y)|µ(dy), entonces δ∫
0
∫
∆t,h
f(y)µ(dy)µ 6 Cδ y
δ∫
0
∫
At,h
f(θ)µ(dy)dt ≤ δf(θ)
as´ı pues
δ∫
0
∫
At,h
|f(y)− f(θ)|µ(dy)dt 6 δ(C + f(θ))
Tambie´n
∞∫
0
µ(At,h)dt =
∫
H
(
‖θ−y‖
h
)
µ(dy) ≥ C1µ (Srh) = C1h
drd
arh(θ)
luego
δ∫
0
∫
At,h
|f(y)− f(θ)|µ(dy)
∞∫
0
µ(At,h)
≤ δ(C + f(θ))arh(θ)
C1rdhd
=
(f(θ) + C)arh(θ)
C1rd
< ′ctpθ(µ)
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Aplicamos en la u´ltima desigualdad el lema 3.9.2
Teorema 3.9.4. Bajo H1), H2) y H3) entonces:
PN(θ)
P
→ P (θ) en ctp θ(µ) donde PN(θ) =
N∑
i=1
XiK
(
θ−Θi
h
)
N∑
j=1
K
(
θ−Θj
h
)
Obs: En el caso que consideramos respuestas continuas y queremos estimar su esperanza
condicional debemos pedir adema´s que E(|X|) < ∞ condicio´n necesaria para que exista la
esperanza condicional.
Demostracio´n: dividamos por E
(
K
(
θ−Θi
h
))
obteniendo:
PN(θ) =
N∑
i=1
XiK
(
θ−Θi
h
)
/E
(
K
(
θ−Θi
h
))
N∑
j=1
K
(
θ−Θi
h
)
/E
(
K
(
θ−Θj
h
))
Notemos co´mo:
VNi = XiK
(
θ−Θi
h
)
/E
(
K
(
θ−Θi
h
))
ZNi = K
(
θ−Θi
h
)
/E
(
K
(
θ−Θi
h
))
B1N =
1
N
N∑
i=1
(ViN − E (ViN ))
B2N =
1
N
N∑
i=1
(ZiN − E (ZiN )) AN = E (VN i) = E
(
XiK
(
θ − θi
h
))
/E
(
K
(
θ −Θi
h
))
Obervamos que E(Z
N i) = 1 y PN(θ) =
(B1N+AN)
(B2N+1)
. Ahora,
AN =
E
(
K
(
θ−Θi
h
)
E (X/Θ)
)
E
(
K
(
θ−Θi
h
))
as´ı pues, aplico el lema 3.9.3, tomando f = P (θ); tenemos P (θ) ∈ L1, por ser E(|X|) < ∞;
K ≥ 0 por H3 y AN = µh(θ), entonces, AN → P (θ) ctp θ(µ)
Entonces el problema se reduce a probar que B1N
P
→ 0 y B2N
P
→ 0 ctp θ(µ)
Probemos primero que B1N
P
→ 0. Sean N > 0 Y
′ = Xχ{|X|≤N} e Y ′′ = X − Y ′
B′1N =
N∑
i=1
[
Y ′iK
(
θ−Θi
h
)− E (Y ′K ( θ−Θi
h
))]
/nE
(
K
(
θ−Θ
h
))
B′′1N =
N∑
i=1
[
Y ′′i K
(
θ−Θi
h
)− E (Y ′′K ( θ−Θi
h
))]
/nE
(
K
(
θ−Θ
h
))
Se tiene por la linealidad de la esperanza que B′1N +B
′′
1N
= B1N . Aplicando Chevichev
P
(|B′1N | > t) ≤ 1N V ar [Y ′iK ( θ−Θih )) /t2E2 (K ( θ−Θih )) ≤ 1N t2 E(Y ′2K2( θ−Θih ))E2(K( θ−Θih )) ≤ N2‖K‖∞Nt2 1E(K( θ−Θih ))
Por H3:E
(
K
(
θ−Θi
h
)) ≥ cE (χ{‖u‖≤r} ( θ−Θh )) = c ∫
‖θ−t‖≤rh
µ(dt) = cµ(Srh) luego
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N2‖K‖∞
Nt2
1
E(K( θ−Θih ))
≤ N2‖K‖∞
Nt2
rdhd
cµ(Srh)rdhd
= N
2‖K‖∞
Nt2crdhd
arh =
cte
Nhd
→ 0 ctp θ(µ)
para cada N , pues arh tiene l´ımite finito. As´ı pues para cada N fijo, B
′
1N
P
→ 0 ctp θ(µ)
Aplicando Markov a B′′1N y siendo gN(θ) = E (|Y ′′|/Θ)
P (|B′′1N | > t) ≤
E (|B′′1N |)
t
≤ 2
t
E
(|Y ′′|K ( θ−Θ
h
))
E
(
K
(
θ−Θ
h
)) = 2
t
E
(
K
(
θ−Θ
h
)
E (|Y ′′|/θ))
E
(
K
(
θ−Θ
h
)) = 2
t
gn,N(θ)
Por el lema 3.9.3 con f = PN se tiene que
2
t
gnN(θ)→ PN(θ)2t ctp θ(µ),
PN(θ) = E (|Y ′′|/Θ) = E (|X − Y ′/Θ),|X − Y ′| < 2|X|, y |X − Y ′| → 0 c.s. N →∞
As´ı pues, E (PN(θ)) = E (E (|X − Y ′|/Θ)) = E (|X − Y ′|)→ 0 si N →∞, adema´s, PN ≥ 0
y PN decreciente, luego PN(θ)→ 0 ctp θ(µ) con N →∞,
Elijamos N tal que PN(θ) sea pequen˜o, entonces si N →∞ B1N P→ 0
Esto vale en A0 = {θ : PN(θ)→ 0} y AN = {θ : gNh → PN} y vale en
∞⋂
N=0
AN
Para B2N se hace lo mismo pero como no esta´n las X no hay que truncar.
Teorema 3.9.5. Convergencia completa
Si |X| < γ <∞, y se verifican H1), H2), H3), Nhd
logN
→∞ entonces gN(θ) c→ P (θ) ctp θ(µ)
Demostracio´n: Escribimos PN(θ) =
(B1N+AN )
(B2N+1)
. Sabemos que AN → P (θ) ctp θ(µ) por el
teorema anterior, luego basta ver que B1N
c
→ 0 y B2N
c
→ 0 ctp θ(µ). Aplicaremos la desigualdad
de Bernstein a VNi
|VNi| ≤ γ‖K‖∞
E
(
K( θ−Θ
h
)
) ≤ γ‖K‖∞arh(θ)
crdhd
que como ya vimos tiene l´ımite finito.
V ar(VNi) ≤ E(V 2Ni) =
E
(
X2iK
2( θ−Θ
h
)
)
E2
(
X2iK
2( θ−Θ
h
)
) ≤ γ2‖K‖∞
E(K( θ−Θ
h
))
≤ γ2‖K‖∞arh(θ)
crdhd
entonces
P (|B1N | > t) ≤ 2exp
 −Nt2
2
(
γ2‖K‖∞arh(θ)
crdhd
+ γ‖K‖∞arh(θ)t
crdhd
)
 = 2exp [ −Nt2crdhd
2‖K‖∞arh(θ)γ(γ + t)
]
≤
≤ 2exp
( −C1Nhd
C2 (γ + t)
)
ctp θ(µ). llamando a c1
C2(γ+t)
= C obtenemos:
P (|B1N | > t) ≤ 2exp(−C(θ)Nhd) y como Nh
d
logN
→∞ entonces:∑ 2exp(−C(θ)Nhd)
converge, luego
∑
P (|B1N | > t) converge, por lo que B1N converge completamente.
Ana´logamente se procede con B2N .
Veamos ahora los resultados para el caso general de los estimadores. Daremos sin demostracio´n
los resultados cuando las habilidades son conocidas.
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Teorema 3.9.6. Si las habilidades Θ1, ...,ΘN son conocidos o medidas sin error se tiene para
el estimador P̂ (θ) que
E(P̂ (θ)|Θ1, ...,ΘN)− P (θ) ≈ µ2(K)∇P (θ)
tHHt∇f (θ)
f(θ)
+ 1
2
µ2(K)tr(H
tWP (θ)H)
V (P̂ (θ)|Θ1, ...,ΘN) ≈ 1N |H| ‖ K ‖22 σ
2(θ)
f(θ)
Teorema 3.9.7. Si las habilidades Θ1, ...,ΘN son conocidos o medidas sin error se tiene para
el estimador P̂ 1(θ) que
E(P̂ 1(θ)|Θ1, ...,ΘN)− P (θ) ≈ 12µ2(K)tr(H tWP (θ)H)
V (P̂ 1(θ)|Θ1, ...,ΘN) ≈ 1N |H| ‖ K ‖22 σ
2(θ)
f(θ)
3.9.1. Distribucio´n asinto´tica de la CCI
Daremos un resultado para los rasgos conocidos o medidos sin error
Teorema 3.9.8. Sean {(Θi, Xi) i ≥ 1} el rasgo y la respuesta a cada ı´tem y que son variables
aleatorias independientes ide´nticamente distribuidas con Θi ∈ Rd y Xi ∈ R.
Notemos por F (Xi/Θi = u) a la distribucio´n condicional de Xi, dado Θi = u y por P (u) =
E(X1/Θ1 = u) y σ
2(u) = E((X1 − P (u))2/Θ1 = µ). Supongamos que:
i) P es Lipchitz, y adema´s
l´ım
ε→ 0
P (θ + u)− P (θ)

= P ′(θ, u) es decir, P tiene derivada en
la direccio´n de u (si P es diferenciable se cumplen las 2 condiciones)
ii) σ2(.) es continua en θ
iii) Θi ∼ f continua en θ y acotada
iv) K : Rd → R acotado no negativo, ∫ K = 1; |t|dK(t)→ 0 si |t| → ∞ y t2K2(t) integrable
v) existe 0 ≤ β <∞ tal que Nhd+2 → β
Sea PN(θ) =
∑
ωNi(θ)Xi con ωNi(θ) =
K θ−Θi
h
N∑
i=1
K
(
θ−Θj
h
) , entonces,
(
Nhd
)1/2
(PN(θ)− P (θ)) W→ N
(
b, σ
2(θ)
f(θ)
∫
K2(u)du
)
con b = β1/2
∫
K(t)g′(θ, t)dt
Observacio´n: notando que Nhd+2 → β es Nhdh2 → β podemos observar que como h2 → 0
debe cumplirse que Nhd →∞.
Demostracio´n: Nuestro objetivo es calcular la distribucio´n asinto´tica de PN(θ)− P (θ).
(
Nhd
)1/2

∑
i
K
(
θ−Θi
h
)
Xi∑
j
K
(
θ−Θj
h
) − P (θ)
 = (Nhd)1/2

∑
i
K
(
θ−Θi
h
)
Xi − P (θ)
∑
j
K
(
θ−Θi
h
)
∑
j
K
(
θ−Θj
h
)
 =
(
Nhd
)1/2
[
1
Nhd
∑
i
K
(
θ−Θi
h
)
Xi − P (θ) 1Nhd
∑
j
K
(
θ−Θi
h
)]
1
Nhd
∑
j
K
(
θ−Θj
h
)
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Como Nhd →∞ por la observacio´n previa, h→ 0 y por iii), iv) y v) obtenemos
1
Nhd
∑
j
K
(
θ−Θj
h
) P
→ f(θ)
Analicemos ahora el te´rmino(
Nhd
)1/2 [ 1
Nhd
∑
i
K
(
θ−Θi
h
)
Xi − P (θ) 1Nhd
∑
j
K
(
θ−Θi
h
)]
=
1
(Nhd)
1/2
[∑
i
K
(
θ−Θi
h
)
(Xi − P (θ))
]
= 1
(Nhd)1/2
[∑
i
K
(
θ−Θi
h
)
(Xi − P (Θi) + P (Θi)− P (θ))
]
=
1
(Nhd)
1/2
∑
i
K
(
θ−Θi
h
)
(Xi − P (Θi)) + 1(Nhd)1/2
∑
i
K
(
θ−Θi
h
)
(P (Θi)− P (θ))
Notemos VNi = K
(
θ−Θi
h
)
(Xi − P (Θi)). Las variables VNi tienen media 0, y son independien-
tes.Tenemos un sistema triangular y se verifican las condiciones de Lindeberg. Calculemos la
varianza l´ımite. Condicionando (Xi − P (θ))2 a Θ
1
hd
E(V 2iN) =
1
hd
∫
K2
(
θ−t
h
)
σ2(t)f(t)dt→ σ2(θ)f(θ) ∫ K2
donde hemos aplicado el lema 3.3.1 ya que σ2f es continua en θ por las hipo´tesis ii) y iii)
V ar
(
1
(Nhd)1/2
∑
i
VNi
)
= 1
hd
E(V 2Ni)→ σ2f(θ)
∫
K2(t)dt
As´ı pues, aplicando el teorema de Lindeberg tenemos que:
1
(Nhd)
1/2∑
i
VNi → N(0, σ2f
∫
K2) luego,
1
(Nhd)1/2
∑
i
VNi/
1
Nhd
∑
j
K
(
θ−Θj
h
)
→ N
(
0,
σ2f(θ)
∫
K2
f(θ)
)
Veamos que: 1
(Nhd)1/2
∑
K
(
θ−Θi
h
)
(P (Θi)− P (θ)) P→ β
1/2f(θ)
∫
K(t)g′(θ, t)dt
E
(
1
(Nhd)1/2
∑
i
K
(
θ−Θi
h
)
(P (Θi)− P (θ))
)
= 1
(Nhd)1/2
N h
d
hd
∫
K
(
θ−t
h
)
(P (t)− P (θ))f(t)dt =
=
(
Nhd)1/2
∫
K(u)(P (θ − uh)− P (θ))) f(θ−uh)du = (Nhd)1/2 ∫ K(u)(P (θ − uh)− P (θ))
h
f(θ−uh)hdu
Ahora si h→ 0 K(u)P (θ − uh)− P (θ)
h
f(θ − uh)→ K(u)P ′(θ, u)f(θ)
Adema´s f es acotada, K(u)
P (θ − uh)− P (θ)
h
f(θ − uh) ≤ C|K(u)||u| y esta es una funcio´n
integrable, pues u2K2 es integrable, luego puedo entonces aplicar convergencia dominada.
Nota: En vez de pedir f acotada puedo pedir K de soporte compacto, entonces fuera de un
compacto K(u) vale cero, por lo tanto all´ı puedo hacer uh suficientemente pequen˜o, de donde
f(θ − uh) ≤ |f(θ) + | y la acotacio´n ser´ıa C|k(u)||u||f(θ) + |.
Aplicando convergencia dominada:
∫
K(u)
(P (θ − uh)− P (θ))
h
f(θ−uh)du→ f(θ) ∫ K(t)P ′(θ, t)dt
y
(
Nhd
)1/2
h =
(
Nhd+2
)1/2 → β1/2 as´ı pues,
(Nhd)1/2h
∫
K(u)
(P (θ − uh)− P (θ))
h
f(θ − uh)du→ β1/2f(θ) ∫ K(t)P ′(θ, t)dt luego
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(Nhd)1/2
∑
K
(
θ−Θi
h
)
(P (θ − uh)− P (θ))/ 1
Nhd
∑
j
K
(
θ−Θj
h
)
→ β1/2 ∫ K(t)P ′(θ, t)dt
As´ı pues tengo aN+bN
cN
y cN
P
→ c; aN
D
→ N y aplicando Slutsky
bN
cN
P
→
b
c
Veamos ahora que la varianza tiende a 0:
V ar
(
1
(Nhd)1/2
∑
j
K
(
θ−Θi
h
)
(P (Θi)− P (θ))
)
= 1
(Nhd)
NV ar
(
K
(
θ−Θi
h
)
(P (Θi)− P (θ))
)
=
1
hd
E
(
K2
(
θ−Θi
h
)
(P (θi)− P (θ))2
)
= 1
hd
∫
K2
(
θ−t
h
)
(P (t)− P (θ))2 f(t)dt =∫
K2(u)(P (θ − uh)− P (θ))2f(θ − uh)dt = h2 ∫ K2(u) (P (θ−uh)−P (θ))
h
2
f(θ − uh)dt
ahora
∫
K2(u) (P (θ−uh)−P (θ))
h
2
f(θ−uh)→ f(θ) ∫ K2(u)(g′(θ, u))2du la integral del lado derecho
existe pues g es Lipchitz y adema´s K2u2 es integrable, as´ı pues aplico convergencia dominada y
se tiene que si h2 → 0 la varianza → 0.
3.10. Sesgo y varianza del estimador multidimensional
Siguiendo el mismo razonamiento que en el caso unidimensional tanto para el estimador no
parame´trico multidimensional (basado en Nadaraya-Watson) como el estimador por polinomios
locales de grado 1 la varianza condicional queda
V ( ̂P (θ)|Θ1, ...,ΘN) = P (θ)Q(θ)
n|H|f(θ) ‖ K ‖
2
2 (1 + op(1))
Para determinar el sesgo se aplica desarrollo de Taylor obtenie´ndose
(P (Θ1), ..., P (ΘN))
t = P (θ)IdN +
 (Θ1 − θ)
t∇P (θ)
...
(ΘN − θ)t∇P (θ)
+ 1
2
 (Θ1 − θ)
tHP (θ)(Θ1 − θ)
...
(ΘN − θ)tHP (θ)(ΘN − θ)

o lo que es igual
(P (Θ1), ..., P (ΘN))
t =
 1 (Θ1 − θ)
t
...
...
1 (ΘN − θ)t
( P (θ)∇P (θ)
)
+
1
2
 (Θ1 − θ)
tHP (θ)(Θ1 − θ)
...
(ΘN − θ)tHP (θ)(ΘN − θ)

Reemplazando cada te´rmino como en dimensio´n 1 obtenemos:
E(P̂ (θ)) ≈ 1
f(θ) + op(1)
(∑N
i=1 KH(Θi − θ)P (θ)
n
+
N∑
i=1
KH(Θi − θ)(Θi − θ)t∇P (θ)
+
N∑
i=1
KH(Θi − θ)(Θi − θ)tHP (θ)(Θi − θ)
)
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o sea
E(P̂ (θ)) ≈ 1
f(θ)
(
f(θ)P (θ) + µ2(K)∇PHH t∇f + 1
2
µ2(K)f(θ)tr(H
tHP (θ)H)
)
esto u´ltimo dado que
(1/n)
∑N
i=1 KH(Θi − θ) = (f(θ) + op(1))
(1/n)
∑N
i=1 KH(Θi − θ)(Θi − θ) = µ2(K)HH t∇f + op(HH tIdd)
(1/n)
∑N
i=1 KH(Θi − θ)(Θi − θ)(Θi − θ)t = µ2(K)f(θ)HH t∇f + op(HH t)
por lo tanto el sesgo queda aproximadamente igual a
µ2(K)∇PHHt∇f
f(θ)
+ 1
2
µ2(K)tr(H
tHP (θ)H)
En el caso del polinomio local de grado 1 operando de igual manera sobre la fo´rmula que
utiliza e1 se tiene que e
t
1(P (θ),∇P (θ))t = P (θ) luego el sesgo esta constituido por el segundo
sumando o sea el sesgo es
1
2
µ2(K)tr(H
tHP (θ)H)
3.10.1. Me´todos de seleccio´n de ventanas
Veremos el me´todo de validacio´n cruzada. Recordemos que la suma de los cuadrados residuales
es:
SCR(H) = N−1
∑N
i=1{Xi − mˆH(Θi)}2
Existe el problema que en el SCR el Xi es usado en el ca´lculo de mˆH(Θi) para predecirse a
el mismo. Como consecuencia, la SCR puede hacerse tan pequen˜o como se quiera haciendo
H −→ 0. Esto conduce a la funcio´n de validacio´n cruzada.
CV (H) = N−1
∑N
i=1{Xi − mˆH,−i(Θi)}2
En esta funcio´n se reemplaza mˆH(Θi) con el estimador
mˆH,−i(Θi) =
Σj 6=1KH(Θi −Θj)Xj
Σj 6=1KH(Θi −Θj)
lo cual es equivalente a otros enfoques que multiplican cada te´rmino por una funcio´n de penali-
zacio´n. Para el estimador de Nadaraya-Watson queda
CV (H) =
1
N
∑N
i=1{Xi − mˆH,−i(Θi)}2 =
1
N
∑N
i=1{Xi − mˆH,−i(Θi)}2
{
Xi − mˆH,−i(Θi)
Xi − mˆH(Θi)
}2
y
Xi − mˆH(Θi)
Xi − mˆH,−i(Θi) =
∑
jKH(Θi −Θj)Xj −Xi
∑
jKH(Θi −Θj)∑
j 6=iKH(Θi −Θj)Xj −Xi
∑
j 6=iKH(Θi −Θj)
·
∑
j 6=iKH(Θi −Θj)∑
jKH(Θi −Θj)
= 1− KH(0)∑
jKH(Θi −Θj)
Entonces el enfoque de validacio´n cruzada es equivalente al de la funcio´n de penalizacio´n
y comparte las mismas propiedades asinto´ticas. La validacio´n cruzada es equivalente a la
validacio´n cruzada generalizada (Craven y Wahba, 1979). Ha¨rdle, Hall y Marron (1988) muestran
la optimalidad asinto´tica del ancho de banda obtenido, aunque la tasa de convergencia es lenta.
Una mejora en la seleccio´n del ancho de banda es discutida en Ha¨rdle, Hall y Marron (1992).
Me´todos de seleccio´n de anchos de banda distintos a los de validacio´n cruzada pueden ser
encontrados en Fan y Gijbels (1996).
Cap´ıtulo 4
Modelo iso´tono
En este cap´ıtulo presentaremos un me´todo no parame´trico para estimar las curvas caracter´ıs-
ticas del ı´tem (CCI) cuando deben ser mono´tonas. Primero, se mostrara´ el caso unidimensional
para luego generalizarlo al caso multidimensional.
Se trata de un procedimiento de dos etapas, en la primera etapa se utiliza un estimador no
parame´trico de la curva caracter´ıstica del ı´tem mediante regresio´n no parame´trica basada en
nu´cleos, y en la segunda etapa, usando el resultado anterior, se estimara´ la funcio´n de densidad
de la inversa de la CCI.
Al integrar esta funcio´n de densidad obtenemos un estimador iso´tono de la inversa de la CCI,
que se simetriza respecto a la bisectriz del cuadrado unidad para obtener el estimador de la CCI.
Tambie´n presentamos el caso multidimensional donde se procede coordenada a coordenada para
obtener un estimador de la CCI iso´tono en cada dimensio´n.
En lo que se refiere a estimar funciones de regresio´n mono´tonas encontramos gran variedad
de me´todos como los de Cheng y Lin (1981), Wright (1981), Friedman y Tibshirani (1984),
Delecroix y Thomas-Agnan (2000), Gijbels (2005) y Mammen (1991). Brunk (1955) propone
un me´todo que es modificado por Mukerjee (1988) para obtener estimadores con propiedades
similares a los de regresio´n no parame´trica; Ramsay (1998), Kelly y Rice (1990) proponen
utilizar splines. El procedimiento de Ramsay (1998) es semiparame´trico y es va´lido cuando la
funcio´n de regresio´n satisface una ecuacio´n diferencial de segundo orden por lo que es en general
no consistente. Finalmente, Hall y Huang (2001) utilizan el estimador basado en nu´cleos con
los pesos modificados y Dette, Neumeyer y Pilz (2006) utilizan un estimador en dos etapas.
Lee (2007) estudio´ el desempen˜o de tres me´todos no parame´tricos para estimar la CCI y
compara el modelo de Ramsay con la regresio´n iso´tona y la regresio´n iso´tona suavizada. Los
me´todos de regresio´n iso´tona y de regresio´n iso´tona suavizada estiman la CCI bajo restricciones
de monotonicidad.
Bajo la restriccio´n de monoton´ıa de las CCI, Lee (2002) propuso el uso de estimaciones
basadas en regresiones iso´tonas, las cuales son motivadas a partir de Barlow et al. (1972) y
Robertson, Wright y Dykstra (1988). La regresio´n iso´tona es un me´todo de mı´nimos cuadrados
para ajustar datos bajo restricciones de orden. Afirmar que la funcio´n estimada es iso´tona
implica que las funciones elegidas para ajustar los datos son funciones no decrecientes de la
variable independiente. La regresio´n iso´tona para la estimacio´n de la CCI la definen como sigue:
Definicio´n 4.0.1. Consideremos en la habilidad de los examinados el siguiente orden simple
θ1 ≤ θ2 ≤ ... ≤ θk. Sea P (θ) una funcio´n dada de θ y sea F la familia de todas las funciones
iso´tonas de θ. Entonces, P ∗(θ) es la CCI estimada mediante regresio´n iso´tona si y solo si P ∗(θ) es
iso´tona y minimiza
∑[
P (θ)− Pˆ (θ)
]2
, donde Pˆ (θ) es un miembro de F. De aqu´ı, P ∗(θ) cumple
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la restriccio´n P ∗(θ1) ≤ P ∗(θ2) ≤ ... ≤ P ∗(θk).
La solucio´n ma´s ampliamente usada para computar la regresio´n iso´tona es el algoritmo Pool-
Adjacent-Violators (PAV) (Barlow et al., 1972; Hanson, Pledger and Wright, 1973). La solucio´n
de la regresio´n iso´tona a trave´s del algoritmo de PAV se obtiene como sigue:
Paso 1: Ordenar los pares (θj, P (θj)) de todos los sujetos mediante la primera componente θ
.
Paso 2: Se comienza con P (θ(1)), y se sigue en orden creciente o sea nos movemos a la derecha.
Se para si el par (P (θ(j)), P (θ(j+1)) viola la restriccio´n de monoton´ıa. Se toma P (θ(j)) y su
adyacente P (θ(j+1)) y se remplazan ambos por el promedio:
P ∗(θ(j)) = P ∗(θ(j+1)) =
P (θ(j)) + P (θ(j+1))
2
Paso 3: Se verifica que P (θ(j−1)) ≤ P ∗(θ(j)). Si no es as´ı, el conjunto {P (θ(j−1)), P (θ(j)), P (θ(j+1))}
se reemplaza por el promedio
P ∗(θ(j)) = P ∗(θ(j−1)) = P ∗(θ(j+1)) =
P (θ(j−1)) + P (θ(j)) + P (θ(j+1))
3
Se continu´a a la izquierda tanto como sea necesario, hasta que los requisitos de monoton´ıa son
satisfechos y entonces se continu´a nuevamente a la derecha. La solucio´n final es la estimacio´n
de la CCI iso´tona. Sin embargo, el me´todo puede provocar que la funcio´n iso´tona resultante sea
una funcio´n escalera si se analiza un pequen˜o grupo de examinados, o la monoton´ıa en algu´n
P (θ) es violada porque la probabilidad de las CCI fue remplazada por sus promedios. Bajo tales
situaciones, la regresio´n iso´tona de las CCI son usualmente no muy suaves, pero no decrecientes.
Los estimados de las CCI mediante regresio´n iso´tona suavizada son obtenidos primero iso-
tonizando los datos a trave´s del algoritmo PAV y luego suavizando las funciones de regresio´n
iso´tona usando un nu´cleo con un ancho de banda apropiado (Lee, 2002). La CCI resultante es
generalmente ma´s suave que la obtenida usando la estimacio´n de la CCI mediante regresio´n
iso´tona.
Si observamos detenidamente el procedimiento vemos que es escencialmente constructivo y
nada garantiza la consistencia del estimador.
En este cap´ıtulo nos basaremos en el estimador propuesto por Dette, Neumeyer y Pilz (2006)
para estimar regresiones mono´tonas en el intervalo [0, 1]. Consideramos que el me´todo propuesto
es una alternativa atractiva para estimar las CCI en casos en que estas deban ser crecientes,
como por ejemplo en los contextos educativos.
Es un me´todo de mucha flexibilidad, muy elegante y no iterativo. Esta es una ventaja impor-
tante respecto a los me´todos parame´tricos, tanto cuando se trata de modelos unidimensionales
como en los modelos multidimensionales. Es justamente en el caso multidimensional donde
aparece toda su potencia respecto a los me´todos parame´tricos ya que la cantidad de iteraciones
en estos u´ltimos es elevada. Tambie´n se obtienen funciones suaves a partir del me´todo original
cosa que no es as´ı en otros procedimientos no parame´tricos.
Podemos mencionar como limitante que al trabajar en el intervalo [0, 1] no obtenemos la
distribucio´n original del rasgo y la estimacio´n de las CCI en el dominio de la habilidad. Sin
embargo, esta dificultad es aparente dado que las escalas son equivalentes ante transformaciones
mono´tonas. Si conocemos la distribucio´n del rasgo en el caso unidimensional o las marginales
en el caso multidimensional se obtendra´n las escalas originales. Otra caracter´ıstica importante
es que la dimensio´n del rasgo latente debe ser reducida ya que la cantidad de observaciones
necesarias para una correcta estimacio´n crece potencialmente con el nu´mero de dimensiones.
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4.1. Modelo iso´tono
Como dijimos, nuestro enfoque se basa en el me´todo desarrollado por Dette, Neumeyer y Pilz
(2006). Mostraremos un estimador no parame´trico para las CCI cuando son iso´tonas. Como se
explico´ previamente, este es un supuesto habitual en TRI.
Dette et al. (2006) propusieron un me´todo para estimar funciones mono´tonas a partir de
estimadores no mono´tonos. Estos autores consideran funciones estrictamente mono´tonas en
[0, 1] con derivadas positivas.
Supongamos que la habilidad τ tiene distribucio´n F (τ), y sea P ∗(τ) la CCI la cual es mono´tona
creciente y derivable. Notemos por θ = F (τ), y P (θ) = P ∗(F−1(θ)) = P ∗(τ). Es claro que P (θ)
es creciente en [0, 1], por lo tanto podemos suponer sin pe´rdida de generalidad que el rasgo tiene
distribucio´n uniforme en el intervalo unidad.
En este contexto, sean U1, ..., UT una muestra de variables aleatorias con distribucio´n uniforme
en [0, 1], Kd es un nu´cleo, y hd una ventana. Entonces,
1
Thd
∑T
i=1Kd(
P (Ui)−u
hd
)
es el estimador de la densidad de P (U).
Para u ∈ [P (0), P (1)] tenemos que
P (P (U) ≤ u) = P (U ≤ P−1(u)) = ∫ P−1(u)
0
dt =
∫ u
P (0)
(P−1)′(z)dz
luego la densidad de P (U) es (P−1)′(u)χ[P (0),P (1)](u). Entonces integrando,
1
Thd
∫ θ
−∞
∑T
i=1Kd(
P (Ui)−u
hd
)du
es un estimador consistente de P−1 en θ.
Es natural reemplazar P (Ui) mediante un estimador de la CCI valorado en un conjunto de
puntos igualmente espaciados en [0, 1], lo cual realizaremos en nuestro caso mediante el modelo
no parame´trico basado en el estimador de Nadaraya-Watson de regresio´n no parame´trica o en
el modelo basado en el estimador mediante nu´cleos de polinomios locales de grado 1. Veamos el
proceso con el estimador de Ramsay, entonces, en el contexto de nuestro enfoque, tomemos una
grilla 0, 1
T
, .., i
T
, .., 1, y usemos el estimador no parame´trico de la regresio´n en cada punto
(4.1) P̂ ( i
T
) =
∑N
j=1 Kr(
i
T
−θ̂j
hr
)Xj∑N
j=1Kr(
i
T
−θ̂j
hr
)
donde Kr y hr son el nu´cleo y la ventana del estimador de regresio´n.
Entonces, el inverso de la CCI mono´tona en θ sera´
(4.2) P̂−1(θ) = 1
Thd
∫ θ
−∞
∑T
i=1Kd(
P̂ ( i
T
)−u
hd
)du
Finalmente, el estimador de P̂ se obtiene por reflexio´n de P̂−1 con respecto a y = x.
Para ilustrar el caso multidimensional veremos como proceder en dos dimensiones. Supon-
gamos una CCI creciente en cada rasgo y que el estimador de la CCI se obtuvo como se vio
previamente usando regresio´n no parame´trica en dos dimensiones.
(4.3) P̂i(θ1, θ2) =
∑N
k=1 Kr(
θ̂1i−θ1
h1
,
θ̂2i−θ2
h2
)Xik∑N
k=1Kr(
θ̂1k−θ
h1
,
θ̂2k−θ
h2
)
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donde e Kr es un nu´cleo de dimensio´n dos, con soporte compacto C ⊂ [0, 1]2. Tambie´n
suponemos que tanto el nu´cleo, las ventanas y las funciones utilizadas para estimar los rasgos
cumplen las hipo´tesis requeridas para que este estimador sea consistente.
Tomemos una grilla 0, 1
T
, .., i
T
, .., 1 para θ1 y una grilla 0,
1
T
, .., j
T
, .., 1 para θ2
Para cada θ2 ∈ (0, 1) fijo, consideremos el estimador
(4.4) Ĥ−1(θ1|θ2) = 1Thd
∫ θ1
−∞
∑T
i=1Kd(
P̂ ( i
T
,θ2)−u
hd
)du
La funcio´n Ĥ−1(θ1|θ2) es estrictamente creciente en θ1 para cada θ2 fijo.
Podemos calcular el inverso (como funcio´n de θ1) para obtener Ĥ(θ1|θ2).
Para cada θ1 ∈ (0, 1) fijo, calculamos
(4.5) P̂ ∗−1(θ1, θ2) = 1Thd
∑T
j=1
∫ θ2
−∞Kd(
H(θ1| jT )−u
hd
)du
Finalmente, P̂ ∗(θ1, θ2) se calcula mediante la inversa (como funcio´n de θ2).
El algoritmo ser´ıa:
Paso 1 Usando el procedimiento estandar para cada 1 ≤ i ≤ T , y 1 ≤ j ≤ T , calcular
P̂ (
i
T
,
j
T
)
Paso 2 Para cada j
T
con 1 ≤ j ≤ T , calcular H−1(θ1| jT ) mediante
(4.6) Ĥ−1(θ1| jT ) = 1Thd
∫ θ1
−∞
∑T
i=1Kd(
P̂ ( i
T
, j
T
)−u
hd
)du
Paso 3 Invirtiendo con respecto a θ1, obtenemos Ĥ(θ1| jT ) with 1 ≤ j ≤ T
Paso 4 Calcular
P̂ ∗−1(θ1, θ2) = 1Thd
∑T
j=1
∫ θ2
−∞Kd(
H(θ1| jT )−u
hd
)du
Paso 5 Invirtiendo respecto a θ2, obtenemos P̂ ∗(θ1, θ2).
4.2. Propiedades del estimador cuando el rasgo es medi-
do sin error
Veremos las propiedades del estimador en el caso ma´s simple donde se puede aplicar di-
rectamente el modelo de regresio´n. Supondremos que el rasgo es conocido o medido sin error
y sin pe´rdida de generalidad que las respuestas son continuas en [0,1] y se quiere estimar la
esperanza condicional de las respuestas con respecto al rasgo. Trabajaremos en una dimensio´n
pues la extensio´n de los resultados a una dimensio´n mayor es clara. Para mantener la notacio´n
pondremos E(Xi|Θ) = P (Θ) . Consideremos el modelo
Xi = P (Θi) + σ(Θi)εi, i = 1, ..., N
donde {Θi, Xi} i = 1, .., N es una muestra bivariada de observaciones independientes ide´nti-
camente distribuidas tales que Θi tiene densidad f dos veces continuamente diferenciable, con
soporte compacto [0, 1]. Asumiremos que las variables aleatorias εi son i.i.d. con E(εi) = 0,
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E(ε2i ) = 1 y momento cuarto finito. Tambie´n asumiremos que la funcio´n σ : [0, 1] → R+ y la
funcio´n de P son continuas y dos veces continuamente diferenciables, respectivamente.
Vimos ma´s arriba que si Θi ∼ f entonces 1Thd
∑T
i=1Kd(
Θi−θ
hd
) = f̂(θ) es un estimador de la
densidad f y
(4.7) P̂−1I (θ) =
∫ θ
−∞
1
Thd
T∑
i=1
Kd(
P̂ ( i
T
)− u
hd
)du
Definamos
(4.8) P−1T (θ) =
∫ θ
−∞
1
Thd
T∑
i=1
Kd(
P ( i
T
)− u
hd
)du
Supondremos que Kd y Kr tienen soporte compacto, por ejemplo, sin pe´rdida de generalidad
en [-1,1].
Hay dos resultados principales uno sobre una aproximacio`n de PT (θ) a P (θ) y otro que
obtiene la distribucio´n asinto´tica.
El primer resultado establece que si las hipo´tesis mencionadas se cumplen y adema´s P es
estrictamente creciente entonces para todo θ ∈ [0, 1] conP ′(θ) > 0
(4.9) PT (θ) = P (θ) + κ2(Kd)h
2
d
P ′′(θ)
(P ′(θ))2
+ o(hd) +O(
1
Thd
)
donde κ2(K) =
1
2
∫ 1
−1 v
2K(v)dv
El resultado asinto´tico establece que´ si P̂I y PT denotan las inversas de las funciones P̂
−1
I y
P−1T . Si l´ımn→∞
hr
hd
= c ∈ [0,∞), existe entonces tenemos, que para θ ∈ (0, 1) con P ′(θ) > 0,
√
Nhd
(
P̂I(θ)− PT (θ)− κ2(Kr)h2r
(
P ′′f+2P ′f ′
f
)
(θ)
)
⇒ N(0, s2(θ))
donde la varianza asinto´tica esta´ dada por
s2(θ) = σ
2(θ)P ′(θ)
f(θ)
∫ ∫ ∫
Kd(w + cP
′(θ)(v − u))Kd(w)Kr(u)Kr(v)dwdudv
.
Si l´ımn→∞ hrhd =∞ tenemos que para todo θ ∈ (0, 1) con P ′(θ) > 0,√
Nhd
(
P̂I(θ)− PT (θ)− κ2(Kr)h2r
(
P ′′f+2P ′f ′
f
)
(θ)
)
⇒ N(0, s˜2(θ))
donde la varianza asinto´tica esta´ dada por s˜2(θ) = σ
2(θ)
f(θ)
∫
K2r (u)du.
Observacio´n 4.2.1. P̂−1I = 1 si θ > max
T
i=1P̂ (
i
T
) + hd y P̂
−1
I = 0 si θ < min
T
i=1P̂ (
i
T
)− hd
Dado que P̂−1I =
∑T
i=1
∫ θ
−∞
1
Thd
Kd(
P̂ ( i
T
)−u
hd
)du como Kd tiene soporte [-1,1] entonces Kd = 0
si para todo i se cumple alguna de las desigualdades

P̂ ( i
T
)−u
hd
> 1
P̂ ( i
T
)−u
hd
< −1
o lo que es lo mismo
P̂ ( i
T
)− hd > u, o P̂ ( iT ) + hd < u para todo i.
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Si θ < minTi=1P̂ (
i
T
) − hd, para todo u ∈ (−∞, θ] y para todo i se cumple u < P̂ ( iT ) − hd
entonces P̂−1I (θ) = 0. Si θ > max
T
i=1P̂ (
i
T
) + hd entonces tenemos que∫ θ
−∞
1
Thd
∑T
i=1Kd(
P̂ ( i
N
)−u
hd
)du =
∫ minP̂ ( i
T
)−hd
−∞
1
Thd
∑T
i=1Kd(
P̂ ( i
N
)−u
hd
)du+∫ maxP̂ ( i
T
)+hd
minP̂ ( i
T
)−hd
1
Thd
∑T
i=1Kd(
P̂ ( i
N
)−u
hd
)du+
∫ +∞
maxP̂ ( i
T
)+hd
1
Thd
∑T
i=1 Kd(
P̂ ( i
N
)−u
hd
)du = 1
ya que la primera y u´ltima integral valen 0 por verificarse las desigualdades vistas ma´s arriba
y la segunda integral vale 1, ya que el nu´cleo tiene soporte [−1, 1].
Observacio´n 4.2.2. Tenemos que P−1T (θ) =
∫ 1
0
χ{P (x)≤θ}dx+ o(1) dado que∫ θ
−∞
1
Thd
∑T
i=1 Kd(
P ( i
N
)−u
hd
)du→ ∫ θ−∞(P−1(u))′du = P−1(θ) = ∫ P−1(θ)0 dθ =∫ 1
0
χ{P−1(θ)≥x}dx =
∫ 1
0
χ{P (x)≤θ}dx
Observacio´n 4.2.3. Tambie´n se cumple que
∫ 1
0
χ{P (x)≥θ}dx = P−1(θ) = inf{u : P (u) > θ}
Observacio´n 4.2.4. P−1T es estrictamente creciente si maxi=1..T−1[P (
i+1
T
)− P ( i
T
)] < 2hd.
Sea θ2 > θ1 PT (θ2)−PT (θ1) = 1Thd
∫ θ2
θ1
∑T
i=1 Kd(
P ( i
N
)−u
hd
)du y este te´rmino es positivo excepto
si Kd(
P ( i
N
)−u
hd
) = 0 para todo i y u ∈ (θ1, θ2). Como Kd tiene soporte [-1,1] entonces esto se
verifica si | P ( iT )−u
hd
|> 1 ∀i y u ∈ (θ1, θ2) o sea | P ( iT )− u |> hd.
Si maxi=1..T−1[P ( i+1T )−P ( iT )] < 2hd, entonces, si u ∈ [P ( iT ),
P ( i+1
T
)+P ( i
T
)
2
], entonces, | P ( i
T
)−
u |< hd y si u ∈ [P (
i
T
)+P ( i+1
T
)
2
, P ( i+1
T
)], entonces | P ( i+1
T
)− u |< hd luego; ∀u ∈ (θ1, θ2), existe i
tal que Kd(
P ( i
N
)−u
hd
) > 0.
Igualmente P̂−1I es estrictamente creciente si maxi=1..T−1[P̂ (
i+1
T
)− P̂ ( i
T
)] < 2hd.
Las condiciones anteriores se cumplen para T y N suficientemente grandes por la continuidad
de P y su estimacio´n P̂ .
Consideremos para hacer ma´s simple la notacio´n que el nu´mero T de puntos en la grilla es
igual al taman˜o muestral N por lo que de ahora en adelante T=N
Lema 4.2.5. Si el nu´cleo K es acotado y P es derivable entonces
(4.10) P−1T (θ) =
∫ 1
0
∫ θ
−∞K(
P (x)−u
hd
)du
hd
dx+O( 1
Thd
)
Demostracio´n. Como T=N sea g(N, h) =
∫ θ
−∞
1
hd
∑N
i=1
1
N
K(
P ( i
N
)−u
hd
)du−∫ θ∞ 1hd ∫ 10 K(P ( iN )−uhd )dxdu
luego tenemos
(4.11) Ng(N, h) =
∫ θ
−∞
1
hd
∑N
i=1 K(
P ( i
N
)−u
hd
)du−N ∫ θ∞ 1hd ∫ 10 K(P ( iN )−uhd )dxdu
Como
∫ θ
−∞
1
hd
K(P (x)−u
hd
)du =
∫ θ
P (x)−hd
1
hd
K(P (x)−u
hd
)du =
∫ θ−P (x)
hd
−1 K(z)dz entonces 4.11 se trans-
forma en
(4.12)
∑N
i=1[
∫ 1
0
∫ θ−P ( iN )
hd
−1 K(z)dz −
∫ 1
0
∫ θ−P (x)
hd
−1 K(z)dzdx] ≤
∑N
i=1
∫ 1
0
∫ θ−P ( iN )
hd
θ−P (x)
hd
K(z)dz
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Como K(z) esta´ acotado por C y usando 4.12 resulta que:∫ θ−P ( iN )
hd
θ−P (x)
hd
K(z)dz ≤ C
hd
(P (
i
N
)−P (x)) ≤ C
hd
N∑
i=1
∫ 1
0
(P (
i
N
)−P (x))dx = C
hd
N∑
i=1
∫ 1
0
C1((
i
N
)−x)dx ≤
≤ CC1
hd
N∑
i=1
((
i
N
)− 1
2
) =
C2
hd
(
N(N + 1)
2N
−N 1
2
) =
C2
2hd
Entonces Nhg(N, h) ≤ C2 o sea g(N, h) = O( 1Nh)
Si tomamos N y T cualesquiera tambie´n
P−1T (θ) =
∫ 1
0
∫ θ
−∞
K(
P (x)− u
hd
)
du
hd
dx+O(
1
Thd
)
Lema 4.2.6. Si P es estrictamente creciente y las hipo´tesis ya vistas entonces:
para todo θ ∈ (P (0), P (1)) con (P−1)′(θ) > 0
(4.13) P−1T (θ) = P
−1(θ) + κ2(Kd)h2d(P
−1)′′ + o(h2d) +O(
1
Thd
)
con κ2(K) =
1
2
∫ 1
−1 v
2K(v)dv.
Demostracio´n. Kd tiene soporte [−1, 1] usando el lema anterior debe ser entonces
−1 ≤ P (x)−u
hd
≤ 1 o sea u ≥ P (x)−hd y u ≤ P (x)+hd. Para ese x se cumple que P (x)−hd = θ
lo que implica que varia entre 0 y P−1(θ+ hd) y u varia entre P (x)− hd y θ, entonces llamando
A(hd) =
∫ 1
0
∫ θ
−∞Kd(
P (x)−u
hd
)du
hd
dx =
∫ P−1(θ+hd)
0
∫ θ
P (x)+hd
Kd(
P (x)−u
hd
)du
hd
dx =∫ P−1(θ−hd)
0
∫ θ
P (x)−hd Kd(
P (x)−u
hd
)du
hd
dx+
∫ P−1(θ+hd)
P−1(θ−hd)
∫ θ
P (x)−hd Kd(
P (x)−u
hd
)du
hd
dx
En la primera integral haciendo el cambio de variable −w = P (x)−u
hd
y luego aplicando partes
∫ P−1(θ−hd)
0
∫ θ
P (x)−hd Kd(
P (x)−u
hd
)du
hd
dx =
∫ P−1(θ−hd)
0
∫ −P (x)+θ
hd
−1 Kd(w)dwdx =
(4.14) = x
∫ θ−P (x)
hd
−1 K(w)dw |P−1(θ−hd)0 +
∫ P−1(θ+hd)
0
xKd(
θ−P (x)
hd
)P
′(x)
hd
dx
donde la u´ltima integral vale cero ya que x ∈ [0, P−1(θ − hd)].
Recordemos que Kd 6= 0 si | θ−P (x)hd |< 1 o sea P (x) ∈ [θ − hd, θ + hd] .Como P es mono´tona
debe ser x ∈ [P−1(θ − hd), P−1(θ + hd)] pero en nuestro caso x ∈ [0, P−1(θ − hd)], entonces
Kd = 0 luego la u´ltima integral vale cero.
La segunda integral de 4.14 es igual a:∫ P−1(θ+hd)
P−1(θ−hd)
∫ θ
P (x)−hd Kd(
P (x)−u
hd
)du
hd
dx =
∫ 1
0
χ{P−1(θ − hd) ≤ x ≤ P−1(θ + hd)}
∫ θ
P (x)−hd Kd(
P (x)−u
hd
)du
hd
dx
Haciendo el cambio de variables v = P (x)−u
hd
resulta que:
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∫ 1
0
χ{P−1(θ − hd) ≤ x ≤ P−1(θ + hd)}
∫ P (x)−θ
hd
1 −Kd(v)dvdx =
=
∫ 1
0
χ{P−1(θ − hd) ≤ x ≤ P−1(θ + hd)}
∫ 1
P (x)−θ
h
Kd(v)dvdx
Haciendo el cambio de variables z = P (x)−θ
hd
en las indicatrices tenemos:
∫ P (1)−θ
hd
P (0)−θ
hd
χ{−1 ≤ z ≤ 1} ∫ 1
z
hdKd(v)(P
−1)′(θ + hz)dz = hd
∫ 1
−1
∫ 1
z
Kd(v)(P
−1)′(θ + hz)dz
Entonces, A(hd) = P
−1(θ − hd) + hd
∫ 1
−1(P
−1)′(θ + hz)
∫ 1
z
Kd(v)dvdz. Aplicamos Taylor y
P−1(θ − hd) = P−1(θ)− (P−1)′(θ)(hd) + (P−1)′′(θ)h
2
d
2
+ o(h2d)
(P−1)′(θ + zhd) = (P−1)′(θ) + (P−1)′′(θ)(zhd) + o(hd)
Remplazando resulta A(hd) = P
−1(θ)− (P−1)′(θ)(hd) + (P−1)′′(θ)h
2
d
2
+ o(h2d)+
hd
∫ 1
−1[(P
−1)′(θ) + (P−1)′′(θ)(zhd) + o(hd)]
∫ 1
z
Kd(v)dvdz
Como
∫ 1
−1
∫ 1
z
Kd(v)dvdz = 1 (observacio´n 4.2.7) resulta hd
∫ 1
−1(P
−1)′(θ)
∫ 1
z
Kd(v)dvdz =
hd(P
−1)′(θ). Entonces,
A(hd) = P
−1(θ)+(P−1)′′(θ)h
2
d
2
+o(h2d)+hd
∫ 1
−1(P
−1)′′(θ)zhd
∫ 1
z
Kd(v)dvdz+hd(o(hd))
∫ 1
−1
∫ 1
z
Kd(v)dvdz
luego A(hd) = P
−1(θ) + h2d(P
−1)′′(θ)
(
1
2
+
∫ 1
−1 z
∫ 1
z
Kd(v)dvdz
)
+ o(h2d)
Apliquemos partes a:∫ 1
−1
z
∫ 1
z
Kd(v)dz =
z2
2
∫ 1
z
Kd(v)dv |1−1 +
∫ 1
1
z2
2
Kd(z)dz =
−1
2
+
∫ 1
−1
z2
2
Kd(z)dz =
entonces obtenemos
∫ 1
−1
z2
2
Kd(z)dz =
1
2
+
∫ 1
−1 z
∫ 1
z
Kd(v)dvdz.
Ahora llamamos κ2(Kd) =
∫ 1
−1
z2
2
Kd(z)dz =
1
2
+
∫ 1
−1 z
∫ 1
z
Kd(v)dvdz luego
A(hd) = P
−1(θ) + P−1′′(θ)h2dκ2(Kd) + o(h
2
d)
Por el lema 4.2.5 sabemos que
P−1T (θ) =
∫ 1
0
∫ θ
−∞Kd(
P (x)−u
hd
)du
hd
dx+O( 1
Thd
) = P−1(θ) + P−1′′(θ)h2dκ2(Kd) + o(h
2
d) +O(
1
Thd
)
lo que prueba el lema.
Observacio´n 4.2.7. Probemos aplicando partes que
∫ 1
−1
∫ 1
z
Kd(v)dvdz = 1∫ 1
−1Kd(v)dvdz = 1 = z
∫ 1
z
Kd(v)dv |1−1 −
∫ 1
−1 z(−Kd(z))dz = 1−Kd(1)
∫ 1
1
zdz+
∫ 1
−1 zKd(z)dz = 1
Definicio´n 4.2.8. Sea θ fijo. DefinamosM = {H ∈ C2[0, 1] : H ′ > 0 en [0, 1] el cual contiene a θ en el
interior de la imagen, es decir θ ∈ int(H[0, 1])}
Definicio´n 4.2.9. Definimos φ : M → [0, 1] dada por φ(H) = H−1(t).
Tambie´n definimos para H1, H2 ∈M Q[0, 1]→ R dada por λ→ φ(H1 + λ(H2 −H1))
o sea Q(λ) = φ(H1 + λ(H2 −H1)) = (H1 + λ(H2 −H1))−1(t)
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Lema 4.2.10. El mapa Q : [0, 1]→ R es dos veces diferenciable con
Q′(λ) = H2−H1
H′1+λ(H
′
2−H′1) ◦ (H1 + λ(H2 −H1))
−1(t)
Q′′(λ) = Q′(λ).
{
−2 H′2−H′1
H′1+λ(H
′
2−H′1) +
(H2−H1)(H′′1 +λ(H′′2−H′′1 ))
(H′1+λ(H
′
2−H′1))2
}
◦Q(λ)
Demostracio´n. Sea F (x, y) = (H1 + x(H2 −H1)(y)− t entonces
F (λ,Q(λ)) = (H1 + λ(H2 −H1))(H1 + λ(H2 −H1))−1(t)− t = t− t = 0
Es fa´cil ver que el dominio de Q se puede extender a un entorno de [0, 1] entonces aplicamos el
teorema de la Funcio´n Impl´ıcita.
Definimos y = Q(x), o sea, consideramos F (x,Q(x)). En λ tenemos que F (λ,Q(λ)) = 0
entonces existe Q′(λ) y se puede calcular como ∂Q(λ)
∂λ
= −Fx
Fy
evaluado en (λ,Q(λ)).
Resulta ∂F
∂x
= (H2 −H1)(y) y tambie´n ∂F∂y = ∂H1∂y + x∂(H2−H1)(y)∂y = H ′1(y) + x(H ′2 −H ′1)(y)
Entonces ∂Q(x)
∂x
(λ) = − (H2−H1)(y)
H′1(y)+x(H
′
2−H′1)(y) |(λ,Q(λ))
Q′(λ) = − (H2−H1)(Q(λ))
H′1(Q(λ))+λ(H
′
2−H′1)(Q(λ)) = −
(H2−H1)
H′1+λ(H
′
2−H′1) ◦ (H1 + λ(H2 −H1)
−1(t)
Para la derivada segunda derivamos la derivada primera. A partir de
Q′(λ) = − (H2−H1)(Q(λ)))
H′1(Q(λ))+λ(H
′
2−H′1)(Q(λ))
La derivada del numerador es: [(H2 −H1)(Q(λ))]′ = (H ′2 −H ′1)(Q(λ))Q′(λ), la derivada del
denominador es:
[H ′1(Q(λ))+λ(H
′
2−H ′1)Q(λ)]′ = H”1(Q(λ))Q′(λ)+(H ′2−H ′1)(Q(λ))+λ(H”2−H”1)(Q(λ))Q′(λ)
Entonces, Q′′(λ) = −[ (H′2−H′1)(Q(λ)Q′(λ))(H′1Q(λ))+λ(H′2−H′1)(Q(λ))
[H′1(Q(λ))+λ(H
′
2−H′1)(Q(λ))]2 −
− (H2−H1)(Q(λ))(H”1(Q(λ))Q′(λ)+(H′2−H′1)(Q(λ))+λ(H”2−H”1)(Q(λ))Q′(λ))
[H′1(Q(λ))+λ(H
′
2−H′1)(Q(λ))]2 ]
Agrupando resulta que: Q′′(λ) = (H2−H1)(Q(λ))(H
′
2−H′1)(Q(λ))
[H′1(Q(λ))+λ(H
′
2−H′1)(Q(λ))]2 −
−Q′(λ)[((H′2−H′1)(H′1+λ(H′2−H′1))(Q(λ))−(H2−H1)(Q(λ))[H′′1 (Q(λ))+λ(H′′2−H′′1 )Q(λ)]]
[H′1(Q(λ))+λ(H
′
2−H′1)(Q(λ))]2
Entonces tenemos que:
Q′′(λ) = −Q
′(λ)(H′2−H′1)(Q(λ))
[H′1(Q(λ))+λ(H
′
2−H′1(Q(λ))] −
Q′(λ)(H′2−H′1)(Q(λ))
[H′1(Q(λ))+λ(H
′
2−H′1(Q(λ))]+
Q′(λ)(H2−H1)(Q(λ))[H′′1Q(λ)+λ(H′′2−H′′1 )](Q(λ))
[H′1(Q(λ))+λ(H
′
2−H′1(Q(λ))]2
Finalmente resulta Q(λ)′′ = Q′(λ)
(
−2(H′2−H′1)
[H′1+λ(H
′
2−H′1] +
[H2−H1][H′′1 +λ(H′′2−H′′1 )]
[H′1+λ(H
′
2−H′1)2]
)
(Q(λ))
Lema 4.2.11. Si P es estrictamente creciente y las hipo´tesis anteriores se cumplen entonces
para todo θ ∈ [0, 1] con P ′(θ) > 0
(4.15) PT (θ) = P (θ) + κ2(Kd)h
2
d
P ′′(θ)
(P ′(θ))2
+ o(hd) +O(
1
Thd
)
donde κ2(K) =
1
2
∫ 1
−1 v
2K(v)dv
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Demostracio´n. Como estamos suponiendo que T=N probaremos
PN(θ) = P (θ) + κ2(Kd)h
2
d
P ′′(θ)
(P ′(θ))2
+ o(hd) +O(
1
Nhd
)
Por definicio´n tenemos que PN(θ) = φ(P
−1
N (θ)) entonces,
PN(θ)− P (θ) = φ(P−1N )(θ)− φ(P−1)(θ) = Q(1)−Q(0) = Q′(λ∗) con λ∗ ∈ [0, 1].
Donde hemos considerado Q(λ) = φ(P−1 + λ(P−1N − P−1)) tomando H1 = P−1, H2 = P−1N .
Como Q′(λ) = − (H2−H1)
H′1+λ(H
′
2−H′1) ◦ (H1 + λ(H2 −H1))
−1(θ) en nuestro caso tenemos que
Q′(λ∗) = − (P−1N −P−1)
P−1′+λ∗((P−1N −P−1)′)
◦(P−1 + λ∗(P−1N − P−1))−1(θ)
Por el lema 4.2.6 P−1 +λ∗(P−1N −P−1 → P−1, entonces, θN = (P−1 +λ∗(P−1N −P−1)−1(θ)→
P (θ)
Aplicando el teorema del valor medio
(P−1N − P−1)(θN)− (P−1N − P−1)(P (θ)) = (P−1N − P−1)′(η)(θN − P (θ))
con η − P (θ) ≤ θN − P (θ). Ahora
(P−1N −P−1)′(η) = (P−1N )′(η)−(P−1
′
)(η) = [
∫ η
−∞
∫ 1
0
1
hd
Kd(
P (x)−u
hd
)dxdu+O( 1
Nhd
)]′(η)−P−1′(η) =
=
∫ 1
0
1
hd
Kd(
P (x)−η
hd
)dx− P−1′(η) +O( 1
Nhd
)
A partir de la igualdad∫ 1
0
∫ η
−∞Kd(
P (x)−u
hd
)du
hd
dx = P−1(η) + P−1′′(θ)h2dκ2(Kd) + o(h
2
d)
obtenemos
∫ 1
0
Kd(
P (x)−η
hd
) 1
hd
dx = (P−1)′(η) +O(h2d) reemplazando queda
Q′(λ∗) = − (P
−1
N −P−1)(P (θ))+[O(h2d)+O( 1Nhd )](θN−P (θ))
(P−1+λ∗(P−1N −P−1))′(θN )
.Por el lema anterior tenemos que,
P−1N − P−1 = κ2(Kd)h2d(P−1(θ))′′ + o(h2d) +O( 1Nhd ) entonces
Q′(λ) = −κ2(Kd)h
2
d(P
−1(θ))′′+o(h2d)+O(
1
Nhd
)+[O(h2d)+O(
1
Nhd
)](θN−P (θ))
(P−1+λ∗(P−1N −P−1))′(θN )
de donde
Q′(λ) =
κ2(Kd)h
2
d
P ′′(θ)
P ′(θ)3 +o(h
2
d)+O(
1
Nhd
)+[O(h2d)+O(
1
Nhd
)](θN−P (θ))
1
P ′(θ)
donde se ha utilizado que (P−1(P (θ)))′′ = − P ′′(θ)
(P ′(θ))3 .
Como l´ımN
O(h2d)(θN−P (θ))
h2d
= 0 y l´ımN
O( 1
Nhd
)(θN−P (θ))
1
Nhd
= 0, ya que θN → P (θ) obtenemos el
resultado.
Asumiremos ahora que hr → 0, hd → 0, Nhr →∞, Nhd →∞ y adicionalmente que
Nh5r = O(1), n = O(T ),
logh−1r
Nhrh3d
= o(1)
Teorema 4.2.12. Si las condiciones anteriores son satisfechas, limn→∞ hrhd = c ∈ [0,∞) existe y
P es estrictamente creciente; entonces, para todo θ ∈ (P (0), P (1)) con P ′(P−1(θ)) > 0,
(4.16)
√
Nhd(P̂
−1
I (θ)− P−1T (θ) + κ2(Kr)h2r(
P ′′f + 2P ′f ′
Pf ′
)(P−1(θ))⇒ N(0, r2(θ))
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donde la constante κ2(Kr)esta definida en el lema 4.2.6 y la varianza asinto´tica esta´ dada
por
(4.17) r2(θ) = σ
2(P−1(θ))
P ′(P−1(θ))f(P−1(θ)) ×
∫ ∫ ∫
Kd(w + cP
′(P−1(θ))(v − u))Kd(w)Kr(v)dwdudv
Si limn→∞ hrhd =∞, entonces tenemos, para todo θ ∈ (P (0), P (1)) con P ′(P−1(θ)) > 0,√
Nhd(P̂
−1
I (θ)− P−1T (θ) + κ2(Kr)h2r(P
′′f+2P ′f ′
Pf ′ )(P
−1(θ))⇒ N(0, r2(θ))
donde la varianza asinto´tica esta´ dada por
r2(θ) = σ
2(P−1(θ))
P ′(P−1(θ))f(P−1(θ))
∫
K2r (u)du
Demostracio´n. Usando la descomposicio´n
(4.18) P̂−1I (θ) =
1
Nhd
∫ θ
∞
∑N
i=1Kd(
P̂ ( i
N
)−u
hd
)du = P−1N (θ) + ∆N(θ)
donde hemos sumado y restado P−1T (θ) =
1
Nhd
∫ θ
∞
∑T
i=1Kd(
P ( i
P
)−u
hd
)du y tomado
(4.19) ∆N(θ) =
1
Nhd
∫ θ
∞
∑N
i=1
{
Kd(
P̂ ( i
N
)−u
hd
)−Kd(P (
i
N
)−u
hd
)du
}
Ahora descomponemos ∆N en
(4.20) ∆N(θ) = ∆
1
N(θ) +
1
2
∆2N(θ)
donde,
∆1N(θ) =
1
Nh2d
∫ θ
∞
∑N
i=1K
′
d(
P ( i
N
)−u
hd
){P̂ ( i
N
)− P ( i
N
)}
∆2N(θ) =
1
Nh3d
∫ θ
∞
∑N
i=1 K
′′
d (
ξi−u
hd
){P̂ ( i
N
)− P ( i
N
)}2du
con |ξi − P ( iN )| < |P̂ ( iN ) − P ( iN )| (i = 1, ..., n) donde hemos usado que f(x) = f(c) +
f ′(c)(x− c) + f ′′(ξ)(x− c)2.Luego
∆2N(θ) =
1
Nh3d
∑N
i=1
∫ θ
∞K
′′
d (
ξi−u
hd
){P̂ ( i
N
)−P ( i
N
)}2du = 1
Nh2d
∑N
i=1
∫ θ
∞K
′′
d (
ξi−u
hd
){P̂ ( i
N
)−P ( i
N
)}2 du
hd
=
1
Nh2d
|∑Ni=1 K ′d( ξi−uhd )|θ∞{P̂ ( iN )− P ( iN )}2| = 1h2d | 1N ∑Ni=1 K ′d( ξi−θhd ){P̂ ( iN )− P ( iN )}2| =
= 1
h2d
| ∫ 1
0
K ′d(
P (x)−θ
hd
){P̂ (x)− P (x)}2dx| · (1 + op(1))
Si asumimos que el nu´cleo Kr ha sido modificado cerca de los bordes entonces tenemos que este
te´rmino es de orden O(( 1
Nhr
+ h4r)/hd). Esto implica que
(4.21)
√
Nhd∆
2
N(θ) = op(1),
ya que,
limn→∞
√
Nhd(
1
Nhr
+h4r
hd
)(1 + op(1)) = limn→∞
√
Nhd(
1+Nh5r
Nhrhd
)Op(1) = limn→∞
Op(1)√
Nhdhr
=
limn→∞
Op(1)
n
1
2 h
3
2
r
= Op(1)hr
(Nh5r)
1
2
= op(1).
Combinando 4.18, 4.20 y 4.21 muestra que la afirmacio´n del teorema puede ser probada
demostrando la convergencia de´bil
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(4.22)
√
Nhd
(
∆1N(θ) + κ2(Kr)h
2
r(
P ′′f+2P ′f ′
Pf ′ )(P
−1(θ)
)
D→ N(0, r2(θ))
Para esto usamos la descomposicio´n
∆1N(θ) = (∆
(1,1)
N (θ) + ∆
(1,2)
N (θ))(1 + op(1))
con
∆
(1,1)
N (θ) =
−1
n2hdhr
∑N
i,j=1Kd(
P ( i
N
)−θ
hd
)Kr(
Θj− iN
hr
)
P (Θj)−P ( iN )
f( i
N
)
∆
(1,2)
N (θ) =
−1
n2hdhr
∑N
i,j=1 Kd(
P ( i
N
)−θ
hd
)Kr(
Θj− iN
hr
)
σ(Θj)j
f( i
N
)
ya que, Xi = P (Θi) + σ(Θi)i,
∑N
j=1Kr(
Θj− iN
hr
)→ f y P̂ (Θ) =
∑N
j=1 Kr(
Θj−Θ
hr
)Xj∑N
j=1 Kr(
Θj−Θ
hr
)
luego
(∆
(1)
N (θ)) =
1
nh2d
∑N
i=1
∫ 1
0
K ′d(
P ( i
N
)−u
hd
)[(P̂ ( i
N
)− (P ( i
N
)]du =
=
1
nhd
N∑
i=1
(−Kd(
P ( i
N
)− u
hd
)|θ∞)[(P̂ (
i
N
)− (P ( i
N
)]
= −1
nhd
∑N
i=1(Kd(
P ( i
N
)−θ
hd
))[(P̂ ( i
N
)− (P ( i
N
)]
Como
P̂ ( i
N
) =
∑N
j=1Kr(
i
N
−Θj
hr
)Xj∑N
j=1Kr(
i
N
−Θj
hr
)
Entonces,
P̂ ( i
N
)− P ( i
N
) =
∑N
j=1Kr(
Θj− iN
hr
)(Xj−P ( iN ))∑N
j=1 Kr(
Θj− iN
hr
)
= 1
Nhr
∑N
j=1 Kr(
Θj− iN
hr
)(P (Θj)+σ(Θj)j−P ( iN ))
1
Nhr
∑N
j=1 Kr(
Θj− iN
hr
)
Entonces tenemos que
∆1N(θ) = − 1n2hrhd
∑N
i=1
∑N
j=1Kd(
P ( i
N
−θ)
hd
)Kr(
Θj− iN
hr
)(P (Θj)+σ(Θj)j−P ( iN ))
f̂( i
N
)
∆1N(θ) = − 1n2hrhd
∑N
i=1
∑N
j=1Kd(
P ( i
N
−θ)
hd
)Kr(
Θj− iN
hr
)(P (Θj)+σ(Θj)j−P ( iN ))
f( i
N
)
(1 + op(1))
Entonces,
∆1N = (∆
(1,1)
N (θ) + ∆
(1,2)
N (θ))(1 + op(1))
E(∆
(1,1)
N (θ)) =
−1
nhdhr
∑N
i=1
∫ 1
0
Kd(
P ( i
N
)−θ
hd
)Kr(
y− i
N
hr
)
P (y)−P ( i
N
)
f( i
N
)
f(y)dy(1 + o(1)) =
= −1
hdhr
∫ 1
0
∫ 1
0
Kd(
P (x)−θ
hd
)Kr(
y−x
hr
)P (y)−P (x)
f(x)
f(y)dydx(1 + o(1))
Como |y−x
hr
| < 1 tenemos que x− hr < y < x+ hr∫ x+hr
x−hr Kr(
y−x
hr
)P (y)−P (x)
f(x)
f(y)dy =
∫ 1
−1Kr(v)hr
P (x+hrv)−P (x)
f(x)
f(x+ hrv)dv =
Donde en la u´ltima integral hemos hecho el cambio de variables v = y−x
hr
.
Ahora como f(x + hrv) = f(x) + f
′(x)hrv + o(hrv), P (x + hrv) = P (x) + P ′(x)hrv +
1
2
P ′′(x)h2rv
2 + o(h2rv
2)
=
∫ 1
−1Kr(v)hr
P ′(x)hrv+ 12P
′′(x)h2rv2+o(h2rv2)
f(x)
(f(x) + f ′(x)hrv + o(hrv))dv =
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= h2rP
′(x)
∫ 1
−1Kr(v)vdv +
1
2
P ′′(x)h3r
∫ 1
−1 v
2Kr(v)dv + h
3
r
P ′(x)f ′(x)
f(x)
∫ 1
−1K(v)v
2dv+
+h
2
r
2
P ′′(x)f ′(x)
f(x)
∫ 1
−1 v
3Kr(v)dv + o(h
3
r)
Entonces,
E(∆
(1,1)
N (θ)) = −h2rκ2(Kr)
∫ 1
0
1
hd
Kd(
P (x)−θ
hd
){P ′′(x) + 2P ′(x)f ′(x)
f(x)
} · (1 + o(1)) =
Haciendo el cambio de variable z = P (x) y aplicando Bochner
= −h2rκ2(Kr)
(
P ′′f+2P ′f ′
fP ′ (P
−1(θ))
)
· (1 + o(1))
Calculemos la varianza
V ar(∆
(1,1)
N (θ)) =
N
n4h2dh
2
r
V ar(
∑N
i=1 Kd(
P ( i
N
)−θ
hd
)Kr(
Θj− iN
hr
)
P (Θj)−P ( iN )
f( i
N
)
) ≤
usando el hecho que E(Θ2)− E(Θ)2 ≤ E(Θ2)
≤ 1
nh2dh
2
r
E((
∫ 1
0
Kd(
P (x)−θ
hd
)Kr(
Θj−x
hr
)
P (Θj)−P (x)
f(x)
dx)2(1 + o(1)) = o( 1
Nhd
).
Esto pues | ∫ 1
0
Kd(
P (x)−θ
hd
)Kr(
Θj−x
hr
)
P (Θj)−P (x)
f(x)
)dx| ≤ C, luego,
1
Nh2dh
2
r
E((
∫ 1
0
Kd(
P (x)−θ
hd
)Kr(
Θj−x
hr
)
P (Θj)−P (x)
f(x)
dx)2(1 + o(1)) ≤
C 1
nh2dh
2
r
E(
∫ 1
0
Kd(
P (x)−θ
hd
)Kr(
Θj−x
hr
)
P (Θj)−P (x)
f(x)
dx)(1 + o(1))
≤ 1
Nh2dh
2
r
Chdhr(h
2
r)κ2(Kr)
(
P ′′f+2P ′f ′
fP ′ (P
−1(θ))
)
= hr
Nhd
Cκ2(Kr)
(
P ′′f+2P ′f ′
fP ′ (P
−1(θ))
)
= o( 1
Nhd
)
Esto implica operando y usando las condiciones asumidas , que
∆
(1,1)
N (θ) + κ2(Kr)h
2
r(
P ′′f+2P ′f ′
Pf ′ )(P
−1(θ)) = op( 1√Nhd )
y por lo tanto 4.22 se deduce de√
Nhd∆
(1,2)
N (θ)
D→ N(0, r2(θ))
Para probar esta afirmacio´n notemos que E[∆
(1,2)
N (θ)] = 0 y calculamos la varianza
var(
√
Nhd∆
(1,2)
N (θ)) =
1
n3hdh2r
∑N
j=1 var
∑N
i=1
(
Kd(
P ( i
N
)−θ
hd
)Kr(
Θj− iN
hr
)
σ(Θj)j
f( i
N
)
)
=
= 1
hdh2r
∫ 1
0
σ2(x)
∫ 1
0
(
Kd(
P (y)−θ
hd
)Kr(
x−y
hr
) dy
f(y)
)2
f(x)dx · (1 + o(1)) =
= 1
hdh2r
∫ 1
0
Kd(
P (z)−θ
hd
)
∫ 1
0
Kd(
P (y)−θ
hd
) 1
f(y)f(z)
×
× ∫ 1
0
σ2(x)Kr(
x−y
hr
)Kr(
x−z
hr
)f(x)dxdydz · (1 + o(1)) =
Ahora hacemos el cambio de variables w = P (z)−θ
hd
, entonces z = P−1(θ + hdw), v =
P (y)−θ
hd
,
entonces y = P−1(θ + hd), por u´ltimo, u =
x−y
hr
, entonces, x = y + hru luego, x = P
−1θ + h−
dv + hru.
x−z
hr
= P
−1(θ+hdv)+hru−P−1(θ+hdw)
hr
= P
−1(θ+hdv)−P−1(θ+hdw)
hr
+ u.
El Jacobiano nos da |J | = hr( h
2
d
P (P−1(θ))2 + o(hd)) tenemos tambie´n
P−1(θ + hdw) = P−1(θ) + P−1
′
(θ)hdw + P
−1′′h2dw
2 entonces lo anterior queda:
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= 1
hdh2r
∫ 1
0
Kd(w)
∫ 1
0
Kd(v)
1
f(P−1(θ+hdv))f(P−1(θ+hdw))
∫ 1
0
σ2(P−1(θ + hdv) + hru)Kr(u)×
×Kr(P−1(θ+hdv)−P−1(θ+hdw)hr + u)
h2dhr
P ′(P−1(θ))2f(P
−1(θ) + hd + hru)dudvdw
= hd
hr
∫ 1
0
Kd(w)
∫ 1
0
Kd(v)
1
f(P−1(θ))f(P−1(θ))
∫ 1
0
σ2(P−1(θ))Kr(u)×
×Kr(P−1(θ+hdv)−P−1(θ+hdw)hr + u)
h2dhr
P ′(P−1(θ))2f(P
−1(θ))dudvdw =
= hdσ
2(P−1(θ))
hrP ′(P−1(θ))2f(P−1(θ))
∫ 1
0
Kd(w)
∫ 1
0
Kd(v)
1
f(P−1(θ))f(P−1(θ))
∫ 1
0
Kr(u)×
×Kr(P−1(θ+hdv)−P−1(θ+hdw)hr + u)dudvdw =
Haciendo el cambio de variables y = P
−1(θ+hdv)−P−1(θ+hdw)
hr
+ u, w = w, u = u, v =
P (hr(y−u))+P−1(θ+hdu)−θ
hd
cuyo Jacobiano |J | = hr
hd
P ′(P−1(θ))(1 + o(1))
= hdσ
2(P−1(θ))
hrP ′(P−1(θ))f(P−1(θ))
∫ ∫ ∫
Kd(w)Kd(
P (hr(y−u))+P−1(θ+hdu)−θ
hd
)Kr(u)×Kr(y)dudwdy =
Aplicando Taylor tomando x = P−1(θ + hdw) tenemos que
l´ımhr→0,hd→0hrhd→c
Kd
(
P (P−1(θ+hdv)+hr(v−u))−θ
hd
)
= Kd(w + cP
′(P−1(θ))(v − u))
, entonces,
= hdσ
2(P−1(θ))
hrP ′(P−1(θ))f(P−1(θ))
∫ ∫ ∫
Kd(w)Kd(w + cP
′(P−1(θ))(v − u))Kr(u)××Kr(y)dudwdy =
Con esto hemos probado la varianza asinto´tica en 4.17.Para la normalidad asinto´tica calcula-
mos de manera ana´loga
E((
√
Nhd∆
(1,2)
N (θ))
4) =
∑N
j=1 E
[{
σ(Θj)
n3/2h
1/2
d hr
j
∑N
i=1 Kd(
P ( i
N
)−θ
hd
)Kr(
Θj− iN
hr
) 1
f( i
N
)
}4]
=
∑N
j=1 E
[∫ 1
0
(σ(Θ)j)
4
n6h2dh
4
r
{
n
∫ 1
0
Kd(
P (y)−θ
hd
)Kr(
Θj−y
hr
) 1
f(y)
dy
}4
f(x)
]
=
= nn
4
n6h2dh
4
r
E(4j)
[∫ 1
0
σ4(x)
{∫ 1
0
Kd(
P (Θ1)−θ
hd
)Kr(
x−Θ1
hr
) 1
f(Θ1)
dx1
}
f(x1) . . .{∫ 1
0
Kd(
P (Θ4)−θ
hd
)Kr(
x−Θ4
hr
) 1
f(Θ4)
dx4
}
f(x4)
]
=
Ahora hacemos el cambio de variable y1 =
P (x1)−θ
hd
entonces x1 = P
−1(θ+ y1hd), y2 =
P (x2)−θ
hd
y3 =
P (x3)−θ
hd
y4 =
P (x4)−θ
hd
x˜ = x−x1
hr
. El Jacobiano |J | = h4d
(P ′(P−1(θ))5hr
= N
h2dh
4
r
E(1)
4
∫ 1
0
σ4(P−1(θ)) h
4
dhr
(f(P−1(θ)))4[P ′(P−1(θ)]5]
∫ 1
0
Kd(y1)Kr(x˜)·∫
Kd(y2)Kr(x˜+
P−1(θ+hdy1)−P−1(θ+hdy1)
hr
)
∫ 1
0
Kd(y3)Kr(x˜+
P−1(θ+hdy3)−P−1(θ+hdy3)
hr
)∫ 1
0
Kd(y4)Kr(x˜+
P−1(θ+hdy4)−P−1(θ+hdy4)
hr
) =
Ahora x = x1 + hrx˜ entonces x = P
−1(θ + hdy1) + hrx˜
=
σ4(P−1(θ))h2d
Nh3r
E(1)4
f(P−1(θ))3P ′(P−1)5
∫ ∫
Kd(y1)Kr(x˜)
[∏4
j=2
∫
Kd(yj)Kr(x˜+
P−1(θ+hdy3)−P−1(θ+hdy3)
hr
)dyj
]
dy1dx˜
Hacemos el cambio de variables x˜ = x˜, y1 = y1 yj =
P ((P−1(θ+hdx˜)+hr(yj−y1−z)
hd
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calculemos P−1(θ + hdyj) =
P−1(θ+hdP (P−1(θ+hdx˜)+hr(yj−y1)−θ))
hd
= P−1(θ + hdx˜) + hr(yj − y1).
Calculemos el Jacobiano |J | = h3rP ′(P−1(θ))3
h3d
Entonces,
=
σ4(P−1(θ))h2d
Nh3r
E(1)4
f(P−1(θ))3P ′(P−1)5
∫ ∫
Kd(y1)Kr(x˜)·[∏4
j=2
∫
Kr(yj)Kd(y1 +
hr
hd
P ′(P−1(θ)(yj − x˜))dyj
]
dx˜dy1 · h3rP ′(P−1(θ))3h3d = O(
1
Nhd
) = o(1)
Teorema 4.2.13. Asuma las hipo´tesis del teorema anterior y sean P̂I y PT denotan las inversas
de las funciones P̂−1I y P
−1
T definidas por 4.7 y 4.8 respectivamente. Si l´ımn→∞
hr
hd
= c ∈ [0,∞)
existe, entonces tenemos, que para θ ∈ (0, 1) con P ′(θ) > 0,
√
Nhd
(
P̂I(θ)− PT (θ)− κ2(Kr)h2r
(
P ′′f+2P ′f ′
f
)
(θ)
)
⇒ N(0, s2(θ))
donde la varianza asinto´tica esta´ dada por
s2(θ) = σ
2(θ)P ′(θ)
f(θ)
∫ ∫ ∫
Kd(w + cP
′(θ)(v − u))Kd(w)Kr(u)Kr(v)dwdudv
.
Si l´ımn→∞ hrhd =∞ tenemos que para todo θ ∈ (0, 1) con P ′(θ) > 0,√
Nhd
(
P̂I(θ)− PT (θ)− κ2(Kr)h2r
(
P ′′f+2P ′f ′
f
)
(θ)
)
⇒ N(0, s˜2(θ))
donde la varianza asinto´tica esta´ dada por s˜2(θ) = σ
2(θ)
f(θ)
∫
K2r (u)du.
Demostracio´n. Del Lema 4.2.10 obtenemos del desarrollo de Taylor
H−12 (θ)−H−11 = Φ(H2)(θ)−Φ(H1)(θ) = Φ(H1+H2−H1)−Φ(H1) = Q(1)−Q(0) = Q′(0)+12Q′′(λ∗)
con H2 = P̂
−1
I H1 = P
−1
N .
Definamos adema´s AN = Q
′(0) = − P̂−1I −P−1N
P−1N
◦ PN(θ) y
BN = Q
′′(λ∗) = 2(P̂
−1
I −P−1N )((P̂−1I −P−1N )′)
P−1N +λ∗(P̂
−1
I −P−1N )
◦ (P−1N + λ∗(P̂−1I − P−1N ))(θ)−
− (P̂−1I −P−1N )2(P−1N +λ∗(P̂−1I −P−1N ))′′
(P−1N +λ∗(P̂
−1
I −P−1N ))3
◦ (P−1N + λ∗(P̂−1I − P−1N ))(θ)
o sea PI(θ)− PN(θ) = AN + 12BN . Mostraremos que
(4.23) AN = − (P̂
−1
I −P−1N )
(P−1)′ ◦ P (θ) + op( 1√Nhd )
y que,
(4.24) BN = op(
1√
Nhd
)
Para probar 4.23 consideramos
DN = (P̂
−1
I (θ)−P−1N (θ))◦PN(θ)−(P̂−1I (θ)−P−1N (θ))◦P (θ) = (P̂−1I (θ)−P−1N (θ))′(ζN)(PN(θ)−P (θ))
donde |ζN − P (θ)| ≤ |PN(θ)− P (θ)|. Como (P̂−1I (θ)− P−1N (θ)) = ∆N , entonces,
(P̂−1I (θ)− P−1N (θ))′(ζN) = ∆′N(ζN) = 1Nhd
∑N
i=1(Kd(
ζN−P̂ ( iN )
hd
)−Kd( ζN−P (
i
N
)
hd
)) =
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= 1
Nh2
∑N
i=1(K
′
d(
ζi,n−ϕN
hd
)(P̂ ( i
N
)− P ( i
N
))
con |ζi,n − P ( iN )| ≤ |P̂ iN − P ( iN )| = O(RN) c.s. siendo RN =
(
log h−1r
Nhr
)1/2
∆′N(ζN) =
1
Nh2d
∑N
i=1(K
′
d(
ζN−P ( iN )
hd
)(P̂ ( i
N
)−P ( i
N
))+ 1
Nh2d
∑N
i=1(K
′
d(
η−ϕN
hd
)−K ′d(P (
i
N
)−ϕN
hd
)(P̂ ( i
N
)−P ( i
N
))
donde para el segundo te´rmino de la u´ltima igualdad tenemos que
LN =
N
Nh2d
K ′′d (
u−ϕN
hd
)(η−ϕN
hd
− P ( iN )−ϕN
hd
)O(RN) =
O(R2N )
h3d
Entonces tenemos que:
∆′N(ζN) =
1
Nh2d
∑N
i=1(K
′
d(
ζN−P ( iN )
hd
)(P̂ ( i
N
)− P ( i
N
)) +O(
R2N
h3d
) c.s.
= 1
h2d
∫
(K ′d(
P (x)−P (θ))
hd
)(P̂ (x)− P (x))dx+O(RN + R
2
N
h3d
+ 1
Nhd
) c.s.
= O(RN
hd
+
R2N
h2d
+ 1
Nhd
) c.s.
Tenemos que: DN = (P̂
−1
I − P−1N )(ϕN)(PN(θ)− P (θ)) = O(RNhd + R
2
N
hd
+ hd
N
) = o( 1√
Nhd
) c.s.
luego como (P−1N )
′(θ) = (P−1)′(θ) + o(1) sale la igualdad
AN = − P̂
−1
I −P−1N
P−1N
◦ PN(θ) = − P̂
−1
I −P−1N
P−1N
◦ P (θ) +DN = − P̂
−1
I −P−1N
P−1N
◦ PN(θ) + o( 1√Nhd ) c.s.
Para BN notemos que BN = 2BN1 −BN2 con
BN1 =
(P̂−1I −P−1N )(P̂−1I −P−1N )′(θN )
(P̂−1I +λ∗(P̂
−1
I −P−1N ))2(θN )
yBN2 =
(P̂−1I −P−1N )2(P̂−1N +λ∗(P̂−1I −P−1N ))
′′
(P̂−1I +λ∗(P̂
−1
I −P−1N ))3(θN )
donde θN = (P
−1
N + λ
∗(P̂−1I − P−1N ))−1(θ). Como P̂−1I − P−1N → 0 y P−1N → P−1 entonces
θN → (P−1)−1(θ) = P (θ) de donde el denominador de BN1 tiende a θ2.
Recordemos que si
√
NhdZ → N(0, σ2) entonces Z = Op( 1√Nhd ) y si ΘN + aN = Op(bN)
entonces ΘN = Op(bN) luego P
−1
I − P−1N = Op( 1√Nhd ) adema´s (P
−1
I − P−1N )′ = Op(RNhd +
R2N
h3d
+
1
Nhd
) = Op(
1√
Nhd
(RN
hd
+
R2N
h3d
)) = op(
1√
Nhd
) pues RN
hd
→ 0 ya que (log h−1r )1/2
n1/2h
1/2
r hd
= (log h
−1
r )
1/2hrhr
n1/2h
5/2
r hd
→ 0 y
R2N
h3d
= log h
−1
r
Nhrh3d
= o(1) por hipo´tesis o sea Bn1 = op(
1√
Nhd
)
Igualmente Bn2 = Op(
1
Nhd
) lo que prueba la segunda igualdad.
Tenemos que: √
Nhd(P̂I(θ)− PN(θ)− κ2(Kr)h2r(P
′′f+2P ′f ′
f
)(θ)) =
=
√
Nhd(
P̂−1I (θ)−P−1N (θ)
(P−1N )′
) ◦ PN(θ) + 12BN − κ2(Kr)h2r(P
′′f+2P ′f ′
f
)(θ)) =
= −√Nhd( P̂
−1
I (θ)−P−1N (θ)
(P−1N )′
) ◦ PN(θ) + op( 1√Nhd ) +
1
2
op(
1√
Nhd
)− κ2(Kr)h2r(P
′′f+2P ′f ′
f
)(θ)) =
= −
√
Nhd(P̂
−1
I (θ)−P−1N (θ))◦PN (θ)−κ2(Kr)h2r(P
′′f+2P ′f ′
f
)(θ)(P−1N )
′◦PN (θ)
(P−1)′◦P (θ) + op(1) =
= −P ′(θ)√Nhd(P̂−1I (θ)− P−1N (θ)) ◦ PN(θ)− κ2(Kr)h2r(P
′′f+2P ′f ′
P ′f )(θ)) + op(1) = ZN
Usando el teorema anterior en P (θ) ZN ⇒ N(0, s2(θ)) con
s2(θ) = σ
2(P−1(θ))
P ′(P−1(θ))f(P−1(θ)) ×
∫ ∫ ∫
Kd(w + cP
′(P−1(θ)))(v − u)Kd(w)Kr(u)Kr(v)dwdudv =
= σ
2(θ)P ′(θ)
f(θ)
× ∫ ∫ ∫ Kd(w + cP ′(P−1(θ)))(v − u)Kd(w)Kr(u)Kr(v)dwdudv
lo que demuestra el teorema.
Cap´ıtulo 5
Simulaciones
Como hemos visto en los cap´ıtulos precedentes existen mu´ltiples condiciones que influyen en
la performance de los estimadores, a saber, el tipo de nu´cleo, el ancho de la ventana, la cantidad
de ı´tems que integran el test, el nu´mero de sujetos a los que se aplica el test, la dimensio´n y la
estructura de dependencia entre los rasgos. En este cap´ıtulo presentamos una serie de estudios
basados en simulacio´n para estudiar la incidencia de estas condiciones en la estimacio´n, tanto
del rasgo como de las CCI.
Se realizaron 17 estudios, que no abarcan todos los posibles cruzamientos de los factores que
inciden en la performance de los estimadores. Simplemente queremos atacar ciertos aspectos
que en el desarrollo teo´rico quedaron sin resolver. Tambie´n queremos estudiar la robustez de
los estimadores ante determinados componentes como por ejemplo la eleccio´n del nu´cleo y la
distribucio´n de los rasgos.
Estudio 1: Ajuste en la estimacio´n del rasgo.
Este estudio tiene como objetivo estudiar el ajuste de la estimacio´n del rasgo mediante
el modelo no parame´trico. Para ello se realizo´ un ana´lisis unidimensional y luego un ana´lisis
bidimensional.
En el ana´lisis unidimensional se comparo´ el ajuste de la estimacio´n no parame´trica del
rasgo mediante el me´todo propuesto y mediante la estimacio´n parame´trica correspondiente a
cada modelo. Para calcular el ajuste se utilizo´ una distancia (Dif) las cual esta´ definida en la
seccio´n 5.1.1. Tambie´n se calculo´ la correlacio´n entre el rasgo simulado y las estimaciones no
parame´tricas y parame´tricas.
En el ana´lisis bidimensional se calculo´ la correlacio´n entre la estimacio´n del rasgo en cada
dimensio´n y el real. Tambie´n se comparo´ la correlacio´n entre los rasgos estimados y entre los
rasgos reales (la estructura de dependencia) y la norma de las diferencias en R2 mediante la
medida Dif.
Estudio 2: Distribucio´n de la estimacio´n del rasgo.
Un aspecto que la tesis no contiene es la deduccio´n de la distribucio´n exacta o asinto´tica
del estimador del rasgo. Existen en la literatura aproximaciones de la distribucio´n del puntaje
total de un sujeto que responde ı´tems con distinta probabilidad de acierto v´ıa la distribucio´n
compuesta binomial o la Poisson Binomial. En nuestro caso el problema es diferente y puede
enunciarse as´ı: si los sujetos puntu´an en ciertos estad´ısticos (eventualmente en el puntaje total)
y se toma como estimador del rasgo del sujeto k el cuartil emp´ırico de esos puntajes, ¿cua´l es
la distribucio´n de este estimador? Sabemos que el estimador converge casi seguramente al valor
del rasgo, pero no hemos podido calcular su sesgo ni varianza y tampoco hemos podido aplicar
el teorema central del l´ımite para ver si asinto´ticamente se distribuye normalmente. Es as´ı que
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recurriremos a la simulacio´n para poder analizar este punto.
Estudio 3: Efecto del taman˜o muestral en la estimacio´n de las CCI unidimensio-
nales. En este estudio se muestra la relacio´n entre el taman˜o muestral y la exactitud en la
estimacio´n de las CCI.
Estudio 4: Taman˜o muestral en dos dimensiones. Caso I. Se simulara´n ı´tems que
dependen de un solo rasgo.
Estudio 5: Taman˜o muestral en dos dimensiones. Caso II. Se simulara´n ı´tems que
dependen de los dos rasgos.
Estudio 6: Ajuste por ı´tems y sujetos en dos dimensiones. Para dos dimensiones se
analizo´ el ajuste en funcio´n del taman˜o muestral y el nu´mero de ı´tems.
Estudio 7: Efecto de la eleccio´n de la ventana en una dimensio´n. Se comparo´ el
ajuste para distintos valores de la ventana.
Estudio 8: Efecto de distintos valores de ancho de ventana en dos dimensiones.
Caso I.
Estudio 9: Efecto de distintos valores de ancho de ventana en dos dimensiones.
Caso II.
En el estudio 8 y 9 se eligieron diferentes matrices de anchos de banda y se comparo´ su ajuste
en el caso de ı´tems dependientes de un solo rasgo e ı´tems dependientes de dos rasgos.
Estudio 10: Efecto del tipo de nu´cleo en una dimensio´n.
Estudio 11: Efecto de distintos nu´cleos en dos dimensiones. Caso I.
Estudio 12: Efecto de distintos nu´cleos en dos dimensiones. Caso II.
En los estudios 10, 11 y 12 se analizo´ el efecto en el ajuste de la eleccio´n del nu´cleo. En
el estudio 10 se utilizan nu´cleos unidimensionales y en los estudios 11 y 12 se usan nu´cleos
bidimensionales, distinguiendo como antes el caso I y II antes descrito.
Estudio 13: Efectos de la distribucio´n de los rasgos en una dimensio´n.
Estudio 14: Efecto de distintas distribuciones de θ en dos dimensiones. Caso I.
Estudio 15: Efecto de distintas distribuciones de θ en dos dimensiones. Caso II.
Estudio 16: Efecto de la eleccio´n de la ventana en el modelo iso´tono.
Estudio 17: Efecto de la eleccio´n del nu´cleo en el modelo iso´tono.
Las simulaciones se realizaron con el programa R y se usaron los paquetes Psych, Copula,
MASS, R2Cuba, Truncnorm, Sn, Pracma, Ltm, Mirt, Mokken, KernSmoothIRT, Stats, Mult-
comp, GPArotation, Ks y Rgl. Adema´s, se generaron funciones espec´ıficas para la simulacio´n y
estimacio´n de modelos unidimensionales y multidimensionales.
5.1. Me´todo
Esta seccio´n esta´ destinada a presentar los componentes comunes a todos los estudios. Los
elementos espec´ıficos se presentara´n en la seccio´n respectiva de cada estudio. Se tratara´n tres
aspectos:
a) Medidas de ajuste para el rasgo y para las CCI.
b) Modelos de TRI utilizados en las simulaciones.
c) Generacio´n de los rasgos y de los para´metros de los ı´tems.
Esperamos al incluir este tema al inicio del cap´ıtulo ayudar a entender mejor lo que se
prresenta y tambie´n ayudar a quien quiera replicar los estudios.
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Para analizar el ajuste de los rasgos estimados al rasgo real y de las curvas o superficies de
respuesta estimadas a las respectivas simuladas se definieron diversas medidas de ajuste, que se
describen en las siguientes dos subsecciones.
5.1.1. Medidas de ajuste de los rasgos
Para estimar la exactitud de la estimacio´n de los rasgos se utilizo´ una medida de ajuste
basada en la norma de las diferencias. Se considero´ el promedio de las normas de las diferencias.
Espec´ıficamenete se definio´ la medida Dif mediante:
Dif = N−1
∑N
i=1 ‖ θi − θ̂i ‖
5.1.2. Distancia entre curvas caracter´ısticas del ı´tem
A los efectos de estimar el ajuste de las curvas trabajamos con varias distancias entre las curvas
caracter´ısticas de los ı´tems o de las superficies de respuesta. Con la finalidad de simplificar,
y siempre que no exista lugar a confusio´n, se utilizara´ el te´rmino CCI, aunque estemos en
dimensiones mayores a 1. Tambie´n, se empleara´n las siglas en espan˜ol, aunque sean conocidas
generalmente por sus siglas en ingle´s.
Sea A la familia de las CCI.
Definicio´n 5.1.1. Definimos las distancias di : AxA → R con i=1,2,3,4 como:
Ra´ız del error cuadra´tico integrado (RECI):
RECI = d1(P1, P2) = {
∫ ·· · ∫
Rd
| P1(θ)− P2(θ) |2 dθ}1/2
Si tomamos la esperanza del error cuadra´tico obtenemos d2 o ra´ız del error cuadra´tico esperado
(RECE).
RECE = d2(P1, P2) = {
∫ ·· · ∫
Rd
| P1(θ)− P2(θ) |2 f(θ)dθ}1/2
Definimos la tercera distancia como la distancia del supremo:
d3(P1, P2) = supθ | P1(θ)− P2(θ) |
Observacio´n: la distancia del supremo esta´ asociada a la convergencia uniforme de las suce-
siones de funciones.
Desviacio´n absoluta media (DAM):
DAM = d4(P1, P2) =
∫ ·· · ∫
Rd
| P1(θ)]− P2(θ) | f(θ)dθ
5.1.3. Modelos de TRI utilizados
En las simulaciones utilizaremos diversos modelos de TRI que representan los modelos t´ıpicos
que encontramos en la bibliograf´ıa. Nos restringiremos a los modelos para ı´tems dicoto´micos
pues son los que analizamos en profundidad en esta tesis. En dimensio´n 1 se utilizaron modelos
log´ısticos de 1, 2 y 3 para´metros, y los modelos de ojiva normal de 1, 2 y 3 para´metros, ya
que son los que cla´sicamente se utilizan. Para ejemplificar modelos que no sean necesariamente
crecientes y que no ajusten con los me´todos usuales de estimacio´n usaremos modelos logit
cu´bicos, ya que estos tienen puntos de inflexio´n. Si se toman b y c positivos, estos modelos son
crecientes.
Los modelos son:
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1. P (θ) = 1
1+e−(θ−b)
2. P (θ) = 1
1+e−a(θ−b)
3. P (θ) = c+ (1− c) 1
1+e−a(θ−b)
4. P (θ) =
∫ (θ−b)
−∞
1√
2pi
e−
z2
2 dz
5. P (θ) =
∫ a(θ−b)
−∞
1√
2pi
e−
z2
2 dz
6. P (θ) = c+ (1− c) ∫ a(θ−b)−∞ 1√2pie− z22 dz
7. log P (θ)
1−P (θ) = a+ bθ + cθ
3
Para las simulaciones de dimensio´n superior se utilizara´ el modelo de ojiva normal multiva-
riado, el modelo log´ıstico multivariado y el cu´bico multidimensional.
Sean las variables dicoto´micas νi = {0, 1}, y la funcio´n que modela la probabilidad de
respuesta es la funcio´n de distribucio´n de la normal esta´ndar, Φ(•) , las funciones de respuesta
vienen dadas por:
Pr(Xi = 1 |Θ = θ) = Φ(αi + β ′iθ) = 1√2pi
∫ αi+βtiθ
−∞ exp
(
−y2
2
)
dy
Tambie´n se utilizo´ el modelo log´ıstico multidimensional:
P (Uij = 1 | ai, di, ci, θj) = ci + (1− ci) e
(atiθj+di)
1 + e(a
t
iθj+di)
donde t indica el vector traspuesto.
Como modelo alternativo a los usuales se uso´ el logit cu´bico multidimensional que toma la
forma:
log P (θ)
1−P (θ) = a+ b
tθ + ctθ3
5.1.4. Generacio´n de datos
Para generar tests simulamos los rasgos de los examinados, as´ı como los valores de otros
para´metros relacionados con los distintos modelos. Se nombro´ cada tipo de simulacio´n de acuerdo
al siguiente esquema: las primeras dos letras indican le modelo (P1, P2, P3 (log´ısticos de 1,2 y
3 para´metros), O1, O2, O3 (ojiva normal) y L3 (logit cu´bico)). Luego, se indico´ la cantidad de
sujetos y por u´ltimo, la cantidad de ı´tems utilizados. As´ı, por ejemplo, P3N500n50 indica que
la simulacio´n se baso´ en el modelo 3P, se simularon 500 sujetos que respondieron a 50 ı´tems.
No agregamos la dimensio´n en la descripcio´n pues se realizan en instancias separadas y no da
lugar a confusio´n.
En el caso de los modelos unidimensionales los para´metros a, b y c los simulamos a partir
de variables aleatorias uniformes, y sus distribuciones fueron: a ∼ U(0, 5; 2), b ∼ U(−3; 3) y
c ∼ U(0; 0, 25). Para el modelo logit cu´bico unidimensional a ∼ U(−1; 1), b ∼ U(−2; 0.5) y
c ∼ U(0.5; 1.5).
En el caso de los modelos multidimensionales para el modelo de ojiva normal se considero´
c ∼ U(0; 0, 25) ; αi ∼ U(−3; 3); y cada componente de βi se consideraron con distribucio´n
U(0, 5; 2). Para el modelo log´ıstico multidimensional se utilizo´ c ∼ U(0; 0, 25) ; di ∼ U(−3; 3); y
cada componente de ai ∼ U(0, 5; 2). En el modelo logit cu´bico multidimensional a ∼ U(−1; 1),
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y los vectores b ∼ U(−2; 0.5) y c ∼ U(0.5; 1.5). Cuando se usaron rasgos en un soporte acotado
los para´metros de los ı´tems se transformaron para adecuarse a dicho soporte.
Para simular los rasgos (θ) se usaron algunas distribuciones que pueden caracterizar distintos
casos de los rasgos. Las distribuciones usadas fueron:
Distribucio´n Normal N(µ, σ2).
La densidad viene dada por f(x | µ, σ2) = 1√
2σ2pi
e−
(x−µ)2
2σ2 donde el valor esperado es µ y la
varianza σ2.
Distribucio´n beta. Es una distribucio´n con dominio en [0, 1] y puede ser usada para
representar rasgos donde se relaciona las probabilidades con la proporcio´n de aciertos.
Γ(a+b)
Γ(a)Γ(b)
xa−1(1− x)b−1
donde Γ es la funcio´n gamma. Se tiene que E[X] = a
a+b
y V [X] = ab
(a+b+1)(a+b)2
.
Distribucio´n uniforme en [0, 1].
Es un caso particular de la distribucio´n beta con a=1 y b=1. Su funcio´n de densidad es
f(x) =
1 for 0 ≤ x ≤ 1,0 for x < 0 or x > 1
la media es 1
2
y la varianza 1
12
.
Distribucio´n arcoseno en [0, 1].
Es un caso particular de la distribucio´n beta con a=b=1/2. Su densidad es f(x) = 1
pi
√
x(1−x)
con E(X) = 1
2
y V (X) = 1
8
.
Distribucio´n normal truncada.
Sea Y ∼ N(µ, σ2). Diremos que X tiene distribucio´n normal truncada si tienen la distribucio´n
de Y condicionada a que Y ∈ (a, b), −∞ ≤ a < b ≤ ∞.
La densidad es para a ≤ x ≤ b
f(x;µ, σ, a, b) =
1
σ
φ(x−µ
σ
)
Φ( b−µ
σ
)−Φ(a−µ
σ
)
y 0 en otro caso.
La funcio´n Φ(·) indica la funcio´n de distribucio´n de la normal esta´ndar.
E(X) = µ+ σ
φ(a−µ
σ
)−φ( b−µ
σ
)
Φ( b−µ
σ
)−Φ(a−µ
σ
)
=
V (X) = σ2
[
1 +
a−µ
σ
φ(a−µ
σ
)− b−µ
σ
φ( b−µ
σ
)
Φ( b−µ
σ
)−Φ(a−µ
σ
)
−
(
φ(a−µ
σ
)−φ( b−µ
σ
)
Φ( b−µ
σ
)−Φ(a−µ
σ
)
)2]
Esta distribucio´n es usada en el modelo probit y tobit para respuestas binarias.
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5.2. Estudio 1: Ajuste en la estimacio´n del rasgo.
En esta seccio´n se estudia el ajuste del rasgo estimado, para ello se utilizo´ las medida Dif
propuesta anteriormente. Se analizo´ el efecto de la cantidad de ı´tems y sujetos utilizados, as´ı
como la distribucio´n supuesta del rasgo. Primeramente, se presenta que´ sucede en el caso
unidimensional y luego el caso bidimensional. Se analizan tres aspectos que pueden influir en la
estimacio´n del rasgo, a saber, el tipo de modelo, la cantidad de ı´tems y la cantidad de sujetos.
Se utilizaron para una dimensio´n los 7 tipos de modelos ya mencionados, la cantidad de ı´tems
a simular fueron 10, 20, 50, 100 y 150; y la cantidad de sujetos a simular fueron 100, 250, 500,
750, 1000, 2000 y 5000.
Se realizaron 245 simulaciones por lo que se tuvieron para cada tipo de modelo 35 simulaciones,
para cada cantidad de ı´tems 49 y para cada condicio´n sobre el nu´mero de sujetos 35 simulaciones.
Para determinar el ajuste usamos la medida Dif y la correlacio´n de la estimacio´n del rasgo
estimado con el verdadero cuando se utiliza estimacio´n no parame´trica y cuando se usa la
estimacio´n parame´trica usual.
Resultados
En los casos unidimensionales, a partir de las simulaciones, se calcularon la distancia Dif y
las correlaciones entre el rasgo estimado mediante el modelo no parame´trico y el real (simulado).
Tambie´n se calculo´ la correlacio´n entre el rasgo estimado parame´tricamete segu´n el modelo
adecuado y el real. Luego, se estimo´ la media de estas medidas. Cuando se analizan los resultados
unidimensionales encontramos que la medida Dif es pequen˜a. Cuando observamos las medias
de las correlaciones encontramos que, tanto la correlacio´n del modelo parame´trico como no
parame´trico, son altas y de magnitud similar.
La Dif media es menor en todos los casos cuando se estima el rasgo mediante el me´todo no
parame´trico, aunque la diferencia no llega a ser significativa.
Tambie´n se verifica que el mayor error se da en el modelo logit cu´bico, si bien igualmente
es pequen˜o. Ser´ıa esperable que en el caso no parame´trico la estimacio´n del rasgo deber´ıa
comportarse igual de bien en el modelo logit cu´bico que en los otros modelos (no as´ı cuando
se realiza una estimacio´n parame´trica). Sospechamos que esto sucede porque se utiliza como
estad´ıstico para ordenar a los sujetos la suma de los aciertos y que si utiliza´ramos una suma
adecuadamente ponderada mejorar´ıa el ajuste en el modelo logit cu´bico.
Las correlaciones de los estimados con el rasgo real cuando consideramos estimacio´n parame´-
trica var´ıan entre 0.91 a 0.98 y cuando usamos estimacio´n no parame´trica la correlacio´n var´ıa
entre 0.85 a 0.97. Se puede comprobar co´mo el error disminuye al aumentar el nu´mero de ı´tems.
En tanto, el nu´mero de sujetos no influye por si solo en el ajuste del rasgo.
Concretamente podemos afirmar que la estimacio´n no parame´trica es del orden de la para-
me´trica siendo mucho ma´s simple de obtener.
A partir de lo encontrado, concluimos que el me´todo no parame´trico propuesto de estimacio´n
del rasgo es muy adecuado y funciona igual que el parame´trico, siendo mucho ma´s sencillo de
obtener.
La tabla que sigue contiene los resultados obtenidos en el caso unidimensional. La primera
columna muestra las variables consideradas, la segunda las medias del ajuste Dif cuando el rasgo
es estimado segu´n el me´todo no parame´trico. La tercera columna contiene las medias del ajuste
Dif halladas segu´n el me´todo parame´trico. La cuarta y quinta columnas tienen las medias de las
correlaciones entre el rasgo simulado y el estimado no parame´tricamente y parame´tricamente
respectivamente.
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variable media Dif NP media Dif. PA media corr..NP media.corr.PA.
Modelo P1 0.29 (0.14) 0.30 (0.15) 0.96 0.97
Modelo P2 0.28 (0.13) 0.36 (0.16) 0.96 0.97
Modelo P3 0.34 (0.16) 0.41 (0.17) 0.95 0.96
Modelo O1 0.28 (0.13) 0.30 (0.14) 0.96 0.97
Modelo O2 0.27 (0.13) 0.35 (0.16) 0.97 0.97
Modelo O3 0.35 (0.16) 0.42 (0.16) 0.94 0.96
Modelo L3 0.62 (0.08) 0.63 (0.11) 0.85 0.91
10 ı´tems 0.56 (0.09) 0.60 (0.08) 0.88 0.91
20 ı´tems 0.42 (0.11) 0.51 (0.12) 0.93 0.95
50 ı´tems 0.31 (0.13) 0.38 (0.13) 0.96 0.97
100 ı´tems 0.24 (0.14) 0.27 (0.12) 0.97 0.98
150 ı´tems 0.21 (0.14) 0.22 (0.12) 0.97 0.98
100 sujetos 0.35 (0.19) 0.43 (0.20) 0.94 0.95
250 sujetos 0.36 (0.18) 0.40 (0.18) 0.94 0.95
500 sujetos 0.36 (0.17) 0.40 (0.18) 0.94 0.96
750 sujetos 0.34 (0.18) 0.39 (0.17) 0.94 0.96
1000 sujetos 0.33 (0.17) 0.38 (0.18) 0.95 0.96
2000 sujetos 0.34 (0.18) 0.39 (0.19) 0.94 0.96
5000 sujetos 0.34 (0.19) 0.38 (0.19) 0.94 0.96
Cuadro 5.1: Ajuste de los rasgos
Los siguientes gra´ficos muestran los datos relevantes, en rojo se tiene la media del ajuste Dif
para la estimacio´n no parame´trica del rasgo y en azul, la media del ajuste Dif para la estimacio´n
parame´trica del rasgo.
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Figura 5.3: Ajuste por cantidad de sujetos
No podemos mostrar los resultados de todas las simulaciones, por lo extenso que resultar´ıa.
Por eso, en la tabla que sigue se muestran algunos de los resultados de la simulaciones realizadas
para remarcar los aspectos ma´s importantes.
Se observa claramente la relacio´n entre el taman˜o muestral y la cantidad de ı´tems, que
refleja lo probado en la consistencia conjunta. Cuando hay poca cantidad de ı´tems, no importa
cuanto aumente el taman˜o muestral, el error es mayor. Tampoco disminuira´ el error si aumentan
los ı´tems, pero no la cantidad de sujetos. Adicionalmente, vemos un aspecto no tan esperado
que es el aumento del error en los modelos logit cu´bicos, ya que el proceso de estimacio´n es
aparentemente independiente del modelo. De esto u´ltimo dimos una explicacio´n anteriormente.
Estima Dif NP Dif PA corr.NP corr.PA
P1N100n10 0.49 0.53 0.91 0.93
P1N1000n10 0.51 0.54 0.90 0.92
P1N100n50 0.25 0.24 0.98 0.98
P1N750n50 0.24 0.26 0.98 0.98
P1N1000n100 0.16 0.17 0.99 0.99
P1N1000n150 0.13 0.13 0.99 0.99
P1N2000n150 0.14 0.15 0.99 0.99
P2N250n10 0.50 0.53 0.90 0.92
P2N2000n10 0.53 0.59 0.90 0.92
P2N100n20 0.36 0.62 0.95 0.96
P2N250n20 0.31 0.50 0.96 0.96
P2N2000n50 0.22 0.34 0.98 0.98
P2N1000n100 0.16 0.29 0.99 0.99
P2N2000n100 0.16 0.18 0.99 0.99
P3N100n10 0.64 0.72 0.85 0.89
P3N2000n10 0.63 0.65 0.85 0.88
P3N2000n50 0.28 0.38 0.97 0.98
P3N1000n150 0.17 0.18 0.99 0.99
P3N5000n150 0.17 0.18 0.99 0.99
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L3N750n100 0.57 0.52 0.86 0.93
L3N1000n100 0.53 0.52 0.88 0.93
L3N2000n100 0.59 0.54 0.86 0.92
L3N5000n150 0.53 0.49 0.88 0.93
Cuadro 5.2: Simulaciones seleccionadas
Para el caso bidimensional, se procedio´ a simular test de 76,100 y 140 ı´tems para 500, 750 y
1000 sujetos. La correlacio´n entre las dimensiones de los rasgos se simulo´ mediante un nu´mero
aleatorio con distribucio´n uniforme entre [0.55 y 0.75]. El cuadro que sigue resume la informacio´n
obtenida. En las primeras dos columnas encontramos las caracter´ısticas de la simulacio´n. En la
columna tres y cuatro se recoge la correlacio´n entre el rasgo simulado en cada dimensio´n y el
estimado no parame´tricamente. En la columna 5 se tiene la correlacio´n entre las dimensiones
simuladas y en la columna 6 la correlacio´n entre las dimensiones estimadas. Por u´ltimo, en la
columna 7, se encuentra la medida Dif.
Sujetos I´tems Corr dim1 Corr dim2 Corr. dim reales Corr dim estim. Dif
500 76 0.81 0.81 0.62 0.54 0.04
500 100 0.82 0.83 0.62 0.55 0.04
500 140 0.86 0.87 0.56 0.55 0.04
750 76 0.81 0.79 0.70 0.62 0.04
750 100 0.82 0.80 0.65 0.62 0.03
750 140 0.83 0.82 0.63 0.57 0.03
1000 76 0.76 0.76 0.73 0.62 0.03
1000 100 0.78 0.78 0.67 0.63 0.03
1000 140 0.85 0.83 0.65 0.61 0.03
Cuadro 5.3: Ajuste en dos dimensiones
Cuando analizamos los modelos de dos dimensiones encontramos que:
a) Las correlaciones de los rasgos estimados en cada dimensio´n con el rasgo verdadero
correspondiente es alta.
b) Se verifica que las correlaciones entre las dimensiones estimadas es aproximadamente
igual a la correlacio´n entre las dimensiones de los rasgos verdaderos, es decir, la estructura de
dependencia se estima correctamente.
c) La norma de las Dif es pequen˜a.
d) La correlacio´n entre los rasgos estimados es menor a la correlacio´n entre los rasgos simulados
en todos los casos, aunque la diferencia no es muy grande.
En este caso tambie´n se comprueba la buena aproximacio´n que tiene el me´todo propuesto.
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Figura 5.4: Densidad y co´pula del rasgo
En dos dimensiones podemos estimar la densidad conjunta y la co´pula. La gra´fica anterior
nos muestra la densidad estimada y real y la co´pula estimada y real. Este caso corresponde a
1000 sujetos, 140 ı´tems y una correlacio´n entre rasgos de 0.65.
5.3. Estudio 2: Distribucio´n de la estimacio´n del rasgo
Si bien hemos podido demostrar la consistencia conjunta de los rasgos y las CCI, no se
pudo encontrar la distribucio´n asinto´tica de los estimadores de los rasgos. Este es un elemento
importante no resuelto au´n y que, por ejemplo, en Ramsay (1991) se consideran los rasgos
estimados sin error para poder determinar inte´rvalos de confianza para las CCI. En este apartado
analizamos la varianza de los estimadores mediante simulaciones. Hay varios elementos a tener
en cuenta: en primer lugar, en la estimacio´n interviene la distribucio´n emp´ırica por lo que nos
restringimos a la distribucio´n uniforme en [0,1]. Es claro que lo que interviene en la varianza
de este rasgo es la cantidad de sujetos y la cantidad de ı´tems. A partir de esto simulamos test
dicoto´micos con 10, 25, 50,75 y 100 ı´tems y aplicaciones a 100, 250, 500, 750 y 1000 sujetos
con rasgo con distribucio´n uniforme en [0,1] y se agregaron 51 sujetos con rasgos igualmente
espaciadas en el intervalo unidad (la distancia de las rasgos de los sujetos es 0.02). Estos sujetos
se agregaron con rasgo fijo para as´ı encontrar la distribucio´n del rasgo usando replicaciones.
Los test siguen un modelo log´ıstico 3P con para´metros simulados aleatoriamente mediante:
el para´metro a con distribucio´n U [0.5, 2], el para´metro b con distribucio´n U [−2.5, 2.5] y el
para´metro c con distribucio´n U [0, 0.25]. Se realizaron 1000 re´plicas para cada combinacio´n de
valores.
Primeramente veamos el efecto de la cantidad de ı´tems en la desviacio´n esta´ndar de las
estimaciones. Se grafico´ para un punto fijo la desviacio´n esta´ndar de la estimacio´n en 1000
re´plicas para 500, 750 y 1000 sujetos y 10, 25, 50, 75 y 100 ı´tems. Adicionalmente, en el caso de
1000 sujetos se simularon tambie´n 40 y 125 ı´tems.
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A partir de lo anterior se puede pensar una relacio´n del estilo s = αnβ con β < 0 y donde
s indica la desviacio´n y n la cantidad de ı´tems. Si realizamos la transformacio´n logar´ıtmica,
obtenemos que la correlacio´n entre ambas variables es -0.97, para el caso de 1000 sujetos. Si
analizamos el efecto de la cantidad de sujetos para n fijo, encontramos que la correlacio´n entre
N y s es -0.24.
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Figura 5.6: DT y estimado
La figura 5.5 muestra primeramente un gra´fico con las desviaciones de la estimacio´n del rasgo
cuando se consideran 1000 sujetos (azul), 750 sujetos (rojo) y 500 sujetos (verde) para diferentes
cantidades de ı´tems en el test. El otro gra´fico contiene las desviaciones para un test con 100
ı´tems y aplicado a diferentes cantidades de sujetos.
La figura 5.6 muestra la desviacio´n en el rango de puntos estimado para 100 ı´tems y 500
(verde), 750 (azul) y 1000 (rojo) sujetos y para 75 ı´tems y 1000 sujetos (negro). Claramente, la
forma parabo´lica nos muestra una relacio´n del estilo s = λ(θˆ(1− θˆ))δ. Tomando logaritmos, la
correlacio´n obtenida es 0.98.
Se estimo´, por lo tanto, el modelo log(s) = αlog(n) + βlog(θˆ(1− θˆ)) + log(N).
Los resultados nos dan una idea de la relacio´n que existe entre N, n y θˆ. Los coeficientes
son -0.1404 para log(n); 0.5066 para log(θˆ(1− θˆ)) y -0.1748 para log(N). El R2 ajustado vale
0.9909.
A partir de los datos simulados, se calcularon los intervalos de confianza para la distribucio´n
uniforme y, adicionalmente, para la que suponemos es la verdadera. En la figura siguiente vemos
los inte´rvalos de confianza del 95 % donde en el primer gra´fico el rasgo tiene distribucio´n uniforme
y en el segundo gra´fico se tiene el caso en el que suponemos que el rasgo tiene distribucio´n
normal.
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Figura 5.7: Intervalos de confianza
Como hemos probado anteriormente la estimacio´n del rasgo es consistente, lo que se visualiza
en los gra´ficos anteriores al quedar las medias en la diagonal del cuadrado [0,1]x[0,1]. Sin
embargo, como hemos afirmado, no hemos podido encontrar la distribucio´n del rasgo estimado.
Este estudio nos muestra que la desviacio´n esta´ndar de la estimacio´n no es constante a lo largo
del soporte del rasgo. Cuando consideramos el caso cano´nico (rasgo uniforme) se encuentra que
la mayor dispersio´n se obtiene en los rasgos medios (en el entorno de 0.5), cuando aplicamos la
trasformacio´n inversa de la normal la menor dispersio´n se obtiene en el entorno de 0.
Este estudio nos mostro´ que la desviacio´n depende de la cantidad de ı´tems, del valor de θ y
de la cantidad de sujetos. Es muy interesante que el efecto del valor de θ en la desviacio´n sea
aproximadamente (θ(1− θ))1/2. El procedimiento que hemos aplicado nos sirve para encontrar
emp´ıricamente los inte´rvalos de confianza de los estimadores. Como no conocemos los rasgos
verdaderos deberemos utilizar un procedimiento de bootstrap. Finalmente, esta´ abierto el pro-
blema de encontar la distribucio´n asinto´tica del rasgo, pero ya sospechamos que´ tipo fo´rmula
debemos encontrar para la varainza asinto´tica.
5.4. Estudio 3: Efecto del taman˜o muestral en la estima-
cio´n de las CCI unidimensionales.
Para evaluar el efecto del taman˜o muestral se calculo´ el promedio de las distancias mencionadas
en un test de 30 ı´tems log´ısticos de tres para´metros. Los para´metros se simularon como ya hemos
indicado en la seccio´n 5.1.4 . Se aplico´ el test a 100, 250, 500 y 1000 individuos cuyos rasgos
provienen de una distribucio´n normal (0,1). Se utilizo´ un ancho de ventana igual a 0.5 y un
nu´cleo normal.
La figura que sigue muestra las CCI estimadas y real de un ı´tem. Este ı´tem tiene los siguientes
para´metros (a=0.65, b=-0.18, c=0.22) y su CCI esta´ graficada en color negro. Se muestran
tambie´n las CCI estimadas para 4 taman˜os muestrales 100 (rojo), 250 (verde), 500 (azul) y 1000
(celeste).
El cuadro que sigue muestra los resultados por taman˜o muestral en tres medidas del ajuste
de las CCI (RECI, RECE y d3) dadas por la definicio´n 5.1.1. Los resultados obtenidos fueron:
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N RECI RECE d3
100 0.1736 0.0684 0.1197
250 0.1353 0.0493 0.0753
500 0.1688 0.0552 0.0941
1000 0.1357 0.0480 0.0916
Cuadro 5.4: Ajuste y taman˜o muestral
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Figura 5.8: Ajuste y taman˜o muestral
Los resultados muestran un buen ajuste desde taman˜os medianos (250) de la muestra. Esto
nos indica que este es un procedimiento que compite con los parame´tricos en lo que refiere al
taman˜o muestral necesario para un buen ajuste.
5.5. Estudio 4: Taman˜o muestral en dos dimensiones. Ca-
so I.
En este caso I se analizan ı´tems dependientes de un solo rasgo, es decir, se consideraron
rasgos bivariados pero los ı´tems dependen de uno de ellos. Se simularon test de 60 ı´tems, en los
que los primeros 30 ı´tems dependen de un rasgo y los siguientes 30 de otro, siguiendo un modelo
3P cada uno. Los para´metros de los ı´tems se generaron como esta´ indicado en la seccio´n 5.1.4
. Los rasgos se simularon a partir distribuciones bivariadas con marginales conocidas. En este
estudio los rasgos provienen de una co´pula con marginales normales(0,1) y correlacio´n de 0.75.
Se utilizaron taman˜os muestrales de 100, 500 y 1000 sujetos. Para la estimacio´n no parame´trica
se utilizo´ un nu´cleo normal y una matriz de ancho de ventana diagonal. Las ventanas de la
diagonal se fijaron iguales a 0,2.
Para evaluar el efecto de distintos taman˜os de muestra se calculo´ el promedios de las distancias
RECI, RECE y d3.
N RECI RECE d3
100 0.1112 0.0232 0.2565
500 0.0224 0.0042 0.2224
1000 0.0104 0.0021 0.1760
Cuadro 5.5: Ajuste en dos dimensiones. Caso I
Las gra´ficas que siguen muestran un ejemplo de los ı´tems simulados. El ı´tem, en este caso,
tiene para´metros: a=1.65, b=-0.75 y c=0.23. Se presenta el modelo real y el estimado usando un
taman˜o muestral de 500. Como se observa, al depender el ı´tem de una sola dimensio´n, las curvas
de nivel en la otra dimensio´n son paralelas. En la superficie estimada vemos que se pueden
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producir distorsiones de este paralelismo debido a que el estimador considerado no tiene esa
restriccio´n incorporada.
Modelo
Theta 1
Theta 2
Prob
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Figura 5.9: Modelo real
Estimada N=500
Theta 1
Theta 2
Prob
0.5
0.6
0.7
0.8
0.9
1.0
Figura 5.10: Estimado
La tabla nos muestra buenos ajustes a partir de taman˜os medianos de muestra (500), conside-
rando que estamos en dos dimensiones. Los resultados en la distancia d3 tambie´n nos muestran
un buen ajuste pues el ma´ximo error es pequen˜o. Sin embargo, se observa que la ganancia en
exactitud en esta medida no es tan grande como en las otras medidas. Esto se debe a que, en
general, siempre existe algu´n punto donde el error puede ser grande, pero cuando se comparan
la medidas ponderadas para diferentes taman˜os muestrales observamos que este tipo de puntos
disminuye sustancialmente.
5.6. Estudio 5: Taman˜o muestral en dos dimensiones. Ca-
so II.
En este estudio se consideraron ı´tems dependientes de dos rasgos, como pueden ser idioma
espan˜ol y matema´tica. Parece lo´gico suponer que existe correlacio´n entre los niveles de cono-
cimiento de distintos rasgos, por lo que, para simular estos rasgos, utilizaremos distribuciones
bivariadas con marginales conocidas y distintos grados de correlacio´n. El modelo que utilizare-
mos sera´ el log´ıstico multivariado de tres para´metros. Los para´metros de los ı´tems se generaron
como esta´ indicado en la seccio´n 5.1.4 .
Se evaluaron los efectos de distintos taman˜os muestrales, para ello se aplico´ un test de 60
ı´tems a 100, 500 y 1000 individuos cuyos rasgos fueron simulados de una distribucio´n bivariada
con marginales N(0,1). En este caso los ı´tems dependen de las dos dimensiones. En la regresio´n
no parame´trica se utilizo´ un ancho de ventana igual a 0.2 (como en el estudio 4) y un nu´cleo
normal.
Las gra´ficas que siguen muestran un ejemplo de los ı´tems simulados. El ı´tem en este caso tiene
para´metros: a1=1.28, a2=1.21, b=1.06 y c=0.13. Se uso´ una co´pula con marginales normales.
Se presenta el modelo real y el estimado usando un taman˜o muestral de 500. Los ejes x e y
representan los rasgos y el eje z la probabilidad.
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Marginales N RECI RECE D3
N(0,1);N(0,1) 100 0.1219 0.0238 0.3000
N(0,1);N(0,1) 500 0.0287 0.0053 0.3062
N(0,1);N(0,1) 1000 0.0160 0.0029 0.3456
Cuadro 5.6: Ajuste de las superficies
Modelo
Theta 1
Theta 2
Prob
0.2
0.4
0.6
0.8
1.0
Figura 5.11: Real
Estimada N(0,1);N(0,1) N=500
Theta 1
Theta 2
Prob
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Figura 5.12: Estimado
En este caso tambie´n se corroboro´ un buen ajuste y la necesidad de taman˜os muestrales
mayores, pero ya con 500 se tiene un buen ajuste. El mismo comentario realizado en la seccio´n
anterior vale para la distancia d3.
5.7. Estudio 6: Ajuste por ı´tems y sujetos en dos dimen-
siones.
A los efectos de ver un poco ma´s la relacio´n del ajuste con el taman˜o del test y el taman˜o
muestral simulamos test bivariados con 10, 20, 50 y 100 ı´tems aplicados a 100, 250, 500, 750 y
1000 sujetos. Los rasgos se simularon a trave´s de una co´pula normal con marginales normales
estandar y con los rasgos independientes. Los para´metros se simularon como ya hemos indicado
en la seccio´n 5.1.4. Se uso´ un nu´cleo normal y la matriz de ancho de ventanas como en los
estudios 4 y 5. A partir de esto se calculo´ el promedio de la RECE del modelo no parame´trico.
La tabla que sigue nos muestra los resultados obtenidos.
125
sujetos ı´tems RECE
100 10 0.17 (0.07)
100 20 0.13 (0.05)
100 50 0.10 (0.04)
100 100 0.12 (0.05)
250 10 0.09 (0.08)
250 20 0.11 (0.06)
250 50 0.09 (0.05)
250 100 0.10 (0.05)
500 10 0.15 (0.08)
500 20 0.11 (0.09)
500 50 0.09 (0.06)
500 100 0.07 (0.05)
750 10 0.21 (0.09)
750 20 0.15 (0.04)
750 50 0.10 (0.05)
750 100 0.08 (0.05)
1000 10 0.23 (0.10)
1000 20 0.16 (0.06)
1000 50 0.11 (0.04)
1000 100 0.07 (0.06)
Cuadro 5.7: Ajuste segu´n muestra y cantidad de ı´tems
Vemos que tenemos un buen ajuste. Se observa, como es de esperar, la tendencia que si
el nu´mero de ı´tems sube, el nu´mero de sujetos debe crecer para obtener ajustes adecuados.
Debemos recordar que debe mantenerse una relacio´n entre la cantidad de sujetos y de ı´tems
para obtener la consistencia. Espec´ıficamente la hipo´tesis 7 para la consistencia conjunta nos
dice que H ma´xl(
∑n
i=1 c
2
n,l,i)
− d+2
2 < N < Mnr con r > d+ 1, ver 3.7 .
5.8. Estudio 7: Efecto de la eleccio´n de la ventana en
una dimensio´n.
Si bien hemos trabajado en presentar me´todos para la eleccio´n del mejor ancho de ventana,
queremos analizar que´ sucede al tomarse diferentes ventanas. Como ya sabemos es crucial la
eleccio´n de las mismas debido al efecto compensatorio que tienen entre el sesgo y la varianza.
Para ello se simularon tests considerando un rasgo normal y se estimaron las CCI con diferentes
ventanas.
Se tomaron valores iguales a 0.04, 0.06, 0.08, 0.10, 0.12, 0.14 y 0.16. De cada uno de estos
valores de ventana se simularon test de 10, 20, 50, 100 y 150 ı´tems que eran suministrados a
100, 250, 500, 750, 1000, 2000 y 5000 sujetos en todas las combinaciones posibles, es decir, 35
tipos de simulaciones para cada tipo de ventana. Como dijimos, el rasgo se simulo´ mediante la
distribucio´n normal y la ı´tems siguieron dos modelos, el modelo 3P y el logit cu´bico, donde los
para´metros se simularon como esta´ explicado en la seccio´n 5.1.4 .
Se calcularon los valores promedios de RECI, RECE, DAM y D3 para la estimacio´n no
parame´trica basada en nu´cleos ecuacio´n 3.7 y la estimacio´n basada en polinomios locales de
grado 1 con nu´cleos, dada por la ecuacio´n 3.11.
126
Las tablas que siguen muestran los resultados para las ventanas utilizadas. En las tablas
la primera columna indica el ancho de ventana (h), las columnas que siguen tienen la medida
de ajuste utilizada (RECI, RECE, DAM y D3) seguida de NP (no parame´trica) para indicar
que nos referimos a la estimacio´n mediante la ecuacio´n 3.7 o seguida de POL (no parame´trica
por polinomios locales de grado 1 ) para indicar que nos referimos a la estimacio´n mediante la
ecuacio´n 3.11.
h RECINP RECIPOL RECENP RECEPOL DAMNP DAMPOL D3NP D3POL
0.04 0.30 0.29 0.12 0.12 0.47 0.47 0.37 0.37
0.06 0.29 0.28 0.13 0.13 0.46 0.46 0.33 0.33
0.08 0.26 0.26 0.11 0.12 0.42 0.42 0.28 0.28
0.10 0.24 0.24 0.11 0.11 0.39 0.39 0.25 0.25
0.12 0.23 0.23 0.10 0.10 0.37 0.37 0.22 0.22
0.14 0.22 0.22 0.10 0.10 0.36 0.36 0.20 0.21
0.16 0.21 0.21 0.09 0.09 0.35 0.35 0.19 0.19
Cuadro 5.8: Media de los ajustes segu´n ventana
h RECINP RECIPOL RECENP RECEPOL DAMNP DAMPOL D3NP D3POL
0.04 0.28 0.28 0.10 0.10 0.45 0.45 0.36 0.36
0.06 0.26 0.26 0.09 0.09 0.44 0.44 0.34 0.33
0.08 0.23 0.23 0.08 0.08 0.39 0.39 0.28 0.27
0.10 0.21 0.21 0.07 0.07 0.35 0.35 0.23 0.23
0.12 0.19 0.19 0.06 0.07 0.33 0.33 0.20 0.20
0.14 0.18 0.18 0.06 0.06 0.30 0.31 0.17 0.18
0.16 0.17 0.17 0.06 0.06 0.29 0.29 0.16 0.16
Cuadro 5.9: Media de los ajustes modelos log´ısticos segu´n
ventana
h RECINP RECIPOL RECENP RECEPOL DAMNP DAMPOL D3NP D3POL
0.04 0.33 0.33 0.17 0.17 0.52 0.52 0.38 0.38
0.06 0.31 0.31 0.16 0.16 0.48 0.48 0.33 0.33
0.08 0.29 0.29 0.15 0.15 0.45 0.45 0.29 0.29
0.10 0.27 0.27 0.14 0.14 0.43 0.43 0.27 0.27
0.12 0.26 0.26 0.14 0.14 0.42 0.42 0.25 0.25
0.14 0.26 0.26 0.14 0.14 0.41 0.41 0.23 0.23
0.16 0.25 0.25 0.13 0.13 0.40 0.40 0.22 0.22
Cuadro 5.10: Media de los ajustes modelos logit cu´bicos
segu´n ventana
Se observa que, tanto en el promedio utilizando todos los datos, como cuando se analiza el
ajuste en los modelos log´ısticos y logit cu´bicos, hay una relacio´n marcada entre el ajuste y el
valor de h.
Tambie´n se observa que el ajuste mejora a medida que estamos aumentando la ventana por lo
que planteamos una segunda serie de simulaciones para encontrar hasta donde mejora el ajuste.
Para ello, utilizando un test de 30 ı´tems de modelo 3P aplicado a 1000 individuos, estudiamos
el efecto de considerar distintos anchos de ventana mayores a los anteriores. Usamos ahora 5
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ventanas de valores 0.2; 0.4; 0.6; 0.8; 1. Se observa que el mejor ajuste se da en la ventana de
0.4 y luego comienza a crecer.
En la figura 5.13 se muestra un ı´tem de para´metros a=0.67, b=-0.18 y c=0.22. En negro se
muestra la CCI real. Tambie´n se graficaron las CCI estimadas para las ventanas: h=0.2 (rojo),
h=0.4 (verde), h=0.6 (azul), h=0.8 (celeste) y h=1 (lila).
RECINP RECENP D3NP
h = 0.2 0.1302 0.0339 0.1005
h = 0.4 0.1119 0.0368 0.0784
h = 0.6 0.1773 0.0622 0.1115
h = 0.8 0.2854 0.0916 0.1611
h = 1 0.3935 0.1174 0.2092
Cuadro 5.11: Ajuste medio por ventana
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Figura 5.13: CCI para diferentes ventanas
Esta serie de simulaciones nos muestra la importancia de la eleccio´n de la ventana. Ya hemos
mencionado que existe un compromiso permanente entre sesgo y varianza. El sesgo disminuye
si la ventana es pequea˜ y en cambio, la varianza decrece si la ventana es grande.
Como vemos, esto se ve reflejado en los datos del ajuste que hemos calculado para las
diferentes ventanas.
Nosotros en la seccio´n 3.10.1 mostramos el me´todo de validacio´n cruzada para la eleccio´n de
la ventana. Hay otros me´todos que pueden verse en Fan y Gijbels (1996). Por otro lado, Lee
(2007) utiliza un me´todo ma´s cualitativo al elegir como ventana aquella que hace la curva ma´s
suave.
5.9. Estudio 8: Efecto de distintos valores de ancho de
ventana en dos dimensiones. Caso I.
Para comparar las estimaciones mediante regresio´n no parame´trica al variar los anchos de
ventana consideramos un test de 60 ı´tems aplicado a 500 individuos cuyos rasgos fueron simulados
mediante una distribucio´n bivariada con marginales N(0,1) independientes, usando una co´pula
normal. Los 60 ı´tems se dividieron en dos grupos de 30 donde cada grupo depende de uno solo
de los rasgos. Los para´metros de los ı´tems fueron generados como esta´ explicado en la seccio´n
5.1.4 .
Luego, realizamos las estimaciones utilizando distintos anchos de ventana (la matriz H se
considera diagonal) y calculamos las tres distancias ya definidas. En todos los casos, utilizamos
un nu´cleo normal en la regresio´n no parame´trica. La tabla muestra los resultados obtenidos,
significando los encabezados lo mismo que en la seccio´n anterior. El mejor ancho de ventana
para las diagonales de la matriz H es 0.2, aunque no hemos probado matrices con valores de la
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ventana menores.
h RECINP RECENP D3NP
0.2 0.0244 0.0044 0.2490
0.4 0.0303 0.0059 0.2415
0.6 0.0351 0.0069 0.2832
0.8 0.0353 0.0073 0.2278
1 0.0428 0.0083 0.2627
Cuadro 5.12: Ajuste por matriz de ventanas. Caso I
5.10. Estudio 9: Efecto de distintos valores de ancho de
ventana en dos dimensiones. Caso II.
Utilizamos el mismo tipo de test que en la seccio´n anterior, o sea, un test de 60 ı´tems
aplicado a 500 individuos cuyos rasgos fueron simulados mediante una distribucio´n bivariada
con marginales N(0,1) independientes. Ahora los 60 ı´tems dependen de ambos rasgos y sus
para´metros se simularon como esta´ explicado en la seccio´n 5.1.4 .
Calcularemos las tres distancias considerando distintos anchos de ventana. Continuamos
utilizando en la regresio´n no parame´trica un nu´cleo normal. Los resultados son iguales a las del
estudio 8 y realizamos la misma observacio´n respecto a la ventana que tiene mejor ajuste.
h RECINP RECENP D3NP
0.2 0.0288 0.0054 0.2918
0.4 0.0444 0.0100 0.3876
0.6 0.0552 0.0135 0.3870
0.8 0.0636 0.0150 0.4507
1 0.0663 0.0160 0.4454
Cuadro 5.13: Ajuste por matriz de vantanas. Caso II
Finalmente, podemos evidenciar a partir de los estudios 7, 8 y 9 como el ajuste se ve in-
fluenciado por el ancho de ventana. Es por este motivo que desarrollar me´todos simples para la
eleccio´n de la ventana o´ptima es muy importante. Como hemos mencionado antes, en la tesis se
presentan me´todos para la eleccio´n de la ventana, pero esta´n referidos a cuando se considera el
rasgo estimado sin error. Si queremos considerar el error en la estimacio´n del rasgo, deberemos
generar un me´todo que lo contemple. Retomaremos esto en el cap´ıtulo de conclusiones, pues
este aspecto es claramente una limitacio´n y un desaf´ıo para un desarrollo futuro.
5.11. Estudio 10: Efecto del tipo de nu´cleo en una di-
mensio´n.
En esta seccio´n presentamos los resultados de la utilizacio´n de diferentes nu´cleos en la
estimacio´n de las CCI. Pretendemos mostrar que los estimadores funcionan bien con cualquier
tipo de nu´cleo, aun con los que no tienen soporte compacto como ser el nu´cleo gaussiano.
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Se realizaron estimaciones con 10 nu´cleos distintos usando diferentes modelos, taman˜os
muestrales y cantidad de ı´tems. Se utilizaron 4 modelos de TRI (1P,2P,3P, L3) descritos en la
seccio´n 5.1.3 . Para cada nu´cleo se realizaron 140 simulaciones dadas de combinar los 4 modelos,
tests de 10, 20, 50, 100, 150 ı´tems y taman˜os muestrales de 100, 250, 500, 750, 1000, 2000 y 5000
sujetos. Los rasgos se simularon normales esta´ndar y la ventana se fijo´ en 0.2 debido a su buen
funcionamiento en los estudios previos. Se usaron como estimadores de las CCI los propuestos
por las ecuaciones 3.7 (NP) y 3.11 (POL).
Las tres tablas que siguen muestran las medias de las medidas de ajuste de los diferentes
nu´cleos. La primera tabla resume las medias de los ajustes por nu´cleo para todos los modelos,
la segunda considera solo los modelos log´ısticos, y la tercera, los modelos logit cu´bicos. Los
encabezados de las tablas tienen la misma codificacio´n que en las secciones anteriores.
nu´cleo RECINP RECIPOL RECENP RECEPOL DAMNP DAMPOL D3NP D3POL
normal 0.14 0.15 0.05 0.06 0.23 0.24 0.12 0.12
epanechnikov 0.23 0.23 0.10 0.10 0.38 0.38 0.24 0.24
uniforme 0.22 0.22 0.09 0.09 0.36 0.36 0.23 0.24
triangular 0.24 0.24 0.11 0.10 0.39 0.39 0.25 0.25
biweigth 0.24 0.24 0.11 0.10 0.39 0.40 0.26 0.26
triweigth 0.25 0.25 0.11 0.11 0.42 0.41 0.28 0.28
tricubo 0.24 0.24 0.11 0.11 0.39 0.39 0.26 0.26
coseno 0.23 0.23 0.10 0.10 0.38 0.38 0.24 0.25
logistico 0.18 0.17 0.08 0.08 0.32 0.30 0.13 0.13
sigmoideo 0.18 0.18 0.08 0.08 0.32 0.30 0.14 0.14
Cuadro 5.14: Media de los ajustes segu´n nu´cleo
nu´cleo RECINP RECIPOL RECENP RECEPOL DAMNP DAMPOL D3NP D3POL
normal 0.13 0.13 0.04 0.04 0.21 0.21 0.10 0.11
epanechnikov 0.19 0.20 0.06 0.06 0.33 0.33 0.21 0.22
uniforme 0.18 0.18 0.06 0.06 0.30 0.31 0.21 0.22
triangular 0.20 0.20 0.07 0.06 0.35 0.35 0.23 0.23
biweigth 0.21 0.21 0.07 0.07 0.36 0.36 0.24 0.25
triweigth 0.22 0.22 0.07 0.07 0.38 0.38 0.27 0.27
tricubo 0.21 0.21 0.07 0.07 0.36 0.35 0.24 0.248
coseno 0.2 0.20 0.06 0.06 0.33 0.33 0.22 0.224
logistico 0.12 0.12 0.04 0.04 0.21 0.21 0.08 0.08
sigmoideo 0.12 0.13 0.04 0.04 0.21 0.21 0.10 0.09
Cuadro 5.15: Media de los ajustes modelos log´ısticos segu´n nu´cleo
nu´cleo RECINP RECIPOL RECENP RECEPOL DAMNP DAMPOL D3NP D3POL
normal 0.23 0.23 0.12 0.12 0.39 0.38 0.19 0.19
epanechnikov 0.26 0.27 0.14 0.14 0.42 0.42 0.26 0.26
uniforme 0.26 0.26 0.13 0.13 0.41 0.41 0.26 0.26
triangular 0.27 0.27 0.14 0.14 0.43 0.43 0.27 0.27
biweigth 0.27 0.27 0.14 0.14 0.44 0.44 0.28 0.28
triweigth 0.28 0.28 0.14 0.14 0.45 0.45 0.29 0.29
tricubo 0.27 0.28 0.14 0.14 0.44 0.44 0.28 0.28
coseno 0.27 0.27 0.14 0.14 0.43 0.43 0.27 0.27
logistico 0.24 0.23 0.12 0.12 0.44 0.40 0.18 0.19
sigmoideo 0.24 0.23 0.12 0.12 0.42 0.39 0.19 0.19
Cuadro 5.16: Media de los ajustes modelos logit cu´bicos segu´n nu´cleo
Cuando analizamos las medidas de ajuste, observamos que el ajuste es bueno para todos
los nu´cleos, inclusive el nu´cleo normal que, aunque no tiene soporte compacto funciona muy
bien. Recordemos que la prueba de consistencia conjunta ped´ıa que el nu´cleo tuviera soporte
compacto. En el cap´ıtulo de conclusiones retomaremos este aspecto y propondremos una posible
hipo´tesis sobre el nu´cleo que permite considerar a los de soporte no acotado, dejando la prueba
para un desarrollo futuro.
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Adicionalmente, notamos que, si bien se tiene un mayor error (aunque pequen˜o) en los modelos
logit cu´bicos es igual para los diferentes nu´cleos.
Podemos, entonces, concluir que el me´todo es robusto ante el uso de diferentes nu´cleos
unidimensionales.
5.12. Estudio 11: Efecto de distintos nu´cleos en dos di-
mensiones. Caso I.
Con el fin de evaluar los efectos de distintos nu´cleos en la regresio´n no parame´trica conside-
ramos un test de 60 ı´tems aplicado a 500 individuos cuyos rasgos fueron simulados mediante
una distribucio´n bivariada con marginales N(0,1) independientes, usando una co´pula normal.
Los 60 ı´tems se dividieron en dos grupos de 30 donde cada grupo depende de uno solo de los
rasgos. Los para´metros de los ı´tems fueron generados como esta´ explicado en la seccio´n 5.1.4.
De los posibles nu´cleos multidimensionales se utilizaron los siguientes cuatro nu´cleos multiva-
riados que son cla´sicos: Normal, Epanechnikov esfe´rico y dos nu´cleos de Bartlett-Epanechnikov.
En todos los casos se fijo´ la matriz de ancho de ventana con diagonal igual a 0.2 (debido a los
resultados del estudio 8 y 9).
1. (2pi)−d/2|I|−1/2e− 12xTI−1x (normal) con I la identidad.
2. (1− xtx) |xtx| ≤ 1 (Epanechnikov esfe´rico)
3. 3pi−1(1− xtx)2 |xtx| ≤ 1 (K2)
4. 4pi−1(1− xtx)3 |xtx| ≤ 1 (K3)
Los resultados fueron:
RECINP RECENP D3NP
normal 0.0104 0.0021 0.1760
Epanechnikov 0.0092 0.0019 0.2184
K2 0.0095 0.0018 0.2572
K3 0.0109 0.0021 0.3218
Cuadro 5.17: Ajuste por nu´cleo caso I
Nuevamente observamos el buen ajuste que tienen los diferentes nu´cleos.
5.13. Estudio 12: Efecto de distintos nu´cleos en dos di-
mensiones. Caso II.
Con el fin de evaluar los efectos de distintos nu´cleos en la regresio´n no parame´trica consi-
deramos el mismo tipo de test del estudio anterior, o sea, un test de 60 ı´tems aplicado a 500
individuos cuyos rasgos fueron simulados mediante una distribucio´n bivariada con marginales
N(0,1) independientes. La diferencia es que, en este caso, los 60 ı´tems dependen de ambos rasgos
y sus para´metros se simularon como esta´ explicado en la seccio´n 5.1.4.
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Se utilizaron los mismos nu´cleos que en el estudio 11, e igualmente en todos los casos fijamos
el ancho de ventana igual a 0.2, por lo comentado anteriormente.
media de d1 media de d2 media de d3
normal 0.0287 0.0053 0.3062
Epanechnikov 0.0895 0.0103 0.6855
K2 0.0895 0.0101 0.6867
K3 0.0919 0.0110 0.6985
Cuadro 5.18: Ajuste por nu´cleo caso II
A partir de los estudios 10,11 y 12 podemos corroborar la robustez de los estimadores ante
los diferentes nu´cleos, tanto en el caso unidimensional, como en el bidimensional. Adema´s el
estimador funciona muy bien con nu´cleos que no tienen soporte compacto. Esto es muy bueno,
ya que el poder usar, por ejemplo, el nu´cleo normal nos permite obtener estimaciones suaves de
las curvas.
5.14. Estudio 13: Efectos de la distribucio´n de los rasgos
en una dimensio´n
Como hemos demostrado, las CCI permanecen incambiadas ante transformaciones mono´tonas
del rasgo, por lo tanto, la distribucio´n del rasgo no deber`ıa afectar la estimacio´n de los modelos.
Para corroborar este hecho se realizo´ un estudio del ajuste ante las diferentes distribuciones. Se
consideraron las distribuciones: normal, beta, arcoseno, log´ıstica, lognormal, normal sesgada y
uniforme.
Se simularon, de cada una de estas distribuciones, 500 sujetos y se les aplico´ test de 10, 20,
50, 100 y 150 ı´tems que siguen un modelo 3P con para´metros simulados, como esta´ explicado
en la seccio´n 5.1.4.
Para estimar las CCI se uso´ un nu´cleo normal y la ventana como lo venimos haciendo se
tomo´ de 0.20.
Las tablas que siguen nos muestran las medidas de ajuste ante las diferentes distribuciones
del rasgo.
Distribucio´n RECI NP RECI POL RECE NP RECE POL D3 NP D3 POL
normal 0.24 (0.08) 0.25 (0.08) 0.05 (0.01) 0.06 (0.01) 0.12 (0.09) 0.13 (0.08)
beta 0.23(0.08) 0.26 (0.10) 0.08 (0.01) 0.08 (0.01) 0.13(0.07) 0.15(0.09)
arcoseno 0.28 (0.11) 0.27 (0.10) 0.06 (0.03) 0.08 (0.02) 0.21 (0.08) 0.23 (0.10)
log´ıstica 0.29 (0.12) 0.3 (0.14) 0.08 (0.01) 0.08 (0.02) 0.20 (0.08) 0.20 (0.08)
lognormal 0.27 (0.11) 0.31 (0.14) 0.08 (0.02) 0.08 (0.02) 0.19 (0.09) 0.21 (0.09)
normal sesgada 0.25 (0.09) 0.24 (0.09) 0.05 (0.01) 0.08 (0.01) 0.15 (0.09) 0.18 (0.10)
uniforme 0.24 (0.08) 0.24 (0.08) 0.06 (0.01) 0.06 (0.01) 0.11 (0.08) 0.11 (0.08)
Cuadro 5.19: Ajuste segu´n distribucio´n
La tabla nos corrobora que, los valores de ajuste de los estimados de las CCI cuando el rasgo
sigue diferentes distribucio´nes, es aproximadamente igual en todas ellas.
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5.15. Estudio 14: Efecto de distintas distribuciones mar-
ginales de θ en dos dimensiones. Caso I.
Se evaluo´ el efecto de considerar distintas distribuciones bivariadas para los rasgos de los
individuos. Para ello utilizamos diferentes distribuciones marginales y fijamos el nivel de correla-
cio´n entre ambas igual a 0, 75. Las co´pulas consideradas tienen las siguientes marginales: N(0,1)
y N(0,1); Beta(5,5) y Beta(5,5); U(0,1) y U(0,1). Se transforma cada marginal a los efectos de
hacer comparables los resultados.
Se simula un test de 60 ı´tems, que se dividieron en dos grupos de 30, donde cada grupo
depende de uno solo de los rasgos. Los para´metros de los ı´tems fueron generados como esta´
explicado en la seccio´n 5.1.4 . Para estimar las CCI se utilizo´ un nu´cleo normal y una matriz
diagonal de ventanas con valores iguales a 0.20.
Obtenemos:
RECINP RECENP D3NP
N(0,1);N(0,1) 0.0244 0.0040 0.1874
Beta(5,5);Beta(5,5) 0.0264 0.0047 0.2526
U(0.1,0.9);U(0.1,0.9) 0.0155 0.0028 0.2373
Cuadro 5.20: Ajuste por distribucio´n marginal caso I
Se observa que el me´todo funciona muy bien con cualquiera de los pares de marginales que
se trabajo´.
5.15.1. Distintos niveles de correlacio´n entre los rasgos
Ahora consideramos distintos niveles de correlacio´n entre las distribuciones marginales
(N(0,1)) que componen la co´pula, es decir, consideraremos distintos niveles de correlacio´n entre
las dos rasgos de cada individuo. Se tomara´n correlaciones 0 (dos rasgos independientes), 0.2375,
0.475, 0.7125, 0.95 (casi un u´nico rasgo). El caso en el cual el coeficiente de correlacio´n es
igual a cero implica que se esta´ suponiendo independencia entre los dos rasgos en cuestio´n. A
continuacio´n, mostramos la tabla con los resultados.
rho RECINP RECENP D3NP
0 0.0092 0.0017 0.1150
0.2375 0.0091 0.0017 0.1291
0.475 0.0114 0.0018 0.2259
0.7125 0.0132 0.0021 0.2262
0.95 0.0142 0.0026 0.2751
Cuadro 5.21: Ajuste por correlacio´n entre rasgos caso I
Tambie´n queda claro que el ajuste es bueno ante diferentes correlaciones entre los rasgos.
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5.16. Estudio 15: Efecto de distintas distribuciones de θ
en dos dimensiones. Caso II.
Se realiza un estudio ana´logo al estudio 14, con la diferencia que ahora los 60 ı´tems dependen
de los dos rasgos. Se usa un modelo log´ıstico multidimensional con los para´metros simulados
como en la seccio´n 5.1.4.
RECINP RECENP D3NP
N(0,1);N(0,1) 0.0154 0.0029 0.2457
Beta(5,5);Beta(5,5) 0.0308 0.0060 0.3128
U(0,1);U(0,1) 0.0179 0.0025 0.2858
Cuadro 5.22: Ajuste por distribucio´n marginal caso II
Tambie´n en este caso, el ajuste es muy bueno ante las diferentes combinaciones de marginales.
5.16.1. Efecto de distintos grados de correlacio´n entre los rasgos
Para evaluar el efecto de distintos grados de correlacio´n entre los distintos rasgos consideramos
una distribucio´n bivariada con marginales con distribucio´n N(0,1) y calculamos las tres distancias
para distintos niveles de correlacio´n. La tabla que sigue muestra los resultados que son muy
buenos.
rho RECINP RECENP D3NP
0 0.0163 0.0038 0.2330
0.2375 0.0153 0.0033 0.2423
0.475 0.0156 0.0032 0.2859
0.7125 0.0159 0.0029 0.3288
0.95 0.0138 0.0022 0.2603
Cuadro 5.23: Ajuste por correlacio´n entre rasgos. Caso II
A partir de los estudios 13,14 y 15 podemos evidenciar que el me´todo propuesto es robusto
ante las diferentes distribuciones del rasgo en el caso unidimensional. Tambie´n es robusto ante
diferentes marginales de los rasgos multivariados, as´ı como ante diferentes correlaciones entre
los rasgos.
5.17. Estudio 16: Efecto de la eleccio´n de la ventana en
el modelo iso´tono
Para este estudio se utilizaron valores de h iguales a: 0.04, 0.06, 0.08, 0.10, 0.12, 0.14 y 0.16.
De cada uno de estos valores de ventana se simularon test de 10, 20, 50, 100 y 150 ı´tems que eran
suministrados a 100, 250, 500, 750, 1000, 2000 y 5000 sujetos en todas las combinaciones posibles,
es decir, 35 tipos de simulaciones para cada tipo de ventana. El rasgo se simulo´ mediante la
distribucio´n normal y los ı´tems siguieron dos modelos, el modelo 3P y el logit cu´bico, donde los
para´metros se simularon como esta´ explicado en la seccio´n 5.1.4.
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Se calcularon los valores promedios de RECI, RECE y DAM para la estimacio´n no parame´trica
iso´tona.
h RECI RECE DAM
0.04 0.50 0.24 0.76
0.06 0.50 0.25 0.80
0.08 0.49 0.24 0.79
0.10 0.49 0.24 0.79
0.12 0.49 0.24 0.79
0.14 0.49 0.24 0.80
0.16 0.49 0.24 0.81
Cuadro 5.24: Media de los ajustes segu´n ventana
h RECI RECE DAM
0.04 0.49 0.23 0.74
0.06 0.50 0.24 0.79
0.08 0.49 0.23 0.78
0.10 0.49 0.23 0.79
0.12 0.49 0.23 0.79
0.14 0.49 0.24 0.80
0.16 0.49 0.24 0.80
Cuadro 5.25: Media de los ajustes modelos log´ısticos segu´n ventana
h RECI RECE DAM
0.04 0.51 0.26 0.83
0.06 0.50 0.25 0.82
0.08 0.49 0.25 0.80
0.10 0.49 0.25 0.80
0.12 0.49 0.25 0.80
0.14 0.49 0.25 0.80
0.16 0.49 0.25 0.81
Cuadro 5.26: Media de los ajustes modelos logit cu´bicos segu´n ventana
En la estimacio´n de la densidad se observo´ que los ajustes son aproximadamente de la misma
magnitud ante diferentes elecciones de la ventana. Este resultado es coherente, ya que el taman˜o
de la ventana depende del nu´cleo, de la cantidad de puntos presentes y de la densidad de la
variable. El modelo iso´tono se estima en [0, 1] y se supone una distribucio´n uniforme del rasgo.
Como la grilla se establece manualmente, y se hace lo suficientemente densa, no existira´ mucha
variacio´n en la estimacio´n ante cambios de ventana, excepto en los extremos.
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5.18. Estudio 17. Efecto de la eleccio´n del nu´cleo en el
modelo iso´tono
En este estudio pretendemos mostrar que el estimador iso´tono funcionan bien con cualquier
tipo de nu´cleo, aun con los que no tienen soporte compacto, como ser el nu´cleo gaussiano.
Se realizaron estimaciones con 10 nu´cleos distintos usando diferentes modelos, taman˜os
muestrales y cantidad de ı´tems. Se utilizaron 4 modelos de TRI (1P,2P,3P, L3) descritos en
la seccio´n 5.1.3. Para cada nu´cleo se realizaron 140 simulaciones obtenidas al combinar los 4
modelos, tests de 10, 20, 50, 100, 150 ı´tems y taman˜os muestrales de 100, 250, 500, 750, 1000,
2000 y 5000 sujetos. Los rasgos se simularon normales esta´ndar y la ventana se fijo´ en 0.10
debido a su buen funcionamiento en el caso iso´tono.
Las tres tablas que siguen muestran las medias de las medidas de ajuste de los diferentes
nu´cleos. La primera tabla resume las medias de los ajustes por nu´cleo para todos los modelos,
la segunda considera solo los modelos log´ısticos, y la tercera, los modelos logit cu´bicos. Los
encabezados de las tablas tienen la misma codificacio´n que en las secciones anteriores.
nu´cleo RECI RECE DAM
normal 0.43 0.20 0.67
epanechnikov 0.52 0.27 0.82
uniforme 0.51 0.26 0.81
triangular 0.57 0.30 0.89
biweigth 0.52 0.27 0.82
triweigth 0.53 0.27 0.83
tricubo 0.52 0.27 0.82
coseno 0.52 0.27 0.82
logistico 0.43 0.21 0.71
sigmoideo 0.43 0.21 0.70
Cuadro 5.27: Media de los ajustes segu´n nu´cleo
nu´cleo RECI RECE DAM
normal 0.43 0.20 0.67
epanechnikov 0.50 0.25 0.77
uniforme 0.49 0.25 0.76
triangular 0.537 0.281 0.84
biweigth 0.50 0.26 0.78
triweigth 0.50 0.26 0.78
tricubo 0.51 0.26 0.78
coseno 0.502 0.26 0.77
logistico 0.42 0.20 0.69
sigmoideo 0.41 0.20 0.68
Cuadro 5.28: Media de los ajustes modelos log´ısticos segu´n nu´cleo
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nu´cleo RECI RECE DAM
normal 0.43 0.22 0.71
epanechnikov 0.53 0.28 0.86
uniforme 0.53 0.27 0.85
triangular 0.60 0.32 0.95
biweigth 0.54 0.28 0.86
triweigth 0.54 0.28 0.87
tricubo 0.54 0.28 0.86
coseno 0.54 0.28 0.86
logistico 0.44 0.22 0.72
sigmoideo 0.44 0.22 0.72
Cuadro 5.29: Media de los ajustes modelos logit cu´bicos segu´n nu´cleo
Como ocurrio´ cuando se estudiaron los estimadores no mono´tonos en el caso del modelo
iso´tono, al utilizar diferentes nu´cleos, se encontro´ que el modelo ajusto´ adecuadamente. Clara-
mente al estar el modelo restringido a ser mono´tono hay mayor error que cuando se consideran
los estimadores no parame´tricos y por polinomios locales. Esto se ve reflejado en las medidas
de ajuste.
Cap´ıtulo 6
Aplicacio´n a datos reales
6.1. Objetivos
En este cap´ıtulo mostraremos la aplicacio´n pra´ctica de los me´todos presentados y su utilidad
para analizar test de diferentes caracter´ısticas. Para ello, nos proponemos considerar diferentes
condiciones como ser la dimensionalidad, el tipo de respuesta y la monoton´ıa.
Los objetivos espec´ıficos son:
1- Estimar los rasgos de los sujetos en un test unidimensional.
2- Aplicar los cuatro modelos propuestos para estimar las CCI en un test unidimensional.
3- Utilizar la regresio´n no parame´trica para analizar el ajuste de las CCI estimadas parame´-
tricamente.
4- Estimar el vector de rasgos de los sujetos en un test con dos dimensiones.
5- Estimar las superficies de respuesta al ı´tem en un test bidimensional.
6- Estimar las funciones de respuesta para ı´tems de respuesta graduada.
7- Estimar las superficies de respuesta para cada opcio´n en un test de dimensio´n media (en
nuestro caso 4 dimensiones).
8- Representar gra´ficamente las superficies de respuesta de dimensio´n mayor a dos, mediante
proyecciones y curvas de nivel.
6.2. Me´todos
Para cumplir con los objetivos se utilizaron dos test: la evaluacio´n diagno´stica en Matema´tica
al ingreso a la Universidad de la Repu´blica y el Children Depression Inventory (CDI). En los
objetivos 1 a 5 se utilizo´ la prueba de evaluacio´n diagno´stica en Matema´tica y para los objetivos
6 a 8 el CDI.
En el caso de la evaluacio´n diagno´stica en Matema´tica comenzaremos estudiando la dimen-
sionalidad de la prueba. Para esto se utilizaron varios ı´ndices:
1- Porcentaje de varianza explicado por cada componente.
2- El cociente entre autovalores.
3- El screeplot de Catrell.
4- Minumum Partial Average (MAP).
5- Ana´lisis Paralelo.
6- Very simple structure (VSS).
Cuando la prueba se considero´ unidimensional se realizaron dos estudios:
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a) Se calibro´ mediante el modelo 2P.
b) Se estimo´ la densidad del rasgo y las CCI mediante regresio´n no parame´trica, polinomios
locales y los modelos iso´tonos respectivos.
En el ana´lisis parame´trico se utilizo´ para medir el ajuste de las personas el estad´ıstico L0 de
Levine y Rubin y el estad´ıstico Lz de Drasgow. Para medir el ajuste de los ı´tems se calculo´ el
Q1 de Yen. Tambie´n se utilizo´ para el ajuste estimar las CCI mediante regresio´n no parame´trica
y calcular las medidas, RECI, RECE y d3.
Cuando se considero´ la prueba bidimensional, con los rasgos a´lgebra y ca´lculo se estimo´ la
densidad no parame´tricamente y las curvas de respuesta mediante los cuatro modelos propuestos
en la tesis.
En el caso del CDI se tomo´ en cuenta la estructura factorial de 4 dimensiones encontradas
por Kovacs (1992) y Del Barrio et al (1999). Se estimaron las FRI en cada dimensio´n mediante
dos modelos de respuesta graduada no parame´tricos, uno basado en regresio´n no parame´trica y
el otro usando el modelo iso´tono.
Tambie´n se estudio´ el CDI con los modelos no parame´tricos en dimensio´n 4, modeliza´ndose las
distintas opciones de respuesta. Luego, se proyectaron las superficies en espacios bidimensionales
para su representacio´n gra´fica. Tambie´n se utilizo´ una representacio´n de las curvas de nivel.
6.3. Evaluacio´n diagno´stica en matema´tica
En el marco del proceso de descentralizacio´n de la Universidad de la Repu´blica de Uruguay
(Udelar) que llevo´ a la creacio´n de 7 Centros Universitarios ubicados fuera de Montevideo, en
el Interior del pa´ıs, la Comisio´n Coordinadora del Interior (CCI) creyo´ oportuno evaluar las
competencias de los estudiantes al ingreso a la Universidad en el a´rea de matema´tica con el fin
de adaptar los programas educativos y crear dispositivos de apoyos espec´ıficos. Por estos motivos
se aplican pruebas diagno´sticas basadas en esta´ndares desarrolladas por Rodr´ıguez (2016). La
prueba fue aplicada a los 1380 estudiantes que ingresaron a la Universidad de la Repu´blica en
los Centros Universitarios Regionales, distribuidos de la forma en que se observa en el mapa
(figura 6.1).
En primer lugar, un grupo de docentes establecio´ esta´ndares de contenido agrupados en
cuatro categor´ıas: nu´meros y operaciones, a´lgebra y funciones, geometr´ıa y ana´lisis de datos,
estad´ıstica y probabilidad. Con la finalidad de contar con ı´tems ya testeados, se tomo´ como base
la dimensio´n Matema´tica del Scholastic Assessment Test (SAT) elaborada por The College Board.
Un grupo de docentes preselecciono´ 186 ı´tems, repartidos equilibradamente entre las diferentes
categor´ıas. Otro grupo de docentes con experiencia en evaluacio´n de ı´tems los valoraron y
establecieron la proporcio´n de ı´tems para cada categor´ıa teniendo en cuenta la preponderancia
que se les da en los programas curriculares a esos contenidos. La prueba de Matema´ticas quedo´
finalmente conformada por dos cuadernillos con 44 ı´tems cada uno.
A las escalas se les realizo´ un serie de ana´lisis psicome´tricos a efectos de estudiar sus pro-
piedades. En primer lugar, se calcularon los ı´ndices de dificultad e ı´ndices de discriminacio´n de
cada ı´tem as´ı como la distribucio´n de las respuestas.
La dificultad media de los ı´tems del cuadernillo 1 de matema´tica fue de 0.36 (0.02), del
cuadernillo 2 fue 0.37 (0.02). Se recomienda que el ı´ndice de dificultad sea mayor a 0,5 y que
la dificultad media sea 0,62 para ı´tems de 4 opciones (Abad et al., 2011). Si bien los ı´tems de
estas pruebas tienen 5 distractores, se encuentran alejados de lo recomendado para el ı´ndice
de dificultad. Fueron calculados los ı´ndices de discriminacio´n, en este caso las correlaciones
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biseriales puntuales (bivariadas) de los ı´tems por separado y de los grupos. La discriminacio´n
media de los ı´tems del cuadernillo 1 y 2 de Matema´tica fue de 0.40 (0.01 y 0.02 respectivamente).
La bibliograf´ıa sugiere que los ı´tems que obtengan un ı´ndice de discriminacio´n menor a 0,20
sean descartados (Abad et al., 2011 y Schmeiser y Welch, 2006). Este criterio se uso´ para la
eliminacio´n de los ı´tems que no ajustaban. En esta primera instancia no se eliminaron ı´tems
del cuadernillo 1 de matema´tica; se sacaron los ı´tems 9, 11, 19, 28 y 31 del cuadernillo 2 de
Matema´tica. Una vez eliminados estos ı´tems se calculo´ el coeficiente alfa de Cronbach para
determinar la fiabilidad de las pruebas (Rodr´ıguez, 2017). El alfa de Cronbach de las pruebas
de Matema´tica fueron 0.88 para el cuadernillo 1 y 0.87 para el cuadernillo 2 (Rodr´ıguez, 2017).
Figura 6.1: Muestreo de la prueba
6.3.1. Evidencias sobre la estructura interna
El valor global del ı´ndice de adecuacio´n muestral de KMO para el cuadernillo 1 de Matema´tica
es de 0.913 y de 0.899 para el cuadernillo 2, que segu´n la clasificacio´n de Kaiser se puede
considerar como “maravillosa ”. En el test de esfericidad de Barlett el valor del chi-cuadrado
para el cuadernillo 1 de Matema´tica es 5524.307(946) p-value=0 y para el cuadernillo 2 de
Matema´tica es 4643.2(946) p-value=0. Por lo tanto, no podemos mantener la hipo´tesis nula de
que las variables utilizadas en el ana´lisis no se correlacionar´ıan en la poblacio´n en la que se
ha extra´ıdo la muestra. A partir de los dos estudios anteriores se concluye que los datos son
adecuados para realizar un ana´lisis factorial. Se realiza un ana´lisis de componentes principales con
rotacio´n varimax usando correlaciones tetraco´ricas. Si bien el me´todo de componentes principales
es suceptible de cr´ıticas se lo utilizo´ ya que simplemente se quiere evaluar la dimensionalidad.Por
ese motivo tambie´n se uso la rotacio´n varimax.
Para evaluar la dimensionalidad se utilizaron varios ı´ndices. Para la unidimensionalidad
se observo´ el criterio propuesto por Reckase(1979) donde se pide que el primer componente
explique, por lo menos, el 20 por ciento de la varianza. Tambie´n se observo´ el cociente entre
el primer autovalor y el segundo. Este cociente sera´ indicativo de unidimensionalidad si es
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aproximadamente 4 o mayor. Se analizo´ el me´todo gra´fico propuesto por Catrell (1966) mediante
el scree test y se tomo´ en cuenta el ı´ndice MAP (Minimum Average Partial) de Velicer(1976)
que implica calcular el promedio de las correlaciones parciales al cuadrado despue´s de que cada
uno de los k componentes ha sido parcializado. Se observa donde alcanza el mı´nimo el promedio
de las correlaciones parciales, el cual se alcanza cuando la matriz de residuos se aproxima a la
identidad (Rodr´ıguez, 2016). Adicionalmente se realizo´ el ana´lisis paralelo de Horn(1965) y el
VSS (very simple structure) de Revelle and Rocklin (1979).
Prueba 1 de matema´tica
El cuadernillo 1 consta de 44 ı´tems. El gra´fico scree para el cuadernillo 1 muestra que se
deber´ıan tomar dos componentes, aunque el primer valor propio es mucho mayor que el segundo.
El porcentaje de varianza explicada por el primer factor es 26.37 y el ratio entre los dos primeros
valores propios es 3.85. Al realizar el ana´lisis paralelo se obtuvo que la cantidad de componentes
es de 2. Cuando se analiza el VSS con complejidad 1 se obtiene un ma´ximo de 0.791 con 1
componente. El criterio MAP da muy semejante con 1, 2 y 3 componentes. Las gra´ficas se
observan en la siguiente figura. Es claro que tenemos resultados que indicar´ıan que lo mejor
es tomar dos componentes. Sin embargo hay resultados con los cuales se puede considerar la
prueba unidimensional. Como se trata de una prueba para evaluar competencias suele tomarse
unidimensionalmente. A los efectos de hacerla efectivamente unidimensional, podr´ıamos aplicar
alguna te´cnica, como por ejemplo, eliminar ı´tems. Si embargo, ese no es nuestro objetivo, ya que
lo que queremos es aplicar nuestros modelos no parame´tricos. Entonces, a partir de lo anterior
realizaremos dos ana´lisis: uno que considera la prueba es unidimensional y la otra bidimensional.
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Figura 6.2: Prueba 1-Cantidad de factores
Prueba 2 de matema´tica
El cuadernillo 2 consta de 39 ı´tems. El gra´fico scree muestra que se deber´ıan tomar dos
componentes, el porcentaje de varianza explicada por el primer factor es 26.69 y el ratio entre los
dos primeros valores propios es 4.92. Mediante el ana´lisis paralelo se obtuvieron 2 componentes.
Cuando se analiza el VSS con complejidad 1 se obtiene un ma´ximo de 0.794 con 1 componente,
el gra´fico que sigue muestra la solucio´n para las diferentes complejidades. El criterio MAP da
muy semejante con 1, 2 y 3 componentes. Al igual que en el caso del cuadernillo 1 se realizara´n
dos ana´lisis.
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Figura 6.3: Prueba 2- Cantidad de factores
Para calibrar la prueba se utilizo´ el modelo log´ıstico de 2 para´metros. Se estudio´ el ajuste al
modelo tanto de las CCI como de las personas. Tambie´n para el ajuste, se utilizo´ el procedimiento
no parame´trico descrito en Luzardo y Rodr´ıguez (2015) y luego se utilizaron tres distancias
para determinar si las curvas parame´tricas ajustaban.
Para medir el ajuste de las personas se uso el estad´ıstico L0 de Levine y Rubin (1979) y su
versio´n estandarizada Lz propuesta por Drasgow et al. (1985). De este ana´lisis se encontro´ que
el 96.45 % de los sujetos ajustaron bien. Para el primer ana´lisis de ajuste de los ı´tems se utilizo´
el Q1 de Yen. Como este test tiene una distribucio´n chi cuadrado el cual crece ra´pidamente y
puede llevar a rechazar la hipo´tesis nula de ajuste, se decidio´ aplicar un me´todo no parame´trico
propuesto por Luzardo y Rodr´ıguez (2015) el cual calcula el a´rea entre las curvas y que llevo´ a
aceptar el modelo 2P propuesto.
En los gra´ficos siguientes se pueden observar para el cuadernillo 1 las curvas estimadas
mediante el modelo 2P y para los ı´tems 1, 5, 9 y 23 la curva estimada mediante el modelo
2P (en negro), mediante regresio´n no parame´trica (rojo) y polino´mica (verde) as´ı como la
estimacio´n iso´tona para cada uno de los modelos anteriores (azul y celeste respectivamente).
Luego, presentamos una gra´fica para las curvas del cuadernillo 2.
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Figura 6.6: CCI cuadernillo 2
Se encontro´ que el 98.46 % de los sujetos ajustaron bien. Las distancias entre las dos curvas
para cada ı´tem se muestran en la tabla siguiente donde se ve que los valores son pequen˜os con
respecto a los aceptados mediante simulacio´n por lo que mantenemos el modelo 2P de los ı´tems.
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I´tem RECI-C1 RECE-C1 d3-C1 RECI-C2 RECE-C2 d3-C2
1 0.14 0.03 0.34 0.21 0.08 0.17
2 0.12 0.02 0.40 0.05 0.03 0.06
3 0.07 0.02 0.25 0.20 0.10 0.11
4 0.07 0.02 0.15 0.36 0.19 0.04
5 0.21 0.03 0.48 0.08 0.03 0.12
6 0.14 0.04 0.25 0.21 0.06 0.41
7 0.20 0.04 0.46 0.33 0.10 0.56
8 0.06 0.02 0.12 0.13 0.05 0.22
9 0.12 0.04 0.19 0.10 0.05 0.12
10 0.21 0.04 0.44 0.06 0.03 0.12
11 0.12 0.03 0.27 0.34 0.16 0.02
12 0.12 0.02 0.32 0.29 0.14 0.04
13 0.08 0.02 0.15 0.20 0.10 0.07
14 0.13 0.03 0.30 0.11 0.02 0.24
15 0.17 0.04 0.32 0.08 0.03 0.10
16 0.06 0.02 0.10 0.32 0.14 0.40
17 0.06 0.02 0.12 0.24 0.09 0.38
18 0.09 0.02 0.48 0.22 0.11 0.04
19 0.07 0.03 0.14 0.26 0.11 0.41
20 0.17 0.03 0.44 0.20 0.03 0.46
21 0.11 0.04 0.17 0.23 0.12 0.04
22 0.06 0.03 0.13 0.32 0.11 0.50
23 0.07 0.02 0.14 0.20 0.10 0.04
24 0.17 0.04 0.36 0.29 0.15 0.10
25 0.19 0.04 0.37 0.22 0.06 0.38
26 0.16 0.04 0.33 0.09 0.03 0.16
27 0.04 0.02 0.07 0.29 0.10 0.46
28 0.05 0.03 0.12 0.38 0.14 0.55
29 0.13 0.02 0.30 0.46 0.16 0.71
30 0.09 0.02 0.21 0.07 0.04 0.09
31 0.15 0.02 0.46 0.19 0.06 0.30
32 0.06 0.03 0.10 0.10 0.06 0.07
33 0.11 0.03 0.33 0.19 0.08 0.06
34 0.11 0.03 0.24 0.16 0.04 0.35
35 0.12 0.03 0.29 0.21 0.05 0.41
36 0.07 0.03 0.17 0.40 0.19 0.55
37 0.10 0.02 0.40 0.32 0.10 0.52
38 0.06 0.03 0.12 0.03 0.01 0.07
39 0.09 0.02 0.22 0.15 0.06 0.23
40 0.07 0.03 0.14
41 0.05 0.02 0.13
42 0.20 0.04 0.47
43 0.04 0.02 0.06
44 0.04 0.02 0.06
Cuadro 6.1: Ajuste de los cuadernillos 1 y 2.
En este cuadro vemos como podemos usar la regresio´n no parame´trica para determinar si el
modelo elegido es adecuado para los datos que se tienen.
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A continuacio´n se presentan los resultados correspondientes a la calibracio´n de los ı´tems de
las pruebas mediante el modelo de 2P (Rodr´ıguez, 2016).
I´tem b error a error
1 -0.41 0.07 1.56 0.16
2 0.31 0.08 1.25 0.13
3 2.72 0.46 0.55 0.09
4 0.54 0.13 0.73 0.10
5 -0.53 0.06 1.71 0.18
6 -0.31 0.08 1.15 0.13
7 -0.35 0.05 2.20 0.22
8 0.68 0.17 0.57 0.09
9 -0.20 0.06 1.74 0.17
10 0.64 0.12 0.93 0.11
11 1.20 0.14 1.03 0.11
12 -0.24 0.07 1.37 0.14
13 0.58 0.09 1.22 0.12
14 2.66 0.44 0.57 0.10
15 -0.03 0.11 0.71 0.10
16 1.62 0.22 0.74 0.10
17 0.09 0.07 1.46 0.15
18 0.01 0.08 1.13 0.12
19 1.86 0.25 0.73 0.10
20 1.59 0.24 0.66 0.09
21 1.52 0.22 0.71 0.10
22 0.06 0.10 0.83 0.10
23 0.28 0.06 2.07 0.19
24 1.02 0.13 1.07 0.11
25 2.25 0.41 0.49 0.09
26 0.11 0.06 1.66 0.16
27 -0.08 0.07 1.21 0.13
28 0.15 0.09 1.00 0.11
29 0.23 0.09 1.07 0.12
30 1.44 0.17 0.92 0.11
31 2.04 0.22 0.97 0.12
32 0.45 0.11 0.91 0.11
33 1.89 0.28 0.64 0.09
34 1.36 0.17 0.89 0.11
35 2.28 0.43 0.48 0.09
36 0.70 0.13 0.80 0.10
37 0.75 0.10 1.17 0.12
38 2.14 0.38 0.52 0.09
39 1.29 0.15 1.00 0.11
40 2.73 0.43 0.59 0.10
41 0.97 0.13 0.98 0.11
42 1.81 0.30 0.57 0.09
43 2.03 0.43 0.43 0.09
44 1.81 0.25 0.70 0.10
Cuadro 6.2: Para´metros estimados Prueba 1
I´tem b error a error
1 -0.71 0.17 0.59 0.10
2 0.14 0.08 1.44 0.15
3 0.37 0.11 0.89 0.11
4 -0.32 0.09 1.11 0.13
5 0.84 0.13 0.96 0.11
6 1.68 0.34 0.47 0.09
7 2.48 0.52 0.43 0.09
8 0.70 0.12 0.94 0.11
10 0.37 0.08 1.50 0.15
12 0.07 0.08 1.28 0.13
13 0.04 0.08 1.39 0.14
14 -0.03 0.09 1.09 0.12
15 0.28 0.09 1.12 0.12
16 0.66 0.13 0.80 0.10
17 0.81 0.11 1.25 0.13
18 1.57 0.20 0.83 0.11
20 1.28 0.19 0.78 0.10
21 0.09 0.08 1.17 0.13
22 1.12 0.18 0.74 0.10
23 2.30 0.53 0.40 0.09
24 -0.09 0.06 2.05 0.20
25 2.08 0.39 0.50 0.09
26 0.10 0.07 1.48 0.15
27 -0.34 0.11 0.84 0.11
29 1.36 0.26 0.54 0.09
30 0.46 0.13 0.75 0.10
32 2.00 0.31 0.64 0.10
33 2.61 0.47 0.53 0.10
34 4.25 1.08 0.38 0.10
35 -0.01 0.06 1.87 0.18
36 0.62 0.16 0.61 0.09
37 0.17 0.08 1.24 0.13
38 0.40 0.09 1.25 0.13
39 1.81 0.24 0.77 0.10
40 1.84 0.33 0.55 0.09
41 1.96 0.21 1.01 0.12
42 2.58 0.48 0.51 0.09
43 0.24 0.07 1.62 0.16
44 0.03 0.07 1.45 0.15
Cuadro 6.3: Para´metros estimados Prueba 2
6.4. Estimacio´n no parame´trica en una dimensio´n
Tambie´n se estimaron las CCI de los ı´tems mediante modelos no parame´tricos. Se estimaron
mediante el estimador unidimensional de regresio´n y mediante el estimador basado en polinomios
locales de primer grado. Para esto se uso´ una ventana igual a 0.2 y un nu´cleo normal. Luego,
a partir de estos estimadores, como es de suponer que las curvas deben ser crecientes al medir
conocimiento, se estimaron las curvas iso´tonas unidimensionales, donde la ventana para la
densidad se fijo en 0.15 y el nu´cleo nuevamente fue gaussiano. La densidad de los rasgos
estimados de los sujetos esta´ representada en la figura que sigue:
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Se presenta a continuacio´n la gra´fica del ı´tem 13 del cuadernillo 1 en los cuatro modelos
propuestos. En el Anexo se pueden ver las gra´ficas de los 44 ı´tems en las 4 modalidades estimadas.
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Figura 6.7: Estimaciones de la CCI ı´tem 13
6.5. Estimacio´n no parame´trica en dos dimensiones
Se estimaron la densidad conjunta y las superficies de respuesta de los ı´tems usando los
diferentes modelos. Primeramente se realizo´ un ana´lisis factorial usando componentes principales
los que se rotaron oblicuamente y, a partir de esto, se usaron las puntuaciones factoriales
obtenidas para ordenar a los sujetos en cada dimensio´n a los efectos de estimar el rasgo. Se
uso´, como matriz de ancho de banda, una matriz diagonal con valores de 0.8 en la diagonal
principal y el nu´cleo usado fue la distribucio´n normal bivariada. El ancho de banda para el
modelo iso´tono fue 0.15 y el nu´cleo gaussiano. La densidad conjunta estimada de los rasgos se
muestra en la figura, siendo la correlacio´n de 0.49. Las figuras siguientes muestran la densidad
conjunta y las superficies de respuestas para el ı´tem 13 mediante los diferentes me´todos. En el
anexo se encontraran las superficies del cuadernillo 1 para todos los ı´tems.
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Figura 6.9: Superficies de respuesta estimadas
6.6. Aplicacio´n al Children Depression Inventory
El Children Depression Inventory (CDI) es un test psicolo´gico para el diagno´stico de la
depresio´n en la infancia y adolescencia, de respuestas polito´micas (0, 1 y 2), en el cual se miden
cuatro rasgos en distintos ı´tems, tal como lo explica la siguiente tabla.
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Rasgo medido I´tems
1 Autoestima Negativa Retraimiento 1, 4, 7, 10, 14, 20, 21, 22, 25
2 Autoestima Negativa Oposicionamiento 5, 9, 17, 26, 27
3 Ineficacia 2, 3, 13, 15, 23, 24
4 Ansiedad 6, 11, 19
El CDI presenta un coeficiente alfa de Cronbach que oscila entre 0.70 y 0.94 en distintos
estudios realizados entre 1978 y 2003. La media es de 0.85, por lo que puede considerarse un
instrumento fiable. Tambie´n se ha encontrado que la estabilidad en el tiempo es muy alta para
aplicarse a una poblacio´n infantil y adolescente (del Barrio y Carrasco, 2003).
Este test fue aplicado a una muestra representativa de los estudiantes de Ciclo Ba´sico
de Educacio´n Media de la ciudad de Montevideo. La muestra estuvo constituida por 605
adolescentes entre 12 y 13 an˜os, de los cuales 324 eran de sexo femenino, 280 de sexo masculino
y para 1 persona no existe este dato.
Como se tratan de respuestas graduadas se aplico´ el modelo de regresio´n no parame´trica. Se
encaro´ el problema desde dos a´ngulos: primero, simplemente aplicando el modelo de regresio´n
y para ello se recodifican las variables de respuesta, considerando ahora variables indicatrices
donde Yij = 1 j = 0, 1, 2, cuando el sujeto i elija la opcio´n j. Estas variables dicoto´micas son
las que se usan en el estimador. El otro enfoque se basa en el modelo iso´tono. Para ello se crean
otras variables auxiliares Zij la cual toma valor 1 si se ha elegido un puntaje menor o igual a j.
Luego, P (Xi = j) = P (Xi ≤ j)− P (Xi < j).
A partir de esto se obtuvieron las funciones de respuesta. En las tres gra´ficas que siguen se
ven las FRI para la dimensio´n Autoestima Negativa Retraimiento. Remitimos al lector al anexo
para ver las gra´ficas de las otras dimensiones.
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Figura 6.10: Autoestima Negativa Retraimien-
to Modelo no parame´trico
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Figura 6.11: Autoestima Negativa Retraimien-
to Regresio´n polino´mica
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Figura 6.12: Autoestima Negativa Retraimiento modelo iso´tono
6.7. Estimacio´n multidimensional
El CDI es un test de 4 dimensiones. Si nos apartamos del supuesto que los ı´tems dependen de
una sola habilidad y pensamos que los diferentes constructos afectan a los diferentes ı´tems, se
puede estimar este modelo de manera no parame´trica con 4 dimensiones. A los efectos de graficar
y ver la relacio´n entre las dimensiones, se proyectaron las curvas en los diferentes subespacios
bidimensionales. Se graficaron, por lo tanto, las superficies de respuestas para las opciones 0,1
y 2 en los planos:
Retraimiento-Oposicionamiento
Retraimiento-Ineficacia
Retraimiento- Ansiedad
Oposicionamiento-Ineficacia
Oposicionamiento-Ansiedad
Ineficacia-Ansiedad
En el anexo se pueden ver las proyecciones bidimensionales para los diferentes planos y
opciones de los ı´tems del CDI. Presentaremos aqu´ı, a modo de ejemplo, las opciones del ı´tem 3
en el plano Retraimiento-Oposicionamiento.
Otra manera de ver la relacio´n entre los diferentes constructos, es mantener dos de ellos
constantes, hacer variar otro, tomar los valores del cuarto como variable independiente y graficar
las probabilidades estimadas mediante el modelo de 4 dimensiones. Este tipo de gra´fica es un
s´ımil a las curvas de nivel. En las siguientes gra´ficas se mantiene constante el nivel de Ineficacia
y Ansiedad (en niveles predeterminados) en cada una, la variable independiente sera´ el rasgo
estimado en Autoestima Negativa Retraimiento y cada una de las curvas de color sera´ un valor
de la Autoestima Negativa Oposicionamiento, el rojo indica el nivel 3, el azul 2, el verde 1,
amarillo 0, celeste -1, violeta -2 y gris -3.
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Figura 6.13: Proyeccio´n sobre el plano Retraimiento-Oposicionamiento I´tem 3
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Cap´ıtulo 7
Conclusiones
7.1. Aportes de la tesis
La tesis abarco´ dos aspectos importantes de la TRI no parame´trica, el primero de ellos fue
la estimacio´n de modelos multidimensionales y el segundo, la estimacio´n de modelos iso´tonos.
Del primer aspecto se presentaron dos modelos no parame´tricos multidimensionales para la
estimacio´n de los rasgos y de las probabilidades de respuesta condicionadas al nivel de rasgo.
Estos modelos tanto pueden ser aplicados a ı´tems dicoto´micos, polito´micos o de respuesta
continua. En el segundo aspecto, primero se presento´ un modelo iso´tono unidimensional, y luego,
un modelo multidimensional iso´tono en cada componente.
Como principal desarrollo de la tesis, adema´s de los propios modelos, se tiene la demostracio´n
de la consistencia conjunta del estimador de rasgos y las CCI en el caso dicoto´mico, lo cual fue
desarrollado detalladamente en el cap´ıtulo 3. Se comprobo´ mediante simulaciones la adecuacio´n
de estos estimadores calculando varias medidas de ajuste y compara´ndolos con la estimacio´n
parame´trica de los modelos. Surgio´ de este ana´lisis que los modelos no parame´tricos ajustan
muy bien y que su ajuste es comparable a la estimacio´n parame´trica en el caso que los modelos
sigan las ecuaciones funcionales adecuadas a los modelos y son mejores cuando los ı´tems siguen
otros modelos.
Se estudio´ la influencia de los diferentes nu´cleos y ventanas en los estimadores, verifica´ndose
que estos son buenos ante diferentes nu´cleos y son influenciados ante variaciones de las ventanas.
Se presentaron me´todos de eleccio´n de la ventana para ayudar en este problema. Se analizo´
tambie´n la varianza del estimador del rasgo, mediante simulacio´n.
Adema´s, se obtuvieron otros resultados de menor importancia y con limitaciones, ya que se
simplifico´ el problema para que pudiera ser abordado mediante me´todos usuales de regresio´n no
parame´trica. Estos pueden ser una buena aproximacio´n porque au´n carecemos de la distribucio´n
(exacta o asinto´tica del estimador del rasgo). Se presento´, entonces, un estimador de la densidad
conjunta en el caso de que el rasgo sea medido sin error. Se demostro´ que es consistente y se
obtiene su distribucio´n asinto´tica. A partir de esto, sugerimos posibles aproximaciones para el
caso general, para la esperanza, varianza y distribucio´n.
Para las CCI, tambie´n considerando el rasgo medido sin error, se probo´ la consistencia y
distribucio´n asinto´tica. Tambie´n se encuentra la distribucio´n asinto´tica del estimador iso´tono
en este caso.
Se realizaron 17 estudios de simulacio´n para analizar distintos elementos que influyen en la
performance de los estimadores.
Finalmente, se aplicaron los modelos a dos conjuntos de datos reales: la prueba de evaluacio´n
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de aprendizajes de matema´tica al ingreso de la Universidad de la Repu´blica y al test CDI (Chil-
dren Depression Inventory). En la prueba de matema´tica se usaron los modelos unidimensionales
y bidimensionales para calibrar los ı´tems. En el CDI se aplicaron los modelos unidimensionales
(no iso´tono e iso´tono) para calcular las funciones de respuesta a ı´tems de respuesta graduada.
Luego, se estimo´ un modelo multidimensional de cuatro dimensiones y se mostraron las pro-
yecciones de este modelo sobre los espacios bidimensionales determinados por los diferentes
constructos del CDI.
Surge, en primer lugar, como un hecho interesante sobre los resultados y aportes menciona-
dos, que en el caso multidimensional no fue necesario conocer la distribucio´n conjunta de los
rasgos, sino que solamente se pide el conocimiento de las marginales o tomar sin pe´rdida de
generalidad estas marginales uniformes. Se uso´ fuertemente la no identificabilidad de la escala
y la reconstruccio´n de la distribucio´n original a trave´s de las co´pulas para reducir el estudio
a marginales uniformes. Este hecho es importante, pues, en general, se ignora la relacio´n de
dependencia entre los rasgos. Para estimar esta dependencia, la densidad conjunta y la co´pula
se estiman a partir de las marginales. Creemos que esto es un aporte relevante, dado que no es
necesario presuponer conocimiento a priori del rasgo.
Destaca, a nuestro juicio, la simplicidad de los modelos, su flexibilidad ante diferentes tipos
de curvas, su adecuacio´n a diferentes tipos de ı´tems y lo fa´cil de implementar su estimacio´n.
Basta observar las simulaciones para justificar estas afirmaciones. En particular, en el cap´ıtulo
1 de la tesis, desarrollamos los algoritmos de estimacio´n de los modelos parame´tricos, que son
iterativos y con una velocidad lineal en lograr la convergencia, al contrario de los estimadores
no parame´tricos, que no son iterativos y de sencilla programacio´n.
La simplicidad de los modelos se deriva de que, para la estimacio´n del rasgo solo se utiliza
la funcio´n de distribucio´n emp´ırica, y las estimaciones de las CCI resultan de me´todos de
estimacio´n no parame´trica de curvas de regresio´n basados en nu´cleos. Se considera un rasgo
en Rd, Θ = (Θ1, ...,Θd) y para estimarlo sencillamente se consideraron tantas funciones de
ordenacio´n como rasgos, que dependen de un solo rasgo y luego en cada dimensio´n se toma
el cuartil emp´ırico. Respecto a la estimacio´n de las CCI el primer enfoque esta´ basado en el
estimador de Nadaraya Watson, que es simplemente un promedio ponderado local. Toma la
forma:
(7.1) P̂j(θ) =
∑N
i=1Xi,jKH(θ̂i−θ)∑N
i=1KH(θ̂i−θ)
El segundo me´todo esta´ basado en polinomios locales de grado 1 los cuales son de:
(7.2) mı´nβ0,β1
∑N
i=1(Xi,j − β0 − (θ̂i − θ)tβ1)2KH(θ̂i − θ),
que tiene como solucio´n β̂ = (β̂0, β̂1
t
)t = (ΣtWΣ)−1ΣtWX donde
Σ =
 1 (θ̂1 − θ)t: :
1 (θ̂N − θ)t
 , X =
 X1,j:
XN,j

W =

KH(θ̂1 − θ) 0 ... 0
0 KH(θ̂2 − θ) .. 0
.. .. .. ..
0 .. .. KH(θ̂N − θ)

El estimador de la CCI es β0 y el estimador del gradiente es β1. Este se puede calcular
fa´cilmente usando solo operaciones ba´sicas de matrices mediante,
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P̂ 1j (θ) = e
t
1(β̂0, β̂1
t
)t = (ΣtWΣ)−1ΣtWX
donde e1 es el primer vector de la base cano´nica.
El aspecto ma´s te´cnico de la tesis es la obtencio´n de las condiciones para lograr la consistencia
conjunta de los estimadores del rasgo y las CCI cuando el nu´mero de ı´tems y de sujetos crecen
conjuntamente. En esta parte, adicionalmente, se definieron ciertos objetos matema´ticos como
son la familia de las funciones asinto´ticamente Lipchitz y se caracterizaron, lo que constituye
otro elemento de intere´s.
Se encontraron 12 hipo´tesis necesarias que dieron origen a 4 resultados fundamentales. Las
hipo´tesis son esencialmente sencillas, pero destaca el hecho que el crecimiento conjunto de la
cantidad de ı´tems y de sujetos no es arbitrario sino que esta´ controlado por un polinomio. Las
hipo´tesis planteadas son:
1) Independencia local.
2) El rasgo Θ tiene distribuciones marginales uniformes U [0, 1].
3) Para las funciones gn,l existen constantes cn,l,1, ..., cn,l,n, tales que para 1 ≤ l ≤ d:
(7.3) supx1,..,xn,x′1,..x′n
∑n
i=1 | gn,l(x1, ..xi, ..xn)− gn,l(x1, ..x′i, ..xn) |2≤
∑n
i=1 c
2
n,l,i
4) Las Fn,l correspondientes son asinto´ticamente Liptchitz, (Ln, γn) para toda l con 1 ≤ l ≤ n.
5)
∂E(gn,l(X)|Θl)
∂Θl
> Ml > 0.
6) Para 0 < α < 1/2. γn
ma´xl(
∑n
i=1 c
2
n,l,i)
α → 0
7) H ma´xl(
∑n
i=1 c
2
n,l,i)
− d+2
2 < N < Mnr con r > d+ 1.
8) l´ım log nma´xl(
∑n
i=1 c
2
n,l,i)
1−2α = 0.
9) El nu´cleo K es sime´trico, acotado y con soporte compacto.
10) Las CCI tienen derivadas parciales continuas en (0, 1)d y, adema´s, en cada compacto
[a, b]d ⊂ (0, 1)d y todo par (n,i) esta´n uniformemente acotadas.
11) Para 0 < α < 1/2 ma´xl(
∑n
i=1 c
2
n,l,i)
α = O(hn).
12) El nu´cleo K es Lipchitz de constante J.
Como afirmamos anteriormente, obtuvimos cuatro resultados importantes, la consistencia de
la estimacio´n de los rasgos, la consistencia de la estimacio´n de las CCI, una desigualdad para el
ECM y la consistencia conjunta.
Resultado 1 Si se cumplen las hipo´tesis 1) a 7) maxk=1,...,N ‖ Θ̂n,k − Θn,k ‖−→ 0 en
probabilidad.
Si adema´s se cumple 8), entonces maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖−→ 0 completamente.
Resultado 2 Dadas las hipo´tesis 1) a 12) y para θ0 ∈ (0, 1)d fijo
max{ECM(P̂n,i(θ0)) : 1 ≤ i ≤ n} ≤ O(ma´xl(
∑n
i=1 c
2
n,l,i)
2α) + e−η
Resultado 3 Dadas las hipo´tesis 1) a 12) supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ) − Pn,i(θ) |→ 0 si
n→ +∞ completamente con (a, b)d ⊂ (0, 1)d.
Resultado 4 Si se cumplen las hipo´tesis 1) a 12) si n→ +∞ con probabilidad 1 se cumple
max{maxk=1,...,N ‖ Θ̂n,k −Θn,k ‖, supθ∈(a,b)dmax1≤i≤n | P̂n,i(θ)− Pn,i(θ) |} → 0
Otro aspecto fundamental que aborda la tesis son los modelos iso´tonos. El estimador iso´tono
planteado mantiene la simplicidad y la condicio´n de no ser iterativo. Utiliza las estimaciones no
parame´tricas anteriores y luego un estimador de la densidad, el cual integra. Se destaca, adema´s,
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la elegancia de su justificacio´n y el hecho de dar curvas suaves, al contrario de sus competidores.
Estima la inversa de la CCI mediante:
(7.4) P̂−1(θ) = 1
Thd
∫ θ
−∞
∑T
i=1Kd(
P̂ ( i
T
)−u
hd
)du.
Finalmente, el estimador de P̂ se obtiene por reflexio´n de P̂−1 con respecto a y = x.
Su extensio´n al caso multidimensional tambie´n es muy sencilla, como lo muestra el algoritmo
de cinco pasos al que da origen que se puede leer en el cap´ıtulo 4.
Este trabajo tambie´n aporta otros resultados ma´s limitados, que pueden ser vistos como
casos sencillos o posibles aproximaciones. Ante el problema de estimar la densidad conjunta
de los rasgos, decidimos utilizar el estimador de densidad del rasgo estimado. Es claro que
incurrimos en un sesgo y en una subestimacio´n de la varianza del estimador, pero nos permite
fa´cilmente obtener intervalos de confianza aproximados. Es claro que estos resultados son de un
cara´cter limitado, pero tienen la ventaja que se obtienen fa´cilmente a partir de la teor´ıa cla´sica
de estimacio´n no parame´trica de densidades. La forma general del estimador de la densidad del
rasgo multidimensional propuesta es:
fˆN,H(θ) =
1
N
N∑
i=1
KH(θ − Θ̂i) donde KH =| H |−1 K(H−1θ)
donde H es una matriz d x d sime´trica definida positiva llamada matriz de ancho de ventanas o
de banda y K es un nu´cleo de dimensio´n d. En base a este estimador, como maxk=1,...,N ‖ Θ̂n,k−
Θn,k ‖−→ 0, o para el caso de medir las variables sin error, podemos pensar en aproximaciones
del valor esperado de la densidad en θ ∈ Rd por:
E(fN,H(θ)) ≈ f(θ) + 12µ2(K)tr(H tHf (θ)H)
V (fN,H) ≈ 1N |H| ‖ K ‖22 f(θ)
y que
√
N | H |
(
f̂N(θ)− f(θ)
)
−→ N(0, f(θ) ‖ K ‖22).
Se probo´, adema´s, que si las variables son medidas sin error, o sea, Θ̂i = ΘI para todo i, el
estimador de Nadaraya Watson cumple que,
E(P̂ (θ)|Θ1, ...,ΘN)− P (θ) ≈ µ2(K)∇P (θ)
tHHt∇f (θ)
f(θ)
+ 1
2
µ2(K)tr(H
tWP (θ)H)
V (P̂ (θ)|Θ1, ...,ΘN) ≈ 1N |H| ‖ K ‖22 σ
2(θ)
f(θ)
y el estimador basado en polinomios locales cumple
E(P̂ 1(θ)|Θ1, ...,ΘN)− P (θ) ≈ 12µ2(K)tr(H tWP (θ)H)
V (P̂ 1(θ)|Θ1, ...,ΘN) ≈ 1N |H| ‖ K ‖22 σ
2(θ)
f(θ)
Finalmente, bajo condiciones generales, se establece un resultado para la distribucio´n asinto´-
tica del estimador de las CCI probando que converge de´bilmente a la normal y lo mismo ocurre
para el modelo iso´tono.
Creemos entonces que los modelos presentados en esta tesis constituyen un aporte a la TRI
noparame´trica basada en regresio´n con nu´cleos. Los modelos resultaron ser consistentes, flexibles
y funcionaron muy bien en las simulaciones y cuando se aplico a datos reales. Son robustos
ante diferentes nu´cleos y distribuciones; en dimensiones bajas el taman˜o muestral necesario
para obtener un buen ajuste es moderado. El mayor cuidado debe tenerse en la eleccion de la
ventana. La implementacio´n de los algoritmos fue sencilla comparados con sus competidores
parame´tricos. Igualmente el me´todo tine limitaciones las cuales en la seccio´n que sigue se hara´n
explicitas, constituyendose estas en posibles desarrollos futuros.
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7.2. Limitaciones y problemas abiertos
Los modelos encontrados tienen varias limitaciones y quedan planteados algunos problemas
a resolver. Un primer problema que ha estado presente es no tener la distribucio´n de los
estimadores de los rasgos, o su distribucio´n asinto´tica. Si bien esto no fue necesario para probar
la consistencia conjunta, s´ı lo es para poder encontrar inte´rvalos de confianza para los rasgos,
el ca´lculo de las varianzas de los estimadores de las CCI y la distribucio´n asinto´tica de estos.
Diremos al respecto que es un problema de dif´ıcil solucio´n. No se abarca este tema en este
trabajo, pero como punto de partida para poder encontrar la solucio´n a este problema esta´ el
excelente art´ıculo de Sperlich (2008), donde encuentra la distribucio´n del estimador de densidad
cuando la variable es medida con error si se cumplen ciertas condiciones. No es inmediata su
aplicacio´n, pues en ese caso debe conocerse el sesgo, su derivada parcial y la varianza del error,
adema´s de otras condiciones. Sin embargo, puede intentar estimarse mediante otros me´todos,
por ejemplo, boostrap. Queda por resolver este problema que, a nuestro juicio, es interesante
por los resultados y por la propia dificultad que plantea.
Otra limitante es que este me´todo requiere que las curvas se calibren en una muestra repre-
sentativa de la poblacio´n, que hasta filoso´ficamente es un problema al depender de la poblacio´n
en que se prueba.
Surge tambie´n el problema de la dimensionalidad, donde para dimensiones superiores, la
cantidad de datos necesarios para una correcta estimacio´n crece mucho con la dimensio´n. Por
ejemplo, en el caso de querer estimar la densidad del rasgo, si suponemos que este es gaussiano,
estimamos la densidad mediante un nu´cleo normal y se usa la ventana o´ptima para tener un error
cuadra´tico medio menor a 0.01, entonces en el caso de dimensio´n 4, necesitamos 223 sujetos, pero
si pasamos a dimensio´n 7, ya necesitamos 10.700 y en el caso de dimensio´n 10, son necesarios
842.000 sujetos. Igualmente, para los instrumentos cla´sicos que tienen hasta 5 dimensiones solo
necesitamos 768 sujetos.
Las funciones utilizadas para ordenar a los sujetos a los efectos de estimar los rasgos es otro
problema a resolver. Un hecho que juega un rol importante en la demostracio´n de la consistencia
es que las funciones sean independientes de los rasgos que no estiman. En la pra´ctica resulta que
muchas de estas funciones dependen principalmente de un rasgo, pero no son independientes
de los otros. Queda por encontrar que´ tipo de dependencia de´bil sobre los otros rasgos permite
la consistencia de los estimadores.
Estrictamente hablando, deber´ıamos trabajar solo con nu´cleos con soporte compacto, lo cual
excluye, por ejemplo, al nu´cleo normal. Cuando lo utilizamos vemos que se obtienen buenos
ajustes. Esto nos indica que deber´ıamos poder probar la consistencia para una clase de nu´cleos
ma´s amplia. Consideramos, a partir de los resultados del cap´ıtulo 3, que las condiciones necesarias
sobre el nu´cleo pueden ser del estilo:
a) Existen C1, C2 > 0 y H tales que C1H (‖Θ‖) ≤ K(θ) ≤ C2H (‖Θ‖) con H acotada,
decreciente y tal que tdH(t)→ 0 si |t| → ∞.
b) Existen c, r > 0 tal que K(θ) ≥ c  | {‖Θ‖ ≤ r} (θ)χ‖θ‖6r(θ).
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Cap´ıtulo 8
Anexo I Gra´ficas de las Aplicaciones
8.1. CCI del cuadernillo 1 de matema´tica
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Figura 8.1: Modelo no parame´trico
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Figura 8.2: Modelo polino´mico local
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Figura 8.3: Modelo iso´tono usando regresio´n no parame´trica
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Figura 8.4: Modelo iso´tono usando regresio´n no parame´trica polino´mica
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8.2. Superficies estimadas en dos dimensiones
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Figura 8.5: Superficies de respuesta estimadas por regresio´n NP
172
gri
gri
probsÍte
m 1
gri
gri
probsÍte
m 2
gri
gri
probsÍte
m 3
gri
gri
probsÍte
m 4
gri
gri
probsÍte
m 5
gri
gri
probsÍte
m 6
gri
gri
probsÍte
m 7
gri
gri
probsÍte
m 8
gri
gri
probsÍte
m 9
gri
gri
probsÍtem
 10
gri
gri
probsÍtem
 11
gri
gri
probsÍtem
 12
gri
gri
probsÍtem
 13
gri
gri
probsÍtem
 14
gri
gri
probsÍtem
 15
gri
gri
probsÍtem
 16
gri
gri
probsÍtem
 17
gri
gri
probsÍte
m 1
8
gri
gri
probsÍtem
 19
gri
gri
probsÍtem
 20
gri
gri
probsÍtem
 21
gri
gri
probsÍte
m 2
2
gri
gri
probsÍte
m 2
3
gri
gri
probsÍtem
 24
gri
gri
probsÍtem
 25
gri
gri
probsÍtem
 26
gri
gri
probsÍtem
 27
gri
gri
probsÍtem
 28
gri
gri
probsÍtem
 29
gri
gri
probsÍtem
 30
gri
gri
probsÍtem
 31
gri
gri
probsÍtem
 32
gri
gri
probsÍtem
 33
gri
gri
probsÍtem
 34
gri
gri
probsÍtem
 35
gri
gri
probsÍtem
 36
gri
gri
probsÍtem
 37
gri
gri
probsÍtem
 38
gri
gri
probsÍte
m 3
9
gri
gri
probsÍtem
 40
gri
gri
probsÍtem
 41
gri
gri
probsÍtem
 42
gri
gri
probsÍtem
 43
gri
gri
probsÍtem
 44
F
ig
u
ra
8.
6:
R
eg
re
si
o´n
n
o
p
ar
am
e´t
ri
ca
p
ol
in
o´m
ic
a
gri
gri
probsÍt
em
 1
gri
gri
probsÍt
em
 2
gri
gri
probsÍt
em
 3
gri
gri
probsÍt
em
 4
gri
gri
probsÍt
em
 5
gri
gri
probsÍt
em
 6
gri
gri
probsÍt
em
 7
gri
gri
probsÍt
em
 8
gri
gri
probsÍt
em
 9
gri
gri
probsÍte
m 
10
gri
gri
probsÍte
m 
11
gri
gri
probsÍte
m 
12
gri
gri
probsÍte
m 
13
gri
gri
probsÍte
m 
14
gri
gri
probsÍte
m 
15
gri
gri
probsÍte
m 
16
gri
gri
probsÍte
m 
17
gri
gri
probsÍte
m 
18
gri
gri
probsÍte
m 
19
gri
gri
probsÍte
m 
20
gri
gri
probsÍte
m 
21
gri
gri
probsÍte
m 
22
gri
gri
probsÍte
m 
23
gri
gri
probsÍte
m 
24
gri
gri
probsÍte
m 
25
gri
gri
probsÍte
m 
26
gri
gri
probsÍte
m 
27
gri
gri
probsÍte
m 
28
gri
gri
probsÍte
m 
29
gri
gri
probsÍte
m 
30
gri
gri
probsÍte
m 
31
gri
gri
probsÍte
m 
32
gri
gri
probsÍte
m 
33
gri
gri
probsÍte
m 
34
gri
gri
probsÍte
m 
35
gri
gri
probsÍte
m 
36
gri
gri
probsÍte
m 
37
gri
gri
probsÍte
m 
38
gri
gri
probsÍte
m 
39
gri
gri
probsÍte
m 
40
gri
gri
probsÍte
m 
41
gri
gri
probsÍte
m 
42
gri
gri
probsÍte
m 
43
gri
gri
probsÍte
m 
44
F
ig
u
ra
8.
7:
M
o
d
el
o
is
o´t
on
o
u
sa
n
d
o
re
gr
es
io´
n
n
o
p
ar
am
e´t
ri
ca
173
gri
gr
i
probs
Ítem 1
gri
gr
i
probs
Ítem 2
gri
gr
i
probs
Ítem 3
gri
gr
i
probs
Ítem 4
gri
gr
i
probs
Ítem 5
gri
gr
i
probs
Ítem 6
gri
gr
i
probs
Ítem 7
gri
gr
i
probs
Ítem 8
gri
gr
i
probs
Ítem 9
gri
gr
i
probs
Ítem 10
gri
gr
i
probs
Ítem 11
gri
gr
i
probs
Ítem 12
gri
gr
i
probs
Ítem 13
gri
gr
i
probs
Ítem 14
gri
gr
i
probs
Ítem 15
gri
gr
i
probs
Ítem 16
gri
gr
i
probs
Ítem 17
gri
gr
i
probs
Ítem 18
gri
gr
i
probs
Ítem 19
gri
gr
i
probs
Ítem 20
gri
gr
i
probs
Ítem 21
gri
gr
i
probs
Ítem 22
gri
gr
i
probs
Ítem 23
gri
gr
i
probs
Ítem 24
Figura 8.8: Modelo iso´tono usando regresio´n no parame´trica polino´mica
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8.3. FRI de las dimensiones del CDI
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Figura 8.9: Autoestima Negativa Retraimiento
Modelo no parame´trico
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Figura 8.10: Autoestima Negativa Retraimien-
to Regresio´n polino´mica
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Figura 8.11: Autoestima Negativa Retraimien-
to modelo iso´tono
−3 −2 −1 0 1 2 3
seq(−3, 3, 0.05)
Ítem 1
−3 −2 −1 0 1 2 3
0.0
0.2
0.4
0.6
0.8
1.0
seq(−3, 3, 0.05)
cu
AN
O0
$ic
c[, 
z]
Ítem 2
−3 −2 −1 0 1 2 3
seq(−3, 3, 0.05)
Ítem 3
−3 −2 −1 0 1 2 3
0.0
0.2
0.4
0.6
0.8
1.0
seq(−3, 3, 0.05)
cu
AN
O0
$ic
c[, 
z]
Ítem 4
−3 −2 −1 0 1 2 3
seq(−3, 3, 0.05)
Ítem 5
Figura 8.12: Autoestima Negativa Oposiciona-
miento regresio´n no parame´trica
−3 −2 −1 0 1 2 3
seq(−3, 3, 0.05)
Ítem 1
−3 −2 −1 0 1 2 3
0.0
0.2
0.4
0.6
0.8
1.0
seq(−3, 3, 0.05)
cu
AN
O0$
iccp
ol[, z
]
Ítem 2
−3 −2 −1 0 1 2 3
seq(−3, 3, 0.05)
Ítem 3
−3 −2 −1 0 1 2 3
0.0
0.2
0.4
0.6
0.8
1.0
seq(−3, 3, 0.05)
cu
AN
O0$
iccp
ol[, z
]
Ítem 4
−3 −2 −1 0 1 2 3
seq(−3, 3, 0.05)
Ítem 5
Figura 8.13: Autoestima Negativa Oposiciona-
miento regresio´n polino´mica
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Figura 8.14: Autoestima Negativa Oposiciona-
miento modelo iso´tono
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Figura 8.15: Ineficacia regresio´n no parame´trica
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Figura 8.16: Ineficacia regresio´n polino´mica
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Figura 8.17: Ineficacia modelo iso´tono
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Figura 8.18: Ansiedad regresio´n no parame´trica
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Figura 8.19: Ansiedad regresio´n polino´mica
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Figura 8.20: Ansiedad modelo iso´tono
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8.4. Proyecciones bidimensionales
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Figura 8.21: Plano Retraimiento-Oposicionamiento (Opcio´n 0)
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Figura 8.22: Plano Retraimiento-Oposicionamiento (Opcio´n 1)
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