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In recent years, the appearance of data and its exponential increase have been a key factor in
the development of a lot of different fields. An increasing amount of papers are unanimous
on the fact that data has become essential. This is why [43] states that ”The digital world
is facing the aftermath of data explosion”.
Data has been present in several forms, may it be numbers, words,... and terms like big
data or data deluge [43] have emerged to describe the huge amount of data that is breaking
through in all fields.
At the same time, there has been an increase of scientific papers and, as a direct conse-
quence, an expansion of the scholarly data. Indeed, scholarly information has been rapidly
growing because of the current capabilities to store and to tag all the research works across
academia and industry [91] produced in the last decades. In [85], they say that ”The term
Big Scholarly Data is coined for the rapidly growing scholarly data”, and also shows to us
how scholarly data is being increasingly matched with the term big data.
In today’s world, the number of people that have chosen a life of scholarship, the number
of researchers as well as educators keeps on increasing [1]. It is mainly due to the fact that
they want to have an impact through having a positive effect on students, practitioners,
colleagues and even society [1]. All things considered, both the increase of scholarly data and
practitioners, offer an open reflection: how to value this overwhelming amount of scholarly
data? How can we learn from the past data to influence the future scholarly? How to better
grasp the concepts and theories that govern this discipline? Etc.
These are the main reasons why the “scholarly world” has already been studied through
various perspectives. Some works like [90] focused on the scholar on a more general basis.
For instance, authors of [90] have presented a technique to classify given scholars based on
their topics.
Other works, like our current one, focused on the “impact of the scholar”. Indeed, we
can wonder how to define the impact of a scholar (and its authors) and which are the
elements that are the most likely to increase/decrease this “impact”. This raises a lot of
questions like those of [2]: ”Who are the scholars with the greatest impact [...] ? What is
the relative impact of individual articles, as well as entire journals ?”. In the end, which
factor is going to show that there was indeed a positive effect? To explore all the issues
related with the concept of “scholar impact”, we can find a lot of scientific work that have
been conducted in the literature. First, some works tried to clarify the concept of “impact”
in a scholarly context. This is the case of [71] which revises all the metrics that are related
to the concept of scholar impact and that are used by the current libraries. The objective
of the authors is to clarify these metrics and to assist practitioners with the use of these
metrics.
[2] tries to determine how the scholar’s impact may be influenced by the impact of
“external stakeholders” (those who are not “academic”) and “internal stakeholders” (those
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who are “academic”).
Some works focus on specific types of scholars. This is the case of [44] whose authors
work on what they called “dissertations”, i.e. the most frequent productions of young
researchers. Dissertations are often excluded from traditional indexes making their impact
hard to assess. To counter this, [44] proposes a new technique to assess dissertation’s
impact.
Other works, on their side, focus on how the scholar impact definition varies from one
specific topic/discipline to another. One example is [60] that especially refines some impact
metrics in the field of accountability. Through the use and analysis of well-known impact
metrics, the g-index and the h-index, authors of [60] propose a more robust approach
of scholar impact in their field of interest. Another example is [31] that concentrates on
scholar collaboration (between authors). Their objective is to see the influence of the scholar
collaboration, first, through different topics and, second, on the scholar impact and quality.
On another side, in [50], they analyse the influence of browsers and databases like Scopus
and Google Scholar on the impact of scholars compared to more traditional databases.
While we can find a lot of work on the “scholar impact”, only few of them focus on
determining the key drivers of the “scholar impact”. Indeed, we can intuitively think of
factors that may influence the impact of a scholar. But how can we analyse them more
formally? Some works like [53] attempt to sketch out an answer to this issue. The authors
try to build up a recommendation system that would predetermine that a scholar will
become what they call “Academic Rising Stars”.
Given that, and by also introducing Machine Learning in the field of big data, there is
a lot of research to make and manipulations to perform with the available scholarly data
to extend and enhance current literature. Machine learning will allow pattern recognition,
classification and prediction [27] of this scholarly data, which, in return, will allow us to
understand this data from a different perspective. The goal is to better understand the
key drivers of the “scholar impact”. By which factor is it the most influenced? Why and
how? The underlying idea is to better grasp what influences the impact of scholars. The
benefit would be twofold; first to gain knowledge in the context of scholar by valuing the
huge amount of data that is at our disposal, second it would provide future authors with
recommendations about what needs to be well adjusted when producing a scholar according
to their objectives.
In this paper, we will be trying to find tendencies from the large amount of data we get
from scholarly data. The ambition is to run Machine Learning models with the scholarly
data in order to train models to predict the impact of the paper. We hope that it will
ultimately give insights on which features influence this scholar impact.
To proceed, the remainder of the work is structured as follows: the environment is
exposed in section 1. Then, we recall the theoretical background in section 2. All the schol-
arly data terms and the machine learning theories are explained. In section 3, some related
works are presented to assess the literature regarding the scholar context. The methodology
is presented in section 4. We present first the data sources, second the data pre-processing,
and third our implementation strategy regarding the machine learning models we run. We
highlight the results of the work in section 5. We conclude the paper in section 6 with some




As mentioned, the purpose of this research is to analyze scholarly data and to find what are
the parameters within it that have the highest impact in the academic/scientific community.
To achieve this, we will first be defining scholarly data and explaining the different terms
related to it. After that, we will explain what Machine Learning is, and we will be showing
the different methods of using it. Hence, by explaining those concepts, we will be able to
properly analyze and extract what is relevant for us in the scholarly data.
2.1 Scholarly Data
2.1.1 Definition
In order to understand what is going to be analyzed, we need to give a better view of
what Scholarly Data is. Also, we will need to explain the related vocabulary as well as the
Scholar Impact, and this is what the subsequent paragraphs are about.
The starting point of the scholarly data is a scientific production written by some ex-
perts, like a conference paper, a journal paper, a scientific report, a dissertation, etc. The
latter comes with a considerable amount of metadata about the production itself, its pub-
lication, its authors, etc. They all make the scholarly data. To be concise, we will use the
term “article” to refer to the “scientific production”.
More formally, [47] describes the scholarly data as:
”Scholarly data contain abundant academic resources such as scholarly documents (i.e.,
papers, books, patents, and scientific reports) as well as associated data including informa-
tion of authors, citations, figures, tables, etc.”
Therefore, the information contained in Scholarly datasets is going to be heterogeneous
with various entities [47]. Figure 2.1 gives a clear structure of the information that is likely
to be encountered in such datasets.
By starting from the “Papers”, we can see in Figure 2.1 that a paper is written by
authors and/or co-authors and is published at a conference or a journal. This means that




• Its publication information,
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Figure 2.1: Scholarly Data structure extracted from [85]
• Its identifiers, such as the DOI.
In addition to that, there is also information such as the authors’ contact information
and his corresponding affiliation, i.e. their research centre or competent institution under
which they are publishing, the date of publication of the article and the references of the
article that redirect to other articles that also contain this data [13, 14, 10].
Apart from that, the “Researchers” also have several interesting pieces of information,
such as an education, an impact, an affiliation,. . . that we can see in 2.1. Also, data can
be collected from the articles that they have written or for which they have collaborated.
An author often writes through a qualified institution from which we can also collect in-
formation and the publication of an article is mainly made through either a journal or a
conference, but both provide different kinds of information, except for the impact.
In the end, where can we find such data ? This kind of scholarly data is available through
open access or through libraries, and can be directly accessed with an adapted browser or
exported in specific formats such as json, csv, xlsx,. . . [78, 77] to then be manipulated with
a programming language or accessed through an API [24]. Scholarly datasets can also be
found in papers on the topic. For instance, [85] proposes several data sources with Figure
2.2.
Figure 2.2: Examples of well-known Scholarly datasets extracted from [85]
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2.1.2 Scholarly Impact
The growing use of impact metrics for the evaluation of scholars, institutions, journals,...
has proven that there is an essential need for ”means to compare scientific impact” [42].
Intuitively, the impact of the scholar should refer to the kind of disruption it leads to within
its field of interest when published, read or used; how much does it bring to the field? How
much success does it get? – But how to define “success” in this context? – How much
credibility does it receive and by who? By which readers with which level of impact? This
impact, of course, will be influenced by external factors, like the current fame of the field,
but also by internal factors, like the impact of the authors themselves. It all shows the
complexity of the notion of impact. The latter will somehow represent multidimensional
notions. While its definition, and computation, seem highly complex, its core objective
and utility do not remain less important. Indeed, the impact of a scholarly work partly
determines the way resources are allocated and the way individuals and departments are
rewarded [2]. As a consequence, numerous articles that discuss the importance of this topic
and that try to tackle the issue have been proposed.
Scholarly impact has been given different definitions across the literature. However,
the definition and the assessment of the impact and the value of a scholarly work remains
challenging [1]. But this step is mandatory in order to be able to go further. In [1], we can
learn that:
“Until there is clarity on how scholarly impact is defined and assessed, calls to be ‘im-
pactful’ (akin to calls to behave in any other way) are unlikely to be effective in inspiring
actions needed to achieve this result.”
To recall what was mentioned in [1], this impact will allow us to know if a given research,
work or paper is going to have a positive effect on interested parties.
As said in [2], ”Scholarly impact [...] has traditionally been equated with number of
citations – be it for individuals, articles, departments, universities, journals or entire fields”.
Hence, scholarly impact is yet to be defined according to what is being researched, but it
will allow us to answer several questions, such as those stated in [2]: ”Who are the scholars
with the greatest impact [...] ? What is the relative impact of individual articles, as well as
entire journals ?” and many more.
In the measure of the impact of articles for example, taking into account the number
of citations is used to define scholarly impact from a researcher perspective. The resulting
number of citations will help to compare published works, researchers as well as fields
between themselves [1].
Furthermore, research contributions from different scientific and technological fields have
brought new tools and techniques that allow us to assess scholarly impact in several new
ways [88].
Those contributions have led to the creation of several scholarly impact metrics. We
will review some of them that are partly regrouped in [42]:
• Cavg stands for the average number of citations that an author’s articles received
• h index of an author is an index defined as the number h of articles of the given
author that have received at least h citations [37]. In other words, if an author has an
h-index of 8, it means that 8 articles of the author have been cited at least 8 times.
It has been the most commonly used metric in the last few years.
• m index is the median number of citations received by papers ranking smaller than
or equal to h [7].
• g index is the highest number g of articles that have received at least g² citations
[26]. It has been proposed in order to highlight articles with much more citations
than what h index would suggest.
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• i-10 index has been proposed by google and is defined by the number of articles with
at least 10 citations [11].
These are only some of the metrics that have been proposed, yet the h index has been
the most important metric as it has led to several other metrics that start from this one.
At a more general level, the impact of the scholar can be indirectly assessed through
the use of a scientific ranking. Indeed, there are international and national rankings that
establish a classification at the level of the conferences or journals that publish the scholars.
Such ranking uses some – and usually multiple – impact metrics to build the order among the
conferences and journals. As an outcome, they propose an order, from the most important
to the least important, for the best conferences/journals showing how strong their impact
is. Depending on which metrics have been used to compute the final classification, one
ranking will confer more importance to some aspects, for instance the citation count, than
others. The use of rankings can bring some recursivity since we will be more likely to use
a ranking if its own impact is high. Some of the most famous rankings are the Scientific
Journal Rankings (SJR) [64] and the CORE ranking [59].
As mentioned earlier, in the current work, we will try to find what are the key parameters
that have a positive effect on the scholarly impact. In other words, which are the key factors
that are going to lead to an increase in the scholar impact. We must now decide which
metric/measure/notion to use to quantify the impact in the scope of this paper. For the
sake of simplicity, we will use the number of citation to quantify the impact of the scholar.
The main reason is that the number of citation is very often the core metric in any impact
metric. However, the idea is to develop an approach that could be reusable in the future
with another impact metric. For example, we want to build an approach that could be
rerun later with, for instance, the CORE Ranking, instead of the number of citation, if
someone wants to focus on this particular metric next.
2.2 Machine Learning
The goal of developing machines that would be able to imitate human’s reasoning and
making smart decisions was already present in the 20th century [32]. The purpose of the
works that have been made in this field was to bring machines into learning from past
experiences in order to perform cognitive functions and solve complex problems [32]. In
this section, we will be defining machine learning as precisely as possible. After that, we
will be showing different models that exist and that will allow us to understand what kind
of model is usable in our case.
2.2.1 Definition
Following what IBM says, Machine Learning is a part of Artificial Intelligence (AI) and
computer science, that tries to replicate the way that humans learn through the use of data
and algorithms, by trying to constantly improve its accuracy [23]. AI, according to [49], ”is
the science and engineering of making intelligent machines, especially intelligent computer
programs”, while an algorithm is a sequence of instructions that have to be completed to
transform the input into output [28].
So, Machine Learning is made to answer the way computers can ”learn” determined
tasks such as recognizing characters [29], classifying objects according to their characteris-
tics,... To formulate it in another way, it deals with the question of how to create computer
programs that are going to perform better and better through experience when completing
a task [52]. It consists of programming computers using example data or past experience
in order to optimize a performance criterion [28]. Machine learning can be predictive, in
order to make predictions, or it can be descriptive to better understand and know the data,
or both [28]. In such a way, all the data that have been collected can be split into two
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subsets; the training dataset and the test dataset [67]. The Machine Learning model will
first train itself with the training dataset. The latter refers to past data that have already
been observed. So, the dataset is used to train the model, i.e. the model browses this data
and learns from it, from the past experiences [80, 66]. Second, the Machine Learning model
is tested with the test dataset to see how well it is performing. It is formally defined as
”a set of examples used only to assess the performance of a fully-specified classifier” [9]. It
will allow to evaluate the competing models, when a model is completely trained [66].
In addition to that, Machine Learning has two main branches: supervised learning and
non-supervised, or unsupervised, learning [29]. These are the points that are going to be
discussed in the following subsections.
2.2.2 Unsupervised Learning Model
Unsupervised Learning is a Machine Learning technique that can be seen as a ”cluster”
technique [65]. A cluster is defined in the Cambridge Dictionary [21] as ”a group of similar
things that are close together”. In this way of working, entities or observations that share
similar behavior will be somehow grouped. In unsupervised learning technique, there is only
input data and the goal is to find regularities in that input, there is no label or category
to be predicted [29, 65]. Thus, unsupervised learning is a very effective approach when the
goal is to uncover structures in populations of objects, when there is only little knowledge
about the relationship of these objects [8]. In other words, it tries to learn to distinguish
features and the associations that are made in the distribution of the data [32].
Hence, Unsupervised Learning is used when training datasets are not available [92]. The
fact that, as IBM describes it, unsupervised learning is capable of analysing and clustering
unlabeled datasets, and that it is mainly used to discover differences and similarities in
information [25], makes it less interesting as the purpose of our work is different.
Indeed, unsupervised learning allows to, for example, discover groups of similar entities
within the data, and is called clustering. [40] In other words, as google developers define it,
clustering is the grouping of unlabeled examples [17]. Unsupervised learning, also allows to
”determine the distribution of the data within the input space”, which is known as density
estimation [40]. It also permits to project high-dimensional data on a computer screen
[40], but none of it is useful in the case of the scholarly data we want to use. We are not
interested in grouping similar scholar, but instead we want to predict a label, the impact,
for a scholar that has a given set of features.
2.2.3 Supervised Learning Model
Supervised Learning is defined by Russel and Norvig in [62] as:
”The type of feedback available for learning is usually the most important factor in de-
termining the nature of the learning problem that the agent faces. [...] The problem of
supervised learning involves learning a function from examples of its inputs and outputs.”
Supervised Learning is a Machine Learning technique that is also known as classification
or identification technique, and consists of a labeled dataset that needs to identify unknown
classes [65]. It is called ”supervised” because the learning process is guided thanks to the
presence of the outcome variable [81].
Supervised learning uses a provided input database which is then separated into training
and testing datasets [67]. The supervised model aims to predict a label for each instance.
To do so, it first learns the training data set, to understand how the label is attributed.
Once the model is trained, it can be tested on the test dataset. An instance from the
test dataset is given to the model without giving the label that is known. The model
is asked to predict the label. The predicted label is compared to the real label, the one
that should have been found. If both labels are not equal, this increments the error rate
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of the model. Once the model reaches a determined performance level, it can be used
to predict the label of a completely new observation, for which the label is unknown.
While performing the prediction, the model needs to be given the right meta-parameters or
hyperparameters. Hyperparameters are, as defined in [58], ”the variables which determine
the network structure(Eg: Number of Hidden Units) and the variables which determine how
the network is trained(Eg: Learning Rate)”. Hence, they can be responsible for better
performing models, but can also cause the prediction slow down and thus, they need to be
chosen carefully.
Supervised Learning models are the exact types of models that fit the scholarly data.
There are a lot of available techniques but we will explain those that seem to be the most
interesting for our case.
K-Nearest Neighbors (kNN)
The K-Nearest Neighbor algorithm (kNN) is a non-parametric classification method [36],
which is defined by [54] as ”a simple algorithm that stores all available cases and classifies
new classes based on a similarity measure (e.g. distance functions).” The principle is that
a case is classified according to the majority of its neighbors and that the case is assigned
to the most common class of its K nearest neighbors, measured by a distance function [54].
Among the advantages of this model, we can find in [83] that the algorithm is very
simple and intuitive, and, as it is a memory based approach, kNN can easily adapt to new
training data (lazy learning). However, the computational complexity of the algorithm
increases very fast as nearly all the computation takes place at classification time [36][83].
Also, if the data used to train the model mainly represents 1 label, then this label will be
more likely to be predicted, and thus there is a poor performance on imbalanced data [83].
Finally, the hardship is also hidden behind the selection of the optimal value of k, which
can cause either underfitting or overfitting [36][83].
Overfitting is when the generalization of the model is unreliable in a sense that the
model learns ”too much” from the training dataset, and therefore there will be a lack of
generalization [3]. Underfitting is the case where there is not enough learning made by the
model and so, it makes it difficult to capture trends or to find patterns in the data if the
model only knows a little about what is happening in the data [3].
Decision Tree (DT)
Decision Tree algorithm is a tree in which ”internal nodes can be taken as tests (on input
data patterns) and whose leaf nodes can be taken as categories(of these patterns).”[5]. The
training process can be represented by a flow chart with internal nodes that test attributes
and the resulting branches being outcomes of the performed tests [16]. The goal is to make
conclusions about a sample through the observations of the created predictive model [16].
DT are split into two main categories: classification trees, that are used to predict the class
to which a data sample belongs, and regression trees, which is used when the outcome is a
real number instead of a classifier [16].
DT are really easy to interpret, and the data is easy to prepare [56]. It handles missing
data and allows a lot of optimizing options while being able to handle both numerical and
categorical data [87], but it is again hard to find the adequate depth of the tree to avoid
underfitting and overfitting [87].
Random Forest (RF)
Random Forests are directly related to decision trees as they consist of a large number of
decision trees, as [89] says, that work as an ensemble. So, each decision tree will give a pre-
diction, and the class that occurs the most becomes the model’s prediction [89]. According
to [41], ”A large number of relatively uncorrelated models (trees) operating as a committee
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will outperform any of the individual constituent models.”, and that is what makes random
forests interesting. Also, still in [41], random forests will most of the time perform better
than single decision tree classifiers. The advantage of this Machine Learning model is that
it reduces overfitting in decision trees while helping to improve accuracy [89]. Indeed, the
bigger the number of decision trees, the less the chance to pick a wrong class as the class
that occurs the most is chosen. However, as a direct consequence, the inconvenience of such
a solution is related to the amount of computational power it will require and the time that
the training will take to be performed [89].
Support Vector Machine (SVM)
The objective of the Support Vector Machine is recalled in [34] as being ”to find a hyperplane
in a N-dimensional space (N - the number of features) that distinctly classifies the data
points”. The goal is to find the best plane that makes two or more classes be the furthest
from each other [34]. However, this model suits particularly binary classification, i.e. when
there are two classes [8].
Among the advantages of this model, there is the fact that it aims to avoid overfitting
while fitting the training dataset [8]. It has the advantages of ”increasing class separa-
tion and reducing expected prediction error [...] and it is suitable for analysis of high-
dimensionality datasets with small sample size” [86]. But the main disadvantage is that
SVM is mainly suitable for small datasets [57].
Artificial Neural Networks (ANNs)
Artificial Neural Network is defined in [38] as ”the piece of a computing system designed to
simulate the way the human brain analyzes and processes information.” ANNs use learning
algorithms that are able, after receiving new input, to either learn or make adjustments
[79].
ANNs have the ability to learn complex and non-linear relationships, while being able to
generalize, and it doesn’t impose restrictions on the input variables [48]. However, Neural
Networks are a ”black box” and are prone to overfitting while being difficult to use [82].
Regression
The regression is a method that is used to model a target based on independent predictors
[33]. There are several types of regression but we will be explaining the simplest one, to
give a more detailed view of this machine learning technique.
The linear regression, or multiple linear regression in this case, is a basic and commonly
used type of predictive analysis [70]. It is one of the easiest and most popular Machine
Learning algorithms that is used for predictive analysis [39] and is calculated by [45]:
ŷ = b0 + b1X1 + b2X2 + ... + bpXp
with ŷ being the prediction or estimation of the dependant variable, X1,...,Xp being the
independent variables that will be used to predict ŷ, b0 being the value of ŷ when all the
independent variables are equal to 0 and b1,...,bp being the estimated regression coefficients,
i.e. it gives the sensibility of the dependant variable in relation to the independent variable
to which a given coefficient is attached [45].
In order to know if the prediction is successful and has worked in a correct way, linear
regression has some indicators such as the R-Squared, which is a statistical measure that
shows how close the data is to the fitted regression line [22], i.e. it explains how much the
model’s inputs can explain the observed variation from 0 to 100% [30].
This machine learning algorithm is really simple to implement and to interpret, but it
over-simplifies real-world problems by assuming a linear relationship among the variables




The research contributions of the current work got inspired from [47]. The authors of [47]
first explain all the concepts included in the scholarly data and how they are structured.
Then, they propose some visualizations of such data and the associated visualisation tech-
niques. They conclude the work with some future researches in the field of scholarly data.
One of these proposed to work on the co-author and co-citation relationship in order to
assess which one has the biggest influence on the scholar impact. It directly led us on the
track of the current topic, to assess the influence of all the features on the scholar impact,
thus without restricting ourselves to only the co-author and co-citation relationships.
As mentioned before, a lot of work has been done in the field of scholarly data but we
found very few works [53, 63, 84] that tackle concerns similar to ours.
[63] tries to predict the future number of time a scholar will be cited in another one.
They created FutureRank that is a predicted rank based on the predicted citations of a
scholar, the influence of its authors, and the precise moment of the scholar publication.
In a similar direction, [84] focuses on predicting the future impact of a scholar and its
authors, especially the youngest authors with impact that is yet to be defined. The goal is
to find, in advance, interesting new research areas.
In [53], an evaluation model is developed to incorporate more than only the number of
citation as determinant of the scholar impact. It allows to better assess one’s scholar impact
to then predict its future impact. The ultimate goal is to predict the future ”Academic
Rising Stars” [53].
Even if some works focus on the scholar impact and some of its key drivers, the current
work is different on several aspects. First, the current work focuses on understanding the
influence of the key drivers in order to provide future users with recommendations enhancing
their understanding.Also, we use here more recent data, trying to cover a lot of features,




In the following section, we will be discussing the methodology that has been applied in
order to try to measure the features that influence the scholar’s impact. First, we will be
explaining the data that has been used and what were the challenges encountered when
taking a closer look at it. Then, we will be explaining how the data has been prepared and
cleaned, and what are the choices that have been made regarding the data. Finally, we will
be showing the methods that were used, and more especially the Machine Learning models
that have been trained, to achieve it. All data manipulations, the data preparation and the
machine learning implementation have been done in Python. The code is available through
this link: https://github.com/wirex7/Master-Thesis.git.
4.1 Data Sources
To address our initial question regarding the scholar impact, we will need scholarly data
that gives us enough information on the articles that have been published. In addition to
that, we will need to have datasets that have to be large enough in order to be able to find
patterns. So, for this, we have used two datasets; the Citation Network Dataset and the
SCImago Journal Rank Dataset.
(i) Citation Network Dataset [75, 73, 76, 74, 72, 68]
This dataset [4], that will be called CND for the rest of this work, is mainly extracted from
DBLP, ACM, MAG (Microsoft Academic Graph), but also other sources, and contains data
for a large number of papers (more than 4M). It is stocked under the 7-Zip format which
can be opened as a JSON file [15, 51]. Each instance, i.e. each row, of this dataset concerns
one unique paper, for which a lot of columns are available that describe some feature of the
concerned paper such as its authors, the number of citations, etc., all of this for a total of
16 columns.
The different columns are:
• An id, that identifies the paper within the dataset;
• The title of the given paper;
• A column authors that contains all pieces of information about the paper’s authors.
For each author, authors.name is the name of the author, authors.org is the au-
thor’s affiliation and authors.id gives a unique id for the author;
• The year of publication of the article;
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• n citation, which is the number of citation of the paper;
• The doc type which gives the type of publication of the paper (i.e. book, journal,
conference,...);
• The publisher of the doc, which gives the name of the organization that published
the paper;
• A column volume and a column issue, that are defined in [6] as ”volume typically
refers to the number of years the publication has been circulated, and issue refers to
how many times that periodical has been published during that year”;
• The doi of the article, that stands for Digital Object Identifier (DOI) and that is
defined by “a unique and never-changing string assigned to online (journal) articles,
books, and other works” [12];
• The references of the article, that gives all the sources that are cited by the article;
• The page start and page end that are the beginning page and the end page of the
article in the doc type it is published;
• The indexed abstract that is made of the indexed abstract.IndexLength that gives
the length of the abstract in terms of words, and the indexed abstract.InvertedIndex
that gives the position and the occurence of each word of the abstract;
• The fos which is the field(s) of study, extracted from MAG. For each field of study,
fos.name is the field of study itself and fos.w is the weight of the given field of study
reflected in the paper;
• A venue which is made of the venue.id and the venue.raw that respectively give
the id and the name of the conference or journal where the paper has been published.
This dataset contains a lot of information, referred to as features in the remainder of the
paper, about the scholars. This is our main data source that will also be complemented
with other pieces of information throughout the current work. Therefore, this dataset will
be, in the next sections, subject to data manipulation and data preprocessing in order to
get the data prepared to be used with a well-known Python Machine Learning Library,
namely Scikit-Learn [46].
(ii) SCImago Journal Rank Dataset [scimagojr.com]
This dataset, that will be called SJR for the rest of this work, is extracted from the SCImago
Journal & Country Rank [64], and contains the journals and country scientific indicators,
with more than 34k instances. It is stocked under the Excel format which makes it easy to
use and to transform. Each instance of this dataset concerns one unique conference/journal
for which a lot of columns are available that describe its statistics, and that calculate its
ranking. A detailed description of the calculation of the ranking is given by [35].
This dataset is made of 20 columns that are:
• The Rank of the Journal/Conference/Book (J/C/B) Title, according to the SJR
calculation;
• The Title which is the name of the J/C/B;
• The SJR which is the SCImago Journal Rank indicator and is the “measure of jour-
nal’s impact, influence or prestige. It expresses the average number of weighted cita-
tions received in the selected year by the documents published in the journal in the
three previous years” [64];
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• The H index that is given by the “Journal’s number of articles (h) that have received
at least h citations over the whole period;
• A Sourceid that refers to a unique J/C/B;
• The Type of the publication that can be either a Journal, a Conference or a Book;
• The ISSN which is an identifier for the J/C/B (also defines a paper);
• The SJR Best Quartile that is self explanatory;
• Total Docs. (2020) and Total Docs. (3years) that give all the published articles
of the year and the 3 previous years;
• Total Refs. which is the number of references included in the articles that are
published by the J/C/B;
• Total Cites (3years) which gives the citations in 2020 that are received by journal’s
documents published in the three previous years;
• Citable Docs. (3years) that depicts the journal’s citable documents (i.e. articles,
reviews and conference papers) in the three years before 2020;
• Cites / Doc. (2years) which gives the average citation per document in a 2 years
period and is commonly used to determine the impact of a J/C/B;
• Ref. / Doc. that gives the average amount of references per document;
• The Country and the Region concerned;
• The Publisher which is the same as for the previous dataset, and so determines the
owners of the J/C/B;
• The Coverage that gives the period of publication of the J/C/B;
• The Categories that determine the domains that concern the J/C/B;
The SCImago Journal data source comes as a complement of our main data source. It
provides a lot of impact metrics that are lacking from the CND data. In the next steps of the
current work, we will need to somehow assess the impact of the scholars. The SJR provides
us with metrics that can play the role of “impact measure”. SJR gives such measures that
are linked with a Journal/Conference/Book that can be easily linked with the scholars of
the first database (refer to section 2.1.1 Database Creation). The SJR data sources also
provide additional pieces of information, that will ultimately turn into paper’s features, like
for instance the Coverage, some geographical information, and so on.
4.1.1 Database Creation
Both datasets can be used in several manners when merging them together. More precisely,
the second dataset provides the H index, which can be very useful to measure the scholar
impact, as we mentioned previously. Also, it can allow us to measure the impact of a
Journal/Conference/Book on a given article through the ranking of the J/C/B, and thus,
find out the causal relationship between the paper’s features and the Impact. Therefore,
to achieve this, a join has been made between the two datasets on their common column
called “venue.raw” in the first dataset, and “Title” in the second one. In addition to that,
both datasets have some identical columns such as the “Type” and the “Publisher”. A
description of all columns resulting from the join is available at Annex 7.1.1.
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4.2 Pre-Processing
Before starting to deal with the newly merged dataset and to run machine learning models
on it, the data needs to be prepared in order to fit the requirements of these models. Hence,
the data requires a preprocessing, which is defined by [55] as:
“that step in which the data gets transformed, or Encoded, to bring it to such a state
that now the machine can easily parse it. In other words, the features of the data can now
be easily interpreted by the algorithm.”
So, the data is going to need to get cleaned, but it will also need some feature engineering
which consists in creating new feature columns from the data that is at our disposal. This
is what we are going to discuss in the upcoming points. In the section Data Cleaning, we
present all the issues we faced regarding the data preparation. To solve some of them, we
had to create new features that we describe in the section Feature Engineering.
4.2.1 Data Cleaning
Regarding the cleaning of the data, the first dataset contained some tricky problems that
needed to be tackled.
Issue 1: Access to the Data and Performance
First of all, the number of instances was way too high, and the format was problematic as it
required much more memory than a csv-file for example. Hence, the kernel of the program
crashes each time it tries to assign the data to a variable. In order to face this problem,
the solution was to split the data in a random way, by creating smaller json files that could
be opened. However, it required to split the data into 40, and so, taking only one file was
making the data insufficient. So, the solution was to open the json file, transform it so that
a csv file containing its data can be obtained, and then repeat the process until enough
instances were transformed into a csv file. After that, we needed to open the different files
again on a program and then merge them as a csv file. At the end, we found out that
parsing the same volume of data in csv was much faster and required way less memory
than a json file.
Issue 2: Multivalued Features
Once the data could be utilized easily, some problems related to the structure of the columns
of the data appeared. For the first dataset, some columns like the “authors” one contained
a data structure encapsulated into another data structure. Instead of having a single value
as recommended by the theories of relational databases, this column contained a list of
dictionaries that needed to be treated before using it. Indeed, running models on such
kinds of multivalued columns is very hard and inconvenient, as the machine learning models
favour columns that contain one single value per instance. We faced a lot of columns with
the multivalued problem, namely the columns ”authors”, ”indexed abstract”, ”fos”,
and ”venue”. To counter these problems, we implemented several solutions. For example,
we removed some of the problematic features, we extracted the data in order to make
single-value columns, we made dummies columns, we aggregated the multi-values into one,
we decomposed the encapsulated data structure into an atomic one, etc. For the relevant
columns, we will explain how we handled them in the section Feature Engineering.
Issue 3: Missing Values
After that, columns such as “reference” contained missing values and missing references,
and some part of the data contained a column “alias ids” that contained a lot of Non-
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attributed values, and so we had to get rid of this column, as it was not even discussed in
the user-guide of the source of the dataset. Finally, the “author.org” was not regular as
values were changing significantly from one author to another, which made it difficult to
extract interesting information. Other missing values were treated either by removing the
corresponding row, or by imputing a placeholder value (like the mean, the median, etc),
depending on the number of row implied and the feature relevance.
Issue 4: Merge of Data Sources
Also, the merge was problematic between the two datasets as the common column that was
used sometimes contained values that were slightly differing (MAJ instead of min, missing
term, . . . ) and so, the number of instances decreased heavily. To deal with it, we manually
adapted the values of the second dataset to make most of them match with the first dataset.
Issue 5: Textual Features
Apart from that, one of the main problems was about all the columns that were not con-
taining numerical values. Indeed, the majority of Machine Learning models, used in this
work, were requiring numerical features. Of course, it is possible to run Machine Learning
tools with textual features especially by using Text Mining tool, but this would have asked
a lot of others technologies and tools like uploading Linguistic Taxonomies, libraries that
handle words occurrences and context analysis, and Machine Learning models that partic-
ularly focus on the Text Mining branch of the Machine Learning discipline. While all of
this is possible, and may be highly powerful, this is not the ambition of this project. This
is why we had to find some strategy to solve the Textual Features and we found different
solutions; removing the feature, transforming the textual feature into numerical features,
creating dummy-encoded columns, etc. For the concerned columns, we will specify the
chosen strategy in the section Feature Engineering.
Issue 6: Quantitative and Categorical Label
The last issue, before having a dataset ready to be used, was to prepare the ”label” column.
The label column is the feature that the Machine Learning Model will have to predict. In
our case, this is a metric that is going to determine the impact of the scholar, given by
the column ”n citation” which is the number of times the paper is cited. The higher the
number of citations, the more impactful the article will be. In this particular case, the label
is a quantity which is very suitable for quantitative models (like the SVM, the Regression,
etc). However, a lot of models, like the KNN, the Decision Tree, the Random Forest, etc,
require the label to be a category (for instance category A, category B, category C, etc)
and not a quantity. In order to be able to use such models, we had to somehow transform
the label ”n citation” into a category. The solution was to create some bins, i.e. some
categories or intervals, that contained a range of discrete values. But it raised a lot of
questions: how many value must be taken within one bin? How many bins do we have to
create? How to choose between a fixed interval length or a fixed number of occurrence in
each bins? Fortunately, a lot of mathematical theories exist to properly handle this kind of
problem and, therefore, to break this problem down, we relied on a formal tool proposed
by SKlearn [46], the KBinsDiscretizer [20]. We further elaborate on the tool in the section
Feature Engineering.
4.2.2 Features Engineering




First, we created the “pages” column that takes the “page start” and “page end” of the
given article and calculates the number of total pages.
Feature 2: Authors
Second, we created the column “nb authors” based on the initial “authors” column to
calculate the number of authors that have worked on the paper.
Feature 3: Abstract
Then, we used the “indexed abstract” column to extract the length of the abstract and
the occurrence of the different words, to measure the impact each of these parameters has
on the number of citations.
Feature 4: ”Main FOS” and ”First Common”
After that, we focused on the ”Main FOS” and ”First Common” columns. These fea-
tures respectively correspond to the main Field of study, i.e. the field of study of the article
with the higher weight, and the most common word of the abstract (excluding the ”stop”
words like the specifiers, the pronouns, etc). These features are, of course, textual features.
However, as mentioned with Issue 5 in section Data Cleaning, we wanted to avoid as much
as possible such features. To do so, instead of using the ”words” themselves, we decided
to use the frequency of the word in the whole dataset. For instance, the word ”Cluster
Analysis” was the most frequent ”Main FOS” in the dataset and it has been observed 1347
times. We then replaced the value ”Cluster Analysis” by the value ”1347” for all concerned
rows. We applied this manipulation for both columns and so, it allowed us to transform two
textual features with two numerical ones by still integrating the abstract and field informa-
tion into the dataset. Now, the new features express a notion of ”popularity” regarding the
main Field Of Study and the most frequent word of the abstract instead of the word itself.
Such columns are still relevant since they could lead to recommendations like for instance
”does the use of popular words in the abstract influence the scholar impact or not?” etc.
Feature 5: ”doc type”
The column ”doc type” can take two values: ”Conference” if the scientific production
is published within a conference, or ”Journal” if the scientific production comes from a
journal. As explained in the Data Cleaning section, we want numerical values for the
remainder of the work. Hence, we used a tool called OneHotEncoder from the SKlearn
library [46] as it allows to transform categorical or textual value into numeric (or boolean)
value. In our specific case, all ”conference” values have been transformed into ”1”, and all
”journal” values have been transformed into ”0”. This allows to keep the publication type
information but with now numerical values.
Feature 6: Categorical Label
As explained in section Data Cleaning, we had, at some point, to create a new feature
which is a categorical label expressing the number of citations. We called it ”KB cat” and
the resulting column is shown in the Annex 7.2. To do so, we used the ”KBinsDiscretizer”
[20] of the SKlearn library [46]. This tool constructs some bins, some categories, with a
quantitative input. We had to specify some parameters including in particular:
• ”n bins” : the number of bins that have to be created. We tested this parameter
iteratively. First, we set a low value to see how the dataset reacted. This led us to
the number of 20 bins.
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• ”strategy” : the strategy to use to create the bins. It can be; ”uniform”, ”quantile”
and ”kmeans”. The two first values are relevant when constructing bins on several
features, which is not our case. The last value creates the bins of one feature following
a K-Means Clustering mood which fitted what we wanted to do.
Feature 7: Countries
Here again, the column ”Country” is a textual feature. To deal with it, we created what
is called some ”dummy-encoded columns”. In the initial dataset, each row, i.e. each paper,
had one value, for instance ”Belgium”, in the column ”Country”. In order to get numerical
value, we created one column for each unique value of the ”Country” column. If we take
back the example, the value ”Belgium”, which was initially a value in a column, is now
an entire column itself called ”Belgium”. Now, each paper that is published in Belgium,
will get the value ”1” in the column Belgium. If the paper is published somewhere else,
it will get the value ”0” in the column Belgium and the value ”1” in another column that
represents a country. The result of this manipulation is shown in Annex 7.1.4. This solution
was feasible since we had only 38 different countries meaning that we created only 38 new
Boolean columns. We tested the models of the section Machine Learning Model, first,
without the dummy-encoded columns, and then with the dummies. Since it did not seem
to affect the performance, we decided to keep this solution alive.
4.2.3 Final Datasets
Thanks to all those modifications, we have created two different datasets. Both have the
same amount of columns (49) among which 48 are the same, but one is different.
Indeed, we have used the ”n citation” label from the initial dataset for the first dataset
that we have created because it is going to be used for quantitative models as it is a quantity,
so we kept the same values. But, for the second dataset we created the ”KB cat” label,
which splits the initial values of the ”n citation” column into categories. So, for example,
the first category contains the papers that are referenced from 0 to 20 times, the second
contains the papers that are referenced from 20 to 58 times,... as we can see in the Annex
7.2.
The final state of the database is shown in the Annex 7.1: Annex 7.1.2 presents the
columns of the dataset with the categorical label, Annex 7.1.3 presents the columns of the
dataset with the quantitative label and Annex 7.1.4 presents the country dummies columns
that are present in both datasets.
4.3 Machine Learning Models Training and Testing
After the cleaning of the data and the creation of new features, the data was ready to
be fed to the Machine Learning Models. Based on the section Machine Learning of the
current work and some tools like the guide ”Choosing the right estimator” of SKlearn [18],
we decided to focus on the following models: a KNN, a Decision Tree, a Random Forest,
a SVM, a Regression, and an ANN. All the following manipulations were done using the
Machine Learning Python Library SKlearn [46] which proposes a lot of different machine
learning models and tools for such situations. It was chosen for its variety of tools and its
strong community that provides a lot of documentation and support in case of issues. The
first thing to do, like any machine learning training, was to split all the data we had into a
training dataset, and a test dataset. We did that using a SKlearn tool [46]. We split our
dataset to get:
• 80% of training data
• 20% of test data
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We then worked in an iterative way. We created several versions of the dataset by varying
the dataset size. We first took a dataset, with the same columns, but with a very low
number of rows, namely 2000 rows. We wanted to test a first model on a lower scale to see
how the model would react to the data. Each time the test was successful, we increased
the size to get a model on a greater scale. It allowed to keep control and to solve rapidly
errors that would raise. For each model and dataset size, we first run a ”simple” model, i.e.
without specifying any meta-parameters. Each time the ”simple” model worked properly,
we focused more into details to these meta-parameters to find the best possible value. For
each configuration (i.e. a Machine Learning model, a dataset size and a configuration of
meta-parameters), we collected and reported some metrics (like the used memory, the errors
encountered, the time it took, the accuracy of the model, the problem regarding the data
design, etc). All of this allowed us to refine all along our approach, first regarding the fine-
tuning of the models, second regarding the preparation of the data (what we have reported
in previous sections), and third regarding the limit of the technology we had at our disposal.
Indeed, during this cycle of testing, we faced technological issues. When it was possible,
we implemented strategies to counter the technological issues otherwise we did within the
technological limits.
Finally, we reached the full dataset size and ran the final models. The strategy was
simple: as already mentioned, we first trained a simple model on the training dataset.
Then we tested the model using the test dataset. Concretely, we gave the test dataset
to the model without giving him the label. Then, the model predicted the label for all
papers in the testing dataset. We then compared the ”real” label with the ”predicted”
one to assess the accuracy of the model. It gave us a metric, the accuracy, to assess how
well the model performs. Then, we ran Grid-Search [19] to test multiple values of the
meta-parameters of the model. Grid-Search is a SKlearn tool, that will run, for a given
machine learning model, various configuration of meta-parameters values within the range
we gave. This took time but allowed us to find values for relevant meta-parameters that
would increase the accuracy. We also reviewed other parameters of our configuration to see
if the accuracy could have been still increased. For instance, for models like Regression or
KNN, we normalized the data. Once we were done with a model, we reported in the next







The very first step, in order to find out the key drivers of scholar impact, is to construct
machine learning models that perform quite well when predicting a scholar impact based on
initial scholar features. The idea is to get a model that can predict a scholar impact to then
be able to extract the knowledge of the model that allows it to predict. When exploring
this kind of knowledge, we would be able to understand which patterns in the features
lead to defining the impact. This is what we have done and, as the tests progressed, we
decided to diversify our implementation strategy. Indeed, instead of restricting ourselves
to one model, we tested various models to assess which ones would fit the best the scholar
situation. Each model having its own advantages, diversifying the models would allow us
to see the benefits and the downsides of each of them. In what follows, we assess the
performance of each model. The results of all the models are summarized in table 5.1. In
the following paragraphs, we further elaborate on these results.
We are quite confident in these results because, for a first attempt, we did achieve to
reach performance levels around 70% and a R² of 0.05 for the regression, which gave us
hints of where does each model perform the best. Indeed, the regression, as told previously,
allows to predict a quantity given some parameters. However here, the huge variation of the
number of citations (going to more than 20 000), and the fact that the parameters chosen
are clearly not the only ones responsible for the number of total citations of an article,
makes it less relevant to use (see Annex 7.3.4). Also, the purpose was to find an ”impact”
which is better determined by categories instead of a precise number.
In general, we faced a trade-off between the ”easy implementation of the model” (in
other words, the easiness to find the optimal meta-parameters, to reach a strong accuracy
level, and so on) and the ”knowledge extraction”. For example, a KNN model is quite simple
to implement but lacks some knowledge extraction and can be pretty slow. Hence, it is not
possible to access the pattern that is behind the model predictions, or to understand which
features have worked towards reaching the given accuracy. Another example, is the use of
ANN. While they can be very powerful, it takes too long to explore the meta-parameters
to find the right values1.
For some preliminary works, we are confident to see that good accuracy level can be
reached. We are aware that a good accuracy level is not sufficient. But we believe that, at
a greater scale, we can have both a performing model that can provide us with knowledge
1Note that the column ”time” of table 5.1 refers to the time it takes to run the final model, not the time
it takes to find the best configuration of the model.
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regarding its underlying patterns.
In addition to the models of the table 5.1, we also ran a SVM model. Since the model
starts struggling when the data is hard to split with lines and since it becomes rapidly
slower as the number of dimensions increases, we did not integrate it into the results.
Indeed, simply running the model without modifying any parameter took more than 6
hours and crashed several times. This poor performance is not a surprise. SVM models
usually perform well with situation where there is few categories to predict and few features,
























































































































































































































































































































































































































































































































































































































































































































5.1 Recommendations to Future Users
These results allowed us to bring some recommendations to any future user that wants
to go further in a certain aspect of this work. For example, if we take only one Machine
Learning model such as the Decision Tree, it allows an extraction of the rules (i.e. the
knowledge of the model) that were used to predict the label. Also, it allows to have an idea
of the coefficients of each feature that was used to make the prediction, as we can see in
the annex 7.3.2. Given this, we can then see the way the model made prediction regarding
a new instance, as it is shown in the annex 7.3.1.
Given the results of the Decision Tree model, we can see that the H-index is the highest
value, meaning that its the parameter with the highest impact on the label, as explained
in [69]. In other words, this parameter is the one that is in charge of the highest gain in
information, leading to the classification of a given instance in certain categories. We can
also see in 7.3.2 that a higher number of pages and a higher number of references can lead
to a better cited article.
The same reasoning, the knowledge exploration and the recommendation extraction,





There are some limitations to this work, but most of them are not impossible to resolve.
First of all, the technology and the tools used for this project bring some restrictions
that are very bothering. In fact, dealing with a huge amount of data, and running machine
learning techniques on it requires a large RAM (Random Access Memory). The bigger the
dataset, the harder to use it all. In our case, the initial dataset had more than 3 Million
instances, but only 350 000 instances could be extracted as it was the limit of the memory
of the computer. Yet, it is a very reasonable amount, but with a larger memory many more
operations and calculations could be made easily.
Second, we did not focus particularly on the years of the publications. It would have
been very interesting to know how the dataset varies across the years, are the papers evenly
distributed among years or are they big differences,... In addition to that, the results would
be very interesting if we managed the years as most of the results provided by the SJR
dataset focus on the 3 years preceding the year selected while downloading the dataset. So,
with a much larger amount of instances from the AMiner dataset, we could use SJR dataset
matched with the exact years of the AMiner dataset to get much more information about
the journals, the citations throughout the years,... This again will require much better
performing RAM for a computer.
Also, we tackled this problem dealing with quantities as it fits much better the require-
ments of Machine Learning techniques, but it seems evident that only the characteristics
that we treated could not be exactly responsible of the final number of citations a paper
can get. There are many other parameters related to the content, the words used,... that
would have helped to determine the impact of a scholar. We could work from a text mining
perspective, and even try to transform columns into dummies, as we did with the Country
one, but it would again require much more RAM to be done.
Apart from that, we could also use other datasets, as there are many other that may
provide interesting information and help to tackle the problem from different angles.
6.2 Future Research
This work provides, according to us, a very interesting basis for future works.
By overtaking the limitations that were previously cited, it would allow to produce
much more consistent results with a much higher level of accuracy. Indeed, the preliminary
results are very promising and show that it would be valuable to bring this topic to further
levels and to work on it at a greater scale. For example, transforming each of the textual
columns that were in the initial datasets in a form that is usable for the Machine Learning
techniques, would be a complete work on its own.
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Also, work could be made on the relation between the papers and the authors, as the
references and the authors are identified by id’s. This would allow a better understanding
of the impact that a given author or reference may have on an article.
The work emphasizes that having a kind of recommendation tool for researchers and
academics is still relevant. This exploratory work shows a real opportunity regarding the
feasibility of such tool.
6.3 Conclusion
This work was focused on the Scholarly Data. First, all the necessary background has
been detailed regarding the Scholarly Data and Machine Learning fields ensuring great
understanding of the remainder of the work. Then, we reviewed the work that has been
done in similar fields.
After that, we started exposing our methodology and result. The objective was to
explore Scholarly Data in order to clarify which feature does influence the scholar impact.
In order to find out, we ran several machine learning models: a KNN, a Decision Tree, a
Random Forest, a Regression and an ANN. For each of them, we refined the configuration
(the meta-parameters, the type of the label, etc) in order to get strong accuracy, and
to reduce potential underfitting/overfitting. In general, these models perform well, being
around 70% of accuracy. With one of these models, the Decision Tree, we showed how
it is possible to extract the knowledge of the model in order to translate it into concrete
recommendations. These would support any new scientific writer on which features matter
the most.
At the end, the purpose of this work is to clearly show that these results are encouraging
to go further in this direction as the dataset can be used with several machine learning
techniques. Any model can be chosen regarding the convenience and the expectations of
any unique user, the goal is not to limit them, but instead to give an overview of the
possibilities that the scholar data gives.
Finally, the limitations and the future researches are presented and they both insist on
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