Introduction
Most numerical integration techniques consist of approximating the integrand by a polynomial in a region or regions and then integrating the polynomial exactly. Often a complicated integrand can be factored into a non-negative=."weight" function and another function better approximated by a polynomial, thus
= s; cu(t)f(t)dtm f wif(ti) o i=l
Hopefully, the quadrature rule fw corresponding to the weight function cu(t) is available in tabulated form, but more likely it is not0 We present here two algorithms for generating the Gaussian quadrature rule defined by the weight function when:
4 the three term recurrence relation is known for the orthogonal . polynomials generated by cu(t), and b) the moments of the weight function are known or can be calculated.
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Definitions and Preliminaries
Let w(x) 10 be a fixed weight function defined on [a, b] . For dx), it is possible to define a sequence of polynomials -. P,(X), P,(X), l ** which are orthonormal with respect to U(X) and in which p,(x) is of exact degree n so that J'; w(x)pm(x)pn(x)dx = when m = n l when m # n
The polynomial --.
P,(X) = kn n" i=l has n real roots a < tl < t2
Cxuti) 9 kn ' 0,
The roots of the orthogonal polynomials play an important role in -Gaussian quadrature. it is shown that T is symmetric if the polynomials are orthonormal.
If T is not symmetric, then we may perform a diagonal similarity transformation which will yield a symmetric tri-diagonal matrix J . Consequently, if one can compute the eigenvalues of T and the first component of the orthonormal eigenvectors, one is able to determine the Gauss quadrature rule.
;. The Q-R algorithm
One of the most effective methods of computing the eigenvalues and eigenvectors of a symmetric matrix is the Q-R algorithm of Francis [5] .
The Q-R algorithm proceeds as follows: it is well known [5] that J i
( 1 -hI converges to the diagonal matrix of . eigenvalues of J -hI as i 3 ~3 and that P i
(
converges to the orthogonal matrix of eigenvectors of J . The method . has the advantage that the matrix J i -h1 remains tri-diagonal ( 1 throughout the computation.
Francis has shown that it is not necessary to compute the decomposition (3.1) explicitly but it is possible to do the calculation (3X)
.
( i,e., the elements of the first column of S 1
( 1 are equal to the . . For the tri-diagonal matrices, the calculation is quite simple.
Dropping the iteration counter i, let product of all the orthogonal rotations yields the matrix of orthogonal eigenvectors. To determine cw.3 N J j=l' however, we need only the first component of the orthonormal eigenvector. Thus, using (2.3)
and it is not necessary to compute the entire matrix of eigenvectors.
--.
More explicitly, for j = 1, 2, .o., N-l . = det
It is shown in [l] that
(4.1)
Note that the tri-diagonal matrix so generated is symmetric. found. It begins with a value outside and to the right of the interval containing the abscissas (=NORM) and moves to the left as the abscissas are found; thus the abscissas will be in ascending order in the array T (just to be sure an exchange sort is used at label S@RT ).
The maximum (EIGMAX) of the eigenvalues ( LAMBDA1 and LAMBDA2 ) of the lower 2 X 2 submatrix is compared to the maximum (RHO) from the last iteration. If they are clase, LAMBDA is replaced by EIGMAX .
' . <'
This scheme seems to stabalize LAMBDA and speed convergence immediately after deflation.
An eigenvalue has been found when the last off diagonal element falls The procedure GAUSSQUADRULE proves to be quite stable and when the recursion coefficients are known or supplied by the procedure CLASSICORTHOPOLY it loses only several digits off of full-word accuracy even for N = 50 . Procedure GENORTHOPOLY usually failed to produce the recursion coefficients from the moments when N was about 20 for .
the IBM 360,
The test program given below is designed to compare the two methods of generating the quadrature rules--from the moments or the recursion coefficients. N can be increased until GENORTHOPOLY fails. Numerical results may be checked against tables for Gauss-Legendre quadrature in [9] and Gauss-Laguerre quadrature in [2] . In the Table, we 
