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Abstract
Using a ﬂuorescent pH indicator (pyranine), a new measurement method to investiga-
te the exchange of a soluble alkaline gas (ammonia) from air to water was developed.
Key feature of the method is that a linear relationship between the concentrations
of the dissolved gas and the alkaline form of the indicator, that is selectively excited
to ﬂuorescence in the water-side mass boundary layer, is established by using a high
total concentration of the indicator (10−4 mol/l) and a pH value of 6. This relati-
onship was veriﬁed with experiments at the Heidelberg linear wind-wave tunnel at
a ﬁxed wind speed. For diﬀerent, constant gas ﬂuxes into the water, the intensity
of the ﬂuorescence induced by LED illumination on a two-dimensional patch of the
wind-driven, wavy water surface was imaged at 400 Hz by three cameras from below
and one camera from above with a spatial resolution of 140µm/px and 167µm/px,
respectively. With the veriﬁed relationship, the ﬂuorescence signal could be used to
obtain horizontally resolved, quantitative information on local changes in the con-
centration of a dissolved gas in the water-side mass boundary layer for the ﬁrst time.
During the experiments, also a ﬂuorescence proﬁle created by a focused laser beam
was imaged at 800 Hz by a camera with a spatial resolution of 5.8µm/px to observe
vertical transport processes.
Zusammenfassung
Unter Verwendung eines ﬂuoreszierenden pH-Indikators (Pyranin) wurde eine neue
Messmethode zur Untersuchung des Austauschs eines wasserlöslichen alkalischen Ga-
ses (Ammoniak) von Luft zu Wasser entwickelt. Kernelement dieser Methode ist,
dass eine lineare Beziehung zwischen den Konzentrationen des gelösten Gases und
der alkalischen Form des Indikators, die in der wasserseitigen Massengrenzschicht
selektiv zur Fluoreszenz angeregt wird, durch eine hohe Gesamtkonzentration des
Indikators (10−4 mol/l) und einen pH Wert von 6 hergestellt wird. Diese Beziehung
wurde mit Experimenten am linearen Wind-Wellen Kanal in Heidelberg bei einer
festen Windgeschwindigkeit veriﬁziert. Mithilfe von drei Kameras unterhalb und ei-
ner Kamera oberhalb des Kanals mit einer räumlichen Auﬂösung von je 140µm/px
und 167µm/px wurden bei einer Frequenz von 400 Hz Bilder der Fluoreszenz, an-
geregt durch LED Beleuchtung der windgetriebenen welligen Wasseroberﬂäche, für
unterschiedliche, konstante Gasﬂüsse in das Wasser aufgezeichnet. Mithilfe der veriﬁ-
zierten Beziehung konnten aus dem Fluoreszenzsignal erstmals horizontal aufgelöste,
quantitative Informationen über lokale Konzentrationsänderungen eines gelösten Ga-
ses in der wasserseitigen Massengrenzschicht gewonnen werden. In den Experimenten
wurden zudem mithilfe einer Kamera mit einer Auﬂösung von 5.8µm/px Bilder eines
von einem fokussierten Laserstrahl erzeugten Fluoreszenzproﬁls bei einer Frequenz
von 800 Hz aufgenommen, um vertikale Transportprozesse zu beobachten.
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1. Introduction
The exchange of gases between the oceans and the atmosphere of the earth plays a
key role in the understanding and the prediction of the global climate. The radia-
tive budget of the earth's atmosphere is directly linked to its chemical composition
[Myhre, 2013]. In this context, the greenhouse gas carbon dioxide (CO2) is of spe-
cial importance. The oceans constitute a huge reservoir for atmospheric CO2 and
act also as a net sink by taking up 30% to 40% of the fossil fuel-produced carbon
dioxide [Donelan and Wanninkhof, 2002]. The uptake leads to an increasing acidiﬁ-
cation of the oceans with consequences for the aquatic ecosystems like the die oﬀ
of coral reefs [Richmond and Wolanski, 2011]. Thus, the knowledge of gas exchange
processes between the oceans and the atmosphere, that are part of global chemical
cycles, contributes to the prediction of environmental changes.
The gas exchange at the ocean surface is controlled by the concentration diﬀerence
between the air and the water side and the transfer velocity which is a measure for
the speed with which gases are transported through a thin (50µm− 200µm) water-
side mass boundary layer. The transfer velocity is inﬂuenced by a variety of diﬀerent
factors. Wind blowing over the water surface generates waves and near-surface turbu-
lence including the breaking of waves and bubble entrainment, which greatly enlarge
the transfer velocity (see e.g. [Wanninkhof et al., 2009]). Other inﬂuencing factors
are the distance over which the wind has blown and the presence of surface ﬁlms
which damp waves. Due to the complexity of the gas exchange process, an universal
physically-based model still does not exist. As wind speed data are globally available,
semi-empirical parameterizations of the transfer velocity as a function of the wind
speed are used in climate models [T. Ho et al., 2011].
Experiments on the ocean are challenging because of a high spatial and temporal
variability of the wind speed and the wave ﬁeld. In contrast, gas exchange can be
investigated in a wind-wave tunnel under controlled conditions. A common approach
to infer the transfer velocity is to measure the air-side and the water-side concen-
trations of the trace gas that is exchanged, making use of mass balance methods.
Besides, imaging techniques based on ﬂuorescent pH indicators, that are dissolved
in the water, are powerful to obtain local information on the exchange processes.
The used indicators have typically an acidic and an alkaline form of which one is
selectively excited to ﬂuorescence. The exchange of a gas that reacts in the water as
an acid or a base and changes the pH value is made visible by the ﬂuorescence of the
excited form of the indicator. Two important measurement techniques that make use
of such indicators have been established.
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For the so called boundary layer imaging (BLI) method developed by
[Kräuter et al., 2014], the water surface is illuminated horizontally such that the
water-side mass boundary layer is made visible by the ﬂuorescence of the excited
form of the indicator. The depth-integrated ﬂuorescence is imaged by cameras. The
method is designed such that the ﬂuorescence intensity is constant over depth within
the boundary layer thickness, independent of the concentration of the trace gas, and
zero outside. With this method, the small-scale turbulent processes close to the water
surface, that inﬂuence the gas exchange, were investigated by [Kräuter, 2015] and
[Klein, 2019] in wind-wave tunnels.
For the laser-induced ﬂuorescence (LIF) method (see e.g. [Herzog, 2010]), a vertical
laser beam is used to excite ﬂuorescence close to the water surface. A high-resolution
camera images the resulting ﬂuorescence proﬁle in the mass boundary layer from the
side to infer vertical concentration proﬁles of the trace gas.
The novel measurement method developed in this study is based on the previously
employed BLI method and aims to image air-water gas transfer quantitatively at a
wind-driven, wavy water surface. The total concentration of the used ﬂuorescent pH
indicator is adjusted such that the ﬂuorescence intensity over depth now depends on
the local concentration of the trace gas. This enables one not only to observe the
turbulent processes and to determine where the gas has entered the water, as it was
possible previously, but also allows for the acquisition of quantitative information
on the concentration of the gas. The present thesis focuses on the experimental
veriﬁcation of the method using imaging and spectroscopic techniques, so that the
method is ready to use for further experiments. Apart from an imaging setup for
the realization of the modiﬁed BLI method, also a LIF setup is employed to gain
information on vertical transport processes.
Chapter 2 gives a theoretical introduction to air-water gas exchange. As the ﬂuore-
scent pH indicator and its optical properties play a central role, basics on chemical
reactions as well as on absorption and ﬂuorescence are given. In Chap. 3 the de-
veloped measurement method is presented and the used chemical components are
introduced. Moreover, mass balance methods are addressed. In Chap. 4, details on
the the wind-wave tunnel used for the gas exchange experiments are given. The ima-
ging setups for the BLI and the LIF method are discussed. The calibration of the
measurement setup is presented in Chap. 5. It is shown how the concentration of
the form of the indicator that is excited to ﬂuorescence can be related to the ﬂuore-
scence intensity. In Chap. 6, the conducted gas exchange experiments are addressed.
The processing of the images recorded with the BLI and the LIF setup is explai-
ned in Chap. 7. In Chap. 8, the results of the experiments are presented. Chapter 9
comprises a summary of the obtained results and conclusions for future experiments.
2. Theoretical background
This chapter provides an overview of the most important concepts and mathematical
descriptions concerning air-water exchange processes. First of all, the underlying
mechanisms governing the transport of trace gas particles as well as quantities like
momentum and heat are discussed. The next section addresses air-water gas transfer
in more detail by introducing basic quantities to parametrize the relevant processes.
After that, basic terms concerning chemical reactions are introduced, where special
emphasis is put on pH indicators and the inﬂuence of reactions on the solubility
of a gas. Finally, a macroscopic description of light absorption is given and the
phenomenon of ﬂuorescence is explained conceptually.
2.1 Transport phenomena
Fundamentally, the transfer of particles, momentum or heat in a ﬂuid medium can be
caused by directed motion called advection or by random motion including molecular
diﬀusion and turbulent ﬂow. In the following, molecular diﬀusion and advection will
be addressed ﬁrst, while turbulence, which requires a separate treatment, will be
discussed afterwards. Throughout this section, the ﬂuid is assumed to be incompres-
sible and to have a non-vanishing viscosity.
2.1.1 Molecular diﬀusion and advection
Considering the mass transport of particles, molecular diﬀusion results from the ran-
dom movement of particles due to their thermal energy, which exhibits the stochastic
nature of the random walk [Pearson, 1905]. The process is driven by spatial concen-
tration diﬀerences and gives rise to a net ﬂux density jc,diff from regions of higher to
regions of lower concentration. This relation is described by the following diﬀusion
equation, known as Fick's ﬁrst law [Fick, 1855]:
jc,diff = −D∇c. (2.1)
The concentration gradient is denoted by ∇c. The diﬀusion constant D can be
expressed as
D =
1
3
vl. (2.2)
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It depends on the mean thermal velocity v and the mean free path l of the diﬀusing
particles. The prefactor of 1/3 reﬂects the isotropy of the diﬀusion process in three
spatial dimensions.
The temporal variation of the concentration c can be derived from the continuity
equation without any sources and sinks
∂c
∂t
+∇ · jc = 0, (2.3)
by setting jc = jc,diff to give
∂c
∂t
= D∇2c, (2.4)
with the Laplace operator ∇2. Eq. 2.4 is known as Fick's second law [Fick, 1855].
If the ﬂuid is in motion, an advective ﬂux term jc,adv = uc, which is associated
with the macroscopic (mean) ﬂow of the ﬂuid given by the velocity ﬁeld u, is added
such that jc = jc,diff + jc,adv. Under the assumption of an incompressible ﬂuid with
∇ · u = 0, this changes Eq. 2.4 to
∂c
∂t
+ u ·∇c = D∇2c, (2.5)
which is also known as the advection-diﬀusion equation.
Remarkably, the transport of heat and momentum can be treated in analogy to Eq.
2.1 and Eq. 2.4 [Jähne and Haußecker, 1998]. The corresponding equations for heat
read
jh,diff = −λh∇T, (2.6a)
∂T
∂t
= χ∇2T, (2.6b)
with the thermal conductivity coeﬃcient λh, the temperature T and the thermal
diffusivity χ = λh/(cpρ), where cp denotes the speciﬁc heat at constant pressure and
ρ the density of the ﬂuid medium. Eq. 2.6a is called Fourier's law. If the ﬂuid is in
motion, an advective term is added in Eq. 2.6b as in Eq. 2.5.
To describe the diﬀusive momentum ﬂux of an incompressible ﬂuid, a one-dimensional
ﬂow in horizontal x-direction with a velocity gradient in vertical z-direction is con-
sidered. Due to the viscosity of the ﬂuid, frictional forces are present, which allow
vertical transport of horizontal momentum. This momentum ﬂux jm,diff,zx is equiva-
lent to shear stress in the ﬂuid τzx, which is related to the vertical velocity gradient
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by Newton's law of viscosity
τzx = jm,diff,zx = −ν ∂(ρux)
∂z
(2.7)
in analogy to Eq. 2.1. The kinematic viscosity is denoted by ν. A general formula-
tion of momentum transport and related (shear) stress is given by the stress tensor
[Kundu et al., 2012]. The law of momentum conservation in a ﬂuid is given by the
Navier-Stokes equation [Roedel, 2000], here shown for incompressible ﬂuids:
∂u
∂t
+ (u ·∇)u = −1
ρ
∇p+ f + ν∇2u. (2.8)
The acceleration of the ﬂuid, expressed by the left-hand side of this equation, can be
caused by pressure gradients ∇p as well as external forces and shear stress, that are
represented by the terms f and ν∇2u, respectively. Assuming no pressure gradients
and no external forces, Eq. 2.8 simpliﬁes to
∂u
∂t
+ (u ·∇)u = ν∇2u, (2.9)
which is equivalent to Eq. 2.5.
To compare the diﬀusion of momentum with the diﬀusion of a gas, the dimensionless
Schmidt number is introduced as
Sc =
ν
D
. (2.10)
Similarly, the dimensionless Prandtl number is deﬁned as
Pr =
ν
χ
(2.11)
to quantify the diﬀerence in the eﬀectiveness of momentum and heat transport.
For most substances in air, the Sc and Pr numbers are about one. In water this
is typically diﬀerent. For instance, the Pr numbers in air and water are 0.71 and 7
[Schimpf, 2000], respectively. The Sc numbers of ammonia at 25 ◦C are 0.62 (air) and
610 (water) [Fogg and Sangster, 2003], diﬀering by three orders of magnitude.
2.1.2 Turbulence and turbulent diﬀusion
From a macroscopic point of view, turbulent motion of a ﬂuid medium can be cha-
racterized as chaotic, irregular and unpredictable in position and time. Typically,
turbulent ﬂow is associated with random ﬂuctuations of the velocity ﬁeld. Thus, it
is enormously sensitive to initial and boundary conditions. A detailed mathematical
description of turbulent motion is obviously diﬃcult. A common approach is the
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concept of eddies which occur at diﬀerent length scales, ranging from a macroscale
at which the ﬂuid bulk is mixed by large streams to a microscale in the order of
millimeters. According to Kolmogorov's theory on turbulence ([Kolmogorov, 1941],
[Kolmogorov, 1962]) energy is passed in a cascade from larger to smaller eddies. The
motion of the largest eddies at the macroscale supply energy, which is eventually
dissipated by molecular friction due to viscosity at the microscale, represented by
the smallest eddies. The range of scales between these to extrema where energy is
neither produced nor annihilated, but transferred from larger to smaller scales is
called inertial subrange.
A measure for the level of turbulent behavior is the Reynolds number
Re =
ul
ν
, (2.12)
where u is the mean velocity, l a characteristic length scale, that needs to be deﬁned
in dependence of the considered system or problem, and ν the kinematic viscosity of
the ﬂuid [Stokes, 1850]. The Reynolds number represents the ratio of inertial forces
to viscous forces. If the Reynolds number is smaller than a critical value Recrit, which
depends on the problem, the ﬂuid ﬂow is laminar overall. Turbulent behavior can
still occur to some small degree, but is clearly suppressed in this regime. The smaller
Re, the faster turbulent structures decay. If Re > Recrit, laminar ﬂow becomes very
sensitive to small disturbances, which build up and lead to a change into turbulent
ﬂow, where the velocity ﬁeld is instationary.
In the following, it will be shown that turbulent transport can be described in analogy
to molecular diﬀusion (Sec. 2.1.1), known as turbulent diﬀusion. However, it has to
be noted that this is only valid under certain circumstances, e.g. close to boundaries,
and if steady-state problems are considered or the ﬂow is averaged over a long time
period [Kundu et al., 2012]. Considering again the transport of gas and momentum,
the concentration c and the velocity ﬁeld u are split into a temporally averaged part,
indicated by angle brackets with subscript t, and a ﬂuctuating part, denoted by a
prime symbol:
c = 〈c〉t + c′, (2.13a)
u = 〈u〉t + u′. (2.13b)
This is called Reynolds decomposition. For suﬃciently long time periods, it can
be assumed that the mean of the ﬂuctuations vanishes, i.e. 〈c′〉t = 0 and 〈u′〉t = 0.
Similar considerations and the following derivation can be done for the turbulent
transport of heat as well.
Considering a one-dimensional constant ﬂow in horizontal x-direction and non-vanishing
gradients only along the vertical z-direction, the following equations are obtained by
2.1. Transport phenomena 7
inserting Eqs. 2.13a and 2.13b into Eqs. 2.5 and 2.9, respectively:
0 =
∂〈c〉t
∂t
=
∂
∂z
(
D
∂〈c〉t
∂z
− 〈c′u′z〉t
)
, (2.14a)
0 =
∂〈ux〉t
∂t
=
∂
∂z
(
ν
∂〈ux〉t
∂z
− 〈u′xu′z〉t
)
. (2.14b)
A detailed derivation can be found in [Pope, 2009]. By setting the temporal derivati-
ves of the averaged quantities to zero, a steady state is assumed. By combining these
relations with the continuity equation Eq. 2.3, it follows that
jc,z = −D∂〈c〉t
∂z
+ 〈c′u′z〉t, (2.15a)
jm,zx = ρ
(
−ν ∂〈ux〉t
∂z
+ 〈u′xu′z〉t
)
(2.15b)
for the concentration and the momentum ﬂux densities. If compared to Eqs. 2.1 and
2.7, where only molecular diﬀusion was considered, it becomes clear that the terms
〈c′u′z〉t and ρ〈u′xu′z〉t represent the turbulent part of the transport. This motivates
the deﬁnition of turbulent diﬀusion coeﬃcients
Kc(z) = −〈c′u′z〉t/
(
∂〈c〉t
∂z
)
, (2.16a)
Km(z) = −〈u′xu′z〉t/
(
∂〈ux〉t
∂z
)
, (2.16b)
which can be used to rewrite Eqs. 2.15a and 2.15b in a uniﬁed form
jc,z = −(D +Kc(z))∂〈c〉t
∂z
, (2.17a)
jm,zx = −ρ(ν +Km(z))∂〈ux〉t
∂z
. (2.17b)
In analogy to molecular diﬀusion a turbulent Schmidt number can be deﬁned as
Scturb =
Km
Kc
. (2.18)
Without any boundaries, turbulent transport processes are generally much more
eﬃcient than molecular diﬀusion.
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2.2 Air-water gas exchange
This section addresses the transport of a trace gas and momentum between air and
water. The description presented in the following relies on the assumptions made in
Sec. 2.1.2 concerning turbulent transport and the Eqs. 2.17a and 2.17b, where only
the average of the concentration c and the velocity ux is relevant. Therefore, the
concentration and the velocity are understood to be averaged in the following, so
that notation can be simpliﬁed by dropping the angle brackets. First, basic concepts
and dominant transport mechanisms are discussed. After that, the most important
parameters to quantify the transport are introduced, followed by a brief discussion
on wind stress and waves. Moreover conceptual gas exchange models are presented.
2.2.1 Basic concepts
For the discussion of the gas exchange between air and water the (dimensionless
Ostwald's) solubility α of a gas is introduced. This quantity is given by the ratio
of the water-side concentration cw,eq to the air-side concentration ca,eq of a gas in
thermodynamic equilibrium
α =
cw,eq
ca,eq
. (2.19)
This relation is also known as Henry's law. A solubility of α > 1 is assumed
in the following. As in Sec. 2.1.2, the problem is reduced to one dimension, given
by the vertical z-direction and a situation αca,b > cw,b outside the equilibrium is
considered, where the air-side and the water-side bulk concentrations of the gas far
away from the water surface are denoted by ca,b and cw,b, respectively. Obviously,
the concentration diﬀerence gives rise to a net concentration ﬂux from the air phase
across the water surface to the water phase. Under the assumption of a temporally
constant concentration proﬁle, as shown in Fig. 2.1 (a), the ﬂux is constant over
depth due to mass conservation. Since the ﬂux is directed from air to water, the
described process is called invasion, while the opposite situation where αca,b < cw,b
is known as evasion. The water surface at z = 0 represents an interface, which
imposes a boundary condition on the concentration, relating the water-side surface
concentration cw,s to the air-side surface concentration ca,s by Henry's law
cw,s = αca,s. (2.20)
The requirement of thermodynamic equilibrium is justiﬁed by the constant concen-
tration ﬂux. The condition in Eq. 2.20 results in a jump of the concentration proﬁle
at the water surface.
The central idea for the description of the exchange process is that far away from
the air-water interface the air bulk and the water bulk are well mixed by turbulence.
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mass boundary layer
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Fig. 2.1: Scheme of the air-water gas (a) and momentum (b) exchange, showing the arising
air- and water-side boundary layer (modiﬁed after [Degreif, 2006]). (a) Typical concentra-
tion proﬁle c(z) of an invasion experiment, where the exchanged gas has a solubility α > 1,
which leads to a jump of the concentration at the water surface. (b) Velocity proﬁle ux(z)
associated with momentum ﬂux from air to water.
As a consequence, a homogeneous concentration distribution quantiﬁed by ca,b and
cw,b can be assumed here. It is common to deﬁne a reference depth zr on the water
side with the property that for z > zr the concentration is assumed to be cw,b. In the
bulk regions, turbulent transport is much more eﬀective than molecular transport
(see. Sec. 2.1.2), which means that Kc  D, where it has to be noted that in
general these coeﬃcients have diﬀerent values in the air and in the water phase. The
dominance of turbulent diﬀusion is reduced close to the so called mass boundary
layer, which forms on each side of the water surface. With decreasing distance to
the air-water interface, the size of turbulent eddies becomes smaller, as they cannot
penetrate the interface because of the large diﬀerence in the densities of water and
air (ρw/ρa ≈ 830). Turbulent transport becomes less eﬀecitve with decreasing eddy
size and as a consequence must vanish at the water surface, which can be expressed
as Kc(z = 0) = 0 [Prandtl, 1957].
The boundary layers are deﬁned as the regions where molecular diﬀusion becomes
the dominant transport mechanism, i.e. D > Kc. The distance from the interface
to the region where D ≈ Kc marks the transition between molecular and turbulent
diﬀusion as the dominant transport process and is equivalent to the mass boun-
dary layer thickness of the water- and air-side mass boundary layer, denoted by
z∗,w and z∗,a, respectively. A more precise deﬁnition will be given in Sec. 2.2.2. On
the water side, the boundary layer has a typical thickness of z∗,w ≈ 20µm− 200µm
[Jähne et al., 1987]. Since molecular diﬀusion is less eﬀective than turbulent trans-
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port outside the boundary layers, it becomes clear that the largest part of the resi-
stance to the ﬂux lies in the boundary layers near the water surface. By looking at
Eq. 2.17a and bearing in mind that the ﬂux is constant over depth for a temporally
constant concentration proﬁle, it can be concluded that in these regions the concen-
tration gradients are the largest. Consequently, the transport through the boundary
layers controls the whole gas exchange process.
A typical velocity proﬁle ux for momentum ﬂux directed from air to water is shown
in Fig. 2.1 (b). As mentioned above in Sec. 2.1.1, momentum ﬂux is equivalent to
shear stress τ in a ﬂuid medium. In the particular situation shown in Fig. 2.1 (b)
tangential forcing, generated e.g. by wind blowing over the water surface, forms shear
layers, which eﬀectively transport horizontal momentum downwards into the water
bulk. The corresponding shear stress τzx is given as the tangential force Fx per area
A
τzx =
Fx
A
. (2.21)
Because of the no-slip condition, the velocity ux is continuous across the water sur-
face, while the transported momentum is not because the density of air is much
smaller than the density of water (ρa  ρw). In analogy to the exchange of a gas,
viscous boundary layers form on both sides of the water surface when momen-
tum is transported. Both of them have a thickness of typically 600µm − 2000µm
[Jähne and Haußecker, 1998], which is diﬀerent from the gas exchange, where the
thicknesses of the air-side and water-side mass boundary layer clearly diﬀer by se-
veral orders of magnitude. The reason for this will become clear in the next section.
2.2.2 Gas exchange parameters
Starting from Eq. 2.17a, integration along the vertical concentration proﬁle between
two points z1 and z2 separated by ∆z = z2 − z1 gives
∆c = c(z2)− c(z1) = −jc
z2∫
z1
1
D +Kc(z)
dz. (2.22)
The quotient of the concentration diﬀerence and the ﬂux density is interpreted as
the transfer resistance
R =
∆c
jc
= −
z2∫
z1
1
D +Kc(z)
dz (2.23)
in analogy to Ohm's law for electric circuits. The transfer resistance has units of
time per distance and is a measure of the time which a gas needs to be transported
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through a layer with thickness ∆z. It can be directly seen from the deﬁnition in Eq.
2.23 that the transfer resistances of several neighboring layers are summed up to get
the total resistance. For the resistances of the layers between z1 ≤ z2 ≤ z3, this reads
e.g.
R3,1 = R3,2 +R2,1. (2.24)
The mean velocity at which a gas is transported through the layer ∆z is called
transfer velocity k. It is given by the inverse of the transfer resistance R. With the
deﬁnition of these two parameters, the concentration ﬂux is commonly written as
jc = k∆c =
∆c
R
. (2.25)
Using Eq. 2.24, it becomes clear that transfer velocities are added reciprocally
1
k3,1
=
1
k3,2
+
1
k2,1
. (2.26)
By looking at Eq. 2.23 and following the argumentation concerning the relative
dominance of molecular and turbulent diﬀusion in Sec. 2.2.1, it follows that on each
side of the air-water interface the main transfer resistance lies in the mass boundary
layer. Therefore, it is reasonable to look at the concentration diﬀerences between the
bulk and the surface for each side of the interface to capture the main contribution
to the resistance. Equating the ﬂuxes jc,a and jc,w on the air and the water side
jc,a =
ca,b − ca,s
Ra
=
cw,s − cw,b
Rw
= jc,w (2.27)
leads to
ca,b − cw,b/α
Ra +Rw/α
=
αca,b − cw,b
Rw + αRa
, (2.28)
by using the boundary condition Eq. 2.20. The left hand side of Eq. 2.28 represents
the total ﬂux across the interface from the air-side perspective, while the right hand
side gives the water-side perspective on the ﬂux. In the air-side view, the concentra-
tion of the water bulk is reduced by the factor α, while from the water-side point of
view the concentration of the air bulk is magniﬁed by α. Thus, it can be concluded
that the total transfer resistances seen from the air and water phase are given by
Rtot,a = Ra +Rw/α, (2.29a)
Rtot,w = Rw + αRa, (2.29b)
respectively. Analogously, the total transfer velocities are written as
ktot,a =
(
1
ka
+
1
αkw
)−1
, (2.30a)
ktot,w =
(
1
kw
+
α
ka
)−1
. (2.30b)
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Now the importance of the solubility α for the air-water gas exchange becomes
clear. For high solubilities α > 500 the total transfer resistance is dominated by
the air-side resistance. This is e.g. the case for ammonia (NH3) and water vapor.
However, most gases are sparingly soluble like carbon dioxide (CO2), oxygen (O2),
and dinitrogen monoxide (N2O). As a consequence, their transfer is controlled by
the water side. There are also gases which are equally controlled by the air and
the water phase. Besides, the solubility of some gases can be enlarged by water-side
chemical reactions. More details on this will be given in Sec. 2.3. The solubility and
the water-side Schmidt number are plotted in Fig. 2.2 for diﬀerent gases as well as
for heat and momentum.
so
lu
bi
lit
y 
α 
water-side Schmidt number Scw 
Fig. 2.2: Diagram showing the solubility
α and the water-side Schmidt number Scw
for diﬀerent transported quantities (adap-
ted from [Kräuter, 2015]). Quantities mar-
ked in purple are mainly controlled by the
air side, while blue marked quantities are
mainly controlled by the water side. The
orange lines mark the transition zone ly-
ing in between, where quantities are equal-
ly controlled by the air and the water side.
The upper and the lower line represent the
limiting cases of a smooth and a rough wa-
ter surface, respectively
Apart from the transfer resistance and transfer velocity, the mass boundary layer
thickness z∗, which was already mentioned in the last section, is an important para-
meter for describing the air-water gas exchange. It is deﬁned by
z∗ =
∣∣∣∣cs − cb∂c
∂z
∣∣
z=0
∣∣∣∣ = D∆cjc = Dk , (2.31)
with the (absolute) concentration diﬀerence ∆c between the surface (cs) and the bulk
concentration (cb). Moreover, the fact was used that at the interface (z = 0) only
molecular diﬀusion contributes to the transport, which is described by Fick's ﬁrst law
(see Eq. 2.1 and the discussion in Sec. 2.2.1), resulting in a constant concentration
gradient
∂c
∂z
∣∣∣∣
z=0
= − jc
D
. (2.32)
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Geometrically, z∗ is given as the intercept between a constant line at the bulk concen-
tration and the tangent of the concentration proﬁle at the interface. This construction
is indicated by the dashed lines in Fig. 2.1. The deﬁnitions of the transfer velocity
and the boundary layer thickness motivate to introduce the transfer time
t∗ =
z∗
k
=
D
k2
(2.33)
which a gas needs to cross the boundary layer. It is important to note that the para-
meters deﬁned here are independent of explicit model considerations and only rely on
the assumption that turbulent transport vanishes at the interface. Moreover, for cha-
racterizing the exchange process of a gas it is suﬃcient to know one of the quantities
k, z∗ and t∗. With the knowledge of the diﬀusion constant, they can be converted
into each other. Analogous parameters that characterize the transport as well as
solubilities can be deﬁned for momentum and heat [Jähne and Haußecker, 1998].
According to Eq. 2.31, the boundary layer thickness is directly related to the diﬀu-
sion constant. For most gases, the diﬀusion constants in air Da and water Dw diﬀer
signiﬁcantly by several orders of magnitude (Da ≈ 10−1 cm2/s, Dw ≈ 10−5 cm2/s
[Yaws, 1999]), so that the water-side mass boundary layer thickness is typically much
smaller than the air-side one. Furthermore, it was stated at the end of Sec. 2.1.1
that for most substances in air, the Schmidt number is about one, i.e. the kinema-
tic viscosity νa and the diﬀusion constant Da of most gases are roughly within the
same order of magnitude. Thus, the air-side boundary layer thicknesses for momen-
tum and gas transport are also similar. In water, Schmidt numbers are typically
much larger (Scw ≈ 103). This is mainly caused by the diﬀerence of the diﬀusion
constants in water and air, since the kinematic viscosity of water νw ≈ 1 mm2/s
[Lide and Frederikse, 1995] is only by a factor of about 10 smaller than the one of
air νa ≈ 15 mm2/s [Lide and Frederikse, 1995] (respectively at ambient pressure and
temperature). As a consequence, the thicknesses of the viscous boundary layer in the
water and the air phase are comparable.
2.2.3 Wind stress and waves
Wind stress acting on the water surface has an important inﬂuence on the air-water
exchange processes by producing small-scale turbulence, which is conﬁrmed by expe-
riments [Walker and Peirson, 2008] and numerical simulations [Tsai et al., 2005]. In
this context the wind speed and the distance over which the wind has blown, called
fetch, are important parameters that can be adjusted in a wind-wave tunnel. An
essential parameter to quantify the transport of momentum is the friction velocity
u∗ =
√
τ
ρ
, (2.34)
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with the shear stress τ = jm (see. Eqs. 2.7 and 2.21) and the density of the ﬂuid ρ.
A temporally constant transport of momentum across the water surface, as depicted
in Fig. 2.1 (b), implies the equation of the water-side and air-side stress
τw = τa, (2.35)
leading to the following relation between the respective friction velocities:
u∗,w =
√
ρa
ρw
u∗,a. (2.36)
In the fully turbulent regime, the friction velocity is given by
u∗ =
√
〈u′xu′z〉t (2.37)
(cf. Eq. 2.15b).
In Sec. 2.2.1 it was already discussed that the relevance of the viscous term in Eq.
2.17b reduces with increasing distance from the air-water interface. This reasoning
is incorporated in the following ansatz for the wind proﬁle above the water surface
dux
dz
∝ u∗,a
z
⇒ ux(z) = u∗,a
κKar
ln(z/z0), (2.38)
with the reference height z0, also called roughness length, and Kármán's constant
κKar ' 0.41. This velocity proﬁle is the well known logarithmic wind proﬁle (for
details see e.g. [Roedel, 2000]). A common reference wind speed is deﬁned at a height
of 10 m above the water surface by u10 = ux(z = 10 m).
Wind blowing over the water surface generates Kelvin-Helmholtz instabilities, which
result in surface displacements and the build up of waves. Given a free water surface,
linear wave theory yields for the surface displacement
η(x, t) = ηmax sin(kx− ωt) (2.39)
a sinusoidal wave as the fundamental solution. Here, ηmax denotes the amplitude,
ω = 2pi/T the angular frequency and k = 2pi/λ the wave number with the period T
and the wavelength λ. The dispersion relation of such a wave reads
ω(k) =
√
k
(
g +
σk2
ρw
)
tanh(kh) ≈
√
k
(
g +
σk2
ρw
)
(2.40)
[Kundu et al., 2012]. Here, g is the gravitational acceleration, σ the surface tension
and h the water depth. The approximation done in Eq. 2.40 is valid for a large
water depth h > λ/2 and will be used in the following. The waves characterized by
this dispersion relation are called gravity waves or capillary waves depending
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wave crest
wave trough
Fig. 2.3: Sketch of a gravity wave with parasitic capillaries at the leeward and wake
turbulence at the windward side of the wave crest (modiﬁed after [Jessup et al., 1997])
on whether the dominant restoring force is given by gravity or by surface tension,
respectively. The phase velocity
cph =
ω
k
=
√
g
k
+
σk
ρw
(2.41)
can be correspondingly approximated by cph,grav ∝ 1/
√
k for longer and cph,cap ∝
√
k
for smaller wavelengths. At intermediate wavelengths, where both terms in Eq. 2.41
are relevant, parasitic capillaries can form on the leeward side of a gravity wave crest,
as sketched in Fig. 2.3.
Depending on the magnitude and the duration of wind stress, a variety of diﬀe-
rent turbulent structures and events near the water surface are generated. This
includes e.g. the breaking of waves, which occurs at a critical wind stress, micros-
cale wave breaking and Langmuir circulation. Since for this thesis only modera-
te wind speeds were used, wave breaking, which is usually accompanied by the
production of droplets and bubbles, enlarging the gas exchange rate signiﬁcantly
[Mischler et al., 2015], is not of relevance for the conducted measurements. Lang-
muir circulation [Langmuir, 1938] is associated with the emergence of convergence
and divergence zones at the water surface, which Langmuir concluded from his obser-
vation of the accumulation of seaweed and foam in the form of streaks along the wind
direction. This ﬂow pattern is related to counter-rotating vortices called Langmuir
cells (see Fig. 2.4). Also a dissolved gas accumulates in streaks close to the water
surface as shown e.g. by [Kräuter, 2015] and [Klein, 2019].
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Fig. 2.4: Sketch of idealized Langmuir circulation showing the Langmuir cells and the con-
vergence zones. The surface velocity u is displayed in the upper part of the ﬁgure (modiﬁed
after [Thorpe, 2004]).
2.2.4 Gas exchange models
This section addresses the most important semi-empirical models which aim at pre-
dicting a mean concentration proﬁle and a relation between the transfer resistance
and the Schmidt number. The following discussion will focus on the water-side pro-
cesses of gas transfer.
Film model
The ﬁlm model, proposed by [Whitman, 1923], divides the water phase strictly in-
to two layers. Within the boundary layer, which represents the ﬁlm, the transport
process is only governed by molecular diﬀusion, while below z = z∗ the water is
assumed to be well mixed by turbulence, such that only turbulent diﬀusion is pre-
sent. As a consequence the concentration proﬁle is linear in the mass boundary layer.
Integrating Eq. 2.23 with Kc(0 ≤ z ≤ z∗) = 0 yields a linearity between the transfer
resistance and the Schmidt number
R =
z∗
D
⇒ R ∝ Sc. (2.42)
Even though the assumption of an abrupt change between the turbulent and the mass
boundary layer is an oversimpliﬁcation of the problem, the ﬁlm model can be used
for approximations. The model provides an upper limit for the transfer resistance as
it ignores small eddies that contribute to the transport through the boundary layer,
which was also shown experimentally [Jähne, 1980].
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Fig. 2.5: Schematic illustration of turbulent structures which are assumed to govern the
turbulent contribution to the water-side transport in the ﬁlm, surface renewal and Deacon
model. The water surface is represented as the top solid line, while the mass boundary layer
thickness z∗ is indicated by the dashed line (modiﬁed after [Kräuter, 2015]).
Deacon model
The model formulated by [Deacon, 1977] follows a more realistic concept that was
already suggested in the discussion in Sec. 2.2.1. Instead of the step-like behavior of
the turbulent diﬀusion coeﬃcient, used in the ﬁlm model, Kc(z) is assumed to be a
continuous function of the depth, related to a gradually decreasing eddy size towards
the water surface where Kc(z = 0) = 0. Starting from a formulation of the velocity
proﬁle in turbulent ﬂows at a wall proposed by [Reichardt, 1951], [Deacon, 1977] arri-
ved at a semi-empirical parametrization of Kc for a smooth water surface. Assuming
Scturb = 1 for simplicity, Eq. 2.23 can be solved numerically to give
R =
15.2
u∗
Sc0.61 (0.6 < Sc < 10), (2.43a)
R =
12.1
u∗
Sc2/3 + 2.7 · log10(Sc) + 2.9 (Sc > 10). (2.43b)
These equations are in good agreement with experiments at low wind speeds
u10 < 3.5 m/s with a smooth water surface. However, at higher wind speeds, where
the assumption of a smooth water surface is not suﬃciently fulﬁlled, the values of
the measured transfer resistance are systematically lower than expected from the
calculation. For higher Schmidt numbers Sc > 60, the transfer resistance according
to the model by Deacon can be approximated by
R ' 12.1
u∗
Sc2/3 (Sc > 60) (2.44)
(see [Jähne, 1980]).
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Surface renewal model
The surface renewal model developed by [Higbie, 1935] and [Danckwerts, 1951] ass-
umes that the gas transport on the water side is driven by stochastic renewal events
where turbulent eddies penetrate the boundary layer and transport water packa-
ges with the surface concentration downwards into the water bulk. Simultaneously,
water containing the bulk concentration is brought to the water surface. Between
the renewal events, which occur at a certain rate γ0, the gas transport is assumed
to be dominated by molecular diﬀusion. These considerations lead to the following
averaged transport equation (cf. Eq. 2.14a)
0 = D
∂2c
∂z2
− γ0c, (2.45)
which is solved by
c(z) = cw,s exp
(
−z√
D/γ0
)
(2.46)
with cw,s = c(z = 0). These relations are valid for a free or wavy water surface. The
model was generalized by [Jähne, 1985] by introducing a depth dependence of the
renewal rate γ = γ0zp (p ≥ 0). Solving the transport equation for a free (p = 0) and
a rigid water surface (p = 1), leads to the following Schmidt number dependence of
the transfer resistance
R ∝ 1
u∗
Sc
p+1
p+2 (2.47)
with a Schmidt number exponent of 1/2 and 2/3, respectively [Jähne et al., 1989].
Summary
The Schmidt number dependence of the transfer resistance is of great importance,
since it relates properties of the transported quantity to parameters which are es-
sential to characterize air-water exchange processes. A general, model-independent
form of this relation was proposed by [Jähne, 1985]
R =
β(bc)
u∗
Scn(bc), (2.48)
with a dimensionless scaling parameter β and the Schmidt number exponent n, which
both depend on the boundary conditions (bc) at the water surface. In accordance
with model predictions experiments showed that the Schmidt number exponent ta-
kes values between 1/2 ([Higbie, 1935], [Lamont and Scott, 1970]) for a free and 2/3
for a smooth water surface ([Deacon, 1977], [Jähne et al., 1989]). Furthermore a gra-
dual transition between these two extreme cases could be observed experimentally
([Jähne et al., 1984], [Krall, 2013]).
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2.3 Chemical reactions
The following section addresses some basics on chemical reactions
(see e.g. [Riedel and Janiak, 2011]), which are relevant for this thesis, including reac-
tion equilibria and acid-base reactions in aqueous solutions. After that, pH indicators
are introduced and the implications of chemical reactions on the solubility are given.
Reaction equilibrium
Most reactions can be described as a reaction equilibrium of the form
νAA + νBB
 νCC + νDD, (2.49)
involving, for instance, substances A, B, C, D and their stoichiometric numbers νA,
νB, νC, νD. The arrows in both directions illustrate a dynamic equilibrium which is
maintained by the forward and the backward reaction with reaction rates
rf = kf · [A]νA [B]νB , (2.50a)
rb = kb · [C]νC [D]νD , (2.50b)
where kf and kb denote the corresponding reaction rate constants and the square
brackets indicate the concentration of a substance. In equilibrium rf = rb, which
gives rise to the equilibrium constant
Keq =
kf
kb
=
[C]νC [D]νD
[A]νA [B]νB
. (2.51)
This relation is called the law of mass action.
Acid-base reaction
A general acid-base reaction can be written as
AH + B
 A− + BH+, (2.52)
where the dissociation of a proton turns the acid AH to its conjugate base A−.
The proton is received by the base B to become its conjugate acid BH+. A special
acid-base reaction is the autoprotolysis of water
2 H2O
 OH− + H3O+, (2.53)
which results in the formation of hydroxide (OH−) and hydronium ions (H3O+).
Applying the law of mass action (Eq. 2.51) to this reaction gives
K ′w =
[H3O
+] · [OH−]
[H2O]2
⇒ Kw = [H3O+] · [OH−], (2.54)
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where in the last step the fact was used that the concentration of water stays nearly
constant, since most water molecules do not dissociate. At a temperature of 25 ◦C
the ion product of water is Kw ' 10−14 M2 [Lide and Frederikse, 1995], where
M = mol/l is used as a unit of concentration. The value of the ion product does not
vary signiﬁcantly within the ambient temperature range between 20 ◦C and 25 ◦C.
The acidity of a solution is characterized by the negative decadic logarithm of the
hydronium concentration
pH = − lg([H3O+]), (2.55)
known as the (dimensionless) pH value. By deﬁnition units are dropped when taking
the logarithm of concentrations or products of concentrations in the context of pH
values and dissociation constants, which will be introduced in the next paragraph.
Taking the negative decadic logarithm of Eq. 2.54 gives
pH + pOH = pKw = 14. (2.56)
The usual pH scale therefore ranges from 0 to 14. Pure water has pH = 7 at 25 ◦C
as charge neutrality requires pH = pOH. A solution with pH < 7 (pH > 7) is called
acidic (alkaline).
In aqueous solutions, the strength of an acid or a base is quantiﬁed by its acid
dissociation constant Ka. The strength of an acid is its tendency to dissociate a
proton, while the strength of a base is its tendency to accept a proton. The reaction
equation of water reacting with an acid A
H2O + AH
 H3O+ + A− (2.57)
leads to the following expression for its acid dissociation constant
Ka(A) =
[H3O
+] · [A−]
[AH]
, (2.58)
where the concentration of water is already included in the constant. The pKa value
deﬁned as the decadic logarithm of Ka
pKa(A) = − lg(Ka(A)) = lg
(
[AH]
[A−]
)
+ pH (2.59)
is more commonly used. The reaction of a base B with water
H2O + B
 OH− + BH+ (2.60)
can be equivalently expressed as
H3O
+ + B
 H2O + BH+ (2.61)
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to give
Ka(B) =
[H3O
+] · [B]
[BH+]
, pKa(B) = − lg(Ka(B)), (2.62)
in analogy to Eqs. 2.58 and 2.59. The stronger an acid, the lower is its pKa value,
while the strength of a base increases with the pKa value. To give an example,
hydrogen chloride (HCl) with pKa(HCl) = −7 at 25 ◦C [Riedel and Janiak, 2011]
is a strong acid, which will practically always dissociate completely. An equivalent
formulation can be done by introducing the base dissociation constant Kb and
the pKb value, where
pKa + pKb = pKw = 14 (2.63)
for any acid or base. In the following, the acid dissociation constant and the pKa
value will be used synonymously and referred to as the dissociation constant.
pH indicators
A typical pH indicator dissolved in an aqueous solution indicates the pH by its
optical appearance. The indicator I used in this study is a ﬂuorescent dye which will
be discussed in Sec. 3.2.1. It has an acidic form IH and a alkaline form I−. Their
concentrations depend on the pH value of the solution. The indicator reacts as an
acid with water according to
IH + H2O
 I− + H3O+. (2.64)
The total indicator concentration is given by [I]tot = [IH] + [I−]. At low pH values
(pH < 5) lots of hydronium ions are present which may protonate the indicator such
it mainly stays in its acidic form. Correspondingly, the concentration of the alkaline
form of the indicator dominates at high pH values (pH > 9). Usually, a pH indicator
is used in low concentrations ([I]tot ≤ 10−7 M). In this case, the concentration of
hydronium provided by the forward reaction in Eq. 2.64 is negligible such that the
indicator itself does not inﬂuence the pH value. The ratio between the two indicator
components is determined by the dissociation constant of the indicator
pKa(I) = lg
(
[IH]
[I−]
)
+ pH (2.65)
(cf. Eq. 2.59). It follows that at the so called equivalence point pH = pKa(I) both
components are present in the same concentration. Since the indicator is supposed to
signal the acidity or the alkalinity relative to the neutral point pH = 7, its dissociation
constant should be favorably pKa(I) ∼ 7. This ensures an immediate turnover of the
indicator, if an acidic solution becomes alkaline or vice versa. Fig. 2.6 shows the
relative concentrations of the two indicator components for pKa(I) = 7.3.
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Fig. 2.6: Calculated concen-
trations of the two components
IH and I− of an indicator I
with pKa(I) = 7.3 as a func-
tion of the pH, based on Eq.
2.65. The total indicator con-
centration is denoted by [I]tot.
Inﬂuence of chemical reactions on the solubility
The ability of a gas G to react as an acid or a base with water enlarges its solubility.
As the water-side concentration of such a gas is eﬀectively reduced by the reaction,
more gas from the air side tends to dissolve in the water. This eﬀect can be described
by introducing an eﬀective solubility
αeff(G) =
[G]w
[G]a
=
[G]physw + [G]
reac
w
[G]a
(2.66)
with the total air-side equilibrium concentration [G]a. The total water-side equili-
brium concentration of the gas [G]w includes the concentration of the physically
dissolved gas [G]physw and the concentration of ions [G]
reac
w , which result from acid-
base reactions of the gas. Examples of reacting gases are CO2, which is however still
sparingly soluble due to slow reaction rates, as well as NH3 and SO2, which have
high eﬀective solubilities > 103.
2.4 Absorption and Fluorescence
This section aims to recapitulate a description of light absorption as it is typically
used for spectroscopic measurements. Furthermore ﬂuorescence is addressed following
[Lakowicz, 2006].
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Absorption
A common approach to describe the absorption of light of a certain wavelength λ pas-
sing a gaseous or liquid medium is given by the LambertBeer law. It states that
the diﬀerential reduction of the transmitted intensity is proportional to the incident
intensity I0, the path length through the medium dz as well as the concentration
c(z) and the molar extinction coeﬃcient n(λ) of the absorbing species
dIT(λ) = −I0(λ)n(λ)c(z)dz. (2.67)
The diﬀerential reduction of the transmitted intensity is equivalent to the diﬀerential
increase of the absorbed intensity dIA(λ) = −dIT(λ). Assuming a total absorption
length L, integration of Eq. 2.67 yields
IT(λ, L) = I0(λ) · e−n(λ)
∫ L
0 c(z) dz, (2.68a)
= I0(λ) · 10−d(λ)
∫ L
0 c(z) dz, (2.68b)
where the last expression represents the Lambert-Beer law written in the decadic
basis, often used in chemistry. The diﬀerent subscripts of the molar absorption co-
eﬃcient indicate the natural and decadic basis with n(λ) = d(λ) ln(10). In a typi-
cal experimental setup I0(λ) represents the spectrum of the used light source. The
transmission is deﬁned as
T (λ, L) =
IT(λ, L)
I0(λ)
. (2.69)
With this, the extinction E and the absorbance A are introduced as the negative
natural and decadic logarithm of the transmission
E(λ, L) = − ln(T (λ, L)), (2.70a)
A(λ, L) = − lg(T (λ, L)), (2.70b)
so that the equations in 2.68 can be conveniently written as
E(λ, L) = n(λ)
L∫
0
c(z) dz, (2.71a)
A(λ, L) = d(λ)
L∫
0
c(z) dz. (2.71b)
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In the following, the absorbance and the decadic molar absorption coeﬃcient will be
used in the context of absorption if not stated otherwise. Eq. 2.71b is useful to mea-
sure mean concentrations c¯ of a substance with known molar absorption coeﬃcient
along the absorption length L
A(λ, L) = d(λ)
L∫
0
c(z) dz = d(λ)c¯L. (2.72)
If M independent, absorbing species are present in the medium, Eq. 2.67 is genera-
lized to
dIT(λ) = −I0(λ)
M∑
m=1
ln(10)d,m(λ)cm(z)dz. (2.73)
As a consequence, the absorbance reads
A(λ, L) =
M∑
m=1
d,m(λ)
L∫
0
cm(z) dz. (2.74)
For the evaluation of the absorption spectroscopy measurements performed for this
thesis, a DOAS-like approach is employed by adding a polynomial to Eq. 2.74
A(λ, L) =
M∑
m=1
d,m(λ)
L∫
0
cm(z) dz +
∑
n
pnλ
n, (2.75)
which accounts for possible broadband changes in the measured absorption spectra
due to changes of the lamp spectrum. The DOAS (Diﬀerential Optical Absorption
Spectroscopy) method was developed by [Platt et al., 1979] to measure the concen-
tration of several atmospheric trace gases simultaneously.
Fluorescence
Fluorescence is a type of photoluminescence, where an orbital electron of an atom or
a molecule transitions from an excited state to its ground state by emitting a photon.
Both electron states involved in this transition are singlet states (S) with zero total
spin. A substance that can be excited optically to emit ﬂuorescence light is called
ﬂuorophore. The process can be illustrated by a Jablonski diagram as shown in Fig.
2.7, where the vertical axis represents the energy of the ground state S0 and the ﬁrst
two excited states S1 and S2. The three sublevels of each state indicate the vibra-
tional energy levels, which an electron can occupy. Prior to ﬂuorescence, a photon
is absorbed which has an energy high enough to lift an electron from the lowest
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vibrational level of the ground state S0(0) to an excited state. This process happens
on a very short time scale of 10−15 s. Depending on the energy level the electron
now occupies, two decay paths which ﬁnally lead to ﬂuorescence are possible. If the
electron sits in the lowest vibrational level of the ﬁrst excited S1(0) a photon is
emitted after a certain lifetime of typically 10−8 s leaving the electron in one of the
vibrational levels of the ground state S0. Otherwise the electron ﬁrst loses energy
via (non-radiative) vibrational relaxation, also known as internal conversion, until
it reaches S1(0) within 10−12 s, before a photon is emitted. Because a signiﬁcant
number of vibration cycles occur during the lifetime of excited states, an electron
most probably always undergoes complete vibrational relaxation to S1(0). Having
reached a vibrational level of the ground state, the electron will quickly arrive at
S0(0) by further relaxation. Besides, other non-radiative relaxation processes like
intersystem crossing or collisions with other molecules are possible. These eﬀects
which reduce the ﬂuorescence intensity are summarized by the term quenching. The
term photobleaching describes the photochemical alteration or destruction of a ﬂu-
orophore molecule such that it permanently loses its ability to ﬂuoresce. In general,
ﬂuorescence light is emitted isotropically by a ﬂuorophore molecule.
Fig. 2.7: Typical Jablonski diagram illus-
trating the singlet states (S) of an electron,
which are involved in the process of ﬂuo-
rescence, including their vibrational suble-
vels. The time scales on which the diﬀerent
processes take place are shown (modiﬁed
after [Friedl, 2013]).
Fluorescence light has less energy than the absorbed light. The associated wavelength
diﬀerence is called Stokes shift. This shift is caused by energy losses due to internal
conversion, as described above.
The quantum yield ΦF of a ﬂuorophore can be deﬁned as the ratio of the number
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of photons emitted Ne to the number of photons absorbed Na
ΦF =
Ne
Na
. (2.76)
A high quantum yield implies that the non-radiative decay rate is small compared
to the radiative decay rate.
I0(λ0) IT(λ0,z)
L
c, ε(λ) 
IT(λ0,L)
z
IF(L)
^
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monochroma�c 
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photo
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Fig. 2.8: Illustration of an experimental arrangement involving a monochromatic light
source emitting I0(λ0), a measurement cell with length L and a photo detector. The cell is
ﬁlled with a solution containing a ﬂuorophore in a concentration c. Its absorption coeﬃcient
is denoted by (λ). The intensity of the transmitted light IT(λ0, L) and the ﬂuorescence
IˆF(L) is measured with the detector. The respective proﬁles IT(λ0, z) and I˜F(z) are sket-
ched.
To explain the dependency of the ﬂuorescence intensity on the excitation intensity, a
typical experimental conﬁguration is considered for illustrative purposes (see Fig 2.8).
A solution containing a ﬂuorophore in a concentration c is ﬁlled in a measurement
cell with length L. The ﬂuorophore has a molar absorption coeﬃcient (λ) and an
emission spectrum IF(λ). Monochromatic light I0(λ0) is irradiated on one side of the
cell. The ﬂuorophore absorbs a fraction of the incident light and is excited to ﬂuoresce.
The transmitted light intensity IT(λ0, L), given by Eq. 2.68b, and the ﬂuorescence
intensity IˆF(L) are measured by a photo detector placed on the opposite side of the
cell. The measured ﬂuorescence signal is given by the fraction of emitted photons
that reach the detector. It follows that
IˆF(L) ∝ Ne, (2.77)
where the ﬂuorescence emission is assumed to be isotropic. In this way, the directed
light of the source is converted into undirected ﬂuorescence light. The total num-
ber of emitted and absorbed photons can be expressed as Ne =
∫∞
−∞IF(λ
′) dλ′ and
Na = IA(λ0, L), respectively. Here, IA(λ0, L) denotes the intensity of absorbed light
given by
IA(λ0, L) = (I0(λ0)− IT(λ0, L)) = I0(λ0)(1− 10−A(λ0,L)). (2.78)
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With the expressions for the number of photons and Eq. 2.76, Eq. 2.77 can be written
as
IˆF(L) ∝ ΦF · I0(λ0)(1− 10−A(λ0,L)). (2.79)
If the absorbance is low (A ≤ 0.05), the ﬂuorescence intensity is linear to the con-
centration
IˆF(L) ∝ ΦF · I0(λ0) ln(10)(λ0)cL. (2.80)
The measured signal IˆF(L) corresponds to the ﬂuorescence intensity integrated along
the cell
IˆF(L) =
L∫
0
I˜F(z) dz, (2.81)
with the intensity proﬁle I˜F(z). In this thesis, the quantities IˆF(L) and I˜F(z) will
be referred to as the depth-integrated ﬂuorescence intensity and the ﬂuorescence
proﬁle, respectively. The ﬂuorescence proﬁle is proportional to the proﬁle of the
transmitted intensity IT(λ0, z), since at every z a fraction of the residual excitation
light is converted into ﬂuorescence emission. This proportionality is only valid for
monochromatic light.
If a light source with an arbitrary spectrum I0(λ) is used, Eq. 2.79 changes to
IˆF(L) ∝ ΦF
∞∫
−∞
I0(λ
′)(1− 10−A(λ′,L)) dλ′. (2.82)
The integral of the transmitted intensity spectrum IT(λ, z) over all wavelengths is
denoted by
I˜T(z) =
∞∫
−∞
IT(λ
′, z) dλ′. (2.83)
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3. Methods
This chapter aims to explain the new method developed in this study. First of all,
the fundamental measurement principle is outlined. After that, the used chemical
components including the ﬂuorescent pH indicator and the alkaline gas are characte-
rized. Subsequently, the new chemical system is discussed and illustrated by means
of a calculation. Last but not least, mass balance methods are introduced.
3.1 Basic measurement principle
The key idea of the measurement method is to establish a direct relation between the
concentrations of a trace gas and the alkaline form of a ﬂuorescent pH indicator. The
experiment is designed as the invasion of an alkaline gas R into acidic water where
the pH indicator I is dissolved. The initial water-side concentration of the gas is zero.
The intensity of the ﬂuorescence emission of the alkaline indicator component serves
as a measure of its concentration.
R
RH+
I- IH Itot
c(z)
z
cw,s = αca,s 
z*
Fig. 3.1: Sketch of the concentration
depth proﬁle for the invasion of an alkaline
gas R into slightly acidic water (pH = 6)
with the water-side mass boundary layer
thickness z∗. Due to the high indicator con-
centration [I]tot = [IH] + [I
−], the concen-
tration of the water ions can be neglec-
ted such that the protonation of the gas is
mainly caused by its reaction with IH resul-
ting in an increase of [I−]. The arising con-
centration ﬂuxes are indicated by arrows.
The reaction equilibria of the indicator and the dissolved gas can be written as
R + H3O
+ 
 RH+ + H2O, (3.1a)
IH + H2O
 I− + H3O+. (3.1b)
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First, the indicator is assumed to be used in a low concentration ([I]tot ≤ 10−7 M), as
usual (see Sec. 2.3). If now the water-side concentration of the gas increases during
the invasion, the concentration of hydronium decreases according to the forward re-
action in Eq. 3.1a. To compensate this change, more molecules of the acidic form of
the indicator IH tend to dissociate according to the forward reaction in Eq. 3.1b, en-
ding up in their alkaline form I−. Thus, the change of the pH caused by the invasion
of the gas is detected by the indicator. By exciting only I− molecules close to the
water surface to ﬂuorescence, the water-side mass boundary layer of the dissolved
gas is made visible. This describes the principle of the boundary layer imaging (BLI)
method, that was developed by [Kräuter et al., 2014]. With a low concentration of
the indicator, nearly all indicator molecules turn locally into their alkaline form,
where the gas enters the water. As a consequence, the ﬂuorescence intensity is ap-
proximately constant over depth within the boundary layer thickness, independent
of the concentration of the alkaline gas, and zero outside.
In this thesis, a new chemical system is employed by using a high concentration of
the indicator [I]tot ≥ 10−4 M. Moreover, the initial pH value of the water, before
the gas is let into the air space, is set to ' 6. This implies [H3O+] ' 10−6 M and
[OH−] ' 10−8 M. Thus, the concentrations of the water ions become negligible com-
pared to the concentration of the indicator components such that the dissolved gas
is mostly protonated by the acidic form of the indicator. Consequently, the reactions
in Eq. 3.1, where water or water ions were the reaction partners of the gas and the
indicator components, are combined to the eﬀective reaction
IH + R→ I− + RH+. (3.2)
This reaction describes the fundamental idea of the developed method. A sketch of
the invasion experiment with the described setting is shown in Fig. 3.1. If the diﬀe-
rence between the dissociation constant pKa(R) of the gas and the pH value is larger,
more gas molecules are protonated (cf. Eq. 2.59) and the protonation happens faster.
For the method, a gas with pKa(R) > 9 is chosen, which ensures that gas molecules
entering an acidic or neutral solution react to their protonated form immediately. As
a consequence, the concentration of dissolved, unprotonated gas stays nearly zero.
This means that [R]w,tot = [R]w + [RH+] ≈ [RH+], such that the air-side gas ﬂux
is unaﬀected by water-side transport processes and the air-water transfer process is
controlled by the air side. However, the reaction of the gas close the water surface
leads locally to a lack of IH and an excess of I− molecules, which induces concentra-
tion ﬂuxes of the two indicator components between the water bulk and the mass
boundary layer. The ﬂux of the acidic component from the bulk towards the bounda-
ry layer equals the ﬂux of the alkaline component from the boundary layer towards
the bulk. In the water bulk, the ratio [IH]/[I−] is controlled by the predeﬁned pH.
As a result, also water-side transport processes of the indicator components are of
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relevance. In contrast to the previously employed BLI method, where the diﬀusion of
the protonated gas RH+ was dominant, the diﬀusion of the alkaline indicator compo-
nent I− has to be considered equally due to the high concentration of the indicator.
This can be described by a coupled diﬀusion constant
DI−,RH+ =
2
1/DI− + 1/DRH+
. (3.3)
For more details on this see [Cussler, 2009].
The charge conservation for the reaction in Eq. 3.2 is given by
[I−] = [RH+] + const., (3.4)
where the constant summarizes the concentrations of ions of fully dissociated salts,
which do not participate in the reactions. With the approximation [RH+] ≈ [R]w,tot, a
direct proportionality between the concentrations of the alkaline form of the indicator
and the gas entering the water phase
[I−] ∝ [R]w,tot (3.5)
is found, with a proportionality factor close to one. A more precise value will be
estimated in Sec. 3.3. Thus, in regions where the gas enters the water the visible
ﬂuorescence intensity increases in way that the concentration change of the dissolved
gas can be inferred. Equation 3.5 implies also a proportionality of the concentration
ﬂuxes
ja,R = jw,R ' jRH+ ∝ jI− = −jIH, (3.6)
where a constant gas ﬂux on the air side was assumed.
In principle, the approximation [I]tot  [H3O+], [OH−] is valid for pH = 6 − 8.
The initial pH is set to ∼ 6 because at higher pH values a signiﬁcant fraction of
the indicator molecules will already be in their alkaline form. This leads to a high
background ﬂuorescence of the water bulk such that changes of the ﬂuorescence
intensity caused by the gas invasion are diﬃcult to observe. This thesis focuses on
the experimental veriﬁcation of the newly developed method, using the equations 3.5
and 3.6 as a ﬁrst starting point.
3.2 Characterization of the chemicals
Since the method described above is based on the chemical reaction Eq. 3.2 and the
associated approximations, a careful selection of the chemical components is crucial.
In the following, the properties of the chosen dyes and the alkaline gas are presented
and discussed with regard to the necessary requirements.
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3.2.1 Dyes
Fluorescent pH indicator
As mentioned in Sec. 2.3, the pKa(I) value of the pH indicator should be favorably
near the neutral point pH = 7. Considering the invasion experiment described in
the last section, this ensures an immediate turnover from the acidic to the alkaline
form, when the solution becomes alkaline. Moreover, the ﬂuorescence intensity of the
alkaline form I− is supposed to be a measure of its concentration [I−]. This requires
that the absorption spectra of both forms are distinctly diﬀerent.
The pH-dependent ﬂuorescent dye pyranine, also known as HPTS (8-hydroxypy-
rene-1,3,6-trisulfonic acid), with the chemical formula C16H7Na3O10S3 fulﬁlls these
requirements. It has a molar mass of mM = 524.4 g/mol and is well soluble in water.
According to [Wolfbeis et al., 1983], it has a protonation time of about 5.6 ns and its
pKa(I) value ranges from 8.04 in the case of pure water to 7.29 in dependence of the
concentration of additional salts in the solution. Because of the importance of the
dissociation constant of pyranine and its variability with the ion concentration, its
value was measured separately at a low ion concentration using a spectrophotometer
(see. 5.1.1). The result pKa(I) = 7.68± 0.03 will be used as a reference in this thesis.
Figure 3.2 (a) shows the molar absorption coeﬃcient of the two pyranine components.
A blue light source will be used in this thesis that ﬁts the absorption spectrum
of I−, which peaks at λ = 455 nm. Both components have the same ﬂuorescene
emission spectrum that is also shown in Fig. 3.2 (a). The emission is highest at
λ = 512 nm. Apart from the possibility to excite one component selectively, pyranine
has many advantages compared to other ﬂuorescent indicators. Among 20 diﬀerent
pH indicators, [Wolfbeis et al., 1983] found pyranine to be the most suitable one for
measurements close to neutral pH values. Due to its high quantum yield of almost 1
for excitation wavelengths λ > 400 nm, nearly all absorbed light is emitted. Also very
important is the large Stokes shift of about 60 nm, which allows a clear distinction
between excitation and emission light. Further advantages are the stability against
photobleaching, temperature changes and quenching by oxygen. Pyranine was used
by [Wolfbeis and Posch, 1986] to measure the concentration of ammonia. The most
important properties of pyranine are summarized in Tab. 3.1.
Absorbing dye
Since pH values around pH ' 6 are needed for the method to justify the approxima-
tion [I]tot  [H3O+], [OH−], a signiﬁcant fraction of pyranine molecules will already
be in the alkaline form. To suppress the background ﬂuorescence of the water bulk,
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Fig. 3.2: (a) Molar absorption coeﬃcient  of the acidic (blue) and the alkaline (red) form
of pyranine as a function of the wavelength, measured at a pH of 4 and 11, respectively (see
Sec. 5.1.1). Moreover, the intensity of their ﬂuorescence emission spectrum (yellow), taken
from [Kräuter, 2015], is shown. (b) Molar absorption coeﬃcient  of the acidic (blue) and
the alkaline (red) form of tartrazine, measured at a pH of 4 and 12, respectively (see Sec.
5.1.2).
which would diminish the contrast of the ﬂuorescent signal resulting from the gas
transfer, an absorbing dye called tartrazine (Food Yellow 4) with the chemical for-
mula C16H9N4Na3O9S2 is added to the water. The dye absorbs the blue light, which
excites the ﬂuorescent indicator, such that is does not reach the deeper water layers in
the bulk. Near the water surface, where most of the dynamics of the gas transfer take
place, this eﬀect is rather small. Tartrazine has a molar mass of mM = 534.4 g/mol
and is a synthetic azo dye, which is used in the food industry as a colorant (yel-
low). It is well soluble in water and stays colorfast in acidic media as well as under
high irradiation. Like pyranine, tartrazine can dissociate in aqueous solutions by
donating a proton. But due to its higher dissociation constant pKa(T) = 9.4 − 10
[Perez-Urquiza and Beltran, 2001], it stays predominantly in its acidic form within
the pH range relevant for this thesis. The acidic and the alkaline form of tartrazine
are denoted by TH and T−, respectively. As for pyranine, the dissociation constant
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of tartrazine was also determined from results of own measurements at a low ion
concentration that yielded 9.91± 0.03 (see Sec. 5.1.2).
The molar absorption coeﬃcient of the two tartrazine components is shown in Fig.
3.2 (b). The absorption characteristic of the acidic form TH peaks at λ = 426 nm
and covers the blue wavelength range around λ = 450 nm, where the absorption of I−
is the highest. Due to the small spectral overlap of the absorption coeﬃcient of TH
with the emission spectrum of pyranine, the ﬂuorescence intensity is not signiﬁcantly
reduced. The most important properties of tartrazine are summarized in Tab. 3.1.
substance formula mM(g/mol) pKa λmax,abs λmax,emi
pyranine C16H7Na3O10S3 524.4 7.29− 8.04(7.68) 455 512
tartrazine C16H9N4Na3O9S2 534.4 9.4− 10(9.91) 426 −
Table 3.1: Summary of the properties of pyranine and tartrazine. The chemi-
cal formulae and the molar masses are from NIST (National Institute of Standards
and Technology). The other properties can be found in [Wolfbeis et al., 1983] and in
[Perez-Urquiza and Beltran, 2001] for pyranine and tartrazine, respectively. The pKa va-
lues in brackets are results from own measurements at a low ion concentration (see Sec.
5.1).
3.2.2 Alkaline gas
The alkaline gas used for this thesis is ammonia, since it was already successfully used
for the BLI method in [Kräuter, 2015]. Ammonia (NH3) is a colorless, diamagnetic
gas, which has a characteristically pungent smell. It dissolves in water and reacts as
a weak base
NH3 + H3O
+ 
 NH+4 + H2O (3.7)
to ammonium (NH+4 ) with a dissociation constant of pKa(NH3) = 9.25 at 25
◦C
[Clegg and Brimblecombe, 1989].
The values found in literature for the dimensionless physical solubility of ammonia
vary over a wide range from 812 [Shi et al., 1999] to 2256 [Hales and Drewes, 1979].
This thesis follows the recommendation α(NH3) = 1463 by [Sander, 2015]. Due to
the reaction in Eq. 3.7, the pH-dependent eﬀective solubility of ammonia
αeff(NH3) =
[NH3]w + [NH
+
4 ]w
[NH3]a
= α(NH3)(1 + 10
−pH+pKa(NH3)) (3.8)
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[Fogg and Sangster, 2003] has to be considered. Figure 3.3 shows αeff(NH3) calcula-
ted with this equation, assuming a physical solubility of α(NH3) = 1463. An overview
of the properties of ammonia is given in Tab. 3.2.
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Fig. 3.3: Eﬀective solubility of ammonia
αeff(NH3) calculated with Eq. 3.8 as a func-
tion of the pH, assuming a physical solubility
of α(NH3) = 1463.
substance formula mM (g/mol) pKa α Dw (cm
2/s) Da (cm
2/s)
ammonia NH3 17.03 9.25 812− 2256(1463) 1.64 · 10−5 0.23
Table 3.2: Overview of the properties of ammonia. The molar mass is taken from
NIST (National Institute of Standards and Technology). The pKa value can be
found in [Clegg and Brimblecombe, 1989]. The lowest value for the solubility is from
[Shi et al., 1999], the highest from [Hales and Drewes, 1979], while the value in brackets,
which is assumed for this thesis, can be found in [Sander, 2015]. The values of the diﬀusion
constants are from [Yaws, 1999].
With the employed chemical system, ammonia is mainly protonated by the acidic
pyranine component to ammonium
IH + NH3 → I− + NH+4 (3.9)
(cf. Eq. 3.2). Since this protonation happens immediately, the water-side transport
processes in the mass boundary layer can be assumed to be controlled by diﬀusion.
The coupled diﬀusion constant (cf. Eq. 3.3) of I− and NH+4 molecules can be written
as
DI−,NH+4 =
2
1/DI− + 1/DNH+4
= 4.1 · 10−6 cm2/s, (3.10)
withDI− = 2.3·10−6 cm2/s [Xia et al., 1998] andDNH+4 = 1.96·10−5 cm2/s [Yaws, 1999].
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3.3 Chemical system
In this section, details on the used chemical system are discussed. In particular, the
relation given in Eq. 3.5 will be derived explicitly by solving a system of equations.
With the results of the calculation the proportionality factor is obtained.
An aqueous solution containing dissolved ammonia, pyranine and tartrazine is con-
sidered. This leads to the following system of equations
10−pKw = [H3O+] · [OH−], (3.11a)
[NH3]w,tot = [NH3]w + [NH
+
4 ]w, (3.11b)
10−pKa(NH3) =
[H3O
+] · [NH3]
[NH+4 ]
, (3.11c)
[I]tot = [IH] + [I
−], (3.11d)
10−pKa(I) =
[H3O
+] · [I−]
[IH]
, (3.11e)
[T]tot = [TH] + [T
−], (3.11f)
10−pKa(T) =
[H3O
+] · [T−]
[TH]
, (3.11g)
which accounts for the autoprotolysis of water as well as the mass conservation
and the reaction equilibrium of dissolved ammonia, pyranine and tartrazine. The
necessary constants are
pKw = 14,
pKa(NH3) = 9.25,
pKa(I) = 7.68,
pKa(T) = 9.91,
where for the dissociation constants of the dyes results from own measurements
are assumed (see Sec. 5.1). Additionally, the inﬂuence of CO2 dissolved in the water
should be considered, since ambient CO2 inevitably enters the water phase. Moreover,
the deionized water used in the experiments already contains ambient concentrations
of CO2. Apart from the physically dissolved CO2(aq), carbonic acid H2CO3 is the
other charge-neutral form of carbon dioxide in water, which is only present in low con-
centration [H2CO3]/[CO2(aq)] . 0.3 % (see [Zeebe and Wolf-Gladrow, 2001]). The-
refore, their concentrations are summarized by [CO2]w = [CO2(aq)] + [H2CO3]. The
water-side reactions of carbon dioxide can be then written as
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CO2 + 2 H2O
 HCO−3 + H3O+, (3.12a)
HCO−3 + H2O
 CO2−3 + H3O+, (3.12b)
leading to
[CO2]w,tot = [CO2]w + [HCO
−
3 ] + [CO
2−
3 ], (3.13a)
10−pK
1
a(CO2) =
[H3O
+] · [HCO−3 ]
[CO2]w
, (3.13b)
10−pK
2
a(CO2) =
[H3O
+] · [CO2−3 ]
[HCO−3 ]
. (3.13c)
For the values of the dissociation constants, pK1a(CO2) = 6.4 [Harned and Davis, 1943]
and pK2a(CO2) = 10.3 [Harned and Scholes, 1941] are assumed.
The pH value before and after the invasion experiment can be controlled by adding
amounts of a HCl solution, where [HCl] = [Cl−] due to full dissociation. The charge
conservation for the whole system reads
[NH+4 ] + [H3O
+] = [OH−] + [I−] + [T−] + [HCO−3 ] + 2 · [CO2−3 ] + [Cl−]. (3.14)
With the input parameters [NH3]w,tot, [I]tot, [T]tot, [CO2]w,tot and [Cl−], the system of
equations can be solved for the concentrations [H3O+], [OH−], [NH3]w, [NH+4 ], [IH],
[I−], [TH], [T−], [CO2]w, [HCO−3 ] and [CO
2−
3 ].
For the air-side concentration of CO2, an indoor value of 600 ppmv is estimated which
leads to [CO2]w,tot = 2 · 10−5 M in the water, assuming α(CO2) = 0.8 [Sander, 2015].
Furthermore, [Cl−] = 0 is set at ﬁrst. With this, the calculation is performed for three
diﬀerent concentrations of the dyes ([I]tot = [T]tot = 5 · 10−5 M, 10−4 M, 2 · 10−4 M) as
a function of [NH3]w,tot. The choice [T]tot = [I]tot was experimentally found to be a
good compromise between the reduction of the background ﬂuorescence signal and
the penetration depth of the excitation light. The initial pH value pHstart is found
with the calculation for [NH3]w,tot = 0, which corresponds to the situation before the
invasion experiment.
Figure 3.4 (a) shows the results of the calculations for [I−], where the initial pH
values are found to be around pHstart ' 5.5. The curves in Fig. 3.4 (a) conﬁrm
the linear relationship between [I−] and [NH3]w,tot. They also show that with the
assumed concentrations of pyranine, an initial pH value of pHstart ' 5.5 is suﬃcient
to justify [I]tot  [H3O+], [OH−]. Thus, the addition of HCl is not needed after the
dyes have been added to the water at ﬁrst. The ﬂattening occurring if [NH3]w,tot 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Fig. 3.4: (a) Results of the calculations showing the concentration of the alkaline pyranine
component [I−] versus the total water-side ammonia concentration [NH3]w,tot for diﬀerent
total pyranine concentraions [I]tot. The dashed line indicates a linear ﬁt applied to the curve
calculated with [I]tot = 10
−4 M chosen for the experiments. (b) Calculated results of the
pH and the ratio [NH+4 ]/[NH3]w,tot versus [NH3]w,tot for [I]tot = 10
−4 M. The other input
parameters for the calculations are mentioned in the text.
[I]tot demonstrates the case of saturation when nearly all pyranine molecules are in
the alkaline form ([I−] ≈ [I]tot). This means that the total pyranine concentration
deﬁnes a threshold of the amount of (local) ammonia uptake without leaving the
linear regime. Obviously, a high [I]tot is favorable. But a high pyranine concentration
also leads to a signiﬁcant absorption of the excitation light by pyranine itself, such
that less light reaches deeper layers. Considering this, [I]tot = [T]tot = 10−4 M and
pHstart ' 5.5 were found to be the optimum parameters and will be assumed for
further discussion. A linear ﬁt is applied to the curve that was calculated with these
parameters (see Fig. 3.4), yielding a proportionality factor of
aNH3,I− = 0.85± 0.03, (3.15)
with an estimated uncertainty. This value serves as a reference. Evidently, the propor-
tionality factor for the acidic component is given by aNH3,IH = −aNH3,I− . Using this
proportionality, the (local) change of the water-side ammonia concentration during
an invasion experiment is given by
∆[NH3]w,tot = [NH3]w,tot − [NH3]w,tot,start = 1
aNH3,I−
∆[I−] =
1
aNH3,I−
([I−]− [I−]start),
(3.16)
with the initial concentrations [NH3]w,tot,start and [I−]start at the beginning of the expe-
riment. Figure 3.4 (b) shows for the chosen set of parameters that the approximation
[NH3]w,tot ≈ [NH+4 ] is valid with a maximum error of about 5 % for pH . 8.
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Fig. 3.5: Calculated concentration of the
alkaline pyranine component I− as a func-
tion of the concentration of added HCl for
the set of parameters chosen for the experi-
ments. Moreover, a total ammonia concen-
tration of [NH3]w,tot = 10
−4 M is assumed
to model the situation after an invasion ex-
periment.
After the invasion, the concentrations of the substances in the water equilibrate. If
the pH value does not exceeded ∼ 8, the dissolved ammonia molecules stay mostly in
their protonated form and do not participate in acid-base reaction. The concentration
of the alkaline pyranine component has changed by ∆[I−]. By adding an amount of
HCl solution to the water that corresponds to a concentration of [HCl] ≈ ∆[I−], the
initial state of the chemical system is restored, as HCl provides H+ ions that pro-
tonate the alkaline pyranine component. This suggests a linear relationship between
the concentrations of the two substances. This is conﬁrmed by performing the above
calculation as a function of added [HCl]. For this, the total concentrations of the dyes
and CO2 are chosen as above. Furthermore it is assumed that ammonia is dissolved
in the water in a concentration of [NH3]w,tot = 1 · 10−4 M to model the situation
after the invasion. The resulting curve is shown in Fig. 3.5. The linear ﬁt yields a
proportionality factor of
aHCl,I− = −(0.91± 0.03). (3.17)
This relation makes it possible to prepare the chemical system after an invasion
experiment in a deﬁned way. Thus, several subsequent experiments can be conducted
with one solution.
3.4 Mass balance
With mass balance methods, the temporal evolution of the air- and water-side con-
centrations of a gas during a gas exchange experiment can be related to each other.
In the box model (for more details see e.g. [Mesarchaki et al., 2014]), the air space
and the water body are modeled as two closed well-mixed compartments as sketched
in Fig. 3.6. Gas can be exchanged between the air volume Va and the water volume
Vw through the water surface Aws, where the air- and water-side bulk concentrations
are denoted by ca and cw, respectively. Moreover, a gas input quantiﬁed by V˙ici with
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the input rate V˙i and the input concentration ci as well as a leaking volume ﬂow
rate V˙leak are assumed. The latter accounts for the fact that in real experiments the
air space is not perfectly gas-tight. Assuming constant volumes, temperature and
pressure conditions, the mass balance for the air-side point of view can be written as
Vac˙a = −Aws · ktot,a ·
(
ca − cw
α
)
+ V˙ici − V˙leakca, (3.18a)
Vwc˙w = Aws · ktot,a ·
(
ca − cw
α
)
, (3.18b)
where ktot,a denotes total transfer velocity for the air-side perspective, averaged over
the whole water surface.
Va
Vw
ca
Aws
cw
Aws ktot,a (ca - cw/α)
Vi ci Vleak ca
Fig. 3.6: Illustration of the box model for an invasion experiment with the air- and water-
side concentrations ca and cw and the volumes of the air and the water space Va and Vw.
The two compartments are in contact through the water surface Aws. The arrows indicate
the temporal change of ca, which is given by the gas tranfer into the water as well as the
input and the leaking volume ﬂow rate (modiﬁed after [Friedl, 2013]).
With the approximation ca  cwα for highly soluble gases like ammonia, the diﬀeren-
tial equations decouple, leading to a simpliﬁed air-side mass balance
0 = c˙a +
(
Aws · ktot,a
Va
+
V˙leak
Va
)
ca − V˙i
Va
ci. (3.19)
The solution of this diﬀerential equation reads
ca(t) =
(
c0 − V˙ici
Awsktot,a + V˙leak
)
exp(−λat) + V˙ici
Awsktot,a + V˙leak
, (3.20)
3.4. Mass balance 41
assuming an initial air-side concentration c0. The decay rate is deﬁned as
λa =
Awsktot,a
Va
+ V˙leak
Va
. Fitting the function Eq. 3.19 to the measured time-dependent
air-side concentration, gives λa which can be used to determine the transfer velocity
according to
ktot,a = ha (λa − λleak) , (3.21)
with the eﬀective height of the air space ha = Va/Aws. The leakage rate λleak =
V˙leak
Va
of the used wind-wave tunnel can be measured in a separate experiment (see Sec.
5.3) by monitoring the air-side concentration of an insoluble gas, since its decay is
only caused by leaks.
If the input ﬂow rate is switched oﬀ, Eq. 3.19 reduces to
0 = c˙a +
(
Aws · ktot,a
Va
+
V˙leak
Va
)
ca, (3.22a)
⇒ ca(t) = c0 exp(−λat). (3.22b)
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4. Setup
In this chapter details of the measurement setup for the invasion experiments with
ammonia are addressed. The used linear wind-wave tunnel and the current instru-
mentation including the spectroscopy setups are presented ﬁrst. With the spectros-
copy, the air-side concentration of ammonia and the water-side concentrations of the
dyes are measured. Afterwards the imaging setups are discussed which comprise ligh-
ting and cameras for the BLI (boundary layer imaging) and the LIF (laser-induced
ﬂuorescence) method to acquire images of the ﬂuorescence signal of pyranine.
4.1 Linear wind-wave tunnel
The invasion experiments were conducted at the Heidelberg linear wind-wave tunnel
at the Institute for Environmental Physics in Heidelberg. Details on this tunnel can
be found in [Herzog, 2010], where the tunnel is called LIZARD (linear strong acid
resistant device). The setup was further upgraded in the scope of this thesis. A
schematic sketch of the tunnel with the current instrumentation is shown in Fig. 4.1.
The glass windows at the water segment allow for optical measurements from the
side, the top and the bottom. Moreover, the materials used at the inside of the tunnel
have an excellent chemical resistance against acids and bases, such that ammonia can
be used as a trace gas. The properties of the tunnel and the current instrumentation
are presented in the following. The imaging setups will be discussed separately in
Sec. 4.2.
4.1.1 General properties
The wind-wave tunnel consists of a water segment which is in contact with an enclo-
sed air space. It has an air volume of (3.0± 0.3) m3 and a water volume of (123± 6) l
including the water in the bypasses. The inside surface area is about 20 m2.
An axial fan in the air recirculation part of the tunnel serves as a wind engine. Its
rotation frequency can be adjusted by an electronic frequency converter (Sinamics
G110 by Siemens) in a range from 0 Hz to 50 Hz. The frequency of the wind engine
will be synonymously referred to as the wind frequency in this thesis. The so called
honeycomb is a grid structure with a mesh size of 3 cm, which reduces unwanted
disturbances of the mean air ﬂow. The jet inlet installed after the honeycomb further
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Fig. 4.1: Schematic illustration of the Heidelberg linear wind-wave tunnel from the side
with the instrumentation used in this thesis (modiﬁed after [Friedl, 2013]).
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Fig. 4.2: Sketch showing the cross section of the water segment of the wind-wave tunnel as
viewed in the wind direction. Walls with glass windows are depicted in gray, walls without
in black (modiﬁed after [Friedl, 2013]).
reduces inhomogeneities by contracting the streamlines of the air ﬂow.
Fig. 4.2 shows a sketch of the cross section of the water segment, which has a length
of 3.88 m. The maximum fetch in the tunnel is 3.66 m. In the scope of this thesis
a reproducible standard water level of zws,0 = 9.2 cm, indicated by a mark at the
tunnel, was used for the measurements. With this, the water segment without the
bypass loops contains 116.8 l. The surface area is about 1.38 m2. If the water segment
is ﬁlled, only wind frequencies up to ∼ 25 Hz are usable to avoid an overﬂow after
the wave breaker. The sidewalls are tilted by an angle of γ = 16.5 ◦. Windows on the
top, the bottom and the side, which have a thickness of 6.5 mm and are made out of
borosilicate glass (Boroﬂoat 33 by Schott), allow for optical accessibility for fetches
between 35 cm and 255 cm. The measurement section for this thesis is located at a
fetch of 220 cm. The tilted window on the side makes it possible to observe the water
surface from below even at wavy conditions. A wave breaker made out of PTFE half
tubes is placed at the downstream end of the water segment to suppress reﬂections
of the waves.
The linear shape of the water segment leads to a logarithmic wind proﬁle above the
water surface. For the measurements conducted in this thesis, the wind frequency
was set to 15 Hz resulting in a medium plateau wind speed of about 4 m/s. According
to the measurement results of [Friedl, 2013], the air-side friction velocity at the used
fetch and wind frequency is given by u∗,a = 22 cm/s.
Two water bypass loops, a circulation loop and a so called analysis loop, driven by
pumps are used. The ﬂow direction is indicated by arrows in Fig. 4.1. Both loops are
continuously ﬂushed during an invasion experiment. The circulation loop (see the
uppermost loop in Fig. 4.1) contains a water volume of approximately 6 l and is used
to mix the water bulk. In this way, chemicals added to the water become equally
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distributed quickly. This is especially important for the experiments, since the water
bulk is assumed to be well mixed, as described in Sec. 2.2.1. Apart from that, a
continuous circulation of the water is important to equilibrate the water temperature
when the Peltier temperature control (see Sec. 4.1.2) is active. The water ﬂow is
driven by an integrated centrifugal pump (MPN 101 by Schweiker) with a maximum
ﬂow rate of 80 L min−1. An electronic frequency converter of the same type as used
for the wind engine enables one to set its rotation frequency. In the experiments dei-
onized water with initially pH ' 5.5 and a conductivity κ . 0.1µS/cm was used. The
smaller analysis loop has a volume of approximately 490 ml and is used to measure
the pH and the conductivity of the water. A magnetically coupled rotary pump (RS-
Components) with a maximum ﬂow rate of 14 L min−1 ﬂushes the loop with water
from the basin.
4.1.2 Instrumentation
The following section gives an overview of the current instrumentation at the wind-
wave tunnel that is used besides the imaging setups.
Peripheral instruments
With the peripheral instruments, the pH and the conductivity of the water are mea-
sured. Moreover, instruments are used that monitor the measurement conditions in
the wind-wave tunnel including the air- and the water-side temperatures, the air
humidity, the air pressure and the wind speed. The devices are connected via USB
to a PC and read out in parallel with a Heurisko worksheet.
pH probe The pH value is monitored by a pH probe (GE 104 with GMH 3530
by Greisinger). Details on the potentiometric measurement principle can be
found e.g. in [Karastogianni et al., 2016]. The used pH electrode is suitable for
measurements in unstirred or slightly stirred solutions only. A pH combination
electrode is used which contains the measurement and the reference electrode
and is appropriate for pH measurements in water with low conductivity. It is in-
stalled in the analysis loop. In unstirred solution, the measurement uncertainty
of the pH probe is typically ±0.05. Test measurements showed that, when the
bypass pump is active, the pH probe measures values that are systematically
lower by about 0.3 compared to the case when the pump is inactive. This can be
explained by the fact that the ﬂow in the loop disturbs the outﬂow of reference
electrolyte and thus the voltage drop at the porous diaphragm which ensures
electrical contact between the reference electrode and the solution to be mea-
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sured. Since the calibration is done externally with unstirred buﬀer solutions,
the values measured when the pump is active are corrected by the oﬀset.
conductivity probe A conductivity probe (LF 200 RW with GMH 5430 by Grei-
singer) is used to measure the conductivity of the water. The electrode is
suitable for (ultra) pure water and installed in the analysis loop. The typical
uncertainty of the measurements is 0.1µS/cm. The conductivity value is used
as a measure for the ion concentration in the water.
thermometers The air- and the water-side temperatures are measured with preci-
sion thermometers (PT100 sensor with GMH 3710 by Greisinger). The sensors
are installed at the downstream end of the water segment. The thermometers
have a tolerance of ±0.03 ◦C at 0 ◦C.
humidity sensor The relative humidity of the air in the tunnel is measured by
a humidity sensor (HC2-S by Rotronic) installed in the air space behind the
wave breaker.
pressure sensor A pressure sensor (GMSD 1.3 BA with GMH 3110 by Greisinger)
is installed on the air side near the thermometer to measure the static pressure
inside the wind-wave tunnel with a resolution of 1 mbar.
Pitot tube To recognize possible variations of the wind ﬁeld in the wind-wave tun-
nel, the wind speed is measured using an L-shaped Pitot tube with a diﬀeren-
tial pressure transducer (DIFF-CAP by Special Instruments). The transducer
is connected to an A-D converter (RedLab by Meilhaus Electronic). More de-
tails on the functioning of the Pitot tube can be found in [Kundu et al., 2012].
The Pitot tube is installed 11 cm above the resting water surface at a fetch of
255 cm. With the diﬀerential pressure pdiff of the Pitot tube and the air density
ρa, the wind speed u is determined according to
u =
√
2 · pdiff
ρa
. (4.1)
To calculate the air density
ρa =
pa
Rha · Ta , (4.2)
measurement data of the air-side temperature Ta, pressure pa and relative hu-
midity Ha are needed. The gas constant of humid air is given by
Rha =
Ra
1−Ha · pv(Ta)/pa · (1−Ra/Rv) , (4.3)
where Ra = 287.1 J/(kg ·K) and Rv = 461.5 J/(kg ·K) denote the gas con-
stants of dry air and water vapor, respectively [Wallace and Hobbs, 1977]. The
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saturation vapor pressure of water as a function of the air temperature pv(Ta)
is approximated according to the empirical Magnus formula [Sonntag, 1990]
pv(Ta) = 6.112 hPa · exp
(
17.62 · Ta
243.12 ◦C + Ta
)
, −45 ◦C ≤ Ta ≤ 60 ◦C. (4.4)
The wind speed measured at that height corresponds to the plateau wind
speed of the wind proﬁle in the tunnel that was systematically investigated
by [Friedl, 2013].
Peltier temperature control
When the tunnel ﬁlled with water is closed, the air space becomes quickly saturated
with water vapor. To avoid condensation at the inside of the tunnel walls and the
windows, the water needs to be cooled. Condensation would lead to misting of the
windows and water ﬁlms at the tunnel walls, where gaseous ammonia can dissolve.
This would distort the mass balance.
Cooling is achieved with two Peltier temperature control units which are installed
below the bottom of the water segment as shown in Fig. 4.1. Each unit is mounted
between an aluminum plate embedded in the bottom of the water segment and a
cooling element. The aluminum plate provides thermal contact to the water. The
cooling element (380 × 280 × 50 mm3) consists of cooling ribs and a tangential fan,
which improves the heat exchange with the ambient air.
Each Peltier unit consists of 24 Peltier elements (QC-127-2.0-15.0M by Cooltronic).
The two units are supplied by a Peltier controller (TC2812 by Cooltronic) with an
integrated PID (proportionalintegralderivative) controller. By means of the Peltier
temperature control, a constant temperature of the water in the tunnel is maintained
with a precision of ±0.1 ◦C.
Input of ammonia
For the gas input, a gas cylinder with ammonia is connected via a mass ﬂow controller
(model 35828S by Analyt-MTC ) to the air space of the tunnel in front of the wind
engine. During an experiment the wind engine is already active before gas is let into
the tunnel. When the gas input is activated, the fan helps with mixing the ammonia.
With the mass ﬂow controller, ﬂow rates up to 200 ml/min can be set. According to
the manufacturer the uncertainty ∆Fset of the set value Fset in ml/min is given by
∆Fset = ±(0.8 % · Fset + 0.2 % · 200 ml/min). (4.5)
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Input of dry air with low CO2 concentration and exhaust
Since for the measurements the initial pH value is set near the neutral point, the
chemical system is sensitive to CO2 that enters the water from the air volume. To
minimize this eﬀect, the CO2 concentration in the air space of the wind-wave tunnel
is lowered. This is done by ﬂushing the air space between the measurements with
dry air which has a relative humidity of less than 1 % and a low CO2 concentration
of roughly 40 ppmv. At the same time an exhaust tube is connected to the air space
and the wind engine is active with a frequency of 10 Hz−15 Hz for mixing. The input
of dry air also reduces the humidity so that condensation at the inner sides of the
tunnel walls is suppressed.
Spectroscopy
The spectroscopy setups were newly installed at the wind-wave tunnel. With the air-
side setup, the bulk concentration of gaseous ammonia is inferred by measuring its
absorption spectrum in the ultraviolet (UV) wavelength range. Similarly, the water-
side setup makes it possible to determine the concentration of the dyes in the water
bulk by exploiting their absorption characteristics in the visible (VIS) range. Each
setup consists of a light source and a spectrometer. Both spectrometers are con-
trolled and read out in turns with a Matlab script. For each setup, a dark spectrum,
accounting for the dark current of the respective spectrometer, is subtracted from the
recorded spectra. The integration times of the spectrometers are adjusted in order
to obtain an optimal signal to noise ratio. For each spectrum that is saved, several
spectra are recorded and averaged to reduce noise further. Their number is set such
that a good compromise between noise reduction and time resolution is found. With
this, one measurement cycle including the data acquisition of both spectrometers is
performed within a time period of about 1 s. With the integrated real-time evalua-
tion of the script, concentration values from the measured spectra are determined
directly.
Air-side UV spectroscopy As shown in Fig. 4.1, the UV spectroscopy setup is
installed in the air space above the wave breaker. Fig. 4.3 (a) shows a detailed
illustration of the setup. The optical path from the UV light source to the
UV spectrometer (Maya Pro 2000 by Ocean Optics) is indicated by the violet
arrow. Fig. 4.3 (b) shows the spectrum of the light source. The absorption path
with a length of (93.0 ± 0.5) cm is deﬁned by two UV-transparent reﬂecting
prisms which are ﬁxed to stainless steel cylinders mounted in holes in the top
of the tunnel. Each cylinder has a central through bore and is pressed against
the wall by a threaded ring from the outside. The UV light source is attached
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to one of the cylinders via a lens barrel where the lenses focus and collimate
the light beam. The light source has cooling ribs and is in addition actively
cooled by a fan. At the receiving end, the light is focused by a lens on the tip
of an optical ﬁbre that is connected to the UV spectrometer. The used ﬁber
(QP 600-025-SR-BX by Ocean Optics) is particularly suitable for UV light.
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Fig. 4.3: (a) Schematic illustration of the UV spectroscopy setup with the absorption
length of (93.0 ± 0.5) cm between two reﬂecting prisms. These are ﬁxed to stainless steel
cylinders that are mounted at the top of the tunnel. Lenses are used to focus and collimate
the light coming from the UV light source. At the receiving end, a lens focuses the light on
the tip of an optical ﬁber, which is connected to the UV spectrometer. (b) Spectrum of the
UV light source.
Water-side VIS spectroscopy The core of the VIS spectroscopy setup is a trans-
mission probe (T300-RT-UV-VIS by Ocean Optics), which is schematically
illustrated in Fig. 4.4 (a). It consists of two optical ﬁbers that are joined at a
Y junction and lead to a measurement probe made out of stainless steel. The
probe is submerged in the solution of which the absorption is to be measured.
One ﬁber is connected to the VIS spectrometer (USB 4000 by Ocean Optics),
which has a suﬃcient resolution for the absorption bands of the used dyes. The
other ﬁber is connected to the VIS light source, which is an LED lamp. Its spec-
trum is shown in Fig 4.4 (b). The lamp consists of two LED arrays which are
mounted on the opposite sides of an aluminum cylinder. Each array consists of
seven compact, high-power LEDs (type LUXEON Z Color Line and LUXEON
UV U Line by Lumileds) in the wavelength range λ = 380 nm − 500 nm. The
wavelength range matches the spectral location of the absorption features of
pyranine and tartrazine (cf. Fig. 3.2). The LED light is directed into a hollow
spherical cavity called Ulbricht sphere inside the aluminum cylinder. The inside
of this cavity is covered with a diﬀuse white reﬂective coating such that the
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LED light of the point-like sources is turned into diﬀuse, homogeneous light.
This is the output of the LED lamp. As indicated by blue arrows in Fig. 4.4,
the light of the lamp is guided to the measurement probe. At the end of the
probe a measurement tip with a 2 mm gap and a mirror is mounted. The gap
allows for free ﬂow of the solution and corresponds to half of the absorption
length, as the light coming from the light source is reﬂected by the mirror to
the ﬁber that is connected to the spectrometer. The probe is installed in the
water bulk at the upstream end of the wind-wave tunnel (see Fig. 4.1).
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Fig. 4.4: (a) Schematic illustration of the VIS spectroscopy setup with the transmission
probe that is connected to a spectrometer and the VIS light source, which is an LED lamp.
The zoom in shows details of the measurement tip. (b) Spectrum of the VIS light source.
4.2 Imaging setups
The sketches in Fig. 4.5 (a) and (b) show the used imaging setups at the Heidelberg
linear wind-wave tunnel from two diﬀerent perspectives. The setup is located at a
fetch of 220 cm (cf. Fig. 4.1) corresponding to the downstream end of the optically
accessible part of the water segment where the waves are the highest. A rail system,
that surrounds the wind-wave tunnel and is not shown in Fig. 4.5 for reasons of
clarity, allows for a ﬂexible displacement of the whole setup in wind direction. In
the measurement section, the illumination and the cameras for the BLI and the
LIF method are installed to image the ﬂuorescence intensity of pyranine during the
invasion experiment with ammonia. In order to provide an overview of the whole
setup, the geometric arrangement of the single components is discussed ﬁrst. After
that, details on the components of the BLI and the LIF setup are given. Finally, the
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camera settings and the triggering of the imaging setups are addressed.
laser camera B4 
camera B3 
camera B2 
camera B1 
7 cm 
7 cm 
46 cm 
56 cm 
focusing
    unit 
mirror
mirror
aluminum block
γ γ =
 1
6.
5°
wind
direc�on
op�cal rail
ca
m
er
a 
m
ou
nt
s
25°
op�cal rail LED blocks 
wind direc�on
fetch = 220 cm
23.9 cm 
9.2 cm 
(a) (b)
air recircula�on
camera P
14 cm 
36
 c
m
 
y
z
x
z
camera 
camera lens
56 cm 
BLI LIF
cameras
ligh�ng
Fig. 4.5: Sketch of the imaging setups used at the Heidelberg linear wind-wave tunnel,
where (a) shows the view in wind direction and (b) the view perpendicular to the wind
direction. Glass windows and non-transparent walls are indicated by gray and black lines,
respectively. The BLI setup includes eight LED blocks and cameras looking from below
(B1, B2, B3) and from above (B4) the water segment. The LIF setup consists of a tilted
camera (P) looking from the side at a vertical laser beam. The coordinate system and a
color legend are shown at the top.
4.2.1 Geometric arrangement
Several cameras looking from diﬀerent sides of the water segment are installed: Four
BLI cameras, of which three are installed below (B1, B2 and B3) and one above (B4)
the wind-wave tunnel, and a proﬁle camera at the side (P). Each camera is depicted
with its corresponding camera lens as indicated explicitly in Fig. 4.5 (b) for the top
BLI camera B4. The optical axis of a camera is indicated by a dashed line.
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For the BLI setup, eight blue LED light sources (LED blocks), of which four are
mounted on each side of the wind-wave tunnel at an angle of 25◦ with respect to the
vertical axis, provide the illumination of the water surface. The angle is adjusted in
such a way that the lighting at the center of the water surface is as homogeneous as
possible. The bottom BLI cameras are mounted on a plate one above the other with
a respective distance of 7 cm and look at the water surface via a high-quality mirror
by Edmund Optics with an area of 20.5× 25.5 cm2. The mirror is mounted with an
angle of 45 ◦ to the horizontal axis and can be freely displaced along an optical rail.
The rail is placed on the lower air recirculation part of the wind-wave tunnel. The
arrangement of the bottom cameras allows for ﬂexible adjustment of their ﬁeld of
views and optimal utilization of the limited space below the water segment.
For the LIF setup, a blue laser light source, a focusing unit and a mirror, that directs
the laser beam to the water surface, are installed on an optical rail above the wind
tunnel. The proﬁle camera, that looks at the beam, is tilted by the angle γ = 16.5 ◦
such that the optical axis of its camera lens is perpendicular to the tilted side window.
As shown in Fig. 4.5 (a), the sensor of the proﬁle is mounted at the angle γ with
respect to the camera lens. The reason for the special orientation of the lens and the
sensor will be explained in 4.2.3.
Figure 4.6 illustrates the ﬂuorescence signals that are acquired with the BLI and the
LIF setup. As mentioned in Sec. 3.1, only the alkaline form of pyranine I− is supposed
to be excited which is ensured by choosing appropriate light sources that will be
characterized in the next sections. During the invasion experiment with ammonia,
the concentration [I−] and correspondingly the visible ﬂuorescence intensity increase.
The LED light I0,LED(λ) of the BLI setup excites I− in the illuminated water patch,
where its intensity decreases with depth due to absorption by pyranine and tartrazine.
With the BLI cameras, horizontal images are recorded. Each camera sees a certain
fraction of the ﬂuorescence intensity IˆF(L) integrated along the water column with
a length L = 9.2 cm (cf. Sec. 2.81). The ﬂuorescence is emitted isotropically by the
I− molecules. Moreover, a fraction of the transmitted light IT,LED(λ, L) reaches the
bottom cameras, while a fraction of the incident LED light IR,LED(λ) may be reﬂected
to the top camera at wavy conditions. With the BLI setup, the mass boundary layer
of ammonia entering the water and in particular, its accumulation in the form of
streaks (cf. Sec. 2.2.3) is made visible by the ﬂuorescence.
Light with the spectrum I0,laser(λ) emitted by the laser excites the ﬂuorescence of I−
along the vertical beam, creating a depth-dependent ﬂuorescence proﬁle I˜F(z) (cf.
Sec. 2.81). The proﬁle is viewed by the proﬁle camera. With this setup, the mass
boundary layer is observed from the side and transport processes of the dissolved
gas are resolved vertically.
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Fig. 4.6: Scheme illustrating which ﬂuorescence signals are measured with the BLI (a) and
the LIF (b) setup. The isotropy of the ﬂuorescence of pyranine is indicated by the green
arrows pointing in diﬀerent directions. Details are given in the text.
4.2.2 BLI setup
This section addresses details on the lighting and the cameras used for the BLI setup.
LED light sources
To achieve high ﬂuorescence intensities of pyranine in an alkaline solution, a light
source with an emission spectrum matching the absorption spectrum of I− is needed.
The BLI light sources are LED blocks that were previously used for the BLI method in
[Kräuter, 2015]. The LEDs (type Osram OSLON SSL (blue)) have a typical emission
wavelength of λ = 470 nm. In each LED block (11× 5.5× 6 cm3), which is made out
of aluminum and provides passive cooling, four parallel rows with 9 LEDs each are
installed. Two rows form an array where the LEDs are connected in series. The
spectrum of such an array is shown in Fig. 4.7 (a) with the absorption coeﬃcients of
the two pyranine components. In order to avoid excitation of the acidic component
IH, which signiﬁcantly absorbs light below 440 nm, bandpass ﬁlters with a central
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wavelength of 470 nm and a bandwidth of 35 nm (BP 470 nm× 35 nm by Delta) are
integrated in the LED blocks. The transmission characteristic of this ﬁlter restricts
the emission of the LEDs to λ = 450 nm− 490 nm (see Fig. 4.7 (a)).
The LED arrays are controlled by a circuit with four channels, each supplying four
arrays. Each channel provides a voltage of about 64 V and a current of 2.8 A such
that each array can be operated at 700 mA. The controlling unit of the circuit is a
programmable Arduino board (Teensy 3.5 ) that is connected via USB to a PC.
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Fig. 4.7: (a) Spectrum of a blue LED array used for the BLI setup (blue), measured with a
spectrometer, molar absorption coeﬃcients  of the two pyranine components IH (red) and
I− (purple) as in Fig. 3.2 (a) and transmission of one of the blue bandpass ﬁlters integrated
in the LED blocks (yellow). (b) Spectrum of a blue LED array (blue) and transmission of a
blue bandpass ﬁlter (yellow) as in (a). Furthermore, emission spectrum of pyranine (red) as
in Fig. 3.2 (a) and transmission of a green bandpass ﬁlter used for the BLI cameras (purple).
The transmission of the ﬁlters in (a) and (b) was measured with a spectrophotometer (see
A.1).
Cameras
To image the ﬂuorescence signal, compact, low-noise, monochrome area scan cameras
(acA1920-155um by Basler) are used. Their CMOS sensors have 1920× 1200 pixels
with a pixel size of 5.86 × 5.86µm2 and, according to the manufacturer, a typical
quantum eﬃciency of 70%. The used camera lenses (23FM25SP by Tamron) have a
minimal focal length of 25 mm and an aperture range of 1.4− 22. For the cameras of
the BLI setup, green bandpass ﬁlters (BP 530× 55 nm by Edmund Optics) are used.
These block the residual light of the LEDs reaching the bottom cameras and suppress
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reﬂections at the wavy water surface seen by the top camera (cf. Fig. 4.6). The green
ﬁlters still allow most of the ﬂuorescence light of pyranine to pass through. A good
spectral separation between the unwanted excitation light and the ﬂuorescence signal
is achieved as illustrated in Fig. 4.7 (b).
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x1'
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camera 1
camera 2
Fig. 4.8: Sketch of a general stereo-view geometry with two cameras placed a distance
b apart. Their lenses have the same focal length f . The imaged object is at a distance
z  f . The image positions on the image plane are denoted by x′1 and x′2 (modiﬁed after
[Jähne, 2012]).
The idea of using several BLI cameras is that the ﬂuorescent structures in the water-
side mass boundary can be viewed from diﬀerent perspectives which makes it possible
to obtain depth information and compare the visibility of the structures seen from
below and above. These aspects of the images recorded for this thesis are addressed
by showing and discussing exemplary data. In particular, the present study aims
to show that depth information can be obtained from the images recorded by the
bottom cameras that form stereo pairs. A stereo-view geometry is illustrated in Fig.
4.8. Two cameras with parallel optical axes are placed a distance b apart, which is
called the stereo basis. Both camera lenses have the same focal length f . The imaged
object is at a distance z  f . The distance between the image positions x′1 and x′2
on the image plane, which is called the parallax p′, is given by
p′ = x′2 − x′1 =
f · b
z
(4.6)
[Jähne, 2012]. For the measurement setup, the parallax of a stereo pair observing an
object directly at the resting water surface can be used as a reference. If objects are
closer or further away by δz, the parallax will change by
δp′ = −f · b
z2
δz. (4.7)
In total, three stereo pairs (B1, B2), (B2, B3) and (B1, B3) can be compared. The
stereoscopic bases are b1,2 = b2,3 = 7 cm and b1,3 = 14 cm, respectively. The image
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size of the bottom cameras is adjusted such that a maximum overlap of their ﬁeld of
views is achieved.
4.2.3 LIF setup
In this section, details on the laser and the camera used for the LIF setup are given.
Laser
A diode laser (Novapro 450-75 by RGB Lasersysteme) which was already used
and characterized by [Friedl, 2013] is employed. The laser emits at a wavelength of
λ = (445 ± 5) nm and is therefore suitable to excite the alkaline form of pyranine
I− (see Fig. 4.7 (a)). The output power of the laser with a maximum value of about
79 mW is regulated by a controller with an input control voltage between 0 V and
5 V. The control voltage can be modulated with a frequency of up to 200 kHz. An
integrated temperature control unit ensures a stable emission wavelength and beam
shape. The compact design of the laser head (60× 31× 31.5 mm3) and the controller
(85× 60× 28 mm3) facilitates the installation of the laser at places that are diﬃcult
to access.
Fig. 4.9 shows a cross section of the laser beam without any focusing elements,
measured by [Friedl, 2013]. The laser is oriented in such a way that the direction
along which the beam has a larger spatial extension (x-direction in Fig. 4.9) coincides
with the wind direction (x-direction in Fig. 4.5 (b)).
Because of the high concentrations of the dyes, the vertical laser beam is signiﬁcantly
attenuated. Assuming [I−] = [I]tot = 10−4 M and [TH] = [T]tot = 10−4 M and using
the respective absorption coeﬃcients in Fig. 3.2, the intensity of the beam is reduced
to 1/e after the beam has passed about 1 mm in the water. As the ﬂuorescence in the
mass boundary layer is of interest, the beam can be only irradiated from above. This
means that the position of the ﬂuorescence proﬁle changes when waves are present.
The beam emitted by the laser is focused by a focusing unit and directed by a mirror
to the water surface. The focusing unit is positioned at a distance of 2 cm in front of
the laser head and built after the principle of the Galilean telescope. It consists of
a converging and a diverging lens that are placed in a lens barrel 6.5 cm apart and
have focal lengths of 100 mm and 50 mm, respectively. Focusing the beam ensures a
suﬃciently high intensity, which allows for lower integration times.
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Fig. 4.9: Measured cross section of the laser beam used for the LIF setup [Friedl, 2013].
Proﬁle camera
While the proﬁle camera is of the same type as the cameras used for the BLI setup,
the mounted lens is a telephoto macro lens (AF Micro-Nikkor 200 mm 1:4D IF-
ED by Nikon). It has a focal length of 200 mm, an aperture range of 4 − 32 and a
maximum magniﬁcation factor of 1, which makes it possible to acquire images with
a very high spatial resolution.
With the proﬁle camera, that is mounted at the side of the wind-wave tunnel (see
Fig. 4.5 (a)), the ﬂuorescence proﬁle created by the laser beam can be observed from
below the water surface even at wavy conditions. This is made possible by the tilt
of side window at an angle of γ = 16.5 ◦ with respect to the vertical. The plane of
the camera lens needs to be parallel to the side window to avoid optical aberrations.
To keep the vertical ﬂuorescence proﬁle in focus, also the image plane, i.e. the image
sensor, needs to be tilted with respect to the lens plane. This optical arrangement
is described by the Scheimpﬂug rule (see Fig. 4.10 (a)) from which the following
condition for a sharp image is derived
tan(θ′) = −m tan(θ) (4.8)
[Jähne, 2012]. Here, m denotes the magniﬁcation factor and θ and θ′ are the angles
of the object and the image plane with respect to the lens plane, where θ = γ in the
given measurement setup. The minus sign signals that the image plane is tilted in
the opposite direction than the object plane. For m = 1 the absolute value of both
angles is equal. In this setup, the distance and the focus of the lens are adjusted such
that the limit m = 1 is reached. According to Eq. 4.8, it follows that the camera
sensor needs to be mounted at an angle of θ′ = γ with respect to the lens plane. This
is realized with a tilted adapter.
Apart from these considerations, it has to be noted that the upper part of the ﬂuo-
rescence proﬁle stays only visible if the optical axis of the camera does not intersect
the water surface before it intersects the ﬂuorescence proﬁle. This means that the
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Fig. 4.10: (a) Sketch illustrating the Scheimpﬂug rule which states that if the image and
the lens plane are not parallel, the plane of sharp focus is tilted, too. The three planes
intersect in the Scheimpﬂug line. The angles θ and θ′ are related by Eq. 4.8. (b) Sketch
of the limiting case where the water surface is not visible to the proﬁle camera (P). This
case occurs if the inclination angle of the water surface in y-direction δy is greater than the
angle γ by which the camera is tilted.
points on the water surface between the tilted side window and the point where the
laser beam hits the water surface have to fulﬁll
δy < γ, (4.9)
where δy denotes the inclination angle in y-direction. This is exemplarily sketched
in Fig. 4.10 (b) for the case where δy > γ at the intersection of the laser beam and
the water surface. As only a moderate wind speed was used for the measurements,
the level of turbulence and hence the inclination angle δy in the direction that is
perpendicular to the wind direction were expected to be rather low which is why
condition Eq. 4.9 was assumed to be fulﬁlled.
4.2.4 Camera settings and triggering
The speed at which data can be written to hard disks is the bottleneck for conti-
nuous recording of high resolution images at a high frame rate. Therefore, images
are recorded in 8 bit format, even though the cameras have a dynamic range of 12
bit. To still make use of their full dynamic range, a lookup table (LUT) is used. It
is based on the fact, that for high-quality cameras with low dark current noise, pho-
ton noise is the dominant noise contribution. Photon noise increases with the square
root of the photon number (Poisson distribution) and hence with the gray value
the camera measures. The lookup table corresponds to a non-linear, nearly lossless
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transformation of gray values g ∈ [0, 255] in the 8 bit range to values g′ ∈ [0, 4095]
in the 12 bit range such that the noise at all new gray values is approximately equal
(for more details see [Jähne, 2013]). During the image acquisition, the transformed
images G′(x, y) are saved. By applying the inverse transformation afterwards, the
original images G(x, y), where the gray values are proportional to the incident light,
are reconstructed. The gray values in G(x, y) are normalized to one. The resulting
set of gray values between zero and one is denoted by gnorm.
camera image size (px) aperture integration time (µs) framerate (Hz)
B1 1540× 470 2.0 500 400
B2 1900× 470 2.0 500 400
B3 1124× 470 2.0 500 400
B4 1900× 470 2.0 400 400
P 1920× 215 8.0 30 800
Table 4.1: Summary of the settings of the BLI (B1, B2, B3, B4) and the LIF (P) cameras.
The image size is given in columns× lines of the image sensor.
To avoid interference between the BLI and the LIF setup, the lighting and the ca-
meras are triggered by two separate pulse signals, provided by a function generator
and temporally deferred with respect to each other. For this to work properly, the
frequency of one signal needs to be an integer multiple of the other one. Besides, the
time that is needed to read out the image sensor and write the acquired images to
the hard drive has to be taken into account when choosing the acquisition frame rate
and the image size. As the image sensor of the used cameras is read out line by line,
the number of lines of the recorded images is decisive.
For the BLI setup, a frequency of 400 Hz and an image size with 470 lines are set.
The image sections are chosen such that the overlap of the ﬁeld of views is as big
as possible. The LEDs are ﬂashing with a pulse width of 500µs. The aperture of
the camera lenses is set to 2.0, which provides a suﬃcient depth of ﬁeld and allows
for low integration times of 400µs for the top camera and 500µs for the bottom
cameras. A low integration time is favorable to avoid motion blur.
For the LIF setup, a frequency of 800 Hz with an image size of 1920 × 215 pixels
was found to ensure that the movement of the water surface can be tracked and the
ﬂuorescence proﬁle stays in the ﬁeld of view at wavy conditions. The pulse width of
the laser is set to 30µs. An aperture setting of 8.0 is used for the camera lens. The
integration time is set to the minimum value of 34µs, but is eﬀectively given by the
time period of 30µs during which the laser is on.
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The integration times for both setups were adjusted at a high ﬂuorescence intensity
of the resting water bulk at pH ' 9 such that a good signal to noise ratio without
saturation could be achieved. Since no ampliﬁcation was needed, the gain of the
cameras is set to zero.
The delay between the two trigger signals is chosen such that two LIF pulses ﬁt
between two BLI pulses. Table 4.1 gives an overview of the camera settings. All
cameras are read out with Heurisko worksheets.
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5. Calibration
In this chapter, the calibration of the measurement setup is presented. First, measure-
ment results of the dissociation constants of the used dyes are shown. The calibration
of the spectroscopy setups is addressed, followed by the discussion of the leakage rate
of the wind-wave tunnel and the correction of the ﬂow rate of the mass ﬂow con-
troller used for the input of ammonia. Furthermore, the geometric calibration of the
cameras and the preprocessing of the recorded images are presented. Finally, it is
explained how the ﬂuorescence intensity seen by the cameras is used to infer the
concentration of the alkaline pyranine component by means of a simulation and a
calibration measurement.
5.1 Dissociation constants of the dyes
As stated in [Wolfbeis et al., 1983], the dissociation constant of pyranine varies with
the ion concentration. Besides, diﬀerent values for the dissociation constant of tar-
trazine are found in literature [Perez-Urquiza and Beltran, 2001]. Since the values of
these parameters are crucial for the developed method and it was not evident which
values can be assumed, own measurements were performed at a low ion concentration
to obtain reference values for the conducted experiments.
5.1.1 Pyranine
For the analysis of pyranine, the absorbance of a [I]tot = 10−4 M pyranine solution in a
cell with a length of L = 1 cm was measured using a spectrophotometer (UV-2700 by
Shimadzu). The functioning principle of the device is explained in appendix A.1. Dei-
onized water was used for the solution. After the addition of the dye, the conductivity
was κ ' 20µS/cm. HCl and NaOH were added to adjust the pH value in a range from
pH ' 2 to pH ' 12.5. The data is shown in Fig. 5.1. The wavelengths λ = 331 nm
and λ = 415 nm, at which the absorbance is independent of the pH, are called
isosbestic points. The pH-dependency of the absorbance reﬂects the concentration
variation of IH and I−, since the resulting absorbance AI is additively composed of
the absorbances AIH and AI− of the two components
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AI(λ) =
AIH(λ)︷ ︸︸ ︷
IH(λ)[IH]L+
AI− (λ)︷ ︸︸ ︷
I−(λ)[I
−]L . (5.1)
For pH < 4 the acidic and for pH > 11 the alkaline form is dominant. From the most
acidic spectrum, where [IH] ' [I]tot, and the most alkaline spectrum, where [I−] '
[I]tot, the molar absorption coeﬃcients IH(λ) and I−(λ) are determined according
to Eq. 2.72. The data is shown in Fig. 3.2 (a) and can be used as reference spectra
to determine the concentrations of the two components in a solution.
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Fig. 5.1: Absorbance spectrum AI of a 10
−4 M pyranine solution in a cell with a length of
1 cm, measured with a spectrophotometer (see appendix A.1) for diﬀerent pH values. The
vertical dashed lines mark the isosbestic points of pyranine at λ = 331 nm and λ = 415 nm,
where the absorbance is independent of the pH.
This was done for the data shown in Fig. 5.1, by ﬁtting the reference spectra according
to Eq. 5.1. The resulting concentration values are plotted versus the pH value in Fig.
5.2. With the identities
[I]tot = [IH] + [I
−], (5.2a)
10−pKa(I) =
10−pH · [I−]
[IH]
, (5.2b)
5.1. Dissociation constants of the dyes 65
the concentration of both components can be written as a function of the pH with
the parameters [I]tot and pKa(I)
[IH] =
[I]tot
10−pKa(I)+pH + 1
, (5.3a)
[I−] =
[I]tot
10−pH+pKa(I) + 1
. (5.3b)
Thus, each of these equations can be ﬁtted to the respective data to determine the
dissociation constant of pyranine. To improve the ﬁt performance, [I]tot remains a
free parameter. The ﬁtted curves are depicted in Fig. 5.2. The results for pKa(I) of
both ﬁts are averaged, yielding
pKa(I) = 7.68± 0.03, (5.4)
where the diﬀerence of the two results i taken as an upper error estimate.
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Fig. 5.2: Concentration of IH
and I−, determined from the
absorbance spectra in Fig. 5.1,
as a function of the pH. The
ﬁtted curves yield the pKa va-
lue of pyranine.
5.1.2 Tartrazine
Similar absorption measurements as for pyranine were performed with a
[T]tot = 10
−4 M tartrazine solution. Equations 5.1, 5.2 and 5.3 apply analogously
to tartrazine.
Using the spectrophotometer and a cell with a length of 1 cm, the molar absorption
coeﬃcients TH(λ) and T−(λ) were determined with absorbance measurements at
pH = 4 and pH = 12, respectively. The results are shown in Fig. 3.2 (b).
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Fig. 5.3: Absorbance spectrum AT of a 10
−4 M tartrazine solution for various pH values.
The spectra were measured with the transmission probe. The vertical dashed lines mark
the isosbestic points of tartrazine at λ = 388 nm and λ = 497 nm.
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Fig. 5.4: Concentration of TH
and T−, determined from the
absorbance spectra in Fig. 5.3,
as a function of the pH. The
shown ﬁt curves yield the pKa
value of tartrazine.
In order to determine the dissociation constant pKa(T), the absorbance of the tartra-
zine solution was measured with the transmission probe (see Sec. 4.1.2) for diﬀerent
pH values (see Fig. 5.3). In analogy to the evaluation of the pyranine spectra, the
concentration values and the dissociation constant are obtained
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pKa(T) = 9.91± 0.03. (5.5)
The concentration data versus the pH value and the adjusted curves are shown in
Fig. 5.4.
5.2 Calibration of the spectroscopy setups
With the spectroscopy setups used in this study (see Sec. 4.1.2) the air-side bulk
concentration of ammonia and the concentration of the dyes in the water bulk are
measured. This is essential for the mass balance of the invasion experiments with
ammonia. The absorbance spectra are determined according to Eq. 2.70b. Details on
the determination of concentration values and the reference spectra are given in the
following.
5.2.1 UV setup
Figure 5.5 (a) shows the molar absorption coeﬃcient NH3(λ) of ammonia in the
wavelength range that corresponds to the one of the used UV light source. The
spectrum is taken from [Cheng et al., 2006] and serves as a reference to determine
absolute concentrations. Ammonia has distinct, narrow absorption characteristics.
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Fig. 5.5: (a) Molar absorption coeﬃcient of gaseous ammonia NH3 in the wavelength
range λ = 192 − 224 nm [Cheng et al., 2006]. (b) Example of a measured absorbance
spectrum of ammonia. The shown ﬁt according to Eq. 5.6 yields a concentration of
[NH3]a = 1.16 · 10−6 M.
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To obtain the air-side concentration of ammonia [NH3]a, the function
AUV,fit(λ) = NH3(λ) · [NH3]a · L+
2∑
n=0
pnλ
n (5.6)
is ﬁtted to the measured absorbance spectra, where the absorption length of the used
setup is L = (93 ± 0.5) cm. The polynomial term is added in order to account for
changes of the lamp spectrum (cf. Eq. 2.75). Figure 5.5 (b) illustrates a measured
spectrum with the best ﬁt.
5.2.2 VIS setup
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Fig. 5.6: Reference absorban-
ce spectra of the acidic and
the alkaline form of pyranine
(IH, I−) and tartrazine (TH,
T−). The spectra were measu-
red with the transmission pro-
be in solutions with [I]tot =
10−4 M and [T]tot = 10−4 M,
respectively.
For the water-side spectroscopy, a similar approach is used to determine the con-
centrations of the acidic and alkaline forms of pyranine and tartrazine. Reference
absorbance spectra for the dye components, measured with the transmission probe,
are needed. For tartrazine, the results shown in Sec. 5.1.2 are used. The spectra
for pyranine are obtained in analogy. For consistency reasons, the reference spectra
measured with the spectrophotometer (see Sec. 5.1.1) are not used.
Figure 5.6 shows the reference spectra measured with the transmission probe. Apart
from IH, the dye components have rather broad absorption bands, which complicates
their distinction by a ﬁt. In order to obtain consistent ﬁt results for the concentra-
tions, the absorbance spectra are evaluated as follows.
The ﬁt function
ATP,fit(λ) = {AIH(λ)[IH] + AI−(λ)[I−]+
ATH(λ)[TH] + AT−(λ)[T
−]}+ p0,
(5.7)
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Fit results (10-4 M):
[IH] = 0.09
[I-] = 0.85
[TH] = 1.03
[T-] = 0.04
pH = 8.91
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Fit results (10-4 M):
[IH] = 0.96
[I-] = 0.00
[TH] = 1.07
[T-] = 0.00
pH = 6.08
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Fit results (10-4 M):
[IH] = 0.85
[I-] = 0.10
[TH] = 1.07
[T-] = 0.00
pH = 6.90
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Fit results (10-4 M):
[IH] = 0.65
[I-] = 0.31
[TH] = 1.07
[T-] = 0.00
pH = 7.43
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Fit results (10-4 M):
[IH] = 0.47
[I-] = 0.48
[TH] = 1.07
[T-] = 0.01
pH = 7.83
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Fit results (10-4 M):
[IH] = 0.33
[I-] = 0.62
[TH] = 1.07
[T-] = 0.01
pH = 8.22
(a) (b)
(c) (d)
(e) (f)
Fig. 5.7: Compilation of absorbance spectra of a solution with [I]tot = 0.97 · 10−4 M and
[T]tot = 1.08 · 10−4 M, measured with the transmission probe. The pH value increases from
(a) to (f). The ﬁt results are obtained according to the Eq. 5.7.
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is adjusted to the data, where AIH(λ), AI−(λ), ATH(λ) and AT−(λ) are the reference
spectra and p0 denotes a free oﬀset. The concentrations of the dyes are obtained in
units of 10−4 M. For the ﬁt according to Eq. 5.7, the following constraints are set:
0 ≤ [IH], [I−] ≤ [I]tot, (5.8a)
0 ≤ [TH], [T−] ≤ [T]tot. (5.8b)
Since [IH] = [I]tot and [TH] = [T]tot hold in the acidic regime, the total dye con-
centrations are determined by recording spectra at pH ≈ 4 to which only the spec-
tra AIH(λ) and ATH(λ) are ﬁtted. The stricter constraints [IH] + [I−] = [I]tot and
[TH]+[T−] = [T]tot are found to lead to distorted ﬁt results. If the ﬁt yields [IH] > [I−]
(i.e. the solution is rather acidic), the ﬁt is repeated with [T−] = 0. This can be as-
sumed because of the signiﬁcantly higher dissociation constant of tartrazine. The
systematic uncertainty of the concentration values obtained from the ﬁt is estimated
to be 1 % · 10−4 M.
Figure 5.7 shows absorbance spectra of a solution with [I]tot = 0.97 · 10−4 M and
[T]tot = 1.08 · 10−4 M for diﬀerent pH values with ﬁt results.
5.3 Leakage rate
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Fig. 5.8: (a) Normalized absorbance of C6F6 in the UV wavelength range, measured with
the UV spectroscopy setup. (b) Concentration of C6F6 over time in units of its initial
concentration with a logarithmic y-axis.
The leakage rate of the Heidelberg linear wind-wave tunnel was measured using the
gas hexaﬂuorobenzene (C6F6) with a low solubility of α(C6F6) = 1.36 [Sander, 2015]
and absorption features in the UV wavelength range [Motch et al., 2006]. Thus, the
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UV spectroscopy setup could be used to measure its concentration over time. The
tunnel was closed, drained and dried so that changes of the gas concentration could
only be caused by leaks. As shown in Sec. 3.4, an exponential decay of the concen-
tration according to
[C6F6](t) = [C6F6]0 · exp(−λleakt) (5.9)
is expected. The leakage rate of a tunnel typically increases with the wind speed.
Therefore, the wind frequency was set to the maximum usable value of 25 Hz to obtain
an upper limit for the leakage rate. About 250 ml of hexaﬂuorobenzene were injected
with a syringe through a small opening, which was immediately sealed afterwards.
From then on absorbance spectra were acquired. Figure 5.8 (a) shows an example.
After the air space had become well mixed, the maximum concentration [C6F6]0 was
reached. Since only relative changes of the concentration are needed to infer the
leakage rate, the spectrum recorded at this point was deﬁned as the reference A0.
With this, the concentration [C6F6] in units of [C6F6]0 is determined with the ﬁt
function
AUV,fit(λ) = A0 · [C6F6] +
2∑
n=0
pnλ
n, (5.10)
similar to Eq. 5.6. Fitting Eq. 5.9 to the resulting concentration data (see Fig. 5.8
(b)), yields
λleak = (2.66± 0.02) · 10−2 h−1. (5.11)
Since the typical decay rate of the air-side ammonia concentration due to gas trasnfer
into water is on the order of 3 h−1 [Kräuter, 2015], the leakage rate can be neglected
for the measurements conducted in this thesis.
5.4 Correction of the mass ﬂow controller input
For a correct mass balance, a reliable input rate of ammonia is needed. By measuring
the air-side ammonia concentration with the UV spectroscopy setup, it was found
that for set ﬂow rates Fset ≤ 10 ml/min, the real ﬂow rate of the used mass ﬂow
controller is systematically higher than the set value. To obtain a corrected ﬂow rate
Fcorr for this range, systematic measurements were performed.
For this, the wind-wave tunnel was closed, drained and dried. The frequency of
the wind engine was set to 15 Hz to allow for a homogeneous mixing of the input
ammonia. The air humidity was about ∼ 30 %. Diﬀerent ﬂow rates in the range
between 0.1 ml/min and 30 ml/min were set for one minute. From the maximum
concentration [NH3]a that was measured after each injection with the spectroscopy
setup, a ﬂow rate was calculated according to
FUV = [NH3]a · Va · VM/t, (5.12)
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Fig. 5.9: Comparison of the ammonia ﬂow rate Fset set at the mass ﬂow controller and
the rate FUV calculated from data measured with the UV spectroscopy setup. Logarithmic
scales are chosen and errorbars are omitted for illustrative purposes. The data were obtained
in two independent measurement series. The blue line indicates the expected ﬂow rate. A
line is ﬁtted to the data points with Fset ≤ 10 ml/min to obtain parameters used to calculate
a corrected ﬂow rate.
with the air volume Va = (3.0±0.2) m3 of the tunnel, the molar volume VM ' 24 M−1
at 25 ◦C and the input time t = (60± 2) s.
In Fig. 5.9, the set and the measured ﬂow rate are compared. The measured ﬂow
rate is in agreement with the set one for Fset > 10 ml/min. Deviations which cannot
be explained by the uncertainty given by the manufacturer (see Eq. 4.5) occur for
Fset ≤ 10 ml/min. A linear function
Fcorr = a · Fset + b. (5.13)
is applied to these data points as shown in Fig. 5.9. The resulting ﬁt parameters
a = 0.78 ± 0.06 and b = (2.7 ± 0.2) ml/min are used to determine a corrected ﬂow
rate Fcorr for this range.
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5.5 Geometric calibration of the cameras
To quantify the magniﬁcation and the spatial resolution of the cameras, a target
with a 2 mm × 2 mm grid of crosses was used. The cameras of the BLI setup (see
Sec. 4.2.2) and the proﬁle camera of the LIF setup (see Sec. 4.2.3) are addressed in
turn in the following.
5.5.1 BLI cameras
The cross target was attached to a translation stage with which displacements in a
range of 0 mm − 25 mm could be adjusted. The translation stage was mounted to
a frame such that the zero setting of the translation stage corresponded to a water
level of 8 cm. The wind-wave tunnel was ﬁlled with water up to the standard water
level zws,0 = 9.2 cm at ﬁrst. As the ﬂuorescence in the mass boundary layer occurs
close to the water surface, the bottom and the top BLI cameras were focused on the
target placed at that height. Figure 5.10 shows as an example image recorded by the
top camera B4.
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Fig. 5.10: Exemplary calibration
image recorded by the top camera
B4 at a target height of zws,0 cor-
responding to the standard water
level at rest.
After that, a calibration measurement was performed to determine the depth reso-
lution of the stereo pairs formed by the bottom cameras. The water level and the
target height were equally adjusted between 8 cm and 10.5 cm in steps of 1 mm and
images of the target were recorded. The water level was needed to be adjusted to ac-
count for refraction by the water, as in the experiments the bottom cameras also look
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through the water column. The chosen range of water levels covers the amplitudes
of the water waves ηmax ' 1 cm that occur at the maximum usable wind frequency
(25 Hz). For the sake of completeness, images were analogously recorded with the
top camera for the diﬀerent target heights and water levels. In order to match the
top camera with the bottom cameras, images of glass beads placed on the water
surface were acquired at each of the water levels used for the recordings of the cross
target. The used glass beads had a diameter of about 1 mm. The determination of
the magniﬁcation factors of all BLI cameras for the diﬀerent target heights and the
depth resolution of the stereo pairs formed by the bottom cameras is shown in the
following.
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Fig. 5.11: Magniﬁcation factor m of the bottom cameras B1, B2, B3 in (a) and the top
camera B4 in (b) as a function of the target height z, where z = zws,0 corresponds to the
standard water level of 9.2 cm.
The positions of the grid crosses in the recorded images are identiﬁed with an image
processing algorithm, which only needs the number of crosses per dimension. With
the mean and the standard deviation of the distances between neighboring crosses
in pixels, the magniﬁcation factor and its uncertainty are determined by using the
pixel size of the camera sensor and the real world distance between the crosses. The
standard deviation is used as an error estimate. The results are shown in Fig. 5.11.
The magniﬁcation of the BLI cameras and the corresponding spatial resolution at
the target height zws,0 = 9.2 cm are given in Tab. 5.1.
The condition that the focal lengths of the lenses of two stereo cameras has to
be the same (see Sec. 4.2.2) is equivalent to the fact that both cameras have the
same magniﬁcation factor. As the magniﬁcation factors of the bottom cameras are
in agreement with each other in the scope of their uncertainties, the pairs (B1,B2),
(B2,B3) and (B1,B3) can be used for stereo vision.
The depth resolution of the stereo pairs is obtained based on Eq. 4.7. The parallax
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Fig. 5.12: Parallax p′ of the
stereo pairs (B1, B2), (B2, B3)
and (B1, B3) as a function
of the target height z, where
zws,0 corresponds to the stan-
dard water level of 9.2 cm. The
linear ﬁts yield the depth reso-
lution in px/mm.
p′ of each pair is determined as the average horizontal distance between the cross
positions viewed by the two cameras. As only the change of p′(z) with changing
depth z is of interest, the parallax at the level of the resting water surface zws,0 is
used as a reference such that p′(zws,0) = 0. This corresponds to a matching of the
cross positions obtained at this depth. Figure 5.12 shows the parallax of the stereo
pairs with respect to the reference. The depth resolution r = ∂p
′
∂z
is then determined
as the slope of a line ﬁtted to the data p′(z) as shown in the ﬁgure. The results for
the three stereo pairs given as absolute values are
|r1,2| = 0.63 px/mm, (5.14a)
|r2,3| = 0.59 px/mm, (5.14b)
|r1,3| = 1.22 px/mm. (5.14c)
To correct the images for the electrical dark current of the cameras and the inho-
mogeneity of the used illumination, a dark and a ﬂat ﬁeld image were recorded.
For the dark correction, 1000 images were recorded without lighting and averaged,
yielding a dark image for each camera. For the ﬂat ﬁeld correction, 1000 images of
the water illuminated by the LEDs were recorded, where the dyes were present in
the concentrations [I]tot ' 10−4 M and [T]tot ' 10−4 M and the pH value was pH = 9.
Thus, a high ﬂuorescence intensity was imaged. The recorded images were averaged
and normalized, yielding a ﬂat ﬁeld image for each camera.
The image sections of all recorded BLI images were reduced to the water patch
illuminated at the center of the tunnel to exclude shadows at the edges. Their sizes
are listed in Tab. 5.1. Figure 5.13 (a) shows the ﬂat ﬁeld recording of the bottom
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camera B2 with the reduced image section. The ﬁeld of views of the BLI cameras on
the water surface at the standard water level zws,0 = 9.2 cm are shown in 5.13 (b).
The common area of the observed water patch was about 13.0× 6.6 cm2.
To obtain a calibrated BLI image Gcal(x, y), a recorded raw image is preprocessed
using the recorded dark and ﬂat ﬁeld images. First, the inverted LUT transformation
is applied to the dark, ﬂat ﬁeld and raw images. After this transformation the gray
scale values take values between zero and one (cf. Sec. 4.2.4). With the resulting dark
D(x, y), ﬂat ﬁeld L(x, y) and raw image Graw(x, y), the calibrated image is obtained
from
Gcal(x, y) =
Graw(x, y)−D(x, y)
L(x, y)−D(x, y) . (5.15)
The value of a pixel in this calibrated image is assumed as the depth-integrated
ﬂuorescence signal IˆF in units of the normalized gray scale values gnorm.
camera size of image section (px) m (10−2) s (µm/px)
B1 1000× 470 4.20± 0.05 140± 1
B2 1127× 470 4.21± 0.05 139± 1
B3 936× 470 4.17± 0.05 141± 1
B4 921× 470 3.51± 0.04 167± 2
Table 5.1: Size of the used image section as well as the magniﬁcation factor m and the
spatial resolution s at the standard water level zws,0 = 9.2 cm of the BLI cameras (B1, B2,
B3, B4).
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Fig. 5.13: (a) Normalized ﬂat ﬁeld image recorded by the bottom camera B2 showing
the ﬂuorescence signal of pyranine at pH = 9. The shown image section is reduced to the
water patch illuminated at the center of the tunnel. The wind direction coincides with the
x-direction. (b) Illustration of the ﬁeld of views of the BLI cameras (B1, B2, B3, B4) on
the water surface at the standard water level zws,0 = 9.2 cm viewed from above.
5.5.2 LIF camera
To focus the proﬁle camera of the LIF setup, the tunnel was ﬁlled with water and
the cross target was directly placed in the vertical ﬂuorescence proﬁle. To account
for displacements of the water surface when waves are present, the water level was
raised such that the water surface was outside of the ﬁeld of view. Figure 5.14 (a)
shows the recorded calibration image. The position and the focus of the camera lens
were adjusted such that a magniﬁcation factor of
mP = 1.01± 0.01 (5.16)
was achieved and the best image sharpness was at the standard water level.
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Fig. 5.14: (a) Calibration image of the proﬁle camera, where the target was placed in the
vertical ﬂuorescence proﬁle and the tunnel was ﬁlled with water. The red line indicates the
standard water level zws,0 = 9.2 cm and the water depth increases from top to bottom. In
this image, the water surface was outside of the ﬁeld of view. (b) Example image of the
ﬂuorescence proﬁle where the dyes were in the water ([I]tot ' [T]tot ' 10−4 M) and the
tunnel was ﬁlled up to the standard water level (red line). The wind direction is indicated
by the red arrow. The gray values are given in units of the normalized scale gnorm. (c) Mean
of the lines of the image in (b). The part of the resulting intensity proﬁle from the largest
depth to the water surface, that is marked by the red line, is the ﬂuorescence proﬁle I˜F,P
shown in (d). The new pixel coordinate zdepth increases with depth, where zdepth = 0 at
the current water surface position.
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Thus, a high spatial resolution of sP = (5.80 ± 0.06)µm/px was achieved. The ma-
gniﬁcation factor was determined from the calibration image in analogy to the BLI
cameras.
Similar to the BLI cameras, a dark image was acquired for the proﬁle camera. For
preprocessing, the inverted LUT transformation is applied to the dark and the raw
images. The dark image is then subtracted from the raw data.
Figure 5.14 (b) shows a preprocessed image of the ﬂuorescence proﬁle recorded with
the proﬁle camera. The intensity is given by the normalized gray scale values gnorm.
The water surface that was at the standard water level zws,0 = 9.2 cm is marked by the
red line, where the maximum intensity is located. The part of the image below the red
line shows the real water-side ﬂuorescence proﬁle, while the part above corresponds
to its mirror image created by total reﬂection at the water surface. The water depth
increases downwards from the red line. The reduction of the intensity with depth is a
consequence of the absorption by the dyes that were in the water in the concentration
also used for the experiments ([I]tot ' [T]tot ' 10−4 M). The gray values in each
line at a z-position in the image are averaged to obtain a mean intensity proﬁle as
shown in Fig. 5.20 (c). During the experiments at wavy conditions, this method to
obtain a proﬁle was found to yield more reliable results than the determination of
the maximum value in each line. The proﬁle from the largest depth to the water
surface corresponds to the ﬂuorescence proﬁle I˜F,P (see Fig. 5.20 (d)). The new pixel
coordinate zdepth increases with depth, where zdepth = 0 corresponds to the current
position of the water surface.
5.6 Calibration of the ﬂuorescence intensity
The following section addresses the calibration based on a numerical simulation that
relates the concentration of the alkaline form of pyranine [I−] to its ﬂuorescence
intensity measured with the cameras. First, the simulation is explained, where the
notation of the ﬂuorescence signals introduced in Sec. 2.4 is used. After that, the
calibration measurement is related to the simulation results to obtain calibration
parameters.
5.6.1 Simulation of the ﬂuorescence intensity
A solution containing pyranine and tartrazine is considered. For the BLI setup, the
ﬂuorescence intensity IˆF(L) integrated along the water column L is needed. For
the LIF setup, the ﬂuorescence proﬁle I˜F(z) is required (cf. Fig. 4.6). To simplify
notation, the concentrations and the (decadic) absorption coeﬃcients of the acidic
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z0 = 0 
Δz
IT(λk, z0) = I0(λk) 
IT(λk, z1) = IT(λk, z0) + ΔIT(λk, z1) 
zN = L
IT(λk, zN) = IT(λk, zN-1) + ΔIT(λk, zN)
z1 
z2 
IT(λk, z2) = IT(λk, z1) + ΔIT(λk, z2) 
Fig. 5.15: Scheme illustrating the si-
mulation used to recursively calcula-
te the light intensity IT(λk, zn) that is
transmitted by an absorbing solution.
The total absorption length L is divi-
ded into a grid with grid spacing ∆z.
The initial intensity I0(λk) is reduced
in each layer by absorption expressed by
the term ∆IT(λk, zn).
and alkaline form of pyranine (i = 1, 2) and tartrazine (i = 3, 4) are denoted by ci
and i in the context of the simulation. With this, Eq. 2.73 reads
dIT(λ) = −I0(λ)
4∑
i=1
ln(10)i(λ)ci(z)dz. (5.17)
In Eq. 2.79, the ﬂuorescence intensity could be related to the absorbed light and
hence to the concentration of the ﬂuorophore because only the ﬂuorescent species
was present. Since tartrazine also absorbs the excitation light, the ﬂuorescence in-
tensity IˆF(L) cannot be obtained analytically. Therefore a simulation is performed
which discretely calculates the intensity of the transmitted light IT(λ, z) and the
ﬂuorescence proﬁle I˜F(z). Integration of I˜F(z) along the water column yields IˆF(L).
Moreover, the proﬁle of the total transmitted intensity I˜T(z) is useful to estimate
the penetration depth of light emitted by a (broadband) light source.
The simulation is explained in the following. The depth z and the wavelength λ are
described by discrete variables zn and λk. All integrals are performed as sums. As
shown in Fig. 5.15, the total absorption length is divided into a grid with N + 1
equidistant grid points zn and a grid spacing ∆z, where the water surface and the
end of the water column are deﬁned by z0 = 0 and zN = L, respectively. Within a
layer zn < z ≤ zn+1 between two neighboring points, the concentrations ci(zn+1) are
assumed to be constant. At z0, where the concentrations are ci(z0) = 0, light with
the spectrum I0(λk) is irradiated. The integral of this spectrum over all wavelengths
I0,norm =
∑
k
I0(λk)∆λk (5.18)
serves as a reference intensity.
The input parameters of the simulation are L, ∆z, I0(λk), the absorption coeﬃ-
cients i(λk), the quantum yield of pyranine ΦF and the concentration proﬁles ci(zn).
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With them, the spectrum of transmitted light IT(λk, zn) and the proﬁles of the total
transmitted intensity I˜T(zn) and the ﬂuorescence intensity I˜F(zn) can be calculated
recursively, layer by layer. In accordance with Eq. 5.17, the reduction of transmitted
light ∆IT(λk, zn+1) in each layer zn ≤ z ≤ zn+1 is given by
∆IT(λk, zn+1) = −IT(λk, zn)
4∑
i=1
ln(10)i(λk)ci(zn+1)∆z. (5.19)
Using the start values IT(λk, z0) = I0(λk), I˜T(z0) = I0,norm, I˜F(z0) = 0, the recursion
for n = 0, ..., N − 1 is written as
IT(λk, zn+1) = IT(λk, zn) + ∆IT(λk, zn+1), (5.20a)
I˜T(zn+1) =
∑
k
IT(λk, zn+1)∆λk, (5.20b)
I˜F(zn+1) = ΦF
∑
k
(
IT(λk, zn)
2∑
i=1
ln(10)i(λk)ci(zn+1)∆z
)
∆λk. (5.20c)
As expressed by the last equation, only light absorbed by pyranine is converted to
ﬂuorescence. The depth-integrated ﬂuorescence intensity is obtained from
IˆF(L) =
N∑
n=0
I˜F(zn)∆z. (5.21)
For the length of the water column L, the standard water height 9.2 cm is employed.
Since the maximum surface displacements at the used wind speed are on the order of
a few millimeters, this is a useful approximation. Because of the moderate wind speed,
also the slope of the water surface and hence optical aberrations like lens eﬀects due to
waves are expected to be rather small. A suﬃciently ﬁne spacing of ∆z = 1µm L
is chosen. For the BLI setup, the measured LED spectrum with the blue ﬁlter (see
Fig. 4.7) is used for I0(λ), while for the laser of the LIF setup only its central emission
wavelength (see Sec. 4.2.3) is assumed in a good approximation. For the absorption
coeﬃcients, the measured spectra of the dye components are used (see Fig. 3.2).
The quantum yield is assumed to be ΦF = 1 (see Sec. 3.2.1). The concentration
proﬁles ci(zn) remain as free input parameters. With a ﬁxed geometric arrangement
of the lighting and the cameras and a constant intensity of the light sources, the
ﬂuorescence signals measured by the BLI cameras (BLI = {B1,B2,B3,B4}) and the
proﬁle camera (P) are proportional to the simulated intensities
IˆF,BLI = σBLIIˆF, (5.22a)
I˜F,P(z) = σPI˜F(z). (5.22b)
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with individual proportionality factors σB1, σB2, σB3, σB4, σP. Since the absorption
length L is ﬁxed, the explicit dependency of IˆF on L is omitted for convenience. The
calibration measurement presented in the next section aims to ﬁnd these proportio-
nality factors.
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Fig. 5.16: Exemplary simulation results calculated for the LED spectrum of the BLI setup,
assuming constant concentration proﬁles and total dye concentrations of [I]tot = [T]tot =
10−4 M. The calculations are performed as a function of [I−], as described in the text. (a)
Depth-integrated ﬂuorescence intensity IˆF as a function of [I
−]. (b) and (c) show the depth
proﬁles of the total transmitted intensity I˜T and the ﬂuorescence intensity I˜F, respectively.
The spectral integral of the light source ILED,norm serves as a unit of intensity.
Figure 5.16 shows exemplary simulation results calculated with the LED spectrum
I0,LED(λk) of the BLI setup as a function of [I−]. The spectral integral of I0,LED(λk)
ILED,norm =
∑
k
I0,LED(λk)∆λk. (5.23)
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serves as a unit of intensity. Furthermore, constant concentration proﬁles c1(z) =
[IH], c2(z) = [I−], c3(z) = [TH], c4(z) = [T−] and total dye concentrations of [I]tot =
[T]tot = 10
−4 M are assumed. As this does not describe the situation during an
invasion experiment with ammonia, the constant values are intended to be average
values along the water column. For each calculation, [I−] takes a value between zero
and [I]tot using a suﬃciently ﬁne step size, while [IH] = [I]tot− [I−], [TH] = [T]tot and
[T−] = 0 are set for the other dye components. With the simulation results for the
depth proﬁles of the total transmitted intensity I˜T, the penetration depth of the LED
light is determined for the case [I−] = 10−4 M as the depth at which the intensity
is reduced to 1/e of its initial value. The simulation yields about 1.4 mm. The same
calculation performed for the emission wavelength of the laser gives 0.9 mm.
5.6.2 Calibration of the measured ﬂuorescence intensity
The calibration measurement series was performed at the wind-wave tunnel with the
instrumentation as described in Sec. 4. The tunnel was ﬁlled with deionized water up
to the standard water level. Pyranine (mItot ' 6.82 g) and tartrazine (mTtot ' 6.95 g)
were added to the water, corresponding to a concentration of the dyes of about
10−4 M. The tunnel was closed afterwards. The measurement series started in the
alkaline regime at pH ∼ 9, which was set by adding NaOH solution. The conducti-
vity of the water was κ ' 120µS/cm. For the experiment, the concentration ratio
of the two pyranine components was adjusted by adding certain amounts of a 1 M
HCl solution with a syringe. For this, a small injection opening was used that was
closed after each addition. The concentrations of the dyes were continuously measu-
red with the transmission probe. After each addition of HCl, the water was mixed
by using the wind engine and the pumps in the bypasses. When the water had beco-
me well mixed, which was recognized by the fact that the measured concentrations
approached constant values, the wind engine and the pumps were turned oﬀ. The
pH value was recorded. With the BLI and the LIF setup 100 and 200 images of the
ﬂuorescence signal were recorded and averaged, respectively. The measurement series
includes in total 20 of these measurements at diﬀerent pH values between 6 and 9.
The evaluation of the acquired data comprises an analysis of the concentration data
acquired with the transmission probe as well as a comparison of the ﬂuorescence
intensities measured by the cameras with the simulation. As the BLI and the LIF
cameras measured diﬀerent signals, the two setups are treated separately.
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Analysis of the concentration data
Figure 5.17 shows the measured concentration values of the dyes as a function of the
HCl concentration calculated from the added volume. Tartrazine stayed mostly in
its acidic form. As predicted by the calculation in Sec. 3.3, the concentration of the
alkaline form of pyranine [I−] decreases linearly with [HCl] around the equivalence
point. The concentration of the acidic form [IH] increases correspondingly. A linear
ﬁt is applied to each data set. The absolute values of the resulting proportionality
factors, which are expected to be the same, are averaged, yielding
aHCl,I− = 0.85± 0.05. (5.24)
Their diﬀerence is taken as an upper error estimate. This result is in good agreement
with the theoretical estimation in Eq. 3.17.
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Fig. 5.17: Concentrations of the dye components versus the concentration of added HCl.
The linear ﬁts yield the proportionality factor aHCl,I− .
BLI
The BLI images are preprocessed as described in Sec. 5.5. Figure 5.18 shows e-
xemplary images recorded by the top BLI camera B4 for diﬀerent concentrations
of the alkaline pyranine component I− measured with the transmission probe. The
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Fig. 5.18: Preprocessed example images of the ﬂuorescent water recorded by the top BLI
camera B4 (921× 470 px) during the calibration measurement series. The shown intensity
corresponds to the depth-integrated ﬂuorescence intensity IˆF,B4. The concentration of the
alkaline form of pyranine [I−] measured with the transmission probe is shown in the top
left corner of each image and decreases from (a)-(f).
gray values correspond to the depth-integrated ﬂuorescence intensity IˆF,B4. For each
camera, the gray values of each image are averaged. Brighter regions as visible in
Fig. 5.18 (d) and (e) were excluded from the average. They are related to a local
increase of [I−]. This means that the solution had become less acidic, which was most
likely caused by the gas exchange of CO2 from the water to the air space, as no other
reacting gases were present in the wind-wave tunnel.
The averaged gray values are plotted in Fig. 5.19 versus the concentration [I−]. Now,
the simulation of the ﬂuorescence signal (see Sec. 5.6.1) is employed. Since the water
was well mixed for each measurement, a homogeneous concentration distribution and
hence constant concentration depth proﬁles can be assumed. As a consequence, the
values measured with the transmission probe can be used as input parameters for
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Fig. 5.19: Depth-integrated ﬂuorescence intensity IˆF measured by the BLI cameras ((a):
B1, (b): B2, (c): B3, (d): B4) as a function of the concentration [I−] of the alkaline py-
ranine component. The concentration was measured with the transmission probe. Besides,
simulation data ﬁtted to the experimental data are shown.
the simulation by setting c1(z) = [IH], c2(z) = [I−], c3(z) = [TH], c4(z) = [T−]. The
simulation data are calculated for each of the 20 measurements and ﬁtted according
to Eq. 5.22a to the ﬂuorescence intensity obtained with the cameras. The ﬁtted curves
are shown in Fig. 5.19. The proportionality factors with the respective uncertainties
obtained from the ﬁts are
σB1 = 1.63± 0.01, (5.25a)
σB2 = 1.62± 0.01, (5.25b)
σB3 = 1.46± 0.01, (5.25c)
σB4 = 1.65± 0.01. (5.25d)
With this calibration, the concentration of the alkaline pyranine component [I−] can
be determined from the depth-integrated ﬂuorescence intensity measured by the BLI
cameras for given concentration proﬁles of the dyes.
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Fig. 5.20: Exemplary ﬂuorescence proﬁles I˜F,P in units of the normalized gray scale gnorm,
extracted from the LIF images that were recorded during the calibration measurement
series ((a): no. 1, (b): no. 8). Simulation results are ﬁtted to the experimental data.
From the recorded LIF images, the ﬂuorescence proﬁles are extracted as described
in Sec. 5.5.2. To ﬁnd the proportionality factor σP of the proﬁle camera, I˜F obtained
from the simulation with the measured concentrations is ﬁtted to the data according
to Eq. 5.22b. In order to perform the ﬁt, the real world depths used in the simulation
are matched to the pixel depths zdepth using the magniﬁcation factor in Eq. 5.16.
Figure 5.20 shows two ﬂuorescence proﬁles with the ﬁts. The ﬁt is performed for
each of the 20 measurements. The resulting proportionality factors are averaged,
yielding
σP = 101± 4, (5.26)
where the standard deviation of the factors is assumed as an error estimate.
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6. Experiments
In this chapter, the invasion experiments with ammonia conducted at the Heidelberg
linear wind-wave tunnel are described. Two types of experiments were performed.
In one set of experiments, ammonia was injected over short time periods. The con-
centration change of the pyranine components that followed the gas invasion was
measured and related to the amount of ammonia that had entered the water. For
this type of measurements, the spectroscopy setups were employed. The experiments
aim to verify the linear relationship between [NH3]w,tot and [I−] (see Eq. 3.5).
A second set of measurements with constant air-side ammonia ﬂux into the water
was performed. These experiments involved the complete setup including the imaging
setups. With the data of the spectroscopy setups and the recorded images, the air-
side and the water-side concentration ﬂuxes are inferred and compared with regard
to the proportionality given in Eq. 3.6.
For both types of measurements, the following preparations were conducted. The
tunnel was ﬁlled with deionized water up to the standard water level zws,0 = 9.2 cm.
Pyranine (mItot ' 6.82 g) and tartrazine (mTtot ' 6.95 g) were added to the water.
This resulted in total dye concentrations of
[I]tot = (1.02± 0.01) · 10−4 M,
[T]tot = (1.07± 0.01) · 10−4 M,
measured with the transmission probe. During the experiments the tunnel was closed.
The water was continuously cooled with the Peltier temperature control and the
wind engine frequency was set to 15 Hz. The circulation and the analysis loops were
ﬂushed. The measurement conditions were monitored by the peripheral instruments.
The spectroscopy setups were used to continuously measure the air-side ammonia
and the water-side dye concentrations.
6.1 Invasion experiments with short gas injection
For the experiments with short gas injections, three measurement series were perfor-
med. The measurement procedure is exemplarily explained for measurement series
no. 1 in the following.
The series started in the acidic regime at pH = 5.84 and comprised eight injections
of ammonia. The gas was injected for one minute with the mass ﬂow controller. After
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Fig. 6.1: Temporal overview of series no. 1 of the experiments with short ammonia injecti-
ons (see Tab. 6.1). (a) Gas volume of ammonia VNH3, where the diﬀerent labels denote the
total cumulative input (VNH3,input,cum) as well as the air-side (VNH3,a) and the water-side
(VNH3,w,tot) volume. (b) Concentrations of the dye components IH, I
−, TH and T−, where
the shaded areas indicate the uncertainties. (c) pH and conductivity κ.
each gas input, a maximum air-side ammonia concentration was reached followed by
a decay caused by gas exchange with the water. Between successive gas inputs, time
was given for equilibration. It was waited until the air-side ammonia concentration
had dropped to a value below the lower measurement limit of the UV spectroscopy
setup of 10−8 M and the concentration of the pyranine components had not changed
by more than 10−6 M within a time of 3 min. This period of time was chosen, as
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the time delay between the ammonia input and the ﬁrst concentration change of
the pyranine components was found to be typically around 2 min. Figure 6.1 (a)
shows the amount of ammonia, given as a gas volume VNH3, as a function of time.
Here, VNH3,input,cum denotes the cumulative amount of ammonia that was injected in
total during the experiment. Each step of the curve corresponds to a gas injection.
The injected volume of ammonia was calculated with the corrected ﬂow rate Fcorr
(see Sec. 5.4) and the input time. The air-side volume VNH3,a was calculated from
the air-side concentration measurement with the UV spectroscopy setup. Since the
leakage rate could be neglected (see Sec. 5.3), the amount of ammonia entering the
water VNH3,w,tot was calculated as the diﬀerence between VNH3,input,cum and VNH3,a.
Figure 6.1 (b) shows the concentrations of the dye components measured with the
transmission probe. As required, tartrazine stayed in its acidic form. This was also
found for the other measurement series. The measured pH and conductivity values
are illustrated in Fig. 6.1 (c).
series no. 1 2 3
VNH3,input (ml) 60, 60, 30, 30, 30, 30, 30, 30 60, 60, 60, 60 60, 60, 60, 60, 60, 60
[I−]start, [I−]end (10−4 M) 0.02, 0.71 0.05, 0.65 0.07, 0.64
pHstart, pHend 5.84, 7.96 6.28, 7.86 6.37, 7.84
κstart, κend (µS/cm) 64.4, 76.2 76.2, 85.9 90.0, 102.1
〈Ta〉t (◦C) 22.46 22.47 22.47
〈Tw〉t (◦C) 20.31 20.34 20.34
〈pa〉t (mbar) 1009 1009 1008
〈Ha〉t (%) 99.8 98.2 99.1
〈u〉t (m/s) 3.83 3.82 3.82
Table 6.1: Summary of the measurement conditions for the experiments with short am-
monia injections in chronological order. The listed quantities are the volume of ammonia
VNH3,input injected within one minute, the concentration of the alkaline pyranine compo-
nent [I−], the pH and the conductivity κ. Furthermore, the temporal mean values of the
air temperature 〈Ta〉t, water temperature 〈Tw〉t, air pressure 〈pa〉t, air humidity 〈Ha〉t and
the plateau wind speed 〈u〉t are shown. The labels start and end refer to the beginning
and the end of a measurement series.
After completion of the measurement series, HCl was added to the water to restore
the initial concentrations of the pyranine components. In this way, the chemical
system was prepared for the next series. The amount of added HCl corresponded
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to a concentration of roughly [I−]end − [I−]start, where [I−]start and [I−]end denote the
values of [I−] at the beginning and the end of the series, respectively. The fact that
the system could be controlled in such a deﬁned way is based on the proportionality
between the concentration of the pyranine components and HCl (see the discussion
at the end of Sec. 3.3 and the experimental result in Sec. 5.6.2).
Table 6.1 summarizes the measurement conditions of the three series including the
input volumes of ammonia. The values of the concentration of the alkaline pyranine
component, the pH and the conductivity at beginning and the end of each series
are listed. Since the air-side and water-side temperatures, the static air pressure, the
air humidity and the plateau wind speed were relatively stable, only their average
values, indicated by angle brackets, are given.
6.2 Invasion experiments with constant gas ﬂux
With the experiments presented in the following, images of the ﬂuorescence signal
were acquired at constant ammonia ﬂux ja,NH3 from the air space into the water.
Modeling the wind-wave tunnel with the box model (see Sec. 3.4), a constant ammo-
nia ﬂux into the water can be assumed if the air-side ammonia concentration [NH3]a
is constant during the gas input. This corresponds approximately to a steady state
between the air and the water space, where the rate at which ammonia is injected
into the tunnel is equal to the rate at which it dissolves in the water, since the leakage
rate is negligible. If the ﬂux into the water is constant, the water-side ammonia con-
centration increases approximately linearly. Based on the considerations presented
in Sec. 3.1, it is expected that the concentration of the alkaline pyranine component
and hence the ﬂuorescence intensity imaged by the BLI cameras increase, too.
It turned out that with the employed chemical system a steady state could not be
achieved by setting a certain constant input rate. The reason for this is that the initial
pH value at ∼ 5.5 is close to the neutral point such that the water has become already
alkaline before a constant air-side ammonia concentration is reached. In the alkaline
regime, the ﬂuorescent streaks resulting from the instantaneous gas invasion cannot
be distinguished then from the high background signal as the whole water bulk emits
ﬂuorescence. Moreover, it is diﬃcult to reach a steady state because the eﬀective
solubility of ammonia changes exponentially with the pH (see Fig. 3.3). To overcome
these problems, the following procedure was applied. Prior to the image acquisition
a high ﬂow rate (Fcorr ≥ 50 ml/min) is used. The value of [NH3]a provided by the
UV spectroscopy setup is observed. Having reached a certain value, the ﬂow rate is
reduced appropriately such that the concentration stays approximately at that value.
As a result, a steady state with a concentration [NH3]a,ss is reached faster than with
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Fig. 6.2: Temporal overview of measurement no. 5 with constant ammonia ﬂux into the
water (see Tab. 6.2). (a) Air-side ammonia concentration [NH3]a (blue) measured with the
UV spectroscopy setup. The ﬂow rates set at the mass ﬂow controller are indicated at the
top, where the black dashed lines mark the points of time when the ﬂow rate was changed.
The green dashed lines mark the beginning and the end of the measurement time during
which images were recorded. The average concentration within this time period is assumed
as the steady-state concentration [NH3]a,ss (red). (b) Concentrations of the pyranine and
the tartrazine components IH, I−, TH and T−. (c) pH and conductivity κ.
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a lower ammonia input rate and the acquisition of images is started. The ﬂow rates
that are set to reach certain steady-state concentrations were found experimentally
by testing. Since the eﬀective solubility of ammonia decreases, if the pH increases,
the ﬂow rate is lowered further during the experiment to avoid an increase of the
air-side ammonia concentration. After the image acquisition, the ammonia injection
is switched oﬀ.
As a starting point for the measurements, the concentration of the alkaline pyra-
nine component was set to [I−] ' 0.01 · 10−4 M corresponding to an initial pH value
of ∼ 5.5. This starting point was preferred over the initial pH value of ∼ 6, as it
provided a small buﬀer until the water turned alkaline. This gave more time to adjust
the ammonia ﬂow rate correctly. A recording time of 3 min was found to be suitable
to avoid a high background ﬂuorescence towards the end of a measurement. With
each BLI camera, a sequence of 72000 images at 400 Hz and with the LIF camera
a sequence of 144000 images at 800 Hz were acquired during a measurement. Before
each measurement, reference images with a resting water surface were recorded.
Figure 6.2 (a) illustrates exemplarily for measurement no. 5 that with the described
procedure a relatively constant value of the concentration [NH3]a could be achieved.
The average of the concentration values measured during the image acquisition was
assumed as the steady-state concentration [NH3]a,ss. The corresponding temporal
evolution of the concentrations of the pyranine components, the pH and the conduc-
tivity are shown in Fig. 6.2 (b) and (c), respectively. Tartrazine stayed in its acidic
form.
In total nine measurements of this type at diﬀerent steady-state concentrations
[NH3]a,ss were conducted. The set steady-state concentrations were chosen in a ran-
ge to investigate if the saturation of the indicator (see Sec. 3.3) can be observed.
There it was stated that the saturation of the indicator can be avoided if the (local)
water-side ammonia concentration does not exceed the total indicator concentration
[I]tot ' 10−4 M. Due to the fact that the experiment is designed to be an invasion,
the highest water-side concentrations of ammonia are expected to be at the water
surface. This leads to the limit [NH3]w,tot,s = 10−4 M. To estimate the correspon-
ding limit for the air-side bulk concentration [NH3]a,b, that is measured with the UV
spectroscopy setup, a constant ﬂux ja,NH3 = jw,NH3 is assumed. Moreover it can be
assumed that [NH3]a,s = 0 due to the high solubility and [NH3]w,tot,b = 0 in the water
bulk. This leads to
ja,NH3 = jw,NH3 ⇒ [NH3]a,b = Ra
Rw
[NH3]w,tot,s. (6.1)
The equations 2.43a and 2.43b can be used for the air- and the water-side transfer
resistances Ra and Rw because of the low air- and high water-side Schmidt number
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of ammonia with Sca ' 0.7 and Scw ' 600. Assuming the limit of a wavy water
surface, 1/2 is used for the Schmidt number exponent on the water side. It follows
that
[NH3]a,b =
15.2Sc0.61a
12.1Sc1/2w
√
ρa
ρw
[NH3]w,tot,s. (6.2)
Inserting the numerical values, the approximation for the air-side concentration limit
reads
[NH3]a,b ≈ 1.4 · 10−3 · [NH3]w,tot,s = 1.4 · 10−7 M, (6.3)
at which a transition of the indicator from the unsaturated to the saturated case
is expected. Table 6.2 summarizes the measurement conditions during the image
recordings. The set of measurements is sorted by the ammonia ﬂux ja,NH3 into the
water. In Sec. 8.2, it will be explained how the ﬂux was determined. Fresh water was
prepared once in between the measurements to avoid higher ion concentrations and
a potential change of the dissociation constant of pyranine.
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7. Image processing
This chapter addresses the evaluation of the BLI and the LIF images recorded during
the invasion experiments with ammonia (see Sec. 6.2). All images are preprocessed as
described in Sec. 5.5. The next evaluation steps which include a statistical analysis
and the extraction of physical parameters are explained in the following with example
images from measurement no. 5 (see Tab. 6.2).
7.1 BLI images
It will be shown how mean concentrations of the alkaline pyranine component are
obtained. Moreover, statistical measures of the determined concentration values are
discussed, as they are useful to recognize systematic changes and trends in the large
set of recorded data.
7.1.1 Determination of mean concentrations
Figure 7.1 (a) shows a typical BLI image recorded by the top BLI camera (B4). The
ﬂuorescent streaks resulting from the gas transfer are aligned in wind direction and
exhibit a variety of complex turbulent structures. The width of the visible structures
typically ranges from 1 mm to 1 cm. The brightest structures are close to the water
surface and indicate that high amounts of ammonia entered the water at the moment
of recording. Less brighter streaks correspond typically to ﬂuorescence signals emitted
from larger depths.
To determine the concentration of the alkaline pyranine component, the simulation
described in Sec. 5.6.1 is employed. Despite the fact that the concentration depth
proﬁles are not known during the invasion experiment, the simulation can be still used
to determine mean concentrations along the water column which will be indicated
by an overbar in the following.
Constant proﬁles c1(z) = [IH], c2(z) = [I−], c3(z) = [TH], c4(z) = [T−], which are
intended to represent the mean values, are assumed. The calculation is performed
in analogy to the exemplary calculation shown in Sec. 5.6.1, where for the total
concentrations of the dyes, the values measured with the transmission probe are
used. The ﬂuorescence intensities are calculated for diﬀerent values of [I−] in a range
from zero to [I]tot, while [IH] = [I]tot− [I−], [TH] = [T]tot, [T−] = 0 are set. In a good
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Fig. 7.1: (a) BLI image recorded by the top camera B4 during an invasion experiment
with ammonia, showing ﬂuorescent streaks as a consequence of the gas transfer. The visible
intensity corresponds to the depth-integrated ﬂuorescence IˆF,B4 in units of the normalized
gray scale gnorm. The scale in the top left corner indicates 1 cm in real world coordinates.
(b) Mean concentrations of the alkaline pyranine component [I−] determined for each pixel
of the image in (a).
approximation, tartrazine is assumed to stay in its acidic form. The calculations yield
a curve for the depth-integrated ﬂuorescence intensity IˆF as shown in Fig. 7.2.
A gray value Iˆ0, measured for instance by camera B4, is converted to a simulation
value Iˆ0,sim = Iˆ0/σT using the results of the calibration measurement (see Eq. 5.25).
The corresponding concentration value [I−]0 is then found by interpolation of the
calculated curve, as illustrated in Fig. 7.2. The same method is employed in analogy
for the other BLI cameras with the respective proportionality factors.
The gray values of an image can be converted to mean concentration values at once
for all pixels of a BLI image. The resulting concentration image determined from
Fig. 7.1 (a) is shown in (b).
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Fig. 7.2: Illustration how the mean con-
centration of the alkaline pyranine compo-
nent I− is determined from a gray value
measured with a BLI camera. The shown
curve corresponds to the ﬂuorescence in-
tensity calculated as a function of [I−] with
the simulations. The value Iˆ0,sim is obtai-
ned from the measured gray value, as de-
scribed in the text, and the corresponding
mean concentration [I−]0 is found by inter-
polation.
7.1.2 Image statistics
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Fig. 7.3: Histograms of the gray values gnorm (a) and mean concentrations [I−] (b) of the
images in Fig. 7.1. The mean values of the distributions are marked by red lines.
Figure 7.3 shows the histograms of the gray values and the mean concentrations
of the images in Fig. 7.1. The average (avg) and the skewness (sk) of the distribu-
tions are calculated. Since the bright streaks cover only a small area compared to
the dark background, the distributions are always right-tailed. As the gray values
themselves bear no physical information, the statistical analysis is continued with
the distribution of the concentration values.
In a ﬁrst approach the average avg([I−]) can be used to perform a segmentation of an
image by deﬁning it as a threshold to distinguish between streaks and background
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Fig. 7.4: Segmentation of the concentration image in Fig. 7.1 (b). (a) Extracted streak
signal [I−]str, where pixels belonging to the background signal [I−]bg are set to zero. (b)
Remaining background signal [I−]bg, where the streak signal [I−]str is set to zero.
signal. Pixels with [I−] ≤ avg([I−]) are assigned to the background and pixels with
[I−] > avg([I−]) to the streak signal. The set of concentration values of streak and
background pixels are denoted by [I−]str and [I
−]bg, respectively. Figure 7.4 shows
the result of this segmentation. It is evident that the brightest streaks are captu-
red, but also in areas assigned to the background lots of ﬁne structures are visible.
The segmentation is still useful to obtain the concentration values for the dominant
streaks.
With the segmentation, the coverage of the observed water patch by streaks can be
quantiﬁed by the percentage of streak pixels
ξstr =
N([I−]str)
N([I−]str) +N([I
−]bg)
, (7.1)
with the number of streak N([I−]str) and background pixels N([I
−]bg) in an image.
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7.2 LIF images
The evaluation of the LIF images includes a geometric and an intensity analysis.
As the laser beam is irradiated from above the water surface, the position of the
ﬂuorescence proﬁle changes when waves are present. By detecting the position of the
proﬁle, the position and the slope of the water surface can be determined. From the
evaluation of the intensity, a concentration depth proﬁle is obtained. With this, the
concentration gradient at the water surface and the boundary layer thickness are
estimated.
7.2.1 Geometric analysis
Figure 7.5 (a) shows a typical LIF image recorded by the proﬁle camera during the
invasion experiment. As a reminder, the water surface is located at the position of the
maximum gray value gmax. The visible intensity corresponds to an intensity proﬁle
along the depth z, where the depth increases to the left. The intensity proﬁle left of
the water surface is the true ﬂuorescence proﬁle, while the proﬁle to the right of the
water surface is its mirror image. The slope of the ﬂuorescence proﬁle is related to
the slope of the water surface, as explained below. The proﬁle images are smoothed
with a two-dimensional Gaussian ﬁlter which improves the results of the following
evaluation steps.
To obtain more reliable results for the water surface position, the positions of gray
values gnorm > 0.95 · gnorm,max are found and averaged to give (zws, xws). The uncer-
tainty of this method is estimated to be 1 px for both coordinates. The position of
the intensity proﬁle xP(z) in the z-x plane is found by determining the position of
the maximum in each column z. The result is shown in Fig. 7.5 (b). The use of a
Gaussian ﬁt to ﬁnd the position of a maximum was found to be not suitable due to
the increase of computational time which could not be compensated by the slight
improvement of the result.
By applying a linear ﬁt to xP(z) up to the water surface (zws, xws), the position
xP,fit(z) and the slope aP of the ﬂuorescence proﬁle are determined (see Fig. 7.5 (b)).
The same geometric analysis is applied to the reference images recorded before each
measurement, yielding the height of the water surface zws,0 and the slope of the
ﬂuorescence proﬁle aP,0 at rest. The water surface displacement is then given as η =
zws−zws,0. With the error estimate of 1 px for the determined water surface positions
and the spatial resolution of the proﬁle camera (see Sec. 5.5.2), the uncertainty of η
is about 8µm.
Fig. 7.6 illustrates how the inclination angle of the water surface in wind direction
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Fig. 7.5: (a) LIF image recorded by the proﬁle camera during an invasion experiment
with ammonia. The water surface is indicated by the orange line. The displayed range of
gray values is chosen such that also darker regions of the intensity proﬁle are visible. The
position of the proﬁle is marked by the red curve xP(z). Only the part left of the water
surface corresponds to the ﬂuorescence proﬁle. (b) The position of the ﬂuorescence proﬁle
is determined with a linear ﬁt xP,fit(z), applied to xP(z) up to the water surface (zws, xws).
δx is determined, which yields the slope
∂η
∂x
= tan(δx). The scheme in (a) represents
the situation when the water is at rest. The angle δ0 between the z-direction of the
camera and the line perpendicular to the water surface and the angle ϑa,0 between
the latter and the laser beam on the air side are unequal zero, because of the not
perfect alignment of the beam and the camera. The air- and water-side angles ϑa,0
and ϑw,0 are related by Snell's law
na
nw
=
sin(ϑw,0)
sin(ϑa,0)
(7.2)
with the refractive indices of air na = 1 and water nw = 1.33. The corresponding
situation, when the water surface is inclined by δx = δ− δ0, is shown in Fig. 7.6 (b).
From the slopes aP,0 and aP of the ﬂuorescence proﬁles found for the resting and the
inclined water surface, the angles
βw,0 = arctan(aP,0), (7.3a)
βw = arctan(aP) (7.3b)
are determined, where βw,0 = δ0 + ϑw,0 and βw = δ + ϑw. The corresponding angles
on the air side are denoted by βa,0 = δ0 + ϑa,0 and βa = δ + ϑa. As the laser beam
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Fig. 7.6: Sketches of the laser beam (red) hitting the water surface when the water is at
rest (a) and when the slope of the water surface is changed due to waves (b). The black
vertical lines indicate the z-direction in the LIF images of the proﬁle camera. The purple
lines are perpendicular to the water surface. The green lines mark the positions of the
ﬂuorescence proﬁle xP,fit,0 and xP,fit for the two cases, which can be used to infer the slope
of the water surface as described in the text.
and the camera position are ﬁxed, they are equal and it follows
δx = δ − δ0 = ϑa,0 − ϑa. (7.4)
By using Snell's law in Eq. 7.2, this can be rewritten as
δx = arcsin
(
nw
na
sin(β0,w − δ0)
)
− arcsin
(
nw
na
sin(βw − δ)
)
. (7.5)
To obtain an analytical result, small angles implying sin(x) ≈ x, arcsin(x) ≈ x are
assumed, leading to
δx =
βw − βw,0
1− na/nw = 4(βw − βw,0). (7.6)
The angles β0,w − δ0 and βw − δ are expected to be small, as only a moderate wind
speed was used for the measurements. If they do not exceed 20 ◦, the error of δx
should stay below 3 %. The uncertainty of the slope of the ﬂuorescence proﬁle aP can
be neglected here.
7.2.2 Intensity analysis
A high gray value in the image in Fig. 7.5 (a) corresponds to a high concentration of
the alkaline pyranine component [I−] related to a high amount of ammonia entering
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Fig. 7.7: (a) Intensity proﬁle determined as the column-wise mean of the image in Fig. 7.5
(a). The height of the water surface zws is indicated by the red line. (b) Fluorescence proﬁle
of (a), where peaks corresponding to detachments are marked. (c) Concentration proﬁle of
(b) up to 200 px. The linear ﬁt applied to data points around the steepest gradient yields
the boundary layer thickness z∗ by extrapolation.
the water at the moment of recording. As described in Sec. 5.5.2, the intensity proﬁle
is determined as the column-wise mean of an image (see Fig. 7.7 (a)). The relevant
ﬂuorescence proﬁle I˜F,P(zdepth) (see Fig. 7.7 (b)) includes only the values up to the
water surface height zws determined from the geometric analysis. This extracted
ﬂuorescence proﬁle reveals the mass boundary layer, visible as the steep intensity
decrease close to the water surface, as well as peaks at larger depths. These represent
detachments from the boundary layer in the form of packages of ﬂuorescent indicator
molecules traveling to the water bulk. The peaks are identiﬁed with an algorithm
(ﬁndpeaks function by Matlab) to determine their locations and their number.
To infer a concentration proﬁle [I−](zdepth) from the ﬂuorescence proﬁle I˜F,P(zdepth),
the proportionality factor from the calibration measurement (see Eq. 5.26) and the
simulation (see Sec. 5.6.1) are used. The calculations are performed as for the BLI
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setup (see Sec. 7.1.1), the only diﬀerence being that the emission wavelength of the
laser is used instead of the spectrum of the LEDs. The simulated ﬂuorescence proﬁles
are shown in Fig. 7.8 for a few depths zdepth as a function of [I−]. A value I˜0(zdepth) of
a measured ﬂuorescence proﬁle is converted to I˜0,sim(zdepth) = I˜0(zdepth)/σP. With the
resulting value, the corresponding concentration [I−]0(zdepth) is found by interpolation
of the calculated curve corresponding to the depth zdepth.
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Fig. 7.8: Simulation data of the ﬂuore-
scence proﬁle I˜F as a function of [I
−] for
several discrete depths zdepth. The value
I˜0,sim(zdepth) is obtained from the measu-
red ﬂuorescence proﬁle and used to infer
the concentration value [I−]0(zdepth) by in-
terpolation of the calculated curve corre-
sponding to the depth zdepth.
Due to the ﬂattening of the calculated curves with increasing depth, a small un-
certainty of the input value I˜0,sim(zdepth) leads to a large error of the determi-
ned concentration value. Therefore, concentrations are only determined for depths
zdepth ≤ 200 px, where this eﬀect was found to be not dominant. Figure 7.7 (c) shows
the concentration proﬁle determined from the ﬂuorescence proﬁle in Fig. 7.7 (b).
As described in Sec. 2.2.2, the water-side mass boundary layer thickness z∗ can be
found by extrapolating the tangent of the concentration proﬁle at the water surface
down to the bulk concentration. Since the ﬂattening of the measured ﬂuorescence pro-
ﬁle at the water surface due to the point spread function of the optics [Jähne, 2012]
is carried over to the concentration proﬁle, determining the tangent directly, is not
reasonable. Still, an approximation can be found by applying a linear ﬁt to the con-
centration proﬁle around the point with the steepest gradient. For this, data points
are chosen symmetrically around the global minimum of the ﬁrst derivative calcu-
lated numerically. The slope of the ﬁtted line is an estimate for the gradient ∂c
∂z
∣∣
z=0
occurring in Fick's ﬁrst law (Eq. 2.32). Extrapolating the line to zero, yields z∗ (see
Fig. 7.7 (c)).
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8. Experimental results and discussion
In this chapter, the results of the invasion experiments with ammonia conducted at
the Heidelberg linear wind-wave tunnel are presented. The experiments with short
ammonia injections and with constant ammonia ﬂux into the water are addressed in
turn.
8.1 Results of the experiments with short gas injection
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Fig. 8.1: (a)-(c): Temporal evolution of the water-side ammonia concentration [NH3]w,tot
and the concentrations of the pyranine components [IH] and [I−] for the three measurement
series conducted with short ammonia injections (see Tab. 6.1). The shaded areas indicate
the respective uncertainties. The black vertical lines indicate the time intervals in which
the concentrations were assumed to be equilibrated.
The evaluation of the experiments with short ammonia injections (see Sec. 6.1) focu-
ses on the veriﬁcation of the linear relationship between the water-side concentration
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Fig. 8.2: (a)-(c): Concentrations of the pyranine components [IH] and [I−] versus the water-
side ammonia concentration [NH3]w,tot for the three measurement series (see Tab. 6.1). The
shown values are the averages after each equilibration. The linear ﬁts depicted in green and
black yield the proportionality factor aNH3,I− .
of ammonia and the concentration of the alkaline pyranine component given in Eq.
3.5. Starting point are the concentration data as shown in Fig. 6.1 (a) and (b), where
the water-side ammonia concentration is determined as
[NH3]w,tot =
VNH3,input,cum/VM − [NH3]aVa
Vw
, (8.1)
with the molar volume VM and the air and water volumes of the tunnel Va and Vw.
Figure 8.1 shows the temporal evolution of the concentration values [NH3]w,tot, [IH]
and [I−] for the three measurement series that were conducted. The time intervals in
which equilibration after a gas injection (cf. 6.1) was assumed are marked by black
lines. The intervals were chosen such that the concentration values in each interval
do not change by more than 10−6 M, which corresponds to the error estimate for
the values determined with the transmission probe. The values in each interval are
averaged. The average values of [IH] and [I−] are plotted against the average values
of [NH3]w,tot in Fig. 8.2. The data reveal the linear regime around the equivalence
point of pyranine as expected. In analogy to the evaluation in Sec. 5.6.2, a linear ﬁt
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Fig. 8.3: Concentrations of the pyranine components [IH] and [I−] versus the pH value
for the three measurement series conducted with short ammonia injections (see Tab. 6.1).
The shown values are the averages after each equilibration. The ﬁts depicted in yellow and
purple yield the pKa value of pyranine.
is applied for each series to the [IH] and [I−] data as a function of [NH3]w,tot. The
two resulting proportionality factors are averaged and their diﬀerence is taken as
an error estimate. Furthermore, the concentrations of the pyranine components are
plotted versus the measured pH values that are correspondingly averaged (see Fig.
8.3). With these data, the dissociation constant of pyranine is determined in analogy
to the evaluation in Sec. 5.1.1.
The results for the proportionality factor aNH3,I− and the pKa value are shown in
Fig. 8.4 as a function of the initial conductivity κstart at the beginning of each mea-
surement series, which serves as a measure of the ion concentration in the water.
Due to the subsequent invasion experiments, the conductivity increased from series
no. 1 to 3 (see Tab. 6.1). The values of the proportionality factor aNH3,I− for the
ﬁrst two series are in good agreement with the calculated value in Eq. 3.15. For the
last series, aNH3,I− drops signiﬁcantly. It could be expected that this is caused by
a change of the pKa value due to the increase of the ion concentration. However,
the measured pKa values (see Fig. 8.4 (b)) stay constant within the scope of their
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uncertainties, which contradicts this explanation. The values are also in good agree-
ment with the reference value measured at a lower ion concentration (see Eq. 5.4).
Another possible explanation for the change of aNH3,I− is a distorted mass balance.
Since the tunnel stayed closed in between the subsequent measurements, more and
more condensed water vapor could accumulate at the inside of the tunnel walls, whe-
re ammonia could dissolve. This could reduce the amount of ammonia that entered
the actual water segment. Because only the total reduction of the air-side ammonia
concentration was measured, the amount of ammonia assumed for the mass balance
could be overestimated, leading to an apparently lower proportionality factor. This
explanation is supported by the fact that the measured relative air humidity was
always close to 100 % (see Tab. 6.1). The eﬀect is considered to be favored in the
used wind-wave tunnel because the area of the walls Awalls ∼ 20 m2 is signiﬁcantly
larger than the water surface area Aws = 1.38 m2. Probably, the cooling of the water
segment which provided a temperature diﬀerence of around 2 ◦C (see Tab. 6.1) and
the ﬂushing of the air space with dry air in between the measurements were not
suﬃcient to compensate this eﬀect.
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Fig. 8.4: Proportionality factor aNH3,I− (a) and pKa value of pyranine (b) as a function of
the conductivity κstart at the beginning of a measurement series. The conductivity increased
from series no. 1 to 3 (see Tab. 6.1)
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8.2 Results of the experiments with constant gas ﬂux
Main goal of the evaluation of the constant ﬂux measurements is to verify that the
water-side ﬂux of the alkaline pyranine component is proportional to the air-side
ﬂux of ammonia (see Eq. 3.6). The presentation of results is divided into three parts.
In the ﬁrst two parts, the BLI and the LIF results are discussed. In each section,
the temporal evolution of relevant parameters and the dependency of their temporal
averages on the air-side ﬂux are addressed in turn. Using the results of the BLI setup,
it is shown how the water-side ﬂux of I− is determined. Moreover, it is shown how
local concentration changes of dissolved ammonia are estimated. In the third part,
exemplary results of the stereo imaging realized with the bottom BLI cameras are
shown and discussed with regard to results of the LIF imaging.
8.2.1 BLI
Temporal evolution
(a) (b) (c)
(d) (e) (f)
t = 0s t = 90s t = 180s
no. 5 
no. 7
Fig. 8.5: BLI images recorded by the top camera (B4) at times t = 0 s, t = 90 s and
t = 180 s since the beginning of the image acquisition for two diﬀerent measurements at
constant air-side ammonia ﬂux (see Tab. 6.2). The ﬂux in measurement no. 5 ((a)-(c)) was
lower than in no. 7 ((d)-(f)).
The results of the BLI images will be discussed exemplarily for data recorded by the
top camera (B4) in the measurements no. 5 and 7 (see Tab. 6.2). Figure 8.5 shows
concentration images for times t = 0 s, t = 90 s and t = 180 s since the start of the
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Fig. 8.6: Temporal overview of the data extracted from the BLI images recorded by the
top camera (B4) in the measurements no. 5 and 7 (see Tab. 6.2). (a)-(b): Histograms
of the concentration data [I−] normalized to the total indicator concentration [I]tot. The
counts illustrated by the color are normalized to the total number of pixels. The pink curve
indicates the mean values of the distributions. Minimum values min([I−]) ((c)-(d)) and
maximum values max([I−]) ((e)-(f)) of the histograms. The temporal averages of max([I−])
are marked by red lines. (g)-(h): Streak coverage ξstr.
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image acquisition. The data is obtained from the gray scale images as described in
Sec. 7.1.1. It is evident that brighter streaks occur if the ammonia ﬂux is higher. The
background signal increases with time because of the increasing bulk ﬂuorescence.
The temporal change of the [I−] data is shown in Fig. 8.6 (a)-(d). Each column in
the color plots in (a) and (b) represents a histogram of [I−] data of a concentration
image. The diagrams reveal the increase of the modal value and the mean value of
the distributions with time as well as the positive skewness. The minimum and the
maximum values of the histograms are illustrated in (c)-(f). While the minimum
min([I−]) increases with time, the maximum max([I−]), which corresponds to the
brightest streaks in an image, scatter around a rather constant average value. Simi-
larly, the streak coverage ξstr, that is deﬁned in Sec. 7.1.2 and illustrated in (g) and
(h), shows no clear trend. Since these two parameters are a measure of the ammonia
uptake and show no distinct temporal trend, the ﬂux dependency of their temporal
averages 〈max([I−])〉t and 〈ξstr〉t will be examined in Sec. 8.2.1.
Figure 8.7 illustrates how the air-side ﬂux of ammonia and the water-side ﬂux of
the alkaline pyranine component are determined. For the air side, the concentration
data [NH3]a(t) recorded with the UV spectroscopy setup and the corrected input ﬂow
rates, yielding the input volume VNH3,input(t), are used to determine the water-side
volume VNH3,w,tot(t) = VNH3,input(t) − [NH3]a(t)Va/VM. The volume of the air space
and the molar volume are denoted by Va and VM, respectively. Neglecting the leakage
term, the mass balance in Eq. 3.19 can be then rewritten as
ja,NH3 =
V˙NH3,w,tot(t)/VM
Aws
, (8.2)
where Aws denotes the area of the water surface in the water segment. The amount
of ammonia that enters the water per time V˙NH3,w,tot(t) is determined as the slope of
the line ﬁtted to the data VNH3,w,tot(t) as a function of time (see Fig. 8.7 (a)-(b)).
For the water side, the temporal evolution of the concentration data [I−] from the
recorded BLI images is used. The average of each concentration image avg([I−]) is
assumed as the most representative measure. Due to the approximately constant
ammonia ﬂux, avg([I−]) increases linearly. Thus, the temporal change d avg([I
−]
dt
can
be determined as the slope of a linear ﬁt (see Fig. 8.7 (c)-(d)) and used to infer the
water-side ﬂux jw,I− by
jw,I− =
d avg([I−])
dt
zws,0, (8.3)
where for the length of the water column the mean water level zws,0 = 9.2 cm is
assumed. The average streak signal (avg([I−]str)) and the average background signal
(avg([I−]bg)), that are obtained from the segmentation described in Sec. 7.1.2, show
a similar temporal evolution (see Fig. 8.7 (c)-(d)).
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Fig. 8.7: Determination of the air-side and water-side ﬂuxes for measurement no. 5 and
7 (see Tab. 6.2). (a)-(b): Volume of input, air- and water-side ammonia, where V0 is an
oﬀset that accounts for the amount of ammonia that has already entered the water. The
change of VNH3,w,tot with time is determined with a linear ﬁt depicted as a dashed line.
(c)-(d): Average of all values in a concentration image (avg([I−])) as well as the averages
of the separated streak (avg([I−]str)) and background signals (avg([I−]bg)) as a function of
time. The temporal change of avg([I−]) is determined with a linear ﬁt, that is depicted by
a dashed line.
Flux dependency
Figure 8.8 gives an overview of the concentration images for the diﬀerent ammonia
ﬂuxes recorded by the top camera (B4) at the beginning of the image acquisition.
With increasing ﬂux, the dynamic range of the concentration data increases signi-
ﬁcantly. Higher concentrations occur in the streak regions and the streak coverage
increases as well. The contrast of the streaks in the image of measurement no. 8 is
lower because of a higher initial pH value (see. Tab. 6.2).
The ﬂux dependency of four relevant extracted parameters is summarized in Fig.
8.9. The steady-state concentration [NH3]a,ss in (a) shows an approximately linear
dependency. As the air-side ammonia concentration is directly measured during an
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 8.8: Overview of the concentration images for the measurements no. 1 to 9 with
diﬀerent constant ammonia ﬂuxes into the water (see. Tab. 6.2), recorded by the top camera
(B4) at the beginning of the image acquisition. The ﬂux increases from (a) to (i).
experiment, the applied linear ﬁt can be used as a calibration line for future ex-
periments at this wind-wave tunnel and with the used wind speed to set a certain
ﬂux.
The water-side ﬂux jw,I− of the alkaline pyranine component in Fig. 8.9 (b) determi-
ned from the BLI images increases with the air-side ammonia ﬂux as expected from
the considerations presented in Sec. 3.1. The data of measurement no. 8 correspond
to the outliers in the plot, which are marked by the plus symbols. This is presumably
related to the too high initial pH of this measurement. To obtain the proportionality
factor aNH3,I− in Eq. 3.6, linear ﬁts are applied to the data sets of the BLI cameras
B1, B2, B3 and B4, excluding measurement no. 8. The results with the respective
uncertainties obtained from the ﬁts are
aB1NH3,I− = 0.76± 0.04, (8.4a)
aB2NH3,I− = 0.74± 0.03, (8.4b)
aB3NH3,I− = 0.77± 0.04, (8.4c)
aB4NH3,I− = 0.68± 0.03. (8.4d)
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Fig. 8.9: (a) Steady-state ammonia concentration [NH3]a,ss, (b) water-side ﬂux of the
alkaline pyranine component jw,I− , (c) temporal average of the maximum concentration
values 〈max([I−])〉t and (d) temporal average of the streak coverage 〈ξstr〉t as a function
of the air-side ammonia ﬂux ja,NH3. The diagrams (b)-(d) show the results for the BLI
cameras B1, B2, B3, B4.
While the results for the bottom cameras (B1,B2,B3) are almost identical, the result
for the top camera (B4) exhibits a deviation from them, which could be related to
optical eﬀects due to the presence of waves. Overall, the data conﬁrm the linear
relationship formulated in Eq. 3.6. The found proportionality factors are at least
close to the theoretical estimation in Eq. 3.15. The deviation could be caused by the
fact that this estimate assumes a perfect steady-state ﬂux and completely ignores
the dynamics of the gas exchange process. The comparison with the results from the
short gas injections (see Fig. 8.4 (a)) shows that the values are in a similar range.
As mentioned in Sec. 8.2.1, the temporal average value of the highest concentrations
〈max([I−])〉t in the concentration images represent a measure of the brightest streaks
occurring during an experiment. Thus, their behavior as a function of the ammonia
ﬂux can be studied to examine the saturation of the indicator (see Sec. 3.3). It is
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expected that if the ﬂux is high enough, the maximum concentration values level
oﬀ. Figure 8.9 (c) conﬁrms this consideration. The parameter 〈max([I−])〉t increases
nearly linearly with the ﬂux up to measurement no. 8 and levels oﬀ at values around
0.85·10−4 M. The saturation occurs at a ﬂux of ja,NH3 ' 6.6·10−6 M which corresponds
to a steady-state concentration of [NH3]a,ss ' 0.6 · 10−6 M. This value is in the same
order of magnitude as the rough approximation in Eq. 6.3. For higher ammonia
ﬂuxes, it is expected that the indicator becomes more and more saturated such that
the supply of IH molecules from the water bulk is not suﬃcient to protonate dissolved
ammonia immediately at the water surface. As a consequence, the proportionality
between the concentrations of the pyranine components and dissolved ammonia will
not hold anymore. In accordance with these considerations, the temporal average of
the streak coverage 〈ξstr〉t shown in Fig. 8.9 (d) shows the tendency to saturate for
higher ﬂuxes.
Determination of water-side ammonia concentrations
The proportionality between the air-side ﬂux of ammonia and the water-side ﬂux of
the alkaline pyranine component I− is conﬁrmed by image data shown in the last
section. Using Eq. 3.16, this implies that a change of the water-side ammonia con-
centration [NH3]w,tot, averaged along the water column, can be determined from the
concentration images showing the local distribution of [I−]. Considering one of the
measurements with constant ammonia ﬂux (see Tab. 6.2), a certain concentration of
dissolved ammonia [NH3]w,tot is possibly already present from a previous measure-
ment.
During the adjustment of the ammonia ﬂux, the water-side ammonia concentrati-
on increases locally at the water surface. Also in the water bulk, the concentration
of dissolved ammonia and the alkaline pyranine component may change. The va-
lues of these bulk concentrations [NH3]w,tot,start and [I−]start at the beginning of the
image recording are considered as the initial concentrations in Eq. 3.16. The value
of [I−]start is measured with the transmission probe. Assuming the proportionality
factors in Eq. 8.4, the change ∆[NH3]w,tot relative to [NH3]w,tot,start can be obtained
for each pixel in the concentration images. Figure 8.10 shows two examples of the
resulting images for the top camera (B4). Because of the discrepancy between the
factors in Eq. 8.4, an error of 10 % is assumed. Despite the large uncertainty, the
developed method provides a ﬁrst approach to obtain quantitative information on
the local concentration changes of a gas in the water-side mass boundary layer with
a horizontal resolution.
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(a)
(b)
Fig. 8.10: Example images showing the change of the ammonia concentration averaged
along the water column ∆[NH3]w,tot, that is obtained from the images recorded by the top
BLI camera (B4) for two diﬀerent measurements at constant air-side ammonia ﬂux (see
Tab. 6.2). The ﬂux in measurement no. 5 (a) was lower than in no. 7 (b).
8.2.2 LIF
Temporal evolution
For the discussion of the LIF results, data of measurement no. 7 (see Tab. 6.2) are
presented exemplarily. Due to the high temporal variability of the data, distinct
features can not be presented adequately if a whole data set comprising 180 s of
recording is shown. Therefore, only short time intervals are chosen.
Figure 8.11 (a)-(b) shows the extracted ﬂuorescence and concentration proﬁles (cf.
Sec. 7.2.2) as a function of the time and the real world depth zdepth, where zdepth = 0
corresponds to the current height of the water surface. The highest concentrations
of I− occur close to the water surface. The proﬁles reveal a repetitive build-up of the
boundary layer followed by detachment events that are identiﬁed as surface renewal
events (cf. Sec. 2.2.4). These events can also be read oﬀ from the gradual increase
and the sudden drop of the determined boundary layer thickness z∗ in Fig. 8.11 (c).
8.2. Results of the experiments with constant gas ﬂux 119
0 1 2 3 4 5 6 7 8
time (s)
0
5
10
15
20
|d
[I-
]/d
z|
 (1
0-
4
M
/m
m
)
0 1 2 3 4 5 6 7 8
time (s)
0
0.5
1
1.5
2
z *
(m
m
)
(a)
(b)
(c)
(d)
I F,
P
 (g
no
rm
)
~z d
ep
th
 (m
m
)
z d
ep
th
 (m
m
)
[I-
]/[
I] t
ot
Fig. 8.11: (a)-(b): Color plots of the ﬂuorescence and the concentration proﬁles I˜F,P and
[I−] as a function of the time and the real world depth zdepth. The concentration proﬁles
are normalized by the total concentration [I]tot. The intensity and the concentration are
indicated by the color as shown in the color bar. (c) Boundary layer thickness z∗ over time.
The red line marks a detachment event. (d) Absolute value of the concentration gradient
|d[I−]dz | over time. The data are shown for a time interval of measurement no. 7 (see Tab.
6.2).
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Fig. 8.12: Fluorescence proﬁ-
les I˜F,P for every second fra-
me between the frames 684 and
690 of measurement no. 7. The
proﬁles illustrate a detachment
event, marked in Fig. 8.11 (c)
by the dashed line. Three de-
tachments are indicated, reve-
aling that their position can be
tracked as a function of time.
As the concentration of I− decreases with depth, the gradient d[I
−]
dz
is always negative.
Its absolute value is shown in Fig. 8.11 (d). The gradient reveals rapid ﬂuctuations
and shows no clear trend with time.
Figure 8.12 shows the ﬂuorescence proﬁle at a detachment event that is marked by
the dashed line in Fig. 8.11 (c). As the position of the detachment peaks in the single
images could already be determined (see Sec. 7.2.2), a tracking of them with time
seems feasible.
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Fig. 8.13: Water surface displacement η and inclination angle in wind direction δx in a
chosen time interval of measurement no. 7 (see Tab. 6.2). The black dashed lines mark
exemplary zeros of η
The displacement η and the inclination angle δx of the water surface in wind direction,
which are determined as decribed in Sec. 7.2.1, are shown Fig. 8.13. A few zeros of η
are marked by dashed lines. At the used wind speed the amplitude of the displacement
does not exceed 1 mm, while the inclination typically ranges from −10 ◦ to 10 ◦. The
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rapid oscillations between two zeros of η correspond to capillary waves. The the
inclination angle shows the tendency to reach extreme values when the displacement
crosses the zero line as it is expected, considering a sine wave. This type of setup
could be compared with an established measurement technique like the image slope
gauge (see e.g [Kiefhaber et al., 2014]). If the agreement is satisfying, the setup could
be used independently as a compact, auxiliary measurement technique to determine
the displacement and the inclination of the water surface at a speciﬁc spot.
Flux dependency
As the wind speed was the same for all conducted measurements, the level of tur-
bulence and hence the mean of the boundary layer thickness z∗ is expected to be
constant. In contrast, the concentration gradient is supposed to increase with the
air-side ammonia ﬂux. The average boundary layer thickness 〈z∗〉t and the average
gradient 〈d[I−]
dz
〉t are determined for the measurements performed at diﬀerent ammo-
nia ﬂuxes. As a comparison, z∗ and
d[I−]
dz
are also determined from the temporally
averaged concentration proﬁles 〈[I−]〉t (see Fig. 8.14 (b)). These are calculated from
averaged ﬂuorescence proﬁles 〈I˜F,P〉t (see Fig. 8.14 (a)) by using the same evaluation
steps as for the single images (see Sec. 7.2.2).
The obtained data of the boundary layer thickness is shown in Fig. 8.14 (c). The
values seem to increase with the ammonia ﬂux, which is not expected. The data that
are determined as temporal averages are signiﬁcantly higher than the data obtained
from the averaged proﬁles. Since the algorithm ﬁnds the position of the steepest
gradient in a proﬁle, the boundary layer thickness is determined wrongly if this
position is located at a detachment peak at larger depth.
The values of the gradient in Fig. 8.14 (d), determined as temporal averages, increase
with the ﬂux as expected. In contrast, the values obtained from the average proﬁles
show no clear dependency. Again, the values from the averaged proﬁles are lower
than the temporal averages.
Because of the inconsistency of the results of the boundary layer thickness and the
concentration gradient, the data should be considered as estimates only. Presumably,
the used approximation of the concentration gradient at the water surface by the
slope of the tangent at the steepest gradient of the proﬁle was not as good as expected.
For each air-side ammonia ﬂux, the depths at which the detachment peaks were
detected in the images are averaged, yielding the plot shown in Fig. 8.14 (e). Similarly,
the number of peaks found in each image is averaged over an image sequence, which
results in the diagram in Fig. 8.14 (f). Both parameters show the tendency to increase
with the ammonia ﬂux. This is expected, as a higher ﬂux increases the concentration
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Fig. 8.14: (a)-(b): Temporally averaged ﬂuorescence proﬁle 〈I˜F,P〉t and concentration pro-
ﬁle 〈[I−]〉t for three measurements at constant ammonia ﬂux. (c)-(d): Average boundary
layer thickness 〈z∗〉t and absolute value of the average concentration gradient |〈d[I
−]
dz 〉t| as a
function of the air-side ammonia ﬂux ja,NH3. The data in blue are determined as temporal
averages, while the data in red are obtained from the average concentration proﬁles. (e)-(f):
Temporally averaged depth position and number of the detachment peaks as a function of
the ﬂux ja,NH3.
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of ﬂuorescent I− molecules close to the water surface, which improves the visibility
of the detachments at larger depths.
8.2.3 Stereo imaging
(a)
(b)
Fig. 8.15: (a)-(b): Exemplary RGB images resulting from a matching of the images recor-
ded by the bottom BLI cameras, where B1, B2 and B3 are assigned to the red, blue and
green channel, respectively. The displayed intensity values of each channel correspond to
the normalized values gnorm. The magniﬁed structures, which are visible three times due
to the parallax between the cameras, are located at a diﬀerent vertical position than the
standard water level zws,0 = 9.2 cm.
To demonstrate for exemplary data that the images recorded by bottom BLI cameras
contain depth information, their images are combined to RGB images (see Fig. 8.15).
For this, the images of B1, B2 and B3 are assigned to the red, blue and green
channel and matched such that the parallax at the standard water level zws,0 = 9.2 cm
vanishes (cf. Sec. 5.5.1). As a consequence, streaks that are close to the position of
the resting water surface appear as gray structures. If structures are located at a
diﬀerent vertical position, they are visible three times in the colors of the three
channels with a relative displacement corresponding to the parallax. In the shown
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images, such structures are marked. The parallax is typically 2 px. Using the results
of the calibration measurement for the stereo pairs (B1,B2) and (B2,B3) (see Eq.
5.14), this corresponds to a vertical displacement of about 3 mm with respect to
the standard water level. If the wave ﬁeld is known, displacements caused by the
waves can be excluded. With the calibration measurement described in Sec. 5.5.1,
the spatial information that is contained in the BLI images can be used in a future
review to attempt a three-dimensional reconstruction of the ﬂuorescent structures.
Structures that are not located directly at the water surface could correspond to
the detachments that were also observed with the LIF setup. Therefore, the data
of the ﬂuorescence proﬁles can be used to estimate the necessary depth resoluti-
on. According to the averaged data in Fig. 8.14 (e), most detachments are visible
at depths between 1 mm and 1.6 mm. It is concluded that a depth resolution of
around 10 px/mm would be required for a stereo- or multi-view geometry to resolve
the dynamics of the detachments with the goal of performing a three-dimensional
reconstruction of them.
9. Conclusion and outlook
Using the ﬂuorescent pH indicator pyranine, a novel measurement method (Sec.
3.1) based on the boundary layer imaging (BLI) method was realized and veriﬁed
by conducting invasion experiments with the alkaline trace gas ammonia at the
Heidelberg linear wind-wave tunnel. A new chemical system was established by using
a high total indicator concentration of [I]tot ' 10−4 M and an initial pH value of ∼ 6.
Subsequent measurement series with short gas injections were performed using spec-
troscopy setups. The results (Sec. 8.1) demonstrate, that a linear regime between the
concentrations of the indicator components (IH, I−) and dissolved ammonia could
be accessed. The determined values of the proportionality factor aNH3,I− are in agree-
ment with the theoretical estimate aNH3,I− = 0.85 resulting from calculations (Sec.
3.3). A change of the pKa value of pyranine could be excluded as a possible cause
of the deviation found for one measurement series. Instead, it was concluded that
the condensation of water vapor at the inside of the tunnel walls could lead to a
distorted mass balance. It is considered that the eﬀect is favored by the geometry of
the used wind-wave tunnel, where the area of the walls is much larger than the area
of the water surface (Awalls/Aws ∼ 20). To clarify this issue, a similar measurement
in a wind-wave tunnel like the Aeolotron with a lower ratio of Awalls/Aws ∼ 5 could
be performed. The described eﬀect is expected to be smaller here.
Furthermore, measurements for diﬀerent constant ammonia ﬂuxes into the water were
performed, where a boundary layer imaging (BLI) and a laser-induced ﬂuorescence
(LIF) imaging setup were used in addition to the spectroscopy setups. With these,
horizontal images of the ﬂuorescent streaks and vertical ﬂuorescence proﬁles were
acquired with a high temporal and spatial resolution. By means of a simulation (Sec.
5.6), concentration values of the alkaline pyranine I− component were obtained.
From the recorded images of the BLI cameras (Sec. 8.2.1), concentration values [I−],
averaged along the water column, were inferred pixelwise and used to determine the
water-side ﬂux jw,I− . These values were found to be linear to the air-side ammonia
ﬂux ja,NH3, as expected. The proportionality factors aNH3,I− between ja,NH3 and jw,I−
determined for the diﬀerent BLI cameras were found to be in a range between 0.68
and 0.77. Thus, they are similar to the proportionality factors between the concen-
trations [NH3]w,tot and [I−] obtained from the experiments with short gas injections.
It was demonstrated that from the concentration images which show the horizontal
distribution of [I−] a change of the water-side ammonia concentration can be esti-
mated ∆[NH3]w,tot. Thus, the developed method provides a ﬁrst approach to obtain
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quantitative information on the local concentration changes of a dissolved gas with
a horizontal resolution during a gas exchange experiment.
From the measured ﬂuorescence proﬁles extracted from the LIF images (Sec. 8.2.2),
concentration depth proﬁles [I−](z) were determined to estimate the boundary layer
thickness and the concentration gradient at the water surface. Moreover, detachment
events characterized by a gradual increase and a rapid drop of the boundary layer
thickness were observed. By enhancing the evaluation algorithm, the recorded data
can be used to study typical time constants of these events which are expected to be
related to the surface renewal rate. Furthermore, the position and the orientation of
the detected ﬂuorescence proﬁle were used to infer the displacement and the slope
of the water surface at the observed spot.
With the bottom BLI cameras, stereo vision was realized and it was shown that depth
information can be extracted (Sec. 8.2.3). The recorded images can be reviewed to
study, if the visible turbulent structures can be assigned to diﬀerent water depths.
Moreover, it can be tested if the observation of detachments from the boundary layer
is feasible with the BLI cameras. With the results from the LIF images, the required
depth resolution was estimated to be 10 px/mm.
With the developed method, turbulent structures close to the water surface are
made visible locally by ﬂuorescence during a gas exchange experiment. At the same
time, the imaged ﬂuorescence intensity can be used to obtain information on the
concentration of the trace gas. The combination of these two aspects makes the
new method a powerful tool to investigate gas exchange processes. The results and
ﬁndings of this thesis can be used to employ the new method for future experiments
at diﬀerent wind speeds and in diﬀerent wind-wave tunnels. More importantly, the
ﬁrst steps that were taken in this thesis concerning the observation of detachments
from the boundary layer can serve as a starting point to perform measurements with
a large array of cameras. This would give the perspective for a three-dimensional
reconstruction of the turbulent structures to gain more insights in the local dynamics
of gas exchange.
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A. Appendix
A.1 Spectrophotometer
Iref(λ)
Imeas(λ)
photo detectors
reference sample
measurement sample
beam spli�er
mirrors
monochromator
lamp
I0(λ)
Fig. A.1: Schematic illustration of a two beam spectrophotometer as used in the scope
of this thesis for preliminary absorption measurements of the dyes and optical ﬁlters. Its
functional principle is explained in the text.
To measure absorbance spectra of pyranine and tartrazine as well as the transmission
of optical ﬁlters, a two beam spectrophotometer (UV-2700 by Shimadzu) was used.
With such an instrument, schematically shown in Fig. A.1, high-precision absorption
measurements can be performed. Its functional principle is explained in the following.
Light of the broadband light source (typically a halogen lamp) enters the mono-
chromator which allows only light I0(λ) of a certain wavelength to pass through.
The beam is then split into a reference and a measurement beam. The beams pass
the reference and the measurement sample in the measurement compartments, re-
spectively. The transmitted intensities Iref(λ) and Imeas(λ) are measured by photo
detectors. In this way the absorbance of the measurement sample is directly measured
with respect to the reference sample according to
A(λ) = − lg(Imeas(λ)/Iref(λ)), (A.1)
with the decadic logarithm lg. In this way, changes of the lamp spectrum are automa-
tically corrected for. To acquire the whole absorbance spectrum, the monochromator
performs a wavelength sweep within the set range.
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