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Abstract
Personalization has broad applications in many fields these days. Due to significant sub-
ject variations, it has become critical to incorporate subjects’ heterogeneous characteristics
in order to efficiently allocate personalized treatment or marketing strategies to tailor for
subject-specific needs. In this thesis, we develop several types of methods and theory to ac-
commodate heterogeneity modeling in various personalization applications for longitudinal
data.
In the first application, we propose a personalized drug dosage recommendation scheme.
Specifically, we model patients’ heterogeneity using subject-specific random effects, and pro-
pose an adaptive procedure to estimate new patients’ random effects and provide dosage
recommendations for new patients over time. An advantage of our approach is that we do
not impose any distribution assumption on estimating random effects. Moreover, the new
approach can accommodate general time-varying covariates corresponding to random ef-
fects. We show that the proposed method is more efficient compared to existing approaches,
especially when covariates are time-varying.
In the second part of the thesis, we develop an efficient cluster analysis approach to
subgroup longitudinal profiles using a penalized regression method. We utilize a pairwise-
grouping penalization on the parameters corresponding to the individual nonparametric
B-spline models, and thereby identify clusters based on different patterns of the predicted
longitudinal curves. One advantage of the proposed method is that we approximate the
longitudinal profiles and cluster trajectories into subgroups simultaneously. To implement
the proposed method, we develop an alternating direction method of multipliers (ADMM)
algorithm which has the desirable convergence property. In theory, we establish the con-
sistency properties asymptotically. In addition, we show that our method outperforms the
existing competitive approaches in our simulation studies and real data example.
ii
In the third part of the thesis, we are interested in marketing segmentation, where cus-
tomers are clustered into different subgroups due to their heterogeneous responses to the
same marketing strategy. Specifically, we propose a pairwise subgrouping approach to iden-
tify and categorize similar marketing effects into subgroups. We model customers’ purchase
decisions as binary responses under the generalized linear model framework and incorporate
their longitudinal correlation. We impose penalization on pairwise distances of individual
effects to formulate subgroups, where different subgroups are associated with different mar-
keting effects. In theory, we establish the consistency of subgroup identification in the sense
that the true underlying segmentation structure can be recovered successfully, in addition to
model estimation consistency. We apply the proposed approach to a real data application
using IRI marketing data on in-store display marketing effects, where the proposed method
performs favorably in terms of subgrouping identification and effects estimation.
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Personalized estimation and prediction tailor products or services to the interests or needs of
specific individuals or subgroups of subjects. For example, social media customizes news and
advertisements to accommodate readers’ specific preferences, E-commerce companies develop
recommender systems to suggest relevant products, physicians apply subject-specific thera-
peutic regimes to obtain ideal treatment effects, while retail business entities design different
promotion strategies appealing to individual customers. In general, there are two major goals
to achieve in personalized prediction, one to accommodate subjects’ heterogeneity according
to their own unique backgrounds, and the other to develop effective personalized prediction
systems tailored for individual needs.
In this thesis, we propose methods and theory of heterogeneity modeling in various appli-
cations to longitudinal data. For example, we design an adaptive drug dosage recommenda-
tion scheme in personalized medicine, which not only characterizes cross-patient variations,
but also develops a drug dosage recommendation system over time. In addition, we propose
a novel cluster analysis approach to subgroup longitudinal trajectories, where the function
curves differ among different subgroups. In the third application, we segment customers ac-
cording to different purchasing reactions to certain marketing strategies, and identify groups
of customers who are more likely to respond strongly for marketing promotion strategies.
1.1 Personalized Medicine
Personalized, or precision medicine is a cutting-age medical strategy which identifies opti-
mal treatments after taking patients’ individual information into account to ensure optimal
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treatment outcomes. Instead of assigning identical treatments to all patients, it should be
more effective to assign different treatments to different subgroups of patients or even for
every single patient. It is quite challenging to develop powerful statistical methods to accom-
modate cross-subject heterogeneities and variabilities. The mixed-effects model is capable
of representing each subjects’ treatment effect through random effects. Therefore, individ-
ualized treatment recommendations can be tailored for different individuals based on their
random-effects estimations on treatments.
In addition, it is essential to utilize time-varying information, such as patients’ vital
sign changes, to improve the treatment effect adaptively. This is especially important for
patients who take drugs for a long period of time and whose disease progression status
needs to be monitored constantly and continually. This type of data arises more often in
medical studies, where subjects are measured longitudinally. Consequently, we can take
advantage of longitudinal data structure and utilize dynamic information to design adaptive
and personalized treatments over time.
Specifically, in Chapter 2, we propose a two-step procedure to allocate drug dosage over
time under the framework of a log-linear mixed-effect model. We model patients’ heterogene-
ity using subject-specific random effects, and propose an adaptive procedure to estimate new
patients’ random effects and provide dosage recommendations for new patients over time. We
show that the proposed method is more efficient compared to existing approaches, especially
when covariates are time-varying.
1.2 Longitudinal Profiles Clustering
Cluster analysis is a useful technique to segment subjects into clusters of subgroups ac-
cording to between-subjects dissimilarities. However, conventional clustering methods are
usually designed for univariate or multivariate vectors. In our setting, there are repeated
measurements from the same subject which are typically correlated, and their time-ordering
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information cannot be ignored. It is common that measurements are collected at different
time points. Therefore, classical cluster analysis methods can not be extended directly for
longitudinal subgrouping.
In Chapter 3, we propose a nonparametric model for each individual, and cluster longitu-
dinal profiles using a penalized regression method. Specifically, we utilize a pairwise-grouping
penalization on the parameters associated with nonparametric B-spline models, and thereby
identify clusters based on different trajectory patterns of the predicted longitudinal curves.
We show that the proposed approach can effectively identify underlying subgrouping mem-
berships for longitudinal profiles, and provide asymptotic properties of the proposed method.
1.3 Marketing Segmentation
Personalized marketing has emerged as a critical marketing strategy due to the success of E-
commerce and the availability of rich marketing data. It is essential to understand and assess
customers’ shopping behaviors and preferences, so more effective individualized marketing
strategies can be implemented to accommodate consumers’ individual demands and better
serve business entities. Chapter 4 is motivated by consumer packaged goods purchasing data
collected by the SymphonyIRI Group for academic research purposes (Bronnenberg et al.,
2008). The SymphonyIRI Group recruited panelists to track their purchases on a weekly basis
over 11 years in two major markets: Eau Claire, Wisconsin, and Pittsfield, Massachusetts
(Kruger and Pagni, 2008). In this dataset, customers are exposed to multiple marketing
promotion strategies, such as in-store displays, price reductions and advertisements. It is
hypothesized that different customers might react differently to the same marketing strategy
due to their heterogeneous individual preferences.
In Chapter 4, we propose a pairwise subgrouping approach to subgroup similar mar-
keting effects for longitudinal binary outcomes. Specifically, we model customers’ purchase
decisions as binary responses under the generalized linear model framework which also takes
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longitudinal correlation into account. Subgroups of customers are formulated where differ-
ent subgroups are associated with different marketing effects. In theory, we establish the
consistency of subgroup identification in the sense that the true underlying segmentation
structure can be recovered successfully, in addition to model estimation consistency. A real
data application using IRI marketing data on in-store display marketing effects show that




Individualizing Drug Dosage with Lon-
gitudinal Data
2.1 Introduction
In recent years, personalized medicine has attracted extensive interest in medical studies as
it helps individual patients to achieve the best treatment outcomes. It is well known that
patients vary from each other in demographic and genetic characteristics, medical history, life
style, or even many unobserved attributes. Due to patients’ heterogeneity, it is common that
some patients show more positive treatment outcomes while others have adverse effects under
the same treatment. Therefore the traditional strategy of applying the same treatment to
all patients is no longer effective in optimizing the treatment effect for an individual patient.
Subgroup identification is one of the strategies to design an effective treatment for in-
dividuals. The main idea is to divide populations into subgroups based on their responses
to treatments, and to assign a preferred treatment to the patients who are more likely to
have positive outcomes. This approach includes works by Su et al. (2009), Cai et al. (2011),
Foster et al. (2011), and Lipkovich et al. (2011), who propose subgrouping methods to group
patients who share similar characteristics or have similar responses to certain treatments.
However, the purpose of personalized medicine is not only to identify subgroups; more im-
portantly, it proposes to tailor treatment for each individual. In this chapter, we focus on
personalizing drug dosage by treating each subject as a unique individual.
Determining proper dosage for each patient is very important, yet still challenging for
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clinicians. For example, type-II diabetes patients can control their blood glucose level within
a normal range through exercise, healthy diet and body weight control in addition to taking
anti-diabetic drugs such as Metformin. However, the ideal dosage for Metformin could vary
among patients, and even vary for the same patient over time. Note that the consequences
of Metformin overdose could lead to other severe problems such as lactic acidosis and hy-
poglycemia. On the other hand, too low a dose may not effectively prevent complications
of diabetes for patients. Another challenging issue is that the physical activity level, diet
conditions and BMI for the same patient could change over time. Therefore, monitoring drug
dosage is very crucial for patients who take the drug over long periods of time. The ideal
individualized drug dosage for longitudinal data can benefit patients significantly through
incorporating both cross-patient variations and changes in important conditions over time.
One of the important steps for developing safe and effective drug dosage is to conduct
comprehensive studies to formulate dosing guidelines by taking into account drug toxicity,
effectiveness and side-effects. In practice, therapeutic drug monitoring (TDM; Kang and
Lee, 2009) is frequently used to adjust and optimize the dosage individually by tracking
the drug concentration in the blood, which is particularly applicable for drugs with narrow
therapeutic ranges. Thus, given a target concentration range, individualization of drug
dosage can be achieved with multiple measurements of drug concentration in plasma. For
TDM, a proportionality approach is one of the most convenient methods which only requires
the previous dose-concentration measurements. However, TDM ignores all information prior
to the latest dosing. In addition, TDM does not utilize patient’s covariates’ information,
which might be useful to improve the precision of dosage.
To make better recommendations for drug dosage, model-based approaches are attractive
since they incorporate not only the information of dose-response relations but also patients’
characteristics. However, to incorporate heterogeneity of an individual, the mixed-effects
model is more powerful; fixed effects explain the population average effect for all subjects,
while random effects introduce the subject-specific effects to capture the dose-response rela-
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tionships for individuals, and also account for cross-subject variation.
Diaz et al. (2007) propose a random-intercept linear model to design an individualized
drug dosage, and Diaz et al. (2012) extend this model to a more general setting incor-
porating random effects for other clinical and demographic covariates. They propose an
algorithm from the decision theory perspective and apply an individualized dosage for the
drug clozapine. However, their model is applicable only for the time-invariant covariates,
which could be restrictive as some important covariates could be time-varying. In addition,
their random-effects model assumes a normal distribution for the random effects.
Although the normality assumption is quite standard for the linear mixed-effects model,
this assumption might not hold in practice. Zhang et al. (2008) state that deviations from
normality can adversely affect the estimation of random effects. If the true random-effect
differs greatly from the normal distribution, the predicted random effects may not be valid
and therefore are not effective in capturing the heterogeneity across subjects. This problem is
critical for individualized dose recommendation as more accurate random-effects estimations
lead to more precise individual dosage predictions. Wang et al. (2012) propose a conditional
quadratic inference function to estimate fixed and random effects without the normality
assumption. We extend their approach in modeling the dose-response relationship to obtain
more effective individual dosages, and the proposed approach does not require specifying the
likelihood function.
In this chapter, we build the association between dosage and response under the frame-
work of a log-linear mixed-effect model, and propose a two-step procedure which is applicable
to more feasible model settings. More specifically, in the first step, we extend the conditional
quadratic inference function to estimate both fixed-effect coefficients and individual ran-
dom effects on a training sample, and propose an adaptive procedure to recommend proper
dosages for new patients in the second step.
One of the advantages of the proposed method is that it imposes no parametric assump-
tion for the random effects. Instead we treat the random effects as the realizations of an
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unspecified stochastic process and estimate them for all subjects. Another advantage of
our approach is that it can accommodate time-varying covariates corresponding to random
effects, which is applicable for more general settings. We show in numerical studies that
the proposed method is more efficient than the Diaz et al. (2012) random-effect and the
TDM approaches, especially for cases when the covariates are time-varying. Furthermore,
we incorporate within-subject serial correlations in addition to the correlations introduced
by the subject-specific random effects. This allows us to apply the proposed model to more
general situations.
The rest of this chapter is organized as follows. Section 2.2 introduces the model for-
mulation. In Section 2.3, we propose the estimations for population parameters and new
patients’ random effects, along with the implementation of the two-step adaptive procedure.
Simulation studies and real data analysis are illustrated in Sections 2.4 and 2.5. We conclude
the chapter with some discussion in Section 2.6.
2.2 Model Framework
We formulate a log-linear mixed-effect model to quantify the relationship between the dose
and corresponding post-treatment response in the training sample as follows, where the
random effect is incorporated to characterize cross-subject variations:
log Yij = Xijβ + Zijbi + d logDij + εij (2.1)
for i = 1, · · · , N and j = 1, · · · , ni, where Yij is a continuous post-treatment response of
interest such as drug concentration in plasma, or blood glucose level; Dij is the corresponding
drug dosage administered to subject i at the jth time point tj; and d is the corresponding
fixed coefficient. In our model, Xij is the p-dimensional covariate row vector associated
with a fixed-effects parameter vector β; and Zij is the q-dimensional covariate row vector
corresponding to a random-effect vector bi for the subject i. We assume bi to have mean
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0 to avoid the identifiability issue. However, the random-effects vector bi does not require
us to follow any specific distribution in our setting. The largest cluster size is denoted as
n0 = max(n1, · · · , nN). We assume that the random errors εi = (εi1, · · · , εini)T for all
subjects share the same distribution N(0, σ2R), but with different dimensions, where R is
a (n0×n0)-dimensional correlation matrix. For example, the subject i has εi ∼ N(0, σ2Ri),
where Ri is an ni × ni subset matrix of R.
This log-linear model framework has been widely applied to model pharmacokinetic dose
and response. For example, see the log-linear model in Rostami-Hodjegan et al. (2004),
and the log-linear mixed effects model in Gough et al. (1995), and Diaz et al. (2007, 2012).
In addition, logarithmic transformations are also recommended by the US FDA and the
European regulatory agencies for statistical analysis (FDA, 2001; CPMP, 1998). The above
log-linear mixed-effect model can be interpreted as follows. All subjects share the same
population effect for some of the predictors, but also present their unique subject-specific
effects. For example, in a simple random-intercept model when Zij = 1, the random effect bi
measures the difference between the average logarithm response of subject i and the average
logarithm response of patients in the population.
Here we do not impose any additional distribution assumption for bi in our log-linear
model. This is more sensible since the true distribution of the random effects is usually
unknown in practice. In clinical trials, it is possible that some patients respond positively
while some patients have an adverse reaction given the same treatment. So the normality
assumption of random effects might not be valid, and a bimodal distribution is probably
more appropriate in this context.
Moreover, in our framework, we allow both Xij and Zij to be time-varying. This is
more flexible to incorporate general types of covariates, and can help to improve prediction
accuracy for individual dosages. To determine whether a covariate should be included in
the random effects, several general guidelines are discussed in Chapter 3.12 of Verbeke and
Molenberghs (2012). For example, we can test whether the random effect is significant or
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not using the likelihood ratio test (see Chapter 3.9 in Verbeke and Molenberghs, 2012).
Furthermore, the selection of random effects should also incorporate scientific problems and
practical research interests.
2.3 Proposed Two-step Procedure
In the training sample, we formulate model (2.1) to capture the relationship between admin-
istered drug dosage and its post-treatment response. For a new patient s at the nth time
point, we assume the same log-linear mixed-effect model as in model (2.1), and it can be
rewritten as
logDsn =
log Ysn − (Xsnβ + Zsnbs + εsn)
d
. (2.2)
Equation (2.2) effectively recommends drug dosages through replacing Ysn by a targeted
response, given proper estimators of population fixed-effect parameters β and d, individual
random-effect parameter bs, and error term εsn. Clearly, in order to better predict εsn, it
relies on efficient estimations of σ2 and the correlation matrix R as εs = (εsn, · · · , εsn)T ∼
N(0, σ2Rs), where Rs is an (n× n)-dimensional subset matrix of R. This is especially true
when there exist strong serial correlations within subjects.
2.3.1 Estimation of Population Parameters on Training Sample
Wang et al. (2012) propose conditional inference functions iteratively to estimate both fixed
and random effects under the generalized linear mixed-effect model. The advantage of their
method is that it does not require specification of the random-effects distribution. However,
their method takes serial correlation into account only for the fixed-effects parameter esti-
mations. Cho et al. (2017) indicate that incorporating serial correlation is also crucial for
random-effects estimation, especially if the random-effects prediction is the main focus. To
allocate accurate dosage for each individual, it is important to obtain accurate estimations
for both fixed and random effects.
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We define the conditional mean of response for subject i given random effect bi as µij =
X̃ijβ̃+Zijbi, where X̃ij = (Xij, logDij), and β̃ = (β
T , d)T are fixed-effect coefficients. Since
we do not impose any distribution assumption for the random effect b = (bT1 , · · · ,bTN)T , the
likelihood function of log Yij does not have an explicit form. However, we can still obtain





i (log Yi − µi) = 0, (2.3)
µ̇i,biV
−1
i (log Yi − µi) = 0, i = 1, · · · , N, (2.4)
where µi = (µi1, · · · , µini)T , µ̇i,β̃ = ∂∂β̃µi, µ̇i,bi =
∂
∂bi
µi, Vi = var(log Yi|bi) and log Yi =






i , where Ai = diag(var(log Yij|bi)) (j = 1, · · · , ni). In practice, the true
correlation matrix R is unknown, but can be approximated by R−1 ≈
m∑
j=1
ajMj (Qu et al.,
2000), where Mj’s are known basis matrices and aj’s are unknown constants.





















i (log Yi − µi)
 ,




T , · · · , (gCN)T , λ1bT , λ2(PJb)T
}T
, (2.5)





i (log Yi − µi), C is the correlation matrix estimator and PJ
is a known projection matrix. The reason we include (λ1b
T , λ2(PJb)
T ) in (2.5) is to control
the variance and ensure the identifiability of the random-effects estimation, and therefore the
iterative algorithm converges. Cho et al. (2017) show that the choice of λ2 is not sensitive
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for parameter estimation and can be fixed as λ2 = log(N), while λ1 can be selected through
cross-validation. Here, we fix λ1 = log(n0) and λ2 = log(N) for simplification, which works
well in simulation studies.



























. As shown in Wang et al. (2012), the fixed-effect estimation
is consistent as N →∞ under regularity conditions.
We obtain residuals ε̂ij = log Yij − (Xijβ̂ + Zijb̂i + d̂ logDij) (i = 1, · · · , N and j =
1, · · · , ni) for the correlation matrix R estimation in the training sample. However, an
empirical correlation matrix will not work here as the number of repeated measurements
n from a new patient could exceed the maximum cluster size n0 in the training sample.
Therefore, we propose to expand the correlation matrix with a higher dimension using the
idea of a working correlation matrix. Specifically, we can assume R to be either exchangeable
or AR(1) with an unknown parameter ρ. We denote the working correlation matrix as R(ρ),
and the corresponding estimator as R(ρ̂), where ρ can be estimated depending on the choice































Although misspecification of the working correlation structure could lead to efficiency
loss, both theory and numerical studies indicate that we are still able to improve personal-
ized dosage allocation through utilizing the working correlation structure, compared to the
methods assuming independent structure, if there exist strong serial correlations within sub-
jects. We can apply the AIC or the quasi-likelihood information criterion (QIC) (Pan, 2001)
to select the correlation structure which best captures the empirical correlation information.
2.3.2 Estimation of Individual Random Effect for New Patients
To assign accurate individualized dosage in model (2.2), it is crucial to estimate random
effects efficiently to capture the individual variation from the population. We decompose







is q1-dimensional time-invariant covariate and Z
c
sl is q2-dimensional time-varying covariate.
Thus Zusl = Z
u












, and the correspond-
ing covariate vector as Z̃sl = (1,Z
c




s can be treated as the new random
intercept. This decomposition allows one to address the possible identifiability issue among
time-invariant covariates.
For a new patient s after receiving the nth dosage of a drug, the mean model with plugin
estimators is defined as
µ̂(b̃s) = Xsβ̂ + Z̃sb̃s + d̂ log Ds,
where Ds = (Ds1, · · · , Dsn)T , and covariates corresponding to fixed effects and random
effects are Xs = (X
T
s1, · · · ,XTsn)T and Z̃s = (Z̃Ts1, · · · , Z̃Tsn)T . To estimate b̃s, we minimize
the following objective function:
Qn(b̃s) =
(




log Ys − µ̂(b̃s)
)
+ λb̃Ts b̃s, (2.6)
where Ys = (Ys1, · · · , Ysn)T and Rs(ρ̂) is the estimated working correlation matrix for Rs
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from training samples. The first term ofQn(b̃s) ensures that the prediction error is minimized
taking into account within-subject serial correlation, while the second term λb̃Ts b̃s is the
penalty term shrinking the random-effects estimator towards its mean 0.
Note that the objective function in (2.6) is a quadratic form in b̃s, and therefore the













log Ys −Xsβ̂ − d̂ log Ds
)
. (2.7)
However, the objective function (2.6) is only valid when n ≥ 1 with at least one available
observation. Thus we set the initial estimation of the random effect as b̂s,0 = 0 before
applying the first drug dosage. As n increases, the dimensions of covariates Xs, Z̃s and dose-
response pairs (Ds,Ys) also increase. Thus we adaptively update random effect estimation
using accumulated information over time.
The proposed method for new patients’ random effects estimation can be applied to more
general cases compared with the decision theory method (DT) (Diaz et al., 2007). The DT















where Cn → 1 as n→∞. The proposed method and the DT method are comparable if all
covariates are time invariant, i.e., Zsl = Zs1 for all l = 1, · · · , n. This can be seen as follows.
Let ε̂sl = log Ysl − Xslβ̂ − b̂s,n − d̂ logDsl, l = 1, · · · , n, where b̂s,n is the prediction of b̃s















ε̂sl → 0, the random-effects estimation b̃s does not differ much between the
two methods when the covariates are time invariant.
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Let b̃0s be the true realization of the random effect for a new subject s, and b̂s,n be its
corresponding estimator after the nth drug administration. In the following theorem, we
show that the proposed random-effect estimator is consistent under the following regularity
conditions.
(C1): For subject s, we assume εs ∼ N(0, σ2Rs) and the working correlation matrix of





s (ρ)Z̃s = S, where S is a constant and





s Z̃s = S if Rs(ρ) is correctly specified
for Rs.







s (ρ)Z̃s = 0. When Rs(ρ) is correctly





s Z̃s = 0.
The first condition impose constraints on the behavior of the data as the number of re-
peated measurement for a new subject gets larger. For example, (C1) requires that the size
of each element of Z̃s will not increase too fast or become zero in the limit specifically if
R−1s (ρ) is the identity matrix. These conditions are quite similar to the standard conditions
of establishing consistency of ordinary least square and generalized least square estimators as
discussed in Fomby et al. (2012), Chapter 2. The following theorem indicates that the pro-
posed random-effect estimator converges to the true realization as more information becomes
available from the new subject.
Theorem 1. If the above regularity conditions are satisfied and given β̂
P−→ β, d̂ P−→ d as
N →∞, b̂s,n is a consistent estimator of b̃0s as n→∞.
The consistency property of the random effect estimation for new subjects follows if the
population parameters estimations are consistent, i.e., β̂
P−→ β, d̂ P−→ d as N → ∞, which
are valid as indicated in Theorem 1 of Wang et al. (2012). The consistency of the random
effects estimation is guaranteed even if the working correlation structure is misspecified, as
long as Conditions (C1) and (C2) are satisfied. In the following, we show in our numerical
studies that it also leads to more accurate drug dosage recommendations over time.
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2.3.3 Implementation
In this subsection, we provide a detailed two-step implementation procedure to recommend
drug dosages for new patients. In the following, we assume the covariates for the new patient
are Xsl and Z̃sl corresponding to the fixed and random effects at time tl (l = 1, · · · , n),
and the target response is T. As we assume error εs ∼ N(0, σ2Rs), it is reasonable to
estimate εsn taking the correlation into consideration. Therefore, we estimate εsn using its
minimum mean square error (MMSE) estimator ε̂sn = E(εsn|ε̂s1, · · · , ε̂s,n−1), where ε̂sl =
log Ysl − Xslβ̂ − Z̃slb̂s,n − d̂ logDsl, l = 1, · · · , n − 1. It is straightforward to compute ε̂sn
as the conditional expectation with plug-in residuals because of the multivariate normal
distribution assumption of εs.
Algorithm 1 Two-step procedure implementation
Step1: Obtain estimations of population parameters β̂, d̂ and R(ρ̂) from the training
sample.
Step2: For a new patient s, update estimation for b̃s at each time adaptively as follows.






. Apply drug dosage Ds1 to this new patient, and record the
post-drug response Ys1.
(2) At time tn(n ≥ 2), update the estimation b̂s,n−1 from (2.7) based on previous
covariates Xsl and Z̃sl, and (Dsl, Ysl) pairs, (l = 1, · · · , n− 1). The recommended dosage






Note that selecting a tuning parameter λ in (2.6) is essential to get more accurate esti-
mation of b̃s in the second step. This is because regularization controls the variance of the
random-effects estimation. For a given λ, we denote b̂λi as the estimation of b̃i, and ε̂
λ
i as the
residual vector for the subject i in the training sample. Since the cluster size of each subject
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where dfi is the degree of freedom for subject i. Following the idea of ridge regression, we
define dfi = tr(S
λ












i (ρ̂). The optimal λ is
chosen by minimizing AICλ in (2.8).
2.4 Simulation Study
In this section, we conduct simulation studies to evaluate the performance of the proposed
two-step adaptive procedure (TSA), and compare it with the decision theory based (DT)
and therapeutic drug monitoring (TDM) methods under various model settings. We use the
following log-linear mixed-effect model:
log Yij = Xijβ + Zijbi + d logDij + εij, i = 1, · · · , N, and j = 1, · · · , ni,
where the time-varying fixed-effects covariates Xij are generated from U(0.75, 2.25), the
fixed-effect parameters β = 0 and d = 1.2, and Dij is sampled from 3 different dosage
levels (100, 300, 600). We focus to investigate both settings with time-varying covariate
Zij ∼ U(0.75, 2.25) and time-invariant covariates Zij (Zi1 = · · · = Zini), where Zi1 ∼
U(0.75, 2.25). We assume error εi follows N(0, 0.5R), where R is either an independent,
exchangeable or AR(1) correlation matrix with the correlation coefficient ρ = 0.8. For the
random effect bi generation, half of the subjects are from U(−1.5,−0.5) and another half are
from U(0.5, 1.5). This setting allows some subjects to have positive response while others
have negative response associated with Zij. We also conduct simulation studies where the
random effects are from a normal distribution. However, the results are quite similar to this
setting, and therefore are omitted here.
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In the training sample, the sample size N is either 100 or 500, and the number of repeated
measurements is 10. We allow 20% of subjects to have monotone missing with 8 repeated
measurements, while 80% of the subjects are fully observed. For each setting, we generate
new patients with the sample size N2 = 3, 000, for whom we intend to make individualized
recommendations for drug dosages. In the simulation studies, we set the lowest effective
and non-toxic level of response to be L1 = 350 and L2 = 1, 000 respectively, and the target
concentration T =
√
L1L2. In practice, it is possible that the drug dosage could be an ordinal
variable, e.g. the number of pills. To mimic a real data situation, we round the recommended
dosages obtained from the proposed two-step procedure to the nearest available discrete
values, which are multiples of 25, between 0 and 1000.
As shown in our theory, more adaptive steps lead to more accurate random effects esti-
mation. To verity this, we conduct simulation studies to compare the first 8 recommendation
performances. The results at time points t1, t3, t5 and t7 are presented. We run 100 simula-
tions and evaluate the following three criteria on new patients.
Prediction error (PE) is used to measure the accuracy of random effect estimation. Let
αrij = Zijbi be the random component of subject i, and α̂rij be the corresponding estimation
at time tj (j = 1, · · · , 8) for the rth simulation run. We calculate the averaged prediction






i=1(α̂rij − αrij)2 at time tj, where a smaller value indicates a
more accurate estimation of random effect.
We also calculate distance (DIS) between the targeted and actual responses after dosage
recommendation to compare each method on post-treatment response. Let log Yrij be the
logarithm response of subject i after the jth (j = 1, · · · , 8) dosage recommendation from the






i=1(log Yrij − log T)2,
where a smaller value shows evidence that the recommended dosage leads to a closer response
to the target.
In addition, to evaluate the performance of the recommended drug dosages, we compare
the proportion (PROP) of subjects with post-treatment responses falling into the desired
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i=1 I(L1≤Yrij≤L2) at time
tj. This criterion is more relevant when our target is a range, such as a desired normal range
of blood glucose level for diabetes patients.
Table 2.1 and Table 2.2 provide comparisons between the proposed method and the
DT method based on the criteria of PE and DIS. We denote the proposed method as
TSAEX , TSAAR and TSAIND corresponding to the working correlation matrix as exchange-
able, AR(1) or independent. Note that when the covariates are time invariant, the proposed
method and DT methods are comparable in terms of PE and DIS. However, the TSA method
with correctly specified correlation structure shows smaller prediction errors on random ef-
fect estimations, which is especially true when the true correlation structure is exchangeable.
In addition, even though the post-treatment results in terms of DIS from the TSA and DT
methods are similar in most cases, the performances are better using TSAAR when the true
correlation is AR(1). Specifically, the DIS at time t7 for TSAAR is 0.312, while the DIS for
the DT method is 0.433 from Table 2.1. This is because the proposed method predicts errors
through MMSE estimation which takes advantage of the correlation structure in R.
Note that the decision theory based method imposes a strong condition requiring the
time-invariant covariate Zij; however, the proposed approach does not have such a restriction.
When Zij is time-varying, the proposed method with correctly specified working correlation
matrix outperforms the other approaches with the smallest prediction errors of random
effect estimation, and the smallest distance between post-treatment response and target. If
a subject has more longitudinal measurements following treatments, we have more adaptive
steps to recommend dosages, and the advantage becomes more obvious. Even under the
misspecified correlation structure, the TSA method still outperforms the other approaches.
In the proposed two-step procedure, we incorporate cross-subject variations through ran-
dom effects in addition to within-subject serial correlation through a working correlation
matrix. Table 2.1 shows that at time t7, the DT results have 3 times larger PE, and 1.26
times larger DIS compared to those obtained from TSAIND when the true correlation matrix
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is independent and covariates are time-varying. In addition, the DT produces 3.5 times larger
PE and 1.6 times larger DIS than those of TSAEX when the true correlation is exchange-
able with ρ = 0.8. In general, correctly specifying the correlation structure is important
to achieve high efficiency of random effect estimations, and leads to more accurate dosage
recommendation.
It is not surprising that as the training sample size increases, the efficiency of random
effect estimations also improves. This is because improving estimation in the second step
relies on more accurate model building involving more subjects in the first step, which leads
to better dosage recommendations from the proposed method and also the DT approach
using more adaptive steps. However, the TDM does not show much improvement over time,
as it only utilizes the most recent dosage information.
To visualize the proportion of new subjects falling into the desired range (L1, L2), Figure
2.1 provides comparison among these three methods when N = 500 and Zij is time-varying.
Figure 2.1 shows that there are more patients in the desired range produced by the proposed
method, even when the serial correlation structure is misspecified. In general, the TSA and
DT approaches guarantee more patients in the desired range over time, while the TDM
does not show any improvement, except that when the true correlation matrix is AR(1), the
PROP decreases over time for the DT and the TSA methods with misspecified correlation
structure. This again shows that it is critical to estimate error term εij by incorporating the
correlation information.
2.5 An Application to a Clozapine Study
In this section, we analyze the data from a clozapine study, and compare the proposed
method with DT and TDM methods. Clozapine is one of the most effective antipsychotic
drugs for treating schizophrenia. The relationship between clozapine dosage and plasma
concentration has been investigated by Rostami-Hodjegan et al. (2004), Diaz et al. (2012)
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and many others. These researchers also indicate the importance of prescribing proper
dosages for different individuals since factors such as interaction with other drugs, smoking
status, sex, age, and metabolic activity have been shown to have significant influences on
plasma clozapine concentrations.
The clozapine study is a double-blind clinical trial of 255 patients who have up to 15
repeated measurements on drug dosages, steady-state plasma clozapine and norclozapine
concentrations. Other binary demographic and clinical characteristics are also available,
including gender, smoking status, and whether patients are taking some other drugs. Patients
were administered a dosage level of 100, 300 or 600mg/day in the study. This data is
described in more detail in Diaz et al. (2012).
We first build a log-linear mixed-effect model
log Yij = Xijβ + Zijbi + d logDij + εij, i = 1, · · · , 255, and j = 1, · · · , ni (2.9)
to quantify the relationship between plasma clozapine concentration and other possible fac-
tors. The model parameters are estimated using R package ‘nlme’. In order to compare
the performance of the proposed two-step procedure with other competitive methods, we
simulate another 3,200 new patients based on a model we build from existing patients. The
purpose of this data analysis is to compare different methods on recommending dosages,
therefore we assume that the model built from existing patients is the true model. In the fol-
lowing subsections, we evaluate three criteria described in Section 2.4 for all new patients. To
be consistent with Diaz et al. (2012), we choose our target response of plasma concentration
as T =
√
L1L2, where L1 = 350µg\L and L2 = 600µg\L.
2.5.1 Example 1 with Time-invariant Covariates
In this subsection, we investigate the performance of these three methods when the covari-
ates are time-invariant. For model (2.9), we let Xij = (1, X1ij, X2ij, X3ij, X4ij), where
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X1ij, X2ij, X3ij are indicators of whether or not patient i takes other drugs (Fluvoxam-
ine, Paroxetine or Fluoxetine); X4ij is the smoking status, and Zij = (1, Z1ij, Z2ij) with
Z1ij = X4ij and Z2ij = X3ij. We also assume there are serial correlations within subjects.
In order to determine the structure of R, we compare the likelihood-based model selection
criterion AIC values under three different correlation structures: AR(1), exchangeable or
independent. The AIC favors the AR(1) correlation structure with a value of 385.68, which
is slightly better compared to the exchangeable (AIC = 393.14) or independent (AIC =
391.14) structures. The estimated correlation coefficient corresponding to the AR(1) struc-
ture is 0.350. Therefore we generate new patients with binary covariates assuming that the
true model in (2.9) has an AR(1) correlation matrix with ρ = 0.350. The random effects for
new patients are generated using a normal distribution with the variance estimation from
the training sample. The normality assumption should favor the DT method, as it performs
the best under such an assumption.
In Table 2.3, we compare results from the DT, TDM, TSAEX , TSAAR and TSAIND
methods, and results at time t1, t4, t7 and t10 are presented. Table 3 indicates that the DT
and TSA methods show quite similar results, which is also consistent with our simulation
studies. In addition, TSAAR performs slightly better in terms of DIS and PROP. However,
the TDM method does not show any improvement over time.
2.5.2 Example 2 with Time-varying Covariates
In this subsection, we also investigate the performance of these three methods when the
covariates are time-varying. Norclozapine is a major active metabolite of clozapine. In the
formation of norclozapine, the hepatic CYP1A2 enzyme plays a major role. In practice, an
individual’s CYP1A2 activity can be evaluated by a metabolic ratio (MR) of norclozapine and
clozapine. The functioning of the CYP1A2 enzyme could be influenced by smoking status,
other drug intake, dietary factors and other chemical substances (Boyd, 2008; Faber et al.,
2005). In addition, Rostami-Hodjegan et al. (2004) show that MR is an important predictor
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for plasma clozapine concentration when fitting a regression model. Therefore the activity
of CYP1A2 or MR values could be influential factors for plasma clozapine concentrations.
For the clozapine data, the MR value is the only available time-varying covariate. Even
though the MR value is typically unknown before a patient takes the drug, we can still esti-
mate an individual’s metabolic capacity for clozapine by measuring CYP1A2 phenotyping.
For the mixed-effects model in (2.9), we let Zij = (1, Z3ij), where Z3ij is the MR value for the
subject i after taking the jth dose, Xij = (1, X1ij, X2ij, X3ij, X4ij, X5ij) with X1ij, . . . , X4ij
following the same definitions as in Example 1, and X5ij = Z3ij. We still use the AR(1) as a
working correlation matrix since it produces the smallest AIC value (AIC = 305.60). Indeed,
this model with a time-varying covariate explains more variation of plasma concentration
compared to the model in Example 1, where only time-invariant binary covariates are used.
As shown in Table 2.4, all of our parameters estimations for fixed effects are significant at
level 0.01. In addition, the common fixed-effects parameter estimations are similar to the
results obtained in Diaz et al. (2012), but with smaller standard errors. In addition, the
variance estimations corresponding to the random intercept and slope for MR are 0.289 and
0.266 respectively, and the correlation coefficient estimator of the AR(1) structure is 0.259.
In this real data analysis, the new patients’ MR values are simulated from the distribution of
MR values of existing patients in the training sample. Due to its high skewness, the Gamma
distribution of shape = 4.86 and rate = 10.48 is used here based on the Kolmogorov-Smirnov
goodness-of-fit test.
Table 2.5 presents comparisons of three methods on three criteria performances for 3,200
new patients up to time t10. The proposed method outperforms the DT with smaller predic-
tion errors of random effect estimations and better post-treatment results. Specifically, the
TSAAR performs the best after the first several dosage recommendations. If we compare Ex-
ample 1 and Example 2, note that the proposed method has significant advantages over the
DT in reducing PE. In addition, the proposed method also provides better post-treatment
outcomes over time, particularly when the covariates are time-varying.
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2.6 Discussion
In this chapter, we propose a two-step adaptive procedure to provide personalized drug
dosage recommendations. The key idea is to utilize subject-specific random effects from
longitudinal responses characterizing unique personal information which can contribute to
post-treatment outcomes. One flexibility of the proposed procedure is that we can deal with
both time-invariant covariates and time-varying covariates over time. This advantage allows
us to incorporate more general covariate information of subjects and improve the estimation
efficiency of random-effects. Therefore the proposed method captures the response-dosage
relationship more accurately, and leads to more precise drug dosage recommendation.
The new approach is more robust as we impose no constraint on the distribution assump-
tion for random effects. It is quite common to have non-normal distribution for modeling
cross-subject variation in practice, especially when patients react very differently to the same
treatment, and the corresponding random-effects distribution is non-unimodal. In addition,
the ability to incorporate within-subject serial correlation also allows us to improve the es-
timation efficiency for both fixed-effects and random-effects parameters. In theory, we show
that the proposed random-effects estimator is consistent under regularity conditions. Our
numerical studies also confirm that the proposed two-step adaptive procedure leads to better
post-treatment responses.
In our approach, we assume that the correlation information within subjects can be
extended for correlations of measurements collected at later times. Here we assume some
common working correlation matrices, which only require a correlation coefficient ρ. We also
show that the proposed method can provide more efficient estimators of random effects and
drug dosage recommendations compared to existing methods in both simulation studies and
real data analysis. However, if prescribing drugs for new patients with fewer steps than n0
is of our main interest, the empirical correlation matrix estimation might be preferred, since
a misspecification of working correlation structure could cause efficiency loss as illustrated
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in our simulation studies.
We can further improve our method through improving the initial estimation of subject-
specific random effects. In the current two-step procedure, we use an initial estimation
of individual effect b̂s,0 = 0 without utilizing any information from a new patient.Both
simulation studies and the real data analysis indicate that using non-informative initial
estimation produces large prediction error for random-effects estimation and large distances
between post-drug responses and the target responses. Specifically, as indicated in Table 2.1,
when covariates are time-invariant, the prediction error at time t3 improves by more than 6
times compared to the initial step, while the rate of improvement becomes moderate after we
utilize more information over time. However, we can improve initial random effect estimation
if there is more available information from new patients. For example, it is reasonable to
replace bs by the subgroup average if subgroup identification is known, which would help us
to achieve more accurate drug dosage recommendation at the initial step.
Furthermore, it would be interesting if we can further extend our approach beyond the log
linear mixed-effects model. For example, if we are interested in non-continuous responses
such as ranking severity of disease, the proportional odds model might be more suitable.
Therefore developing personalized drug dosage for non-continuous responses under more
general frameworks is worth further research.
2.7 Proof of Theoretical Results
In order to prove the random effects estimation consistency of the proposed approach in
Theorem 1, we first provide the following Lemma 1 for working correlation matrix estimation.
Lemma 1. For fixed n, Rs(ρ̂) converges to Rs(ρ) in probability as N →∞.
We assume that εi’s for all subjects share the same distribution N(0, σ
2R), where
E(εij) = 0, E(ε
2
ij) = σ
2, E(εijεik) = σ
2ρjk, j 6= k, and ρjk is the jk-th entry of R. Let ε̃ij
denote an estimator of εij satisfying E(ε̃ij) = 0, E(ε̃
2
ij) = σ
2, and E(ε̃ij ε̃ik) = σ
2ρjk, j 6= k,
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P−→ σ2 as N →∞.
In addition, we assume that the working correlation matrix R(ρ) is a function of a scalar ρ,
and the estimation of R(ρ) depends on the choice of the working structures. In particular,










P−→ σ2ρ as N →∞, then moment estimation ρ̂ P−→ ρ as N →∞ based
on the Slutsky’s Theorem. If we assume an AR(1) working structure, then ρj,k = ρ
|k−j|










ε̃ij ε̃i,j+1 and ρ̂
P−→ ρ as N →∞. As a result of the continuous mapping
theorem, R(ρ̂) converges to R(ρ) in probability as N → ∞. For a new subject s with n
repeated measurements, εs ∼ N(0, σ2Rs), where Rs is a (n×n) subset of R. Consequently,
Rs(ρ̂) converges to Rs(ρ) for a given n. This completes the proof of Lemma 1. Next, we
show the detailed proof of Theorem 1.
We obtain an explicit form of random-effects estimation for the subject s after nth admin-
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P−→ θ as N → ∞ shown by Wang et al. (2012) and Rs(ρ̂)
P−→ Rs(ρ) as N → ∞
from Lemma 1, we have















































































s (ρ)εs → 0. Then it is obvious that (I) → 0 and (II) → 0 as n goes to infinity
following from condition (C1). 
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2.8 Tables and Figure
Table 2.1: Prediction Error(PE) and Distance(DIS) at time t1, t3, t5 and t7, when true R is
independent, exchangeable or AR(1) with ρ = 0.8.
N = 100 t1 t3 t5 t7
Z R Methods PE DIS PE DIS PE DIS PE DIS
Time-varying EX TSAEX 2.638 3.147 0.386 0.312 0.246 0.275 0.181 0.261
TSAAR 2.638 3.146 0.397 0.331 0.283 0.312 0.231 0.307
TSAIND 2.638 3.144 0.515 0.318 0.453 0.287 0.438 0.278
DT 2.638 3.144 0.705 0.481 0.658 0.432 0.642 0.415
TDM - 3.144 - 0.692 - 0.686 - 0.687
AR TSAEX 2.638 3.148 0.420 0.374 0.292 0.405 0.227 0.438
TSAAR 2.638 3.144 0.376 0.351 0.233 0.329 0.168 0.319
TSAIND 2.638 3.145 0.504 0.377 0.413 0.410 0.363 0.443
DT 2.638 3.145 0.658 0.531 0.596 0.561 0.550 0.597
TDM - 3.145 - 0.670 - 0.664 - 0.664
IND TSAEX 2.638 3.149 0.275 0.775 0.149 0.664 0.110 0.618
TSAAR 2.638 3.150 0.274 0.788 0.143 0.691 0.098 0.647
TSAIND 2.638 3.147 0.276 0.770 0.139 0.661 0.095 0.624
DT 2.638 3.147 0.441 0.938 0.326 0.833 0.287 0.785
TDM - 3.147 - 1.406 - 1.395 - 1.387
Time-invariant EX TSAEX 2.642 3.151 0.373 0.277 0.356 0.257 0.350 0.252
TSAAR 2.642 3.210 0.434 0.304 0.430 0.301 0.427 0.301
TSAIND 2.642 3.159 0.456 0.277 0.438 0.257 0.432 0.252
DT 2.642 3.149 0.437 0.277 0.420 0.257 0.415 0.252
TDM - 3.149 - 0.354 - 0.351 - 0.353
AR TSAEX 2.642 3.156 0.387 0.339 0.341 0.390 0.305 0.433
TSAAR 2.642 3.207 0.417 0.314 0.366 0.312 0.328 0.312
TSAIND 2.642 3.158 0.445 0.339 0.396 0.391 0.354 0.434
DT 2.642 3.151 0.415 0.340 0.374 0.390 0.336 0.433
TDM - 3.151 - 0.329 - 0.327 - 0.328
IND TSAEX 2.642 3.171 0.247 0.750 0.149 0.657 0.114 0.629
TSAAR 2.642 3.230 0.289 0.769 0.194 0.696 0.158 0.669
TSAIND 2.642 3.158 0.240 0.752 0.135 0.658 0.098 0.630
DT 2.642 3.155 0.232 0.751 0.129 0.657 0.092 0.629
TDM - 3.155 - 1.088 - 1.074 - 1.079
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Table 2.2: Prediction Error(PE) and Distance(DIS) at time t1, t3, t5 and t7, when true R is
independent, exchangeable or AR(1) with ρ = 0.8.
N = 500 t1 t3 t5 t7
Z R Methods PE DIS PE DIS PE DIS PE DIS
Time-varying EX TSAEX 2.640 3.147 0.388 0.313 0.246 0.276 0.182 0.263
TSAAR 2.640 3.149 0.398 0.331 0.282 0.314 0.233 0.308
TSAIND 2.640 3.146 0.513 0.319 0.449 0.289 0.437 0.279
DT 2.640 3.147 0.705 0.483 0.655 0.435 0.639 0.418
TDM - 3.147 - 0.693 - 0.688 - 0.687
AR TSAEX 2.640 3.143 0.424 0.375 0.294 0.406 0.230 0.440
TSAAR 2.640 3.144 0.376 0.352 0.231 0.330 0.168 0.321
TSAIND 2.640 3.143 0.503 0.378 0.444 0.411 0.361 0.445
DT 2.640 3.143 0.656 0.532 0.590 0.564 0.546 0.600
TDM - 3.143 - 0.671 - 0.666 - 0.665
IND TSAEX 2.640 3.141 0.269 0.773 0.139 0.663 0.101 0.626
TSAAR 2.640 3.143 0.269 0.784 0.135 0.684 0.091 0.649
TSAIND 2.640 3.140 0.273 0.770 0.133 0.661 0.090 0.624
DT 2.640 3.140 0.439 0.939 0.322 0.836 0.283 0.797
TDM - 3.140 - 1.408 - 1.394 - 1.393
Time-invariant EX TSAEX 2.641 3.137 0.371 0.276 0.353 0.257 0.347 0.250
TSAAR 2.641 3.180 0.416 0.304 0.410 0.301 0.408 0.299
TSAIND 2.641 3.138 0.444 0.276 0.425 0.257 0.419 0.250
DT 2.641 3.137 0.433 0.276 0.416 0.257 0.411 0.250
TDM - 3.137 - 0.353 - 0.351 - 0.350
AR TSAEX 2.641 3.140 0.379 0.337 0.333 0.390 0.297 0.431
TSAAR 2.641 3.181 0.401 0.312 0.349 0.311 0.311 0.309
TSAIND 2.641 3.139 0.434 0.337 0.384 0.390 0.341 0.432
DT 2.641 3.139 0.409 0.338 0.368 0.390 0.329 0.431
TDM - 3.139 - 0.328 - 0.326 - 0.326
IND TSAEX 2.641 3.150 0.233 0.747 0.134 0.658 0.099 0.627
TSAAR 2.641 3.200 0.267 0.768 0.172 0.697 0.135 0.668
TSAIND 2.641 3.142 0.229 0.747 0.122 0.658 0.084 0.628
DT 2.641 3.143 0.223 0.748 0.119 0.658 0.082 0.628
TDM - 3.143 - 1.091 - 1.076 - 1.078
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Table 2.3: Prediction Error(PE) , Distance(DIS) and Proportion(PROP) at time t1, t4, t7
and t10, N2 = 3200, Zij is time-invariant.
Methods
t1 t4 t7 t10
PE DIS PROP PE DIS PROP PE DIS PROP PE DIS PROP
TSAEX 0.476 0.513 31.63 0.018 0.061 76.92 0.010 0.059 77.77 0.007 0.058 78.37
TSAAR 0.476 0.513 31.63 0.018 0.058 78.15 0.010 0.045 79.80 0.007 0.054 80.64
TSAIND 0.476 0.513 31.63 0.018 0.061 76.92 0.010 0.059 77.77 0.007 0.058 78.37
DT 0.476 0.513 31.63 0.017 0.060 77.07 0.010 0.059 77.83 0.007 0.058 78.41
TDM - 0.513 31.63 - 0.073 71.35 - 0.073 71.45 - 0.073 71.42
Table 2.4: Model fitting results in Example 2 with time-varying covariates. Standard errors
(s.e.) are provided in parentheses.
The Proposed Method Diaz et al.
Fixed effects Covariates Estimates P-value Estimates P-value
Intercept -0.404 (0.396) 0.3091 -1.05 (0.430) -
LOGDOSE 1.199 (0.069) 0.0000 1.23 (0.075) <0.001
FLUVOXAMINE 1.061 (0.109) 0.0000 1.25 (0.110) <0.001
PAROXETINE 0.245 (0.063) 0.0002 0.26 (0.068) <0.001
FLUOXETINE 0.273 (0.046) 0.0000 0.33 (0.084) 0.0013
SMOKING -0.252 (0.067) 0.0002 -0.24 (0.092) 0.0110
MR (Time-varying) -1.006 (0.108) 0.0000 - -
Random effects Covariates Variance Estimations Variance Estimations
Intercept 0.289 0.200
MR (Time-varying) 0.266 -
Random Error Variance Estimation 0.030 0.027
Correlation Coefficient 0.259 -
Table 2.5: Prediction Error(PE) , Distance(DIS) and Proportion(PROP) at time t1, t4, t7
and t10, N2 = 3200, Zij is time-varying.
Methods
t1 t4 t7 t10
PE DIS PROP PE DIS PROP PE DIS PROP PE DIS PROP
TSAEX 0.359 0.393 33.38 0.035 0.067 73.75 0.017 0.053 78.30 0.010 0.048 80.22
TSAAR 0.359 0.393 33.38 0.034 0.065 74.36 0.016 0.050 79.36 0.010 0.045 81.38
TSAIND 0.359 0.393 33.38 0.032 0.064 74.36 0.016 0.052 78.44 0.010 0.048 80.28
DT 0.359 0.393 33.38 0.029 0.061 74.79 0.021 0.057 76.52 0.018 0.055 77.36
























Figure 2.1: Percentage of subjects with response in desired range, larger is better
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Chapter 3
Cluster Analysis of Longitudinal Pro-
files with Subgroups
3.1 Introduction
In longitudinal data studies, distinguishing patterns of longitudinal trajectories is useful in
many practical applications. For example, in personalized medicine, correctly identifying
subgroups is essential for individualized treatment assignment, since distinguishing the dy-
namics of disease progression status between patients is critical in evaluating the effectiveness
of a certain treatment. In time-course gene expression studies, grouping genes with similar
expression profiles over time is also useful in association studies to identify crucial genes
linked with certain diseases.
One way to distinguish longitudinal patterns is to apply cluster analysis through clas-
sical multivariate clustering methods and algorithms by treating repeated measurements
as multivariate vectors. For example, the K-means method Hartigan and Wong (1979) is
one of the popular dissimilarity-measure-based approaches, which partitions subjects into a
pre-specified number of clusters based on the Euclidean distance from each cluster mean.
Alternatively, the Gaussian mixture model Fraley and Raftery (2002) assumes a finite mix-
ture of multivariate normal distributions, and estimates the conditional probabilities and
parameters of the distribution function for each cluster using the Expectation-Maximization
(EM) algorithm Dempster et al. (1977). Moreover, Xu and Wunsch (2005) provides a com-
prehensive review of several other applicable multivariate clustering algorithms.
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However, there are several drawbacks to treat longitudinal data as multivariate vectors
since this assumes that the multivariate vector is balanced with the same number of time
points. That is, the multivariate clustering approach cannot be applied directly unless the
missing entries are imputed first. Most critically, the multivariate-vector method does not
take the information of time ordering into account, and consequently, the clustering result
could be indifferent to different permutations of measurements within subjects. Alternatively,
to capture the growth curves of each subject, we can cluster the trajectories of subjects with
nonparametric smoothing approaches, such as B-spline techniques. For example, Abraham
et al. (2003) partitions subjects through the K-means method using B-spline coefficients.
Luan and Li (2003); Ma et al. (2006) and Coffey et al. (2014) apply spline approximations
under the linear mixed-effect model framework. However, the imposed parametric assump-
tion of the mixed effects, typically a normal distribution, makes their methods less flexible
in practice.
In addition, the aforementioned clustering approaches require one to specify the number
of clusters in advance, which could be problematic in cluster analysis. Recent developments
on penalized regression methods allow one to estimate the cluster centers and select the
number of clusters simultaneously. Pan et al. (2013) models the multivariate vectors assum-
ing an individual center for each subject and penalize the pairwise distances between two
subjects’ centers. Chi and Lange (2015) utilizes a convex penalty and consider the clustering
as a convex optimization problem. Ma and Huang (2017) incorporates covariates of interest
to model univariate response data, which assumes different intercepts for different subjects.
However, neither of these approaches models the trajectories over time for longitudinal data.
In this chapter, we propose a regression-based approach which partitions observations
into subgroups through penalization of pairwise distances between the B-spline coefficients
vectors. One advantage of the proposed approach is that a pre-specification of the number
of clusters is not required; instead we select the number of clusters automatically through
a model selection criterion. This allows us to achieve model estimations and subgrouping
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subjects simultaneously. Another advantage is that the proposed method is applicable in
characterizing longitudinal trajectories which can deal with unbalanced longitudinal data.
In addition, we implement an alternating directions and method of multipliers algorithm
(ADMM) Boyd et al. (2011) to achieve a fast convergence of the algorithm. In theory, we
establish the consistency property for the proposed method which can identify the true un-
derlying subgroup membership asymptotically. Furthermore, our simulation studies and real
data analysis also confirm that the proposed method performs well in identifying subgroups
compared to other existing approaches.
The rest of the chapter is organized as follows. Section 3.2 introduces the model formu-
lation. In Section 3.3, we propose a nonparametric pairwise-grouping approach along with
the ADMM algorithm, and establish theoretical properties and implementation strategies.
Simulation studies and real data analysis are presented in Sections 3.4 and 3.5. We conclude
the chapter with a brief discussion in Section 3.6.
3.2 A Subject-wise Model for Longitudinal Data
The subject-wise model for subject i (i = 1, · · · , n) is formulated as follows:
yij = fi(xij) + εij, (3.1)
where yij is the response at the jth (j = 1, · · · , ni) repeated measurement and xij is the
corresponding covariate, and the random errors εij are uncorrelated with mean 0 and variance
σ2. Without loss of generality, we assume that the covariates xij can be scaled to a compact
interval X = [0, 1]. For this subject-wise model, each subject has its unique unknown
smoothing function and is denoted as fi(·) ∈ Cq(X ), which is the qth-order continuously
differentiable. In general, a covariate xij could be any predictor. In this chapter, we focus
on the setting where xij is a covariate of time, and investigate the patterns of longitudinal
trajectories over time.
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The estimation of the subject-wise smoothing functions fi(·) characterizing the longitu-
dinal profile of a specific covariate is one of our main interests. Here, we estimate fi by
the nonparametric B-spline approach, which flexibly approximates smoothing functions. We
define the qth-order B-splines with a set of m internal knots sequences κ = {0 = κ0 < κ1 <
· · · < κm < κm+1 = 1} recursively De Boor (2001) as
B1l (x) =
 1, κl ≤ x < κl+10, o.w. ,







Then fi(x) can be approximated as fi(x) ≈ si(x) =
∑
l
Bql (x)βil = B(x)
Tβi through a linear
combination of B-spline bases, where B(x) is a B-spline basis vector and βi is a p-dimensional
coefficient vector with p = m+ q.
Let fi = (fi(xi1), · · · , fi(xini))T , yi = (yi1, · · · , yini)T and εi = (εi1, · · · εini)T . The matrix
form of the model (3.1) can be reformulated as
Y = f + ε,
where Y =
(




fT1 , · · · , fTn
)T
, and ε =
(
εT1 , · · · , εTn
)T
. In addition, the
corresponding B-spline approximation is
f ≈ s = Bβ,
where β =
(




sT1 , · · · , sTn
)T
, si = Biβi, B = diag (B1, · · · , Bn), and
Bi = (B(xi1), · · · , B(xini))
T is an ni × p basis matrix for the subject i.
We assume that the subjects share the same smoothing function form if they are from
the same group. That is, fi = fj if subjects i and j are from the same cluster group. Conse-
quently, let G = {G1, · · · ,GK} be a partition of {1, · · · , n}, where K(K ≤ n) is the number
35




f : fi = f(k), fi ∈ Cq(X ), for any i ∈ Gk, 1 ≤ k ≤ K
}
,
and the subspace of the B-spline coefficients corresponding to the group partition as
MβG =
{
β : βi = β(k),βi ∈ Rp, for any i ∈ Gk, 1 ≤ k ≤ K
}
.
Our goal is to identify the distinct group patterns of the smoothing functions for any given
subjects. This is equivalent to distinguishing between B-spline coefficients for each group.
3.3 Methodology and Theory
3.3.1 A Nonparametric Pairwise-Grouping Approach
In this subsection, we propose a pairwise-grouping approach through penalization to achieve
B-spline coefficients estimation and subgrouping subjects simultaneously. We adopt penal-
ized B-spline approach Eilers and Marx (1996) to utilize a relatively large number of knots,
but impose a penalty on the B-splines coefficients. More specifically, the objective function















{∥∥yi −Biβi∥∥22 + λ1βTi Ddβi}, (3.2)
where ‖·‖2 is an L2 norm, Dd = diag (Dd, · · · , Dd), Dd = ∆Td ∆d and ∆d is a (p−d)×p matrix
presentation of the dth-order difference operator. For example, the second-order difference
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The penalized B-spline coefficient estimator is obtained by minimizing the following ob-
jective function (3.2):







where Mβ = {β : β ∈ Rnp}. Consequently, the estimation of the smoothing function ap-
proximation is f̃ = Bβ̃. Notice that this is equivalent to applying the penalized B-spline
approach for each subject separately under the subject-wise model framework.
To identify subgroups corresponding to distinct smoothing functions, we group subjects
together if they possess similar functional forms of nonparametric approximations. Specifi-
cally, we penalize pairwise distances of B-spline coefficients to encourage subjects to fall into
the same group. We propose the corresponding objective function as:





βi − βj, λ2
)
, (3.3)
where ρ(·, λ2) is a penalty function with a tuning parameter λ2, and L is the index set
containing a total number of possible pairs |L| = n(n−1)
2
of {l = (i, j) : 1 ≤ i < j ≤ n}.
The essence of the proposed approach is to take advantage of the flexibility of nonpara-
metric approximation while controlling the complexity of the model, which is also associated
with the number of subgroups. Here, the tuning parameter λ2 plays such a role to determine
the number of subgroups. By minimizing the objective function (3.3), we simultaneously
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obtain nonparametric coefficient estimations and subgroup subjects if their estimated non-
parametric coefficient vectors are sufficiently close.
In general, the choice of penalty function ρ(·, λ2) is critical since it results in different
parameter estimation and subgroup selection. For example, a Lasso-type of penalty leads to
a sparse solution, which could be appealing in merging subjects into groups. However, it is
also well-known that the Lasso estimation is biased. Here, we apply the minimax concave
penalty (MCP) Zhang (2010), which is nearly unbiased and also has the sparsity property.
Specifically, the penalty function is
ρ
(




‖βi − βj‖2, λ2
)
,





)+dx, and the regularization parameter τ controls the unbiased-
ness and concavity of the penalty function. We obtain β̂ through minimizing (3.3) using
the MCP panalty, and the corresponding smoothing function estimation is f̂ = Bβ̂. With
this nearly-unbiasedness property, we can achieve more accurate nonparametric coefficient
estimation and group membership recovery.
In fact, it is challenging to optimize the objective function (3.3) directly, as the proposed
grouping penalty is not separable in terms of βi’s. Here, we develop an alternative approach
which introduces a new set of parameters vl = βi − βj, l ∈ L, which are equivalent to the
pairwise differences of B-spline coefficient vectors. Consequently, the above optimization





subject to βi − βj − vl = 0.
We solve the above optimization problem using the alternating direction method of multipli-
ers (ADMM), which is a variant of the augmented Lagrangian multipliers (ALM) method.
The above constrained problem can be further converted to an optimization problem through
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∥∥βi − βj − vl∥∥22,
subject to βi − βj − vl = 0.
Notice that the above two problems are equivalent due to the fact that the imposed quadratic
penalty is zero for any feasible β and v = (vT1 , · · · ,vT|L|)T satisfying the constraint. Therefore,
we can estimate parameters by minimizing the corresponding Lagrangian as follows:









∥∥βi − βj − vl∥∥22 +∑
l∈L
λTl (vl − βi + βj),
where λ = (λT1 , · · · ,λT|L|)T are Lagrangian multipliers.
Following the AMDD algorithm, we update the estimations of β,v,λ sequentially at the
(s+ 1)th iteration step as follows:
















j ), l ∈ L.
















where ṽl = vl +
1
θ
λl and Al = (ei − ej)T ⊗ Ip, in which ⊗ is the Kronecker product and
ei is an n-dimensional vector with one at the ith component and zeros otherwise. Let




BTB + λ1Dd + θA
TA
)−1 (
BTY + θAT ṽs
)
, where ṽs = vs + 1
θ
λs is estimated in
the previous iteration.
As for the second minimization function in (3.5), it is a convex function with respect
to each vl if τ >
1
θ
, even though Lθ(β
s+1,v,λs) involves a non-convex MCP penalty term.















l ‖2 < τλ2,
where σ = λ2
θ
and us+1l = β
s+1
i − βs+1j − 1θλ
s
l .
The detailed ADMM algorithm is outlined as follows:
Algorithm 2 ADMM algorithm






BTB + λ1Dd + θA
TA
)−1 (
BTY + θAT ṽs
)
, where ṽs = vs + 1
θ
λs.















l ‖2 < τλ2,
where us+1l = β
s+1
i −βs+1j − 1θλ
s
l and σ =
λ2
θ









Step3: Iterate Step1-2, until stopping criteria are met
In the above Algorithm 2, the stopping criteria are evaluated based on the primal residuals
rs+1l = β
s+1





(vs+1l − vsl )−
∑
j=k









dT1 , · · · ,dTn
)T
. The algorithm terminates at the step
s∗ if ‖rs∗‖2 ≤ εpri and ‖ds
∗‖2 ≤ εdual, where εpri and εdual are small numbers according to
Boyd et al. (2011):
εdual =
√
npεabs + εrel‖Atλs∗‖2, εpri =
√
|L|pεabs + εrel max {‖Aβs∗‖2, ‖vs∗‖2} ,
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where the parameters εabs and εrel are predetermined small values.




0 and the dual residual
∥∥ds+1∥∥2
2
→ 0 for a sufficiently large iteration step s.
Theorem 2 establishes the convergency property of the ADMM algorithm, indicating that
the stopping criteria of the algorithm can be reached as the number of iteration increases.
The proof of Theorem 2 is provided in Section 3.7.
3.3.2 Asymptotic Properties
In this subsection, we establish the asymptotic properties of the estimators obtained by the
proposed approach. To study the convergence rate of f̂ , we first provide some regularity
conditions.
(C1): Suppose that the design points {xij}n,nii=1,j=1 follow a density function fX , which





fX(x) ≤ c2 <∞.
(C2): The error terms in model (3.1) are uncorrelated with a mean zero and a variance
σ2 > 0.
(C3): For each fi (i = 1, · · · , n), fi ∈ Cq(X ) is a q-th order continuously differentiable
function defined on a compact set X = [0, 1].
(C4): The set of knots is defined as κm = {0 = κ0 < κ1 < · · · < κm < κm+1 = 1}. Let
δ = max
0≤l≤m





(C5): The number of knots m = o(n0), where n0 = min(n1, · · · , nn).
(C6): Assume Nk = O(N), where Nk =
∑
i∈Gk





Conditions (C1) - (C5) are standard assumptions for the nonparametric B-spline smooth-
ing functions. Similar conditions are also given by Claeskens et al. (2009), Zhou et al. (1998),
and Xue et al. (2010). In (C5), the condition on the number of knots applies for all subjects.
In addition, we impose a constraint on cluster size in (C6), implying that the cluster size
grows as the sample size increases.
We first investigate the convergence property on the estimation of the penalized B-spline
approximation f̃ . Let fo be the true function corresponding to the true group partition G.
We establish the estimation consistency in the following Lemma 2.
Lemma 2. Under conditions (C1) - (C5), for any fixed n, and given a sufficiently large n0,
such that γd = (p−d)(λ1c̃n0 )


















Lemma 2 shows that the convergence rate of the penalized spline estimator is determined
by three factors. The first term is the average asymptotic variance, which decreases as the
number of repeated measurements grows and increases if the nonparametric model is more
complex with an increasing number of knots. The second term is introduced by the shrinkage
bias, but vanishes if λ1 → 0. The last term reflects the nonparametric approximation bias,
which is also related to the model complexity. We show in Lemma 2 that the convergence
rate also depends on the minimum number of repeated measurements n0 among subjects.
When the true group membership is known, we obtain the oracle approximation by
f̃or = Bβ̃
or






Let N0 = min(N1, · · · , NK), we provide the convergence rate of the oracle approximation in
the following Lemma 3.
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Lemma 3. Under conditions (C1) - (C4) and (C6), given a sufficiently large N0, such that
γd = (p− d)(λ1c̃N0 )











In contrast to the convergence rate in Lemma 2 for the penalized B-spline estimators,
Lemma 3 establishes a faster convergence rate for the oracle penalized spline estimators when
the true subgroup information is known, since N > n0. The above convergence property is
guaranteed as long as the number of repeated measurements for each cluster is sufficiently
large, as it is equivalent to obtaining β̃
or
within each subgroup.
In the following, let b be the minimum distance between smoothing functions fo(k) and f
o
(k′)
from any two clusters, that is, b = min
k 6=k′
‖fo(k)− fo(k′)‖. We denote the proposed approximation
as f̂ = Bβ̂.
Theorem 3. Under conditions (C1) - (C6), and if cb ≥ τλ2 holds for a constant c > 0 ,
then for any fixed n, and given a sufficiently large n0, such that γd = (p − d)(λ1c̃n0 )
1/2d < 1,










Theorem 3 indicates that the convergence rate of the proposed approximation is the same
as the penalized spline estimators as long as there is a sufficiently large number of repeated
measurements for each subject. In addition, the distance between smoothing functions from
any two clusters should be sufficiently large to achieve the above convergence rate. The
details of the proof are given in Section 3.7 of this chapter.
3.3.3 Implementation
In this subsection, we provide implementation to subgroup subjects with parameter estima-
tions obtained from the ADMM algorithm. In addition, we provide the tuning parameters
selection criteria.
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In fact, we form clusters based on estimated parameters v̂ instead of B-spline coefficients
β̂. The MCP penalty leads to sparse solutions, where we can shrink v̂l = 0 with large values
of λ2. However, since a quadratic penalty is applied in the augmented Lagrangian multiplier
algorithm, we cannot guarantee that β̂i − β̂j − v̂l equals 0 precisely. That is, β̂i and β̂j are
not exactly the same even when v̂l = 0. Therefore, instead of grouping subjects into clusters
when nonparametric coefficients estimates β̂i and β̂j are the same, we propose subgrouping
subjects when v̂l = 0.
To select the tuning parameters λ1 and λ2, we propose a two-step procedure to search
from a sequence of grid points. Note that λ1 controls the smoothness of the B-spline ap-
proximation, and λ2 controls the number of clusters selected, denoted as K̂. Traditionally,
we can implement a grid search for both tuning parameters simultaneously. However, this
increases the computational cost tremendously. To solve this problem, we propose a two-step
procedure which first searches for an optimal value of λ1 given λ2 = 0, then selects λ2 given
the optimal λ1 from the first step. Although this procedure may not lead to the optimal
selection for both tuning parameters, our numerical studies show that this strategy works



















i Bi + λ1Dd)
−1BTi
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In this section, we conduct simulation studies to investigate the performance of the proposed
nonparametric pairwise-grouping approach (NPG) when the subjects have unbalanced num-
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bers of repeated measurements, which arises often in practice. We compare the proposed
method with the smoothing spline regression clustering approach Ma et al. (2006), using
the original unbalanced data. However, traditional multivariate-vectors approaches are not
feasible for handling unbalanced data unless the imputation for missing entries is imple-
mented. Instead, we compare our method to the K-means (bKmeans) and the Gaussian
Mixtures (bGM) methods by treating the subject-wise penalized B-spline estimators β̃i’s as
multivariate vectors.
We implement the K-means method with R function kmeans and select the number of
clusters based on the Gap statistic Hastie et al. (2001) using the R package cluster. To
ensure the robustness of the K-means method, we calculate a mean result from 10 random
picks of initial centers. The Gaussian mixtures approach is implemented by the R package
mclust, and the number of clusters is selected based on the embedded Bayesian Information
Criterion (BIC), which is chosen from K = 1, 2, · · · , 15 in each simulation. We also imple-
ment the smoothing spline regression clustering approach with the R package MFDA. In our
simulation, we fix θ = 1 and τ = 2 to ensure the convexity of our objective function. The
final results are based on 100 simulations.
To evaluate the performance of these clustering algorithms, we calculate the estimated
number of groups K̂ selected and several frequently used external validity measures: the
Rand index Rand (1971), the adjusted Rand index (aRand) Hubert and Arabie (1985) and
the Jaccard index Jaccard (1912). Let the true positive (TP) be the number of pairs of
subjects from the same cluster and assigned to the same cluster, the true negative (TN) be
the number of pairs of subjects from different clusters and assigned to different clusters, the
false positive (FP) be the number of pairs of subjects from different clusters but assigned
to the same cluster, and the false negative (FN) be the number of pairs of subjects from
the same cluster but assigned to different clusters. The Rand index is calculated as Rand =
TP+TN
TP + TN + FP + FN
, which measures the percentage of pairwise agreements between the true
and selected clusters. However, Rand tends to be large even under random partitions. The
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adjusted Rand (aRand) index corrects this problem, and is calculated by Rand - E(Rand)
max(Rand) - E(Rand)
.
The Jaccard index is calculated as TP
TP+ FN +FP
. For these external criteria, a higher value
indicates a better agreement between the selected and the true group memberships.
3.4.1 Example 1: Balanced Cluster Size with Independent Corre-
lation
In this simulation setting, we generate 10 subjects from each of the following four distinct
functional patterns: f(1)(x) = cos(2πx); f(2)(x) = 1− 2 exp(−6x); f(3)(x) = −1.5x; and
f(4)(x) = −1.5x + 1.5. The continuous response yij for the subject i from the kth subgroup
is generated by yij = f(k)(xij) + εij, k = 1, · · · , 4, j = 1, · · · , 10, where random errors within
subjects are independent εij ∼iid N(0, 0.22), and {xij}10j=1 are equally spaced points on [0, 1].
In order to mimic real data situations, we allow 30% of the subjects from each subgroup
to have 20% missing repeated measurements. The number of knots is recommended by
Ruppert (2002) as min{ni/4, 40} for subject i. Therefore, m = 1 or 2 is appropriate due to
the missingness of the repeated measurements. Here, we choose the B-spline with an order
q = 3 and the number of knots m = 1 for all subjects.
Table 3.1 shows that the proposed approach performs the best in terms of three external
criteria. Since the K-means and Gaussian mixtures methods approximate patterns individu-
ally for each subject, the underlying function could be distorted when there is missing data.
This is especially true for the distance-based K-means approach. Since the functions f(3)(x)
and f(4)(x) differ only through an intercept which contributes the most to the distances be-
tween the coefficient vectors, the K-means approach is not powerful for distinguishing the
overall between-cluster distances. On the other hand, the proposed NPG method is able to
identify the true functions more effectively, as it estimates the B-spline coefficients for all
subjects simultaneously and borrows cross-subject information from the same subgroup. In
addition, in Figure 3.1, the boxplots of evaluating criteria from 100 simulations show that the
distribution-based Gaussian Mixtures and MFDA methods have larger variations compared
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to other approaches. This is likely due to the restrictions of their model assumptions and
instability of the parameter estimations.
In this simulation setting, f(3) and f(4) share the same linear pattern but have a vertical
shift, and can be clustered as one group if the shape of their patterns over time is our interest.
This is equivalent to subgrouping subjects based on the function shapes after removing the
vertical shift. Consequently, we apply the clustering algorithms on the centered response
y∗i = yi − ȳi instead, where ȳi is the average value of subject i. Then, the true number of
clusters is K = 3.
Table 3.2 indicates that the proposed approach NPG still outperforms other methods
with higher values of evaluation indices, showing better agreement between the estimated
and the true group membership. In addition, the K-means method improves after the vertical
difference of patterns is removed, and is able to identify the true underlying overall pattern
compared with the previous setting. On the other hand, the Gaussian Mixture and the
MFDA approaches tend to over-estimate the number of groups with smaller index values.
In particular, Figure 3.2 shows that the Gaussian Mixture approach also has the largest
variations of the three indices among all these methods. This is probably due to the fact
that all centered responses have similar means, and the Gaussian Mixture fails to identify
the true clusters especially when the pre-specified number of components is large.
3.4.2 Example 2: Unbalanced Cluster Size with Independent Cor-
relation
In this numerical study, we assess the robustness of the proposed approach when subjects
have unbalanced cluster size. We generate responses yij similarly as in Example 1, but only
investigate the setting where there is no vertical shift. More specifically, we have 15 subjects
generated from each of f(1)(x) and f(2)(x) and 20 subjects are generated from f(3)(x) as
follows: f(1)(x) = cos(2πx); f(2)(x) = 1− 2 exp(−6x); and f(3)(x) = −1.5x.
Table 3.3 shows that the NPG approach provides the best agreement between the esti-
47
mated and the true membership, and the external indices are the largest. In addition, the
estimated number of clusters K̂ based on the NPG is quite close to the truth, while the
K-means method has similar performance to the one in Example 1 when K = 3. On the
other hand, the Gaussian mixture approach improves significantly. However, the MFDA has
the smallest external criteria values with a large variance illustrated in Figure 3.3.
3.4.3 Example 3: Unbalanced Cluster Size with Correlation
In this simulation study, we investigate the performance of the proposed approach when the
repeated measurements are correlated. In particular, we generate data from the same process
as in Example 2, but allow random errors to have a certain correlation structure. Specifically,
we generate the true εi ∼ N(0, 0.22R0), where R0 is either AR(1) or exchangeable (EX) with
0.4 correlation coefficient.
Since the original NPG approach is based on the independence assumption of errors from
the same subject, we modify the proposed approach by utilizing the working correlation




















βi − βj, λ2
)
,
where R is a block diagonal matrix with diagonal components of a given working correlation
matrix, such as an AR(1) or exchangeable correlation structure from each subject. Notice
that the modified NPG method with an independent working correlation matrix is equivalent
to the original NPG, where R is the identity matrix. In practice, we can estimate the working
correlation coefficient using the residuals obtained from the NPG approach. We denote the
modified NPG method as NPGex and NPGar, corresponding to the exchangeable and AR(1)
working correlation structures respectively.
Figures 3.4 and 3.5 show that we have quite similar results when the corresponding
correlation structures are AR(1) or exchangeable, and the proposed approach outperforms
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other methods in distinguishing different functional patterns. Notice that the modified NPG
approach incorporating serial correlation provides almost identical clustering results to the
original NPG method. We also calculate the average mean square error (AMSE) of the
response predictions in Tables 3.4 and 3.5, indicating that the misspecification of error cor-
relation structure may lead to loss of estimation efficiency. However, this does not affect the
accuracy in identifying the true group membership.
3.5 An Application to Drosophila Life Cycle Gene Ex-
pression Data
In this section, we apply the proposed approach to perform clustering on Drosophila life
cycle gene expression data Arbeitman et al. (2002). This study investigates 4028 gene
profiles through the life cycle of fruit flies and categorizes nearly one-third of Drosophila
genes according to their biological functions and patterns during a complete time course
of fruit flies’ development. We use a subset data which contains the first 58 time points,
including 23 muscle-specific genes, 21 transient early zygotic genes, and 29 male germ line
genes from the clustered groups illustrated in Figure 3.6.
We let θ = 1, τ = 2, the B-spline order q = 3, and the number of knots m = 6. In
addition, we rescale the time points such that they fall equally spaced in the interval [0, 1] and
standardize all responses before applying any of the clustering algorithms. The performance
of the proposed NPG method is compared to the K-means, the Gaussian mixtures approach
and the original cluster labels identified through the experiment in Arbeitman et al. (2002).
The K-means method subgroups the genes into the same three groups as in Arbeitman et al.
(2002), while the Gaussian mixture method groups all of the genes into one cluster and is
not able to identify reasonable groups.
On the contrary, Figure 3.7 shows that the NPG approach is able to identify four clusters,
where genes in the “cluster2” and “cluster3” groups are associated with the muscle-specific
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genes and the male germ line genes, and the “cluster1” genes correspond to the transient early
zygotic genes characterized in Arbeitman et al. (2002). In addition, we are able to identify one
more group containing Gene “CG15634”, which was categorized as one of the transient early
zygotic expressions in Arbeitman et al. (2002). However, Figure 3.7 shows that it behaves
quite differently from the other genes, as illustrated. Liu and Müller (2003) concludes that
Gene “CG15634” has fewer neighbor genes to fall into its spherical neighborhoods compared
to other genes. In addition, Arbeitman et al. (2002) also indicates that Gene “CG15634”
has the most rapid induction and the highest level of transient early zygotic expression. This
evidence all supports that it is sensible that Gene “CG15634” belongs to a new group due
to its distinguishing pattern from other groups.
3.6 Discussion
In this chapter, we propose a nonparametric pairwise-grouping approach to cluster longitu-
dinal trajectories over time. The new approach captures the underlying functional patterns
through utilizing the nonparametric B-spline method. In addition, we subgroup subjects
through penalizing pairwise distances of B-spline coefficient vectors, which borrows between-
subject information to better recover the true functions. The proposed NPG approach has
the advantage of avoiding overfitting, compared to existing methods which approximate the
underlying functions separately. This strategy works effectively when some of the repeated
measurements are missing.
The proposed approach takes advantage of the MCP penalty, which is nearly unbiased
and also leads to a sparse solution. In addition, the MCP penalty allows one to achieve a
better approximation to the true functions. This is especially important as we select the
optimal tuning parameters through a model selection criterion BIC, which relies on the model
estimation accuracy. Note that other non-convex penalty functions, such as SCAD Fan and
Li (2001) or TLP Shen et al. (2012), can also be applied here to utilize the unbiasedness
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property. However, the implementation and convergence property of the ADMM algorithm
based on other viable penalty functions may require further investigation.
In this chapter, although we assume an independence structure of random errors within
subjects, a modified approach utilizing working correlation is also proposed to account for
the correlation information. We show in simulation studies that the modified approach has
similar performance in clustering as the NPG approach assuming independence, but leads to
improved efficiency in estimation. The theoretical properties of the modified NPG method
need to be further investigated if correlation information is of our interest.
3.7 Proofs of Theoretical Results
3.7.1 Proof of Theorem 2

















∥∥βi − βj − vl∥∥22, we write the Lagrangian Lθ(β,v,λ) = h(β) + g(v) + m(β,v) −
λT (Aβ − v). Then there exist λ∗ such that Lθ(β,v,λ) is minimized and Aβ∗ − v∗ = 0,
which implies that Lθ(β
∗,v∗,λ∗) ≤ Lθ(β,v,λ∗) holds for any other (β,v). Write p∗ =
h(β∗) + g(v∗), we have




− (λ∗)T rs+1, (3.6)
where ps+1 = h(βs+1) + g(vs+1) and Aβs+1 − vs+1 = rs+1.





and Lvlθ (β,v,λ) =
1
2
∥∥vl−ul∥∥22 + 1θg(vl) which are




l − θrs+1l , it is
straightforward that ṽs = vs + 1
θ
(λs+1 + θrs+1).
By the definition, βs+1 minimizes Lβθ (β,v
s,λs) and we have that
0 ∈ ∂Lβθ (β
s+1,vs,λs) = ∂h(βs+1) + θ(Aβs+1 − ṽs)TA







θ(vs+1 − vs)− λs+1
)T
Aβs+1 ≤ h(β∗) +
(
θ(vs+1 − vs)− λs+1
)T
Aβ∗.










By some arrangement and simplification, we have that




rs+1 + vs+1 − v∗
)
. (3.7)
Adding equations (3.6) and (3.7) together, we show that



































→ 0. Results for
∥∥rs+1∥∥2
2
→ 0 can be shown similarly as in Ma
and Huang (2017) which is omitted here. 
3.7.2 Proof of Lemmas 2, 3 and Theorem 3
Let ‖ · ‖2 be the usual L2 norm for functions or vectors. Let L2(X ) be the space of all square






f(x)2dx for any f ∈ L2(X ). We define









X ′is are a random sample of size n on X . Let B be the orthonormal B-spline basis and its
corresponding smoothing function be s(x) = B(x)β.
Lemma 4. Under condition (C1), there exist constants C ≥ c > 0, such that for any
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f ∈ L2(X ), we have c‖f‖2 ≤ ‖f‖ ≤ C‖f‖2.
Proof: This proof is straightforward with the definition of norms and the condition (C1)
on the density of the design points.








Proof: This result follows from Lemma 4.
Lemma 6. There exist constants C ≥ c > 0, such that except in an event whose probability
tends to zero as n→∞, c‖s‖2 ≤
∥∥s∥∥2
n
≤ C‖s‖2 for any smoothing function s.
Proof: The proof follows similarly to the proof of Lemma 4 in Xue and Yang (2006).
Lemma 7. There exist constants C ≥ c > 0, such that except in an event whose probability









for any p-dimensional vector β.
Proof: The result follows from Lemma 5 and Lemma 6.






∥∥yi −Biβi∥∥22 + 12λ1βTi Ddβi. Therefore, the approximation of the smooth-

















Proof of Lemma 3. When the true group membership is known, it is equivalent to
estimating β̃
or
(k) = arg min
β
Q(k)(β), where Q(k)(β) =
∑
i∈Gk
{∥∥yi − Biβ∥∥22 + λβTDdβ}. Let
f̃or(k) = (Bi)i∈Gkβ̃
or
k be the estimated functions belonging to the kth group and correspondingly
fo(k) = (f
o
i )i∈Gk be the true functions in the kth group. According to Claeskens et al. (2009),
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we have
∥∥f̃or(k)− fo(k)∥∥2n = 1Nk ∑
i∈Gk















































we can prove the theorem together with Lemma 3. That is, we aim to show that for a











 ≥ 1− ε. (3.8)

















From Lemmas 2 and 3, we have
∥∥f̃ − fo∥∥2
n



























m2d +m−2q) for a constant C1.
As ‖B(β̃or(k)− β̃
or





(k′))‖n ≥ b for a sufficiently large N . Lemma 7 entails that there exists a constant c,
‖β̃or(k) − β̃
or
(k′)‖2 ≥ cb. Similarly, for a sufficiently large n0, we have ‖βi − βj‖2 ≥ cb, for any















‖βi − βj‖2, λ2
)
. To show (3.8), using ρτ (0, λ2) = 0 and ρτ (·, λ2) ≥




























Since the minimum distance b satisfies cb ≥ τλ2, then we have
L(β)− L(β̃or) ≥ Q(β)−Q(β̃or).
As β̃ = arg min
β∈Mβ
Q(β), then Q(β) > Q(β̃
or









+m−2d) if C is sufficiently large. This completes the proof. 
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3.8 Tables and Figures
Methods K̂ Rand aRand Jaccard
NPG 4.70 0.992 0.976 0.965
bKmeans 3.40 0.842 0.677 0.661
bGM 4.76 0.986 0.958 0.941
MFDA 5.91 0.943 0.823 0.760
Table 3.1: Comparison results from the proposed nonparametric pairwise-grouping (NPG),
K-means (bKmeans), Gaussian Mixtures (bGM) and MFDA methods for Example 1 setting
when the true K = 4.
Methods K̂ Rand aRand Jaccard
NPG 3.58 0.973 0.942 0.931
bKmeans 2.78 0.897 0.804 0.829
bGM 7.36 0.850 0.628 0.583
MFDA 6.60 0.812 0.535 0.477
Table 3.2: Comparison results from the proposed nonparametric pairwise-grouping (NPG),
K-means (bKmeans), Gaussian Mixtures (bGM) and MFDA methods for Example 1 setting
when the true K = 3.
Methods K̂ Rand aRand Jaccard
NPG 3.15 0.998 0.996 0.994
bKmeans 2.81 0.908 0.818 0.830
bGM 4.03 0.975 0.936 0.922
MFDA 6.38 0.862 0.646 0.578
Table 3.3: Comparison results from the proposed nonparametric pairwise-grouping (NPG),
K-means (bKmeans), Gaussian Mixtures (bGM) and MFDA methods for Example 2 setting
when the true K = 3.
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Methods K̂ Rand aRand Jaccard AMSE
NPG 3.09 0.999 0.998 0.997 0.03912
NPGar 3.09 0.999 0.998 0.997 0.03907
NPGex 3.09 0.999 0.998 0.997 0.03907
bKmeans 2.83 0.906 0.812 0.821 -
bGM 4.43 0.962 0.899 0.883 -
MFDA 5.83 0.875 0.685 0.618 -
Table 3.4: Comparison results from the proposed nonparametric pairwise-grouping (NPG),
the modified nonparametric pairwise-grouping with AR(1) working correlation (NPGar), the
modified nonparametric pairwise-grouping with exchangable working correlation (NPGex),
K-means (bKmeans), Gaussian Mixtures (bGM) and MFDA methods for Example 3 setting
when the true correlation structure is AR(1) and the true K = 3.
Methods K̂ Rand aRand Jaccard AMSE
NPG 3.56 0.994 0.985 0.980 0.03733
NPGar 3.56 0.994 0.985 0.980 0.03728
NPGex 3.56 0.994 0.985 0.980 0.03728
bKmeans 2.84 0.907 0.813 0.822 -
bGM 4.03 0.976 0.938 0.926 -
MFDA 6.38 0.862 0.646 0.578 -
Table 3.5: Comparison results from the proposed nonparametric pairwise-grouping (NPG),
the modified nonparametric pairwise-grouping with AR(1) working correlation (NPGar), the
modified nonparametric pairwise-grouping with exchangeable working correlation (NPGex),
K-means (bKmeans), Gaussian Mixtures (bGM) and MFDA methods for Example 3 setting









































































































































Figure 3.5: Boxplots of Evaluated Index in Example 3 with exchangeable Correlation when
K = 3.
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Figure 3.7: The NPG clustering results for Drosophila Life Cycle Gene Expression Data.
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Chapter 4
Longitudinal Clustering for Heteroge-
neous Binary Data
4.1 Introduction
Personalized marketing has emerged as a critical marketing strategy due to the success of E-
commerce and the availability of rich marketing data. It is essential to understand and assess
customers’ shopping behaviors and preferences, so more effective individualized marketing
strategies can be implemented to accommodate consumers’ specific needs and better serve
business entities. The recent advancement of automatic machine learning techniques facil-
itates data acquisition, and the processing and analysis of large marketing data to provide
effective estimation and prediction for personalized marketing strategies.
This chapter is motivated by consumer packaged goods purchasing data developed by
the SymphonyIRI Group for academic research purposes (Bronnenberg et al., 2008). The
SymphonyIRI Group recruits panelists to track their purchases on a weekly basis over 11
years in two major markets: Eau Claire, Wisconsin, and Pittsfield, Massachusetts (Kruger
and Pagni, 2008). In this longitudinal dataset, customers are exposed to multiple marketing
promotion strategies, such as in-store displays, price reductions and advertisements. It is
hypothesized that different customers might react differently to the same marketing strategy
due to their individual heterogeneous preferences. Therefore, it is essential to identify target
customers who are more likely to purchase products under certain marketing promotion
strategies. This could be especially powerful when multiple marketing strategies are not
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applicable for all customers simultaneously. In this chapter, we propose an efficient customer
segmentation strategy to evaluate unobserved marketing effects of promotion strategies on
different subgroups of customers’ binary purchasing decisions over time.
Existing statistical approaches for marketing segmentation include cluster analysis (Wedel
and Kamakura, 2012), which subgroups customers based on their similarities on observed
features such as demographic characteristics, past-purchase behaviors and other collected
information. However, traditional cluster analysis is not able to distinguish and identify
subgroups based on unobserved marketing effects on individuals. Although it is feasible to
apply a two-stage procedure, which estimates individual marketing effects first and then ap-
plies clustering approaches, such as K-means (Hartigan and Wong, 1979) or mixture models
(Dempster et al., 1977), the two-stage procedure requires that estimations of individual ef-
fects in the first step are accurate in order to achieve ideal clustering results. Alternatively,
the mixture regression model (Wedel and Kamakura, 2012) incorporating dependent vari-
ables clusters subjects into several segments and estimates the effects of each component
simultaneously via the EM algorithm. However, this requires the distribution assumption of
the mixture regression model, which could be restrictive in practice. In addition, the joint
likelihood of correlated binary data under the mixture model assumption becomes rather
complicated and makes implementation infeasible. Moreover, the aforementioned methods
all require a pre-specified number of clusters.
Recent developments of clustering methods based on the penalized regression model make
it feasible to model heterogeneous effects and select the number of subgroups automatically
for clustering subjects. Pan et al. (2013) propose to achieve center-based subgrouping for
multivariate vectors using grouping pursuit; Chi and Lange (2015) formulate clustering as a
splitting problem using convex optimization; Ma and Huang (2017) cluster subjects through
modeling subject-specific intercepts, and Ma and Huang (2016) further extend their approach
to incorporate subject-dependent coefficients for treatment covariates. However, the above
methods mainly target continuous responses under the linear regression model framework
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for independent data, which is not applicable for longitudinal binary responses.
In this chapter, we propose a pairwise subgrouping approach to subgroup similar mar-
keting effects for longitudinal binary outcomes. Specifically, we model customers’ purchase
decisions as binary responses under the generalized linear model framework which also takes
longitudinal correlation into account. We impose penalization on pairwise distances of indi-
vidual effects to formulate subgroups, where different subgroups are associated with different
marketing effects. In theory, we establish the consistency of subgroup identification in the
sense that the true underlying segmentation structure can be recovered successfully, in ad-
dition to model estimation consistency.
The proposed method has several advantages. One advantage is that we can simulta-
neously identify and estimate unique subgrouping marketing effects for different subgroups,
which allows us to borrow information across subjects to estimate the marketing effects more
effectively. This circumvents the restriction of the two-stage procedure in classical clustering
methods, which requires accurate estimation of individual effects. In addition, we can utilize
a model selection criterion to select the optimal number of clusters, in contrast to cluster
analysis which requires pre-specification of the number of clusters. In general, our method
is less restrictive as we do not need to specify a full likelihood for the model as assumed
in mixture models. Another advantage is that we are able to incorporate serial correlation
arising from longitudinal data to improve the estimation efficiency.
The rest of the chapter is organized as follows. Section 4.2 introduces subject-wise model
formulation. In Section 4.3, we propose a pairwise subgrouping approach and the correspond-
ing implementation algorithm, and establish the theoretical properties of the identification
and estimation consistency of segmented subgroups. In section 4.4, we perform numerical
simulations and compare other existing approaches. We illustrate our method and compare
it to other methods for the IRI data in Section 4.5. We conclude the chapter with discussion
in Section 4.6.
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4.2 A Subject-wise Model Framework
In this section, we illustrate the general framework of the subject-wise model. Instead of
assuming the traditional homogeneous model where all subjects have a common coefficient
for each covariate, we consider the heterogeneity effect for some covariates of interest from
different subjects. In particular, we have that covariates X ij correspond to individual effects
βi with dimension p, while Zij are covariates corresponding to a homogeneous effect α with
dimension q across subjects. Specifically, the mean function of binary responses for the
subject-wise model incorporating individual effects βi’s is:
µij(βi,α) = E(yij) = h(X ijβi +Zijα), i = 1, · · · , N ; j = 1, · · · , ni, (4.1)
and the corresponding variance, which is a function of the mean as
σij(βi,α) = µij(βi,α)(1− µij(βi,α)),
where h(·) is the inverse logit link function and yij’s are the binary responses. To simplify
notation, we assume that the number of repeated measurements from each subject is the
same, such that ni = n for all i, although our method is not restricted to balanced data.
Let θ = (β′,α′)′ be the coefficient vector defined on Θ = {θ : θ ∈ RNp+q}, where β =
(β′1, · · · ,β′N)′ is an Np-dimensional individual parameter vector associated with covariates
X = diag(X i) and X i = (X
′
i1, · · · ,X ′in)′. We denote Z = (Z ′1, · · · ,Z ′N)′ where Zi =
(Z ′i1, · · · ,Z ′ini)
′, and µ(θ) = (µ1(θ)
′, · · · ,µN(θ)′)′, where µi(θ) = (µi1(θ), · · · , µin(θ))′.
The matrix representation of the model in (4.1) is µ(θ) = h(Uθ) with U = (X,Z).
Our goal is to estimate coefficients of interest with the underlying assumption that
the individual parameters exhibit a certain subgrouping structure. Specifically, let G =
(G(1), · · · , G(N)) be the subgrouping membership, where G(i) ∈ {1, · · · , K} is a subgroup-
ing mapping for subject i, and K(K ≤ N) is the number of distinct group effects. Con-
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sequently, the corresponding subspace of θ under the subgrouping partition is ΘG = {θ :
βi = βj ∈ Rp for any G(i) = G(j) = k, 1 ≤ k ≤ K; and α ∈ Rq}. Let η = (γ ′,α′)′ be the
coefficient vector under subgrouping partition G, where γ is the Kp dimensional subgrouping
effect. Then, it is straightforward that βi = γk if G(i) = k.
4.3 Methodology and Theory
4.3.1 A Pairwise Grouping Approach
In this subsection, we propose a pairwise grouping (PG) approach to simultaneously identify
subgrouping structure G and estimate the subgrouping effects in addition to the homogeneous
effects in θ. Here, we only require that first two moments of the binary responses exist, and
therefore we apply a quasi-likelihood with the following objective function:
QNn(θ) = lNn(θ) +
∑
1≤i<j≤N
P (βi − βj, λ), (4.2)
where lNn(θ) is a negative quasi-loglikelihood and P (·, λ) is a penalty function of the pairwise
distance between individual effects βi’s with a tuning parameter λ determining the closeness
of the pairwise differences.






−1(Y i − µi(θ)),
whereDi(θ) = ∂µi(θ)/∂θ
T and V i(θ) is the covariance matrix for each subject. We incorpo-
rate correlation information between repeated measurements through a common working cor-
relation structure in V i(θ) = V i(θ, ρ) = Ai(θ)
1/2R(ρ)Ai(θ)
1/2, where Ai(θ) = diag(σij(θ))
is the diagonal matrix of the variances and R(ρ) is a working correlation matrix with a cor-
relation coefficient ρ. Liang and Zeger (1986) introduce several commonly used working cor-
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relation matrices such as exchangeable or first-order autoregressive correlation structures.




j=1 {yij log (µij(θ)) + (1− yij) log (1− µij(θ))} if an inde-
pendence structure is assumed.
One advantage of the proposed approach is its capability of balancing model accuracy and
model complexity through encouraging equivalence among similar individual parameters. To
ensure the sparseness of pairwise differences between individual effects and to achieve nearly
unbiasedness of the parameter estimations, we apply the minimax concave penalty (MCP,






with parameter τ controlling the concavity of the penalization, and ‖ · ‖ as the L2-norm of
the vectors. In addition, we only require the first two moments of the responses under the
quasi-likelihood framework instead of specifying the full likelihood function. This allows us
to incorporate correlation information among repeated observations without dealing with
complex joint distribution of correlated longitudinal binary data.
4.3.2 Implementation
To achieve computational feasibility, we propose to implement an alternating direction and
method of multipliers (ADMM) algorithm (Boyd et al., 2011) to minimize the object function
(4.2). Notice that the MCP penalty introduces non-convexity to the objective function, and
the penalization term also leads to non-separable parameters of βi’s in estimation. Instead














where κ is a fixed augmented parameter and λ is the Lagrange multiplier. We introduce a set
of |L| = N(N + 1)/2 new constraints with vl = βi − βj, l ∈ L = {(i, j), for 1 ≤ i < j ≤ N}
to overcome the non-separable problem in the original optimization problem. Notice that
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the transformed minimization problem leads to an equivalent solution corresponding to the
original one, subject to introduced constraints. The ADMM algorithm has the advantage of
decomposing (4.3) into several small problems which can be solved more easily. Specifically,
we update the estimations of θ,v = (v′1, · · · ,v′|L|)′, and λ = (λ
′
1, · · · ,λ′|L|)′ sequentially at
the (s+ 1)th iteration step as follows:



















For the first minimization problem in (4.4), we apply the Newton-Raphson algorithm to
solve the quasi-likelihood estimating equations to obtain the global minimizer. That is, we
minimize
QNn(θ,v




where ṽ = v + 1
κ
λ, D = (D′1, · · · , D′|L|)′ with Dl = (ei − ej)′ ⊗ Ip, ⊗ is the Kronecker
product and ei is an N -dimensional vector with one at the i-th component and zeros else-
where. Although we do not need to specify a likelihood function explicitly, the minimization
of QNn(θ,v
(s),λ(s)) under the quasi-likelihood framework yields the following estimating








= −ZTA(θ)V (θ, ρ)−1(Y − µ(θ)),
where V (θ, ρ) = diag(V i(θ, ρ)) and A(θ) = diag(Ai(θ)).
The Newton-Raphson algorithm updates the estimation of θ at the mth inner step iter-
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atively via
















where M = A(θ)V (θ, ρ)−1A(θ) and M 0 = A(θ)V (θ, ρ)
−1. Consequently, we can obtain
θ(s+1) once the Newton-Raphson algorithm converges. In addition, the correlation coefficient
ρ can be estimated through moment estimations utilizing the residuals from the generalized
linear model (Liang and Zeger, 1986). Notice that M becomes A(θ) and M 0 becomes the
identity matrix if independence correlation structure is assumed. In this case, the minimizer
from the Newton-Raphson algorithm is identical to ordinary logistic regression estimation
under the independence assumption.
For the second minimization function in (4.5), since it is a convex function with respect
to each vl for τ > 1/κ, v
(s+1)


















l ‖ < τλ,








l /κ. This allows us to implement parallel
computing for each l, and speed up computation.
Proposition 1. The ADMM algorithm converges such that lims→∞ ‖r(s+1)‖2 = 0 and
lims→∞ ‖d(s+1)‖2 = 0, where r and d are defined in Section 4.7.1.
Proposition 1 implies that the ADMM algorithm achieves an optimal solution in mini-
mizing the objective function (4.2). We outline the detailed ADMM algorithm in Algorithm
3.
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Algorithm 3 ADMM algorithm
Initialize α(0), β(0), λ(0) and v(0), κ and τ > 1/κ are fixed.
For s = 0, 1, 2, · · ·
Step1: update α(s+1) and β(s+1)
Initialize: α(s+1,0) = α(s), β(s+1,0) = β(s)
Newton-Raphson iteration for α(s+1,m+1) and β(s+1,m+1) until
‖β(s+1,m+1) − β(s+1,m)‖+ ‖α(s+1,m+1) −α(s+1,m)‖ < ε0.
Step2: update v
(s+1)
l , for all l = 1, 2, · · · , |L|
Step3: update λ
(s+1)
l , for all l = 1, 2, · · · , |L|
Step4: Iterate Steps 1-3 until ‖r‖ ≤ ε1 and ‖d‖ ≤ ε2.
In non-convex optimization, it is critical to choose appropriate initialization of parameters
since it leads to an ideal solution and significantly reduces the number of iterations. Here,
instead of setting initial values of λ(0) and v(0) to zero, starting with all observations in one
cluster, and then splitting subjects into several groups, we propose to set the initial values
as:




where λ(0) is a small number such that each subject forms their own group.
In addition, we provide a modified BIC-type model selection criterion to select the tuning
parameter λ, which determines the complexity of the model through the fusion of similar










ij) + (1− yij) log(1− p̂λij)
)
+ dN log(Nn)df, (4.6)
where df = K̂p + q is the effective degree of freedom and K̂ is the number of estimated




corresponding estimated probability. Here, the first term of BICλ in (4.6) is the quasi-
likelihood for binary data under the independence model criterion (Pan, 2001), and the
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second term is modified with an additional dN depending on N to allow more penalization
on more complex models (Wang et al., 2009; Ma and Huang, 2017), since the parameter space
in our setting diverges as the sample size grows. In our analysis, we let dN = c log(Np+ q),
where c is a positive constant.
4.3.3 Theoretical Properties
In this subsection, we establish the theoretical properties of the proposed method. In partic-
ular, we investigate subgroup identification consistency, and show the estimation consistency
for the oracle estimators when the true subgrouping membership is known. We denote λmax(·)
and λmin(·) as the maximum and minimum eigenvalues of a specific matrix and ‖x‖ be the
L2-norm for vector x. Let τn = λmax(R(ρ)
−1R0), where R0 is the true correlation matrix
and R(ρ) corresponds to the working correlation matrix. We denote the true parameters
of interest as θ0, β0, α0 and η0, as appropriate. We require the following conditions and
assumptions to establish our theorems.
(C1): τ−1n λmin(Cn(θ
0))→∞, where Cn(θ0) is defined in Section 4.7.
(C2): min
G(i) 6=G(j)
‖β0i − β0j‖ ≥ τλ, and λ  τ
1/2
n λmin(Cn(θ





0))→∞, where C∗n(η0) is defined in Section 4.7.
Theorem 4. If conditions (C1 - C2) and regularity conditions (A1 - A2) provided in Section
4.7 are satisfied, for any fixed N , there exists a local minimizer θ̂ = arg minQNn(θ) with
θ̂ ∈ Bn(r) = {θ : τ−1/2n ‖Cn(θ0)1/2(θ − θ0)‖ ≤ r} for some constant r > 0 such that as
n→∞, we have
P (Ĝ = G0)→ 1,
where Ĝ is the estimated subgrouping membership and G0 is the true subgrouping membership.
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Theorem 4 indicates that the proposed method can identify the true subgrouping struc-
ture with probability tending to 1, when there is a sufficient number of repeated mea-
surements from each subject. Notice that the (C1) condition depends on both true and
working correlation structure when the responses are correlated. In the case when R0
and R(ρ) are independent, (C1) imposes a requirement depending only on the marginal
information matrix Cn(θ







TZi} if the variances of the binary responses are bounded away
from zero and XTZ = 0 is satisfied. This condition is typically assumed under the standard
condition in classical regression problems. In the extreme case when R0 is exchangeable, we
require the specification of R(ρ) to be close to the true correlation matrix. Otherwise, if we
utilize an independent working correlation, then we need a stronger condition on the covari-
ates such that λmin(C̃)/n → ∞ (see Fahrmeir and Kaufmann, 1986, for detailed discussion
on growing regressors where the magnitude of the covariates could grow with the number of
repeated measurements).
With known underlying subgrouping membership, an oracle model has a mean function
µ∗(η) = h(Wη),W = (X̃,Z),
where X̃ = X∆ is obtained via a subgrouping mapping transformation ∆Np×Kp. That
is, ∆ = δ ⊗ IP , where the i-th row of δ is a K-dimensional vector with one at the k-th
component and zeros elsewhere for the k-th subgroup subjects. Consequently, we can obtain




Nn(η) is the negative quasi-likelihood,






−1(Y i − µ∗i (η)),
and Di
∗(η) = ∂µ∗i (η)/∂η
T .




i=1 I(G(i) = k).
Theorem 5. Under condition (C3) and regularity conditions (A3 - A4) in Section 4.7, the
oracle estimators are consistent such that τ
−1/2
n ‖C∗n(η0)1/2(η̂
or − η0)‖ = Op(1). Further,
we have C∗n(η
0) = diag{O(nS1)Ip, · · · , O(nSK)Ip, O(nN)Iq} if (A5 - A7) are satisfied and
XTZ = 0.
Theorem 5 provides the convergence rate for the oracle estimators. The establishment
of subgroup identification consistency from Theorem 4 indicates that we can recover the
underlying subgroup membership of heterogeneous parameters with probability tending to
1. Therefore, the proposed estimations θ̂ ensure the same convergence rate as the oracle
estimators. When conditions (A5 - A7) are satisfied, information accumulated from subjects
within the same subgroup enables us to achieve a convergence rate associated with the cluster
size.
4.4 Simulation Study
In this section, we conduct simulation studies to investigate estimation performance on both
subgrouping and population parameters, and identification accuracy on underlying subgroup-
ing membership. We compare our method to the oracle model, the K-means model, the
homogeneous model, and the subject-wise model. More specifically, the oracle model utilizes
the generalized estimating equations approach (GEE) assuming group membership is known,
which generally performs the best in terms of estimation accuracy. The K-means model is
implemented through two-steps. That is, we perform K-means clustering using initial values
from the proposed approach followed by a GEE model according to the K-means cluster-
ing result. The aforementioned models take the subgrouping assumption into consideration.
We also compare two misspecified models which ignore the subgrouping structure of the
covariate effects. In particular, one is the homogeneous model assuming a common βi for all
subjects. The other is the subject-wise model formulated in (4.1), which assumes that each
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subject has its own group.
We calculate the square errors (SE) of estimations for subgrouping and population pa-
rameters to evaluate estimation accuracy. For population parameter α, we define SE =
‖α̂ − α0‖2, and SE =
∑N
i=1 ‖β̂i − β
0
i ‖2/N = ‖β̂ − β0‖2/N for subgrouping parameters β.
Consequently, the root mean square error (RMSE) is calculated based on 100 simulations,
where RMSE = (
∑100
s=1 SEs/100)
1/2 and SEs is the square error in each simulation. In order
to evaluate the performance of subgrouping identification of the proposed method, we cal-
culate the agreement between the true and estimated membership using several commonly
used external indices, such as the Rand index (Rand, 1971), Adjusted Rand index (Hubert
and Arabie, 1985) and Jaccard index (Jaccard, 1912). A larger value closer to 1 indicates
better performance in subgrouping.
4.4.1 Example 1: Two Subgroups
We first examine the true setting where there are two different underlying subgrouping
effects. The mean response µij = h(Xijβi + Zijα), i = 1, · · · , 100; j = 1, · · · , 10; where βi’s
are from two groups βi = ±1.2 with equal group size 50, the population parameter α = 0.35,
covariates Xij are generated from a mixture of two uniform distributions aU(0.5, 1.5) +
(1 − a)U(−1.5,−0.5), with a ∼ Bernoulli(0.5), and Zij are generated from N(0, 0.52). In
addition, the serial correlations within subjects are generated from either Independence,
AR(1), or exchangeable (EX) with correlation coefficient ρ = 0.3.
We fix the augmented penalty parameter κ = 1 and the concavity parameter τ = 3 in
the MCP penalty, as the choice of these two fixed parameters is not critical for subgrouping
identification in our numerical studies. In the modified BIC-type criterion, the constant c
is set to be 5 or 10, both giving the same results. In Table 4.1, we compare the estimation
among these methods by RMSE. Table 4.1 shows that the proposed pairwise grouping (PG)
approach has an RMSE closer to the oracle approach for subgrouping parameters. The ho-
mogeneous model and the subject-wise model tend to have poor performances with a large
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discrepancy between estimated and true subgrouping parameters as these two models are
misspecified; especially for the subject-wise model where the logistic regression is unstable
when the data presents “perfect separation”. The K-means approach also outperforms these
two misspecified models since it incorporates subgrouping structure. In addition, it is impor-
tant to take serial correlation into account in parameter estimations, as correctly specifying
the correlation structure improves estimation accuracy on both types of parameters. For ex-
ample, the pairwise grouping approach using exchangeable correlation has an RMSE 0.8155
for subgrouping parameter estimation when the true serial correlation is exchangeable. The
PG method under independence improves the RMSE by almost 12%. In terms of estimating
the shared parameter α, all methods have similar performance except for the subject-wise
model.
To visualize the performance of estimation precision and efficiency, we display the box-
plots of square errors from replicated simulations in Figure 4.1 when the true correlation
is exchangeable. We do not provide the results from the subject-wise model as it produces
extremely large square errors in addition to large variations. Figure 1 shows that the pro-
posed approach has smaller square errors and variations compared to the K-means model. In
addition, correctly specifying the correlation structure also leads to more efficient estimation.
Figure 4.2 illustrates a solution path for subgrouping parameters. As the tuning param-
eter λ increases, the PG approach merges subjects into subgroups and the BIC selects the
optimal model when λ ∈ [0.15, 0.27]. The estimated parameters for the two groups are quite
close to the true parameters. We also investigate the performance of subgrouping identifi-
cation comparing the PG approach to the K-means method, as both partition subjects into
subgroups. The three indices in Table 4.2 show that the PG method outperforms the K-
means method with larger index values, which indicates better membership recovery. This
can be explained in that the proposed method achieves effective estimation and subgroup-
ing identification simultaneously, as the proposed PG approach can automatically borrow
within-group information to boost estimation precision and efficiency, and can therefore re-
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cover the subgrouping structure. In contrast, the K-means method is implemented in two
steps where the clustering in the second step relies heavily on the accuracy of the parameter
estimations in the first step, which does not utilize subgrouping information. In addition,
the proposed PG approach with correct specification of the correlation structure improves
identification of subgrouping structure.
4.4.2 Example 2: A Homogenous Model
In this subsection, we investigate the performance of the proposed approach when the model
is misspecified, assuming that there is a subgrouping structure, while the true setting includes
only homogeneous effects. The model is generated similarly as in Example 1, except that the
true parameter βi = 0.75 for all subjects and Xij are generated from N(0, 0.5
2). In this case,
the homogeneous model is the same as the oracle model and is omitted in the comparison.
Table 4.3 displays the estimation comparisons from the different methods. The proposed
method performs almost identically to the oracle method, while correctly specifying the
correlation structure produces the smallest square errors for parameter estimation. The
K-means method is not included here since it also identifies one cluster, and therefore is
identical to the oracle approach. However, the subject-wise model tends to overfit the model
and leads to larger square errors. In addition, the root mean square errors for β̂ in the
subject-wise model is almost 20 times that using the PG method with exchangeable working
correlation. Correctly specifying correlation structure can also lead to a 60% improvement
of RMSE compared to the PG approach with independence working correlation when the
true correlation is exchangeable.
Figure 4.3 provides a solution path under the homogeneous model, which shows a quite
different pattern compared to the one when there is subgroup structure as in Example 1.
Figure 4.3 shows individual parameters merge together as λ increases, and there are no
obvious subgroups among the estimates. The estimated number of clusters is 1 for all 100
simulations, indicating that the proposed method is able to identify the correct grouping
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structure.
4.5 An Application to IRI Marketing Data
In this section, we investigate the IRI marketing data. Specifically, we segment customers
into subgroups by investigating the marketing effect on customers’ buying decisions under
certain marketing promotion strategies. The SymphonyIRI Group assembles an academic-
use dataset involving sales data from 30 consumer packaged goods categories from 47 markets
in the country. To investigate and better understand customers’ purchasing behaviors, Sym-
phonyIRI Group recruits panelists to track their purchases on a weekly basis over 11 years
for two major markets: Eau Claire, Wisconsin, and Pittsfield, Massachusetts (Kruger and
Pagni, 2008). This longitudinal marketing data records purchases from each panelist on a
weekly basis, including product category, quantity, and total price, as well as ongoing mar-
keting promotion strategies, such as price reductions, in-store displays and advertisements
related to the products.
In this application, we are particular interested in “coffee” product consumption, that is,
whether customers might be triggered to purchase more units of coffee or not if an ongoing
in-store display event takes place. Our response of interest is ‘1’ if the customer buys more
than one unit of coffee and ‘0’ otherwise. There are 6140 panelists who have purchased
coffee during the 11-year window. However, frequencies of store visits from panelists are
highly skewed, with almost 80% of customers purchasing coffee fewer than 50 times, while
the most frequent shopper has 396 coffee purchases. In this analysis, we focus on subset data
containing 174 customers who have purchased coffee products between 25 to 50 times. To
compare the prediction power from these methods, we divide the data into a training dataset
with at first 20 repeated measurements, and the remaining longitudinal measurements are
treated as the testing dataset. In addition to estimating the subgrouping effect of in-store
displays, we also include a time lag variable from the last purchase in the model corresponding
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to the shared parameter:
logit(µij) = α0 + α1 log(Weeklag) + βiIDisplay,
where α0 and α1 are two shared parameters and Weeklag is the time lag from last purchase,
while βi’s are individual effects which might present subgrouping patterns, and IDisplay is the
indicator of whether there is a in-store display event at the time when the customer makes
the purchase.
We identify 3 subgroups of display effect among these panelists using the pairwise group-
ing method with exchangeable correlation. Specifically, 83 customers show a negative display
effect with a coefficient of -0.243, 64 customers share a subgroup of mild positive effect of
0.935, and the remaining 27 customers exhibit a larger positive effect of 2.190. We observe
that different correlation structures lead to the same subgrouping membership, but show
different prediction accuracy measured by the area under the curve (AUC) in Figure 4.4.
In particular, the pairwise grouping method with exchangeable correlation produces the
largest prediction power with an AUC of 0.6372 among the three different working correla-
tion structures. On the other hand, the subject-wise model has an AUC of 0.5959, and the
homogeneous model has an AUC of 0.6018. The K-means model result is not provided as
it selects only one cluster, which is essentially the same as the homogeneous model.
The subgrouping analysis indicates that there are two groups of customers who are more
likely to buy more coffee products when there are in-store displays. We further confirm
this finding through refitting the model using the GEE methods under the subgrouping
structure identified by the proposed method. Table 4.4 illustrates the refitted subgrouping
“display” effects and 95% confidence intervals of corresponding odds ratios. The estimation
of subgrouping “display” effects are quite similar between the proposed approach and the
GEE method. In addition, the odds ratio estimations confirm that there are two segments
of customers who are more likely to purchase coffee products with odds ratios of 2.630 and
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9.155 respectively. In contrast, the first subgroup of customers do not show interest in
making more purchases even if there is a in-store display event.
4.6 Discussion
In this chapter, we propose a pairwise grouping approach to simultaneously identify and
estimate subgrouping effects for longitudinal binary outcomes. One key advantage of the
proposed method is to borrow information across subjects through penalization on pair-
wise differences of coefficients, so we can effectively recover true subgrouping memberships.
The proposed method is formulated under the quasi-likelihood model framework which only
requires specification of the first two moments, which makes it able to handle correlated
binary data. In addition, we incorporate serial correlations arising from repeated binary re-
sponses to improve estimation efficiency. An additional advantage of the proposed approach
is that, in contrary to some existing classical cluster analysis methods, it does not require
pre-specifying the number of clusters in advance.
In the real data application, we successfully identify three subgroups of customers, in
which two groups of customers have incentive to purchase more products when there are in-
store display events, while the other group of customers is less affected by in-store displays
in purchasing. In order to better explain the marketing effects on each individual and rec-
ommend suitable marketing strategies to targeted customers, it is worth further research to
investigate the relationship between subgrouping memberships and other individual charac-
teristics, such as demographic information from each household. The additional information
on individuals could be useful in designing personalized marketing tools for new customers,
whose purchasing history information is not available.
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Without loss of generality, we rearrange the order of subjects such that they are clustered

































where Mi = Ai(θ)
1/2R(ρ)−1Ai(θ)
1/2. For any fixed N , we simplify our notation for CNn(θ)




We impose the following regularity conditions:
(A1): Cn(θ
0) and Mn(θ0) are positive definite.
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‖Cn(θ0)−1/2Dn(θ)Cn(θ0)−1/2 − I‖ < ζ
)
→ 1,
where Bn(r) = {θ : ‖τ−1/2n Cn(θ0)1/2(θ − θ0)‖ ≤ r}.
(A3): C∗n(η
0) and M∗n(η0) are positive definite.





‖C∗n(η0)−1/2D∗n(η)C∗n(η0)−1/2 − I‖ < ζ
)
→ 1,
where B∗n(r) = {η : ‖τ
−1/2
n C∗n(η
0)1/2(η − η0)‖ ≤ r}.
(A5): There exist constants c1 and c2, such that c1 < λmin(R(ρ)) ≤ λmax(R(ρ)) < c2.
(A6): Assume that C1n < λmin(X
T
i X i) ≤ λmax(XTi X i) < C2n and C1n < λmin(ZTi Zi) ≤
λmax(Z
T
i Zi) < C2n for some constants C1 and C2.
(A7): Assume b = min
i,j
{σij} is bounded away from zero.
4.7.1 Proof of Proposition 1
In the ADMM algorithm, the stopping criteria are evaluated based on the following defined
r =
(




dT1 , · · · ,dTN
)T




























In order to prove the convergence of the ADMM algorithm, it is equivalent to showing
that lim
s→∞
‖r(s+1)‖2 = 0 and lim
s→∞









‖κDT (v(s+1) − v(s))‖2. The proof of
Proposition 1 can be derived through two parts, the first is lim
s→∞
‖Dβ(s+1)−v(s+1)‖2 = 0 and
the second is lim
s→∞
‖κDT (v(s+1) − v(s))‖2 = 0.
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According to the ADMM algorithm, θ(s+1) is the minimizer of QNn(θ,v
(s),λ(s)) which is









= −ZTA(θ)V (θ, ρ)−1(Y − µ(θ)) = 0.
Therefore, we have
XTA(β(s+1),α(s+1))V (β(s+1),α(s+1), ρ)−1(Y − µ(β(s+1),α(s+1)))︸ ︷︷ ︸
(L)
+κDT (Dβ(s+1)−ṽ(s)) = 0.
Since ṽ = v + 1
κ
λ, it is straightforward that L+ κDT (Dβ(s+1) − v(s))−DTλ(s) = 0.




‖Dβ(s+1) − v(s+1)‖2 = 0, then the second part











we have L+ κDT (Dβ(s+1) − v(s) − 1
κ
λ(s)) = L+ κDT (v(s+1) − v(s))−DTλ(s+1) = 0. Thus,
we have −κDT (v(s+1) − v(s)) = L−DTλ(s+1).




‖Dβ(s+1) − v(s+1)‖2 = 0, we can follow a
similar strategy as in Ma and Huang (2017), which is omitted here. 
4.7.2 Proof of Theorem 4
We first show that for any fixed N , there exists a local minimizer θ̂ ∈ Bn(r) of our objective









where ∂Bn(r) is defined as the boundary of the Bn(r), and Ln(r) = Qn(θ
∗) − Qn(θ0) =
ln(θ
∗, ρ)− ln(θ0, ρ)︸ ︷︷ ︸
I(1)
+Pn(β
∗)− Pn(β0)︸ ︷︷ ︸
I(2)
, where Pn(β) =
∑
1≤i<j≤N ρτ (βi − βj, λ).
By Taylor expansion,
I(1) = l̇n(θ
0)T (θ∗ − θ0) + 1
2
(θ∗ − θ0)T l̈n(θ∗∗)(θ∗ − θ0),
where θ∗∗ is between θ0 and θ∗. Thus θ∗∗ ∈ Bn(r). As θ∗ ∈ ∂Bn(r), we have τ−1/2n Cn(θ0)1/2(θ∗−





































n |dTCn(θ0)−1/2gn(θ0)| ≤ ‖d‖ ·‖τ−1/2n Cn(θ0)−1/2gn(θ0)‖ = Op(1). Therefore,
along with condition (A2), we have the second term in I(1) dominates when c1 is small enough
or r is large enough. This implies that I(1) > 0 for θ
∗ ∈ ∂Bn(r) with probability tending to
1.
For I(2), we have I(2) = Pn1(β
∗)− Pn1(β0) + Pn2(β∗)− Pn2(β0), where Pn1(β) =∑
G(i)=G(j)
ρτ (‖βi − βj‖, λ), and Pn2(β) =
∑
G(i) 6=G(j)
ρτ (‖βi − βj‖, λ). Since Pn1(β0) = 0 and
Pn1(β
∗) ≥ 0, we have I(2) ≥ Pn2(β∗)−Pn2(β0). Notice that for any i, j such that G(i) 6= G(j),
we have ‖βi∗ − βj∗‖ ≥ min
G(i) 6=G(j)
‖βi0 − βj0‖ − 2 max
i
‖βi∗ − βi0‖ ≥ min
G(i)6=G(j)




0))−1/2r ≥ τλ. Thus Pn2(β∗) and Pn2(β0) are the same constant.
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Next, we show that we can recover the true subgroup membership for θ̂ ∈ Bn(r) when
n→∞.






0))−1/2r → 0. This implies that β̂i and β̂j will be in the same group with
probability tending to 1. On the other hand, for any pair i, j such as G(i) 6= G(j), we have
‖β̂i − β̂j‖ ≥ min
G(i) 6=G(j)
‖β0i − β0j‖ − 2 max
i
‖β̂i − β0i ‖ → min
G(i) 6=G(j)
‖β0i − β0j‖ > 0. This implies
that β̂i and β̂j will be in different groups with probability tending to 1. This completes the
proof. 
4.7.3 Proof of Theorem 5
Notice that the Oracle estimators are obtained given the underlying subgrouping infor-
mation available. Therefore, it is equivalent to the estimators from the generalized es-
timating equations (GEE) method, as the penalty term on pairwise coefficient distances
disappears. Following Xie and Yang (2003) under conditions (C3), (A3) and (A4), we
conclude that there exists η̂or ∈ B∗n(r) such that η̂




or − η0)‖ = Op(1). Under conditions (A5), (A7) and XTZ = 0, we can
write C∗n(η









TZi). Therefore, the theorem
result follows under condition (A6). This completes the proof. 
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4.8 Tables and Figures
True model Independence AR(1) EX
Methods α β α β α β
Oracleind 0.1537 0.1063 0.1462 0.1317 0.1674 0.2821
Oraclear 0.1544 0.1064 0.1394 0.1284 0.1742 0.2807
Oracleex 0.1541 0.1064 0.1439 0.1299 0.1528 0.2765
Kmeans 0.1513 0.5941 0.1514 0.8007 0.1947 1.0726
Homogeneous 0.1624 1.2010 0.1576 1.2023 0.1397 1.2023
Subjectwise 0.1782 6.6705 0.1960 10.0688 0.2828 13.7400
PGind 0.1498 0.4152 0.1575 0.7029 0.1853 0.9223
PGar 0.1511 0.4312 0.1488 0.6611 0.1823 0.8827
PGex 0.1531 0.4197 0.1528 0.6907 0.1584 0.8155
Table 4.1: RMSE from the pairwise-grouping (PG) method and the oracle model (Oracle)
under each working correlation specification, the K-means (Kmeans) model with correctly
specified correlation structure, the Homogeneous model (Homogeneous), and the Subject-
wise model (Subjectwise).
True model Methods Rand Adj-Rand Jaccard
Independence
PGind 0.9466 0.8931 0.8995
PGar 0.9390 0.8780 0.8835
PGex 0.9408 0.8816 0.8869
Kmeans 0.8830 0.7670 0.8460
AR(1)
PGind 0.8588 0.7176 0.7537
PGar 0.8714 0.7428 0.7728
PGex 0.8617 0.7233 0.7582
Kmeans 0.8030 0.6070 0.7130
EX
PGind 0.8389 0.6777 0.7183
PGar 0.8454 0.6907 0.7306
PGex 0.8499 0.6997 0.7389
Kmeans 0.7970 0.5940 0.6230
















































Figure 4.1: Boxplots of square errors of different methods in Example 1 when the true
correlation is exchangeable.
True model Independence AR(1) EX
Methods α β α β α β
Oracleind 0.1363 0.1352 0.1793 0.3062 0.2668 0.5147
Oraclear 0.1367 0.1361 0.1411 0.2058 0.1654 0.2524
Oracleex 0.1358 0.1348 0.1624 0.2539 0.1441 0.2097
Subjectwise 0.1681 3.0709 0.2313 4.6983 0.3332 4.4588
PGind 0.1363 0.1352 0.1793 0.3062 0.2668 0.5147
PGar 0.1368 0.1361 0.1403 0.2029 0.1654 0.2524
PGex 0.1358 0.1348 0.1626 0.2547 0.1451 0.2125
Table 4.3: RMSE from the pairwise-grouping (PG) method and the oracle model (Oracle)
under each working correlation specification, and the Subject-wise model (Subjectwise).
Subgrouping effects Odds ratio
PG estimation GEE estimation Estimation
95% Confidence Intervals
Lower level Upper level
-0.243 -0.290 0.748 0.632 0.886
0.935 0.967 2.630 2.220 3.110
2.190 2.214 9.155 7.420 11.30





































Figure 4.4: The AUC for prediction under various methods.
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