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Abstract—In molecular communications, the direct detection
of signaling molecules may be challenging due to the lack of
suitable sensors and interference from co-existing substances in
the environment. Motivated by examples in nature, we investigate
an indirect detection mechanism using chemical reactions be-
tween the signaling molecules and a molecular probe to produce
an easy-to-measure product at the receiver. The underlying
reaction-diffusion equations that describe the concentrations of
the reactant and product molecules in the system are non-linear
and coupled, and cannot be solved in closed-form. To analyze
these molecule concentrations, we develop an efficient iterative
algorithm by discretizing the time variable and solving for the
space variables in each time step. We also derive insightful
closed-form solutions for a special case. The accuracy of the
proposed algorithm is verified by particle-based simulations. Our
results show that the concentration of the product molecules has
a similar characteristic over time as the concentration of the
signaling molecules. We analyze the bit error rate (BER) for a
threshold detector and highlight that significant improvements
in the BER can be achieved by carefully choosing the molecular
probe and optimizing the detection threshold.
I. INTRODUCTION
In molecular communications (MC), information is typically
encoded in the number, type, or time of release of signaling
molecules. The encoded information is detected at the receiver
by a sensor [1]. Therefore, sensor technology, in particular
chemical sensors, plays an important role for the design of
receivers for MC systems.
Chemical sensors are designed to provide a measurable
signal corresponding to the concentration of the analyte or the
existence of a chemical substance in the environment [2]. This
measurement can be based on magnetic or electrical fields,
resistance, capacitance, inductance, or an optical response
[2]. In MC, the selection of the sensor technique depends
on the specific requirements of the considered application. For
example, magnetic field based sensing was used in [3] and
resistance based sensing was applied in [4]. The systems in
[3] and [4] have demonstrated the possibility of realizing MC
but they are fairly simple since there are no interfering sources
impairing the detection of the signaling molecules, i.e., no
other magnetic [3] or alcohol sources [4] besides the desired
signal. Nevertheless, in many practical applications of MC,
e.g., drug delivery and health monitoring, there usually exist
other chemical substances which may cause interference for the
detection of the signaling molecules. Environmental monitoring
applications also need to handle environments where many
different chemicals and electromagnetic sources are present
and potentially cause interference. For example, chemicals such
as zinc and copper have similar magnetic susceptibility and
electrical resistivity and thus are difficult to distinguish at the
receiver. In such cases, one possible solution for detection is
to harness unique chemical reactions where only the signaling
molecule, i.e., the analyte, can react with a specific reactant, i.e.,
a molecular probe, to produce a product molecule which can be
measured. This approach has been an area of intense research in
molecular biology, see [2] and references therein. For example,
zinc ions react with spiropyran and produce a merocyanine
metal complex, which exhibits florescence, i.e., it emits light
of a wavelength that can be measured via optical spectroscopy
[2], [5]. Furthermore, synthesizing molecular probes that are
matched to a given analyte and the considered environment
has been an active area of research which can be exploited for
MC system design, see [2] and references therein.
Note that, in some MC systems, the signaling molecules
should be small and lightweight, e.g., zinc ions or calcium
ions, such that they can be easily stored at the transmitter
and can diffuse fast from the transmitter to the receiver. On
the other hand, the product molecules of the reaction, i.e.,
the combination of the probe and the analyte [6], which
can be detected directly by the receiver, are usually larger
molecules and thus may not be directly suitable as signaling
molecules. Moreover, when the reaction occurs, a measurable
signal, e.g., light, corresponding to the reaction product may
be generated but then disappear quickly by a process referred
to as quenching [2], [7], [8], which is useful for reducing
inter-symbol interference (ISI). Motivated by these advantages,
in this work, we propose a novel detection mechanism for MC
based on the reaction of signaling molecules with a molecular
probe.
Chemical reactions have been studied in different contexts
for MC. For example, chemical reactions were used to generate
signaling molecules at the transmitter [9] and potent drugs on
the surface of the receiver [10]. The reactions of signalling
molecules with enzymes in the environment and with receptors
on the surface of receivers were exploited to mitigate ISI in
[11], [12] and for detection in [13]–[15], respectively. Chemical
reactions have also been considered for coding and modulation
in [16], [17]. In fact, in [9], the chemical reactions were
assumed to occur in a one dimensional environment and the
concentration of one reactant was known. The enzyme in [10]
and the receptors in [13]–[15], i.e., one of the reactants, were
assumed to be immobile. Moreover, [11], [12] considered a
fast reaction where the concentration of the enzymes remained
constant. The authors in [16], [17] focused on the concentration
of the signaling molecules, i.e., the reactants, but the products
of the reaction were of no interest and not studied. In [18],
the molecules emitted by the transmitter and the product of
ar
X
iv
:1
91
1.
04
58
6v
1 
 [c
s.I
T]
  1
1 N
ov
 20
19
RxTx
Fig. 1: Schematic illustration of the system model. A molecules
are released from the transmitter, Tx, and react with B
molecules, released at position uB, in order to create C
molecules, which can be measured by the receiver, Rx.
the reaction during propagation were both considered, but
the reaction was a degradation reaction and thus modeled as
a first-order reaction. In this work, we consider the reaction
between signaling molecules and molecular probes, which have
to be modeled by a second-order reaction. To the best of our
knowledge, second-order reactions with the reactants not being
bound to the receiver and freely diffusing in the environment
have not been considered for detection design of MC systems,
yet. Moreover, the concentration of the reaction product in
such systems, which is the solution of a second-order reaction
diffusion equation, has not been analyzed.
In this paper, we consider a novel MC detection concept
which is based on a chemical reaction in the environment. We
make the following main contributions:
‚ We propose a novel detection mechanism for MC systems
for which the direct detection of the signaling molecules is
not possible or not efficient.A molecular probe is employed
to convert the original signaling molecules into product
molecules which can be efficiently detected.
‚ We develop an iterative algorithm for evaluation of the
spatio-temporal distribution of the product molecules by
solving the underlying non-linear and coupled reaction
diffusion equations.
‚ We consider the special case where the concentration of
the molecular probe is not significantly affected by the
chemical reaction. This applies, e.g., when the probe is the
main component of the environment and its concentration
is high compared to the concentration of the analyte.
For this case, we derive a closed-form expression of the
concentration of the product molecules.
‚ We analyze the performance of the proposed detection
mechanism in terms of the bit error rate (BER). Further-
more, we provide insight for system design with regard
to the choice of the molecular probe and the optimal
detection threshold.
II. SYSTEM MODEL AND DETECTION MECHANISM
We consider an MC system consisting of a point source
transmitter, denoted by Tx, and a transparent spherical receiver,
denoted by Rx, in an unbounded three dimensional (3D)
diffusive environment with constant temperature and viscosity.
Let R and rRx denote the distance between Tx and Rx and the
radius of Rx, respectively. Using cylindrical coordinates, where
position u is defined as u “ pρ, φ, zq, ρ P r0,8q, φ P r0, 2piq,
and z “ p´8,8q, the location of Tx and Rx is given by
uTx “ p0, 0, Rq and uRx “ p0, 0, 0q, respectively. Let T
denote the duration of a symbol interval. We assume on-
off keying modulation and that Tx releases NA molecules
of type A to convey bit “1” and no molecules to convey
bit “0” at the beginning of the symbol interval, i.e., at
t “ nT, n “ 0, 1, . . . , N , where N is the length of the
bit sequence. We assume that bits “0” and “1” have equal
probabilities.
We assume that the A molecules cannot be detected directly
at the receiver as a suitable sensor is not available. Hence, B
molecules are introduced into the system to react with the A
molecules to create C molecules for which suitable sensors
are available, see Fig. 1. The B molecules are referred to as
molecular probes [19]. The B molecules can be released at a
specific position, denoted by uB, or uniformly throughout the
environment. We model the sensing process via a transparent
receiver which counts the number of the C molecules in its
volume without affecting the molecules. For example, for
detection of the zinc ions mentioned in the introduction, optical
spectroscopy is used to measure the light intensity which is
proportional to the number of product molecules, i.e., the C
molecules. We note that the effect of quenching, which could
be exploited for ISI reduction, is neglected and left for future
work. We assume that the chemical reaction between the A
and B molecules is reversible and can be modeled as follows
A` B κfé
κb
C, (1)
where κf is the forward reaction rate constant of a second-
order reaction and κb is the backward reaction rate constant
of a first-order reaction. We assume that the A, B, and C
molecules diffuse in the unbounded 3D environment with
diffusion coefficients DA, DB, and DC, respectively. Thereby,
the concentrations of the A, B, and C molecules at time t and
position u, denoted by Cipu, tq, i P tA,B,Cu, are governed
by the set of reaction diffusion equations in (2), given at the
top of the next page, where ∇2 is the Laplace operator and
Gipu, tq “
ÿ
ti
ÿ
ui
Niδdpt´ tiqδdpu´ uiq (3)
represents the concentration of the type i molecules that are
released into the channel. In (3), δdp¨q, Ni, ti, and ui are the
Dirac delta function, the released number molecules for each
release, the release times, and the release positions of the i
molecules, respectively. We note that NC “ 0 since the C
molecules are not released. The partial differential equations
(PDEs) in (2) are non-linear and coupled, i.e., the concentration
of the i molecules after n releases is not equal to the sum
of the concentrations originating from each release. Thus, the
impact of all releases in (3) has to be accounted for when
solving (2).
Let sn and sˆn (sn, sˆn P t0, 1u) denote the n-th transmitted
bit and the n-th detected bit, respectively. We assume threshold
detection at the receiver where the receiver makes the decision
on the transmitted bit based on a signal which is proportional
BCApu, tq
Bt “ GApu, tq `DA∇
2CApu, tq ´ κfCApu, tqCBpu, tq ` κbCCpu, tq, (2a)
BCBpu, tq
Bt “ GBpu, tq `DB∇
2CBpu, tq ´ κfCApu, tqCBpu, tq ` κbCCpu, tq, (2b)
BCCpu, tq
Bt “ DC∇
2CCpu, tq ` κfCApu, tqCBpu, tq ´ κbCCpu, tq, (2c)
to the number of C molecules in its volume, denoted by q, at
the sampling time, denoted by ts, as follows
sˆn “
#
0 if q ď γ,
1 if q ą γ, (4)
where γ is the detection threshold. We assume that the
movements of the molecules are mutually independent, and
thus, q approximately follows a Poisson distribution with mean
q¯ [1]. The mean q¯ is given by [20]
q¯ “
ż
uPVRx
CCpu, tqdu, (5)
where VRx is the set of points within the receiver’s volume.
Note that since (2) includes the impact of all releases, CCpu, tq
and thus q¯ are affected by ISI and have different values for
different sequences of n bits, denoted by sn “ rs1, s2, . . . , sns.
The BER is given by
Pb “ 1
2
´
Pr pq ď γ|sn “ 1q ` 1´ Pr pq ď γ|sn “ 0q
¯
, (6)
where the cumulative distribution function of the Poisson
distribution is given by
Pr pq ď γ|snq “ 1
2n´1
ÿ
sn´1PS
ˆ
exp p´q¯q
γÿ
w“0
q¯w
w!
˙
. (7)
Here, S is the set of all possible values of sn´1 which affect
q¯.
In order to design and evaluate the system, e.g., to design
γ and to calculate the BER, we need to determine CCpu, tq.
This will be considered in the following section.
III. SYSTEM ANALYSIS FRAMEWORK
In order to design the proposed MC system and to analyze
its performance, we need to obtain CCpu, tq. However, the
non-linear coupled PDEs in (2) have no closed-form solution
in general [11], [17], [21]. Thus, in this section, we first present
an efficient numerical algorithm for determining Cipu, tq,
i P tA,B,Cu, in the general case, before deriving analytical
expressions for Cipu, tq for a special case.
A. General Case
We adapt [17, Algorithm 1] to the problem at hand. The basic
concept behind this algorithm is to discretize the time variable
and to solve the PDEs in the space variable. Considering small
time intervals allows us to decouple the diffusion and reaction
equations 1. In particular, Algorithm 1 shown below summarizes
1For a detailed mathematical proof of the accuracy of the algorithm with
respect to the decoupling of diffusion and reaction, please refer to [17].
Algorithm 1 Interative Calculation of the Concentration
Initialization: t “ 0,∆t, Tmax, and Cipu, t “ 0q.
while t ď Tmax do
Update t with t`∆t.
Compute G¯ipuq by (10), Cdfi pu, tq by (11), and Crci pu, tq
by (15).
Update Cipu, tq based on (9).
end while
Return Cipu, tq.
the simulation steps for calculating the concentrations of the
A,B, and C molecules, where Tmax is the maximum simulation
time. We will verify the accuracy of the resulting numerical
algorithm via particle-based simulation in Section IV.
In Algorithm 1, Cipu, tq is updated for i “ tA,B,Cu in
each iteration by the following rule [17]
Cipu, t`∆tq “ G¯ipuq ` Cdfi pu, t`∆tq
` Crci pu, t`∆tq ´ Cipu, tq, (9)
where G¯ipuq is the concentration of the i molecules released at
u in the time interval rt, t`∆ts. Cdfi pu, t`∆tq and Crci pu, t`
∆tq are the concentrations of the i molecules assuming that
in interval rt, t`∆ts only diffusion and only reactions occur,
respectively, while the other phenomenon is absent. The updates
of the concentrations in (9) are given in the following.
1) Update of Release: As proved in [17], G¯ipuq is given
by
G¯ipuq “
ÿ
ti
Niδdpt`∆t´ ´ tiqδdpuq. (10)
2) Update of Cdfi pu, t`∆tq: As shown in [17],
Cdfi pu, t`∆tq “ 1p4piDi∆tq3{2
ż
u˜
Cipu˜, tq
ˆ exp
ˆ
´||u´ u˜||
2
4Di∆t
˙
du˜. (11)
Due to the symmetry of the system, we choose cylindrical
coordinates to simplify the calculation of (11) in Corollary 1.
Corollary 1: Using cylindrical coordinates, Cdfi pu, t`∆tq
is given by
Cdfi pu, t`∆tq “ 2pip4piDi∆tq3{2
ż 8
ρ˜“0
ż 8
z˜“´8
Cipρ˜, z˜, tq
ˆW zi pz, z˜qW ρi pρ, ρ˜q dz˜dρ˜, (12)
where
W zi pz, z˜q “ exp
˜
´pz ´ z˜q
2
4Di∆t
¸
, (13)
W ρi pρ, ρ˜q “ exp
ˆ
´ρ
2 ´ ρ˜2
4Di∆t
˙
ρ˜ I0
ˆ
ρρ˜
2Di∆t
˙
, (14)
and I0p¨q is the zeroth order modified Bessel function of the
first kind.
Proof: Please refer to Appendix A.
Note that W zi pz, z˜q and W ρi pρ, ρ˜q do not change over time,
and thus, can be evaluated offline and used online in order to
reduce computational complexity.
3) Update of Crci pu, tq: Since, in this work, the product
of the reaction is used for detection whereas in [17] it is of
no interest for the considered system, the reaction diffusion
equations in [17] are different from those in this work. Hence,
in order to use Algorithm 1, we require Crci pu, tq, which is
given in the following theorem.
Theorem 1: The concentration of the i P tA,B,Cu molecules
at time t and position u assuming that only reactions occur
and diffusion is absent is given by (15), given at the bottom
of this page, where
c11puq “ CApu, tq ´ CBpu, tq, (16)
c12puq “ CApu, tq ` CCpu, tq, (17)
c2puq “
b
p´κfc11puq ` κbq2 ` 4κfκbc12puq, (18)
c3puq “ CApu, tq ` CBpu, tq, (19)
c4puq “ c2puq ´ κfc3puq ´ κb
c2puq ` κfc3puq ` κb . (20)
Proof: Please refer to Appendix B.
In some applications, the backward reaction can be very
slow, i.e., κb Ñ 0. When κb Ñ 0 and CApu, tq “ CBpu, tq
hold, (15a) and (15b) have indeterminate forms. For this case,
the Crci pu, t`∆tq are given in the following corollary.
Corollary 2: For κb “ 0 and CApu, t “ 0q “ CBpu, t “ 0q,
we have
CrcA pu, t`∆tq “CrcB pu, t`∆tq “ CApu, tq1` κf∆tCApu, tq (21)
and CrcC pu, t`∆tq is still given by (15c).
Proof: When κb Ñ 0 and CApu, tq “ CBpu, tq, (21) is
obtained by using L’Hospital’s rule in (15a) and (15b) for
c11puq Ñ 0.
B. Special Case
In this subsection, we consider the special case when
CBpu, tq is very large and thus does not change significantly
over time, i.e., CBpu, tq is assumed to be constant over time.
This assumption is similar to the assumption of uniform enzyme
concentration made in [11]. The assumption is applicable when
a large number of B molecules are uniformly distributed in
the environment or when the B molecules have been released
continuously over time from a position uB such that a steady
state is reached at the beginning of information transmission.
The steady state value of CBpu, tq is given by
CBpuq “ lim
tÑ8
ż t
0
CBpu, t˜q dt˜ (22)
“ lim
tÑ8
NB
4piDB||u´ uB||erfc
ˆ ||u´ uB||?
4DBt
˙
“ NB
4piDB||u´ uB|| ,
where erfcp¨q is the complementary error function. Then, if
κb “ 0, and DA “ DC, the closed-form expressions for
CApu, tq and CCpu, tq given in the following corollary are
obtained.
Corollary 3: Under the above assumptions, the concentra-
tions of the A and C molecules are given respectively by
CApu, tq “ NAp4piDAtq3{2 exp
ˆ
´||u´ uB||
2
4DAt
´ κfCBpu, tqt
˙
(23)
CCpu, tq “ NAp4piDAtq3{2 exp
ˆ
´||u´ uB||
2
4DAt
˙
´ CApu, tq.
(24)
Proof: Please refer to Appendix C.
Remark 1: Due to (2c), CCpu, tq in (24) increases fast when
CBpu, tq is large. For the general case, where CBpu, tq reduces
over time, CCpu, tq given in (24) is an upper bound.
IV. SIMULATION RESULTS
In this section, we first confirm the accuracy of Algorithm 1
by particle-based simulation. We then use Algorithm 1 to
analyze the concentration of the C molecules for different
numbers of released B molecules. We also evaluate the system’s
performance in terms of the BER by Monte-Carlo simulation.
For Monte-Carlo simulation, we average our results over 109
independent transmissions.
We simulate the system in a bounded environment using
cylindrical coordinates with the limits for ρ and z large
enough to approximate an unbounded environment. Let zmax
characterize the boundary of the environment such that 0 ď
CrcA pu, t`∆tq “ c2puq ` κfc11puq ´ κb ´ pc2puq ´ κfc11puq ` κbq c4puq exp p´c2puq∆tq2κf p1` c4puq exp p´c2puq∆tqq (15a)
CrcB pu, t`∆tq “ c2puq ´ κfc11puq ´ κb ´ pc2puq ` κfc11puq ` κbq c4puq exp p´c2puq∆tq2κf p1` c4puq exp p´c2puq∆tqq (15b)
CrcC pu, t`∆tq “ c12puq ´ CrcA pu, t`∆tq (15c)
TABLE I: System parameters used for the numerical results.
Parameter Value Parameter Value
DA [m2{s] 10ˆ 10´10 κf [molecules´1 ¨m3 ¨ s´1] 10´22
DC [m2{s] 10´10 κb [s´1] 10´26
∆t [s] 10´2 T [s] 10
rRx [m3] 2.5ˆ 10´7 R [m] 5ˆ 10´5
NArmoleculess 5ˆ 108 zmax [m] 6R “ 3ˆ 10´4
uTx [m] p0, 0, Rq uRx [m] p0, 0, 0q
0 2 4 6 8 10
0
1
2
3
4
5
6
·1013
Time t [s]
C
on
ce
nt
ra
tio
n
C
i
(u
,t
)[
m
o
le
cu
le
s/
m
3
]
CA(u, t), algorithm
CB(u, t), algorithm
CC(u, t), algorithm
zmax = 2R, simulation
zmax = 4R, simulation
zmax = 8R, simulation
Fig. 2: Concentrations of the A,B, and C molecules versus
time, where A and B molecules are uniformly distributed in
an approximately-unbounded environment limited by zmax.
ρ ď zmax,´zmax ď z ď zmax. For all numerical results
presented, we use the parameters provided in Table I, unless
otherwise stated. For communication applications, we consider
fast forward reactions, e.g., reactions with half-life time on the
order of minutes or seconds. The half-life time of a reaction,
denoted by t1{2, is defined as the time for the concentration
of the reactant to decrease by half of its original value [22],
assuming the reactant is uniformly distributed. To select suitable
parameter orders, we consider the case when the reactants
are uniformly distributed and assume that the most significant
change of concentration results from the forward reaction in (1),
t1{2 “ 1 s, and CApu, tq ! CBpu, tq so that the A molecules
can react and be converted into the C molecules without a
noticeable reduction of the number of B molecules. Then, from
[22, Eq. (9.14)], we have
κf t1{2 “ 1C0B
ln
`
C0B ´ 12C0A
˘
C0A
1
2C
0
AC
0
B
» ln 2
C0B
, (25)
where C0i “ Cipu, t “ 0q. Adopting C0B “
6ˆ 1021 molecules{m3 and binding constant Ka “ κf {κb “
6ˆ 104 molecules´1 ¨m3 from [6], based on (25), we choose
κf and κb as in Table I such that the resulting Ka has the
same order as the Ka in [6].
In Fig. 2, we use the particle-based simulation described in
[17, Appendix F] to confirm the accuracy of Algorithm 1, i.e.,
the solution of the reaction diffusion equation (2). We assume
that the A, B, and C molecules are uniformly distributed with
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Fig. 3: Concentration of the A and C molecules at the center
of the receiver versus time for the cases of direct and indirect
detection, respectively. For the latter case, different values of
DB and NB are considered.
CApu, t “ 0q “ CBpu, t “ 0q “ 6ˆ 1013 molecules{m3,
and CCpu, t “ 0q “ 0 molecules{m3 and have the same
diffusion coefficient DA such that diffusion does not have any
impact on the concentrations of the A,B, and C molecules. In
order to reduce the computational complexity for particle-based
simulation, we choose κf “ 10´14 molecules´1 ¨m3 ¨ s´1 and
κb “ 10´18 s´1. In Fig. 2, since the value of κf is larger than
that of κb and CApu, t “ 0q “ CBpu, t “ 0q, we observe
that CApu, tq and CBpu, tq are equal and decrease over time
while CCpu, tq increases over time as expected. In general, the
results obtained with Algorithm 1 are in good agreement with
the simulation results. The simulation results become more
accurate for larger zmax, when the assumption of an unbounded
environment becomes more justified.
Fig. 3 presents the concentrations of the A and C molecules
at the center of the receiver versus time for the cases of
direct and indirect detection, respectively. For the latter case,
the B molecules are released at the center of the receiver,
i.e., uB “ uRx, and we consider DB “ 1.1ˆ 10´10 m2{s,
DB “ 5ˆ 10´10 m2{s and NB “ 2.4ˆ 109 molecules,
NB “ 2.4ˆ 1010 molecules. We observe that when the
A molecules cannot be detected directly and thus the pro-
posed indirect detection is used, the concentration of the
C molecules at the center of the receiver, CCpuRx, tq, has
a similar characteristic, i.e., a single peak and a long tail,
as CApuRx, tq when the A molecules can be detected di-
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Fig. 4: BER versus detection threshold γ for direct detection
via the A molecules and indirect detection via the C molecules.
rectly. Let maxt CipuRx, tq, i P tA,Cu, denote the peak of
CipuRx, tq, i.e., the maximum value of CipuRx, tq over time.
For larger NB and a given DB, e.g., DB “ 5ˆ 10´10 m2{s,
the peak of CCpuRx, tq is larger and can even exceed the
peak of CApuRx, tq. This is expected since larger amounts
of the B molecules produce a larger amount of the C
molecules. However, the fact that CCpuRx, tq ą CApuRx, tq
also means that the tail of CCpuRx, tq is heavier than that
of CApuRx, tq. In particular, for NB “ 2.4ˆ 109 molecules,
although maxt CCpuRx, tq ă maxt CApuRx, tq, the tail of
CCpuRx, tq is heavier than that of CApuRx, tq. This may
negatively effect system performance due to the increased
level of ISI as will be shown in Fig. 4. Nevertheless, using
the C molecules for detection is unavoidable when direct
detection of the A molecules is impossible. Similarly, for a
given NB, e.g, NB “ 2.4ˆ 109 molecules, and smaller DB,
e.g., DB “ 1.1ˆ 10´10 m2{s, the peak of CCpuRx, tq is also
larger since the B molecules released at the receiver diffuse
away more slowly, i.e., they stay together, and can react to
produce more C molecules near the receiver. However, since
more reactions happen early for smaller DB, the amount of the
B molecules in the environment reduces significantly and thus
less C molecules are produced at later times, which results in
a lighter tail of CCpuRx, tq, i.e., less ISI.
Fig. 4 depicts the BER of the considered MC system versus
detection threshold, γ, for the cases of direct and indirect de-
tection. The B molecules are again released at the center of the
receiver. We take the ISI caused by the previous two symbols
into account, i.e., sn is interfered by sn´1 and sn´2, and the bit
interval T “ 10 s is long enough such that the contribution of
other previous symbols, e.g., sn´3, to the ISI is negligible.
We choose the sampling time ts equal to the time when
CCpuRx, tq assumes its maximum value, maxt CCpuRx, tq.
From Fig. 4, we observe that the analytical results obtained
by (6) and (7) are in excellent agreement with corresponding
Monte-Carlo simulation results. Furthermore, the BER can be
reduced significantly by optimizing the detection threshold.
We also observe that although CCpuRx, tq for the case of
DB “ 1.1ˆ 10´10 m2{s and NB “ 2.4ˆ 109 molecules
has the highest peak in Fig. 3, the corresponding optimal
detection threshold is smaller than that for the case of
DB “ 5ˆ 10´10 m2{s and NB “ 2.4ˆ 1010 molecules.
This is due to the fact that the optimal threshold depends
on both the peak and the tail of CCpuRx, tq. Moreover,
when NB increases or DB decreases, the optimal value of
the BER decreases due to the reduced ISI. When direct
detection is not available, the addition of the B molecules
makes detection via the C molecules possible even if the
resulting BER may be higher compared to the case when direct
detection is possible. However, when the released B molecules
are appropriately chosen, e.g., DB “ 1.1ˆ 10´10 m2{s and
NB “ 2.4ˆ 109 molecules, the proposed indirect detection can
even achieve a lower BER than direct detection. We note that
the higher BER of indirect detection for the other choices of DB
and NB is also partly due to the suboptimal threshold detector.
In the future work, we plan to consider more sophisticated
detectors to further improve system performance.
V. CONCLUSIONS
In this work, we proposed a novel detection mechanism
for an MC system where the signaling molecules cannot be
directly detected at the receiver. Therefore, a molecular probe
was introduced to react with the signaling molecules to produce
product molecules that can then be detected at the receiver.
We developed an efficient iterative algorithm for analyzing the
spatio-temporal concentration of the product molecules taking
into account diffusion and reactions. Our results showed that
the concentration of the product molecules exhibits a similar
characteristic over time as the concentration of the signaling
molecules. We also analyzed the performance of the MC system
using the proposed detection scheme in terms of the BER. Our
results showed that the BER for indirect detection can be
significantly improved by optimizing the detection threshold
and can even be lower than the BER for direct detection if the
molecular probe is suitably chosen.
APPENDIX A: PROOF OF COROLLARY 1
We can derive (12) by expanding (11) in cylindrical coordi-
nates and substituting
||u´ u˜||2 “ pz ´ z˜q2 ` ρ2 ` ρ˜2 ´ 2ρρ˜ cos
´
φ˜
¯
(26)
into (11). Then, by usingż 2pi
φ˜“0
exp
¨˝
2ρρ˜ cos
´
φ˜
¯
4Di∆t
‚˛dφ˜ “ 2piI0ˆ ρρ˜
2Di∆t
˙
, (27)
we obtain (12).
APPENDIX B: PROOF OF THEOREM 1
We obtain (15) by following similar steps as in [17,
Appendix D] to solve the following set of equations
BCrcA pu, tq
Bt “ ´κfC
rc
A pu, tqCrcB pu, tq ` κbCrcC pu, tq,(28a)
BCrcB pu, tq
Bt “ ´κfC
rc
A pu, tqCrcB pu, tq ` κbCrcC pu, tq,(28b)
BCrcC pu, tq
Bt “ κfC
rc
A pu, tqCrcB pu, tq ´ κbCrcC pu, tq. (28c)
Subtracting (28b) from (28a) and adding (28a) and (28c),
respectively, we obtain
B pCrcA pu, tq ´ CrcB pu, tqq
Bt “ 0, (29)
B pCrcA pu, tq ` CrcC pu, tqq
Bt “ 0. (30)
Equations (29) and (30) have solutions CrcA pu, tq´CrcB pu, tq “
c11puq and CrcA pu, tq ` CrcC pu, tq “ c12puq, where c11puq “
CrcA pu, t “ t0q ´ CrcB pu, t “ t0q and c12puq “ CrcA pu, t0q `
CrcC pu, t0q, respectively. Hence, t0 is the initial time for which
the initial conditions are known. Substituting CrcA pu, tq ´
CrcB pu, tq “ c11puq and CrcA pu, tq ` CrcC pu, tq “ c12puq into
(28a), we have
BCrcA pu, tq
Bt “´
ˆ
κf pCrcA pu, tqq2 ` pκfc11puq ` κbq
ˆ CrcA pu, tq ´ κbc12puq
˙
, (31)
which can be written as
B pCrcA pu, tqq
κf pCrcA pu, tqq2 ` pκfc11puq ` κbqCrcA pu, tq ´ κbc12puq
“ ´Bt.
(32)
Solving (32), we obtain
´t`c˜4puq “ (33)
1
c2puq ln
ˆ
c2puq ´ 2κfCrcA pu, tq ` κfc11puq ´ κb
c2puq ` 2κfCrcA pu, tq ´ κfc11puq ` κb
˙
,
where c2puq “
b
p´κfc11puq ` κbq2 ` 4κfκbc12puq and
c˜4puq is a constant with respect to time. Using the initial
condition when t “ 0 in (33) leads to
c˜4puq “ 1
c2puq ln
ˆ
c2puq ´ κfc3puq ´ κb
c2puq ` κfc3puq ` κb
˙
, (34)
where c3puq “ CrcA pu, t0q ` CrcB pu, t0q. Defining c4puq “
exp pc2puqc˜4puqq, substituting (34) into (33), and setting the
initial time and the current time, denoted by t0 and t in this
proof, equal to t and ∆t` t, respectively, for each iteration in
Algorithm 1, we obtain (15a). Using CrcB pu, tq “ CrcA pu, tq ´
c11puq and CrcC pu, tq “ c12puq´CrcA pu, tq, it is straightforward
to obtain (15b) and (15c), respectively.
APPENDIX C: PROOF OF COROLLARY 3
The expression in (23) is obtained from [11, Eq. (9)] with
k´1 “ 0. Adding (2a) and (2c), we obtain
BCpu, tq
Bt “ GApu, tq `DA∇
2Cpu, tq, (35)
where Cpu, tq “ CApu, tq ` CCpu, tq. From the solution
Cpu, tq of (35), we obtain (24).
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