I explore the concrete applicability of recent theoretical results to the rigorous computation of relevant statistical properties of a simple class of dynamical systems: piecewise expanding maps
Introduction
The aim of the present paper is to investigate the possibility of answering questions of the type:
Given a piecewise expanding map is it possible to decide if it is ergodic or mixing? Is it possible to determine with arbitrary precision its absolutely continuous invariant measure? If the map is mixing, is it possible to compute the exact rate of decay of correlations for a given function?
Of course, the literature contains many papers in which some of these question are discussed either theoretically (especially, but not exclusively, as far as the invariant density is concerned) or numerically (e. 66] ). Nevertheless, on the one hand I I would like to thank G.Keller for motivating this work and for many helpful discussions. In addition, it is a pleasure to acknowledge the support of the European Science Foundation Programme PRODYN. nd hard to extract explicit estimates by the available papers, 1 not to mention that some seem to contain wrong or confused results. 2 On the other hand many numerical computations are carried out without a real control on the errors. Errors that, at times, are estimated only by observing some stability of the result with respect to change of precision or (sometimes) of computer code or computer platform.
The focus of the present paper is on the possibility to answer the above questions, possibly via computer assisted strategies, but alway with rigorous error bounds. To facilitate the reader the paper is self-contained, apart from the results explicitly stated in section 3 and at the beginning of section 8, and all the constants are always spelled out explicitly. This may make the reading a bit heavy at times, but I nd it necessary to achieve the needed clarity and to make the present results readily usable.
The content of the paper is purely theoretical, it simply illustrates how to proceed rather than treating some speci c example{from here the quali cation: a feasibility study. Also, I would like to stress that, for the shake of completeness, I derive some known results and, due to my incomplete knowledge of the literature, some original results may not be properly acknowledged.
The proposed approach is based on recent theoretical results. In the last years the theoretical investigation of the statistical properties of hyperbolic dynamical systems has made substantial progresses. Here we will see how some new results can be systematically employed to tackle the above mentioned issues; whereby suppressing the need for any had-hoc argument used by previous approaches.
The plan of the paper is as follows. In section 2 some preliminary de nition and standard results are presented. This section can be skipped by the experienced reader.
Section 3 states explicitly a perturbation theorem by 42] . This can be skipped as well by readers familiar with the above mentioned work. Nevertheless, it should be noted that in 42] the various constants are de ned in a much less explicit way (and I should also mention that there is some change of notation).
Section 4 is devoted to showing how section 3 can be used to study the spectrum of the Transfer operator and, in particular, to decide if the map is ergodic or mixing.
In section 5, I show how to compute, with error bounds, the invariant densities. The error is estimated in L 1 norm. It must be remarked that this section does not assumes ergodicity or mixing of the map, thus these results can be used to study the invariant sets of a non-ergodic system. Section 6 shows how to compute the asymptotic rate of decay of correlations for a given function. It gives optimal estimates only in L 1 norm while it provides correct results in bounded variation norm only for long times.
In section 7 the above bounds are employed to improve the investigation of the invariant density in the mixing case. Estimates in variation norm are also discussed.
Up to now we have just squeezed the Proposition stated in section 3, the shortcoming of the above approach is that we are able to control e ectively only L 1 norms. In addition the proposed approach can be quite heavy from the computational point of view.
Section 8 shows that a technique based on projective metrics can be applied to easily gain some control over the BV norm.
Finally, section 9 is devoted to some concluding remarks and to showing that the present approach can be applied to a manifold of di erent systems and questions. As a matter of example I discuss two cases: Higher Dimensions and Higher Smoothness. The rst discussion shows how the statistical properties of higher dimensional piecewise expanding maps can be investigated by using the ideas put forward in this paper. The second points out that if the map has further properties (full branched Markov C (2) maps are explicitly considered, but C (2) Markov would su ce) then, by a simple change of norm, one can get much more accurate information of the invariant measure including an accurate knowledge in L 1 of its derivative.
In conclusion the answer to the above questions is mainly positive. Namely, it is possible to determine the discrete spectrum of the transfer operator with arbitrary precision (Corollary 4.1). It is thus possible to decide if the map is ergodic or mixing. Not so easy is the contrary: if one it is not a simple eigenvalue in the computed precision it is possible both that one is an eigenvalue with higher multiplicity (and thus the system it is not ergodic) or that there are eigenvalues very close to one that have not been resolved yet at the current precision. It is possible to compute the invariant density with arbitrary precision in the L 1 norm (Lemma 5.1, Remark 5.1 and Lemma 7.1) and, less satisfactorily, in the BV norm (Lemma 5.1), but see also the end of section 7 for further comments.
Finally, given a BV function it is possible to estimate accurately both the L 1 rate of decay (Lemma 6.1) and, (less accurately) the bounded variation decay (Lemma 6.2). Also a fast strategy to obtain reliable, but not optimal, estimates in bounded variation norm is provided (Lemma 8.3).
Of course, more re ned questions could be asked, yet the results presented here show that, by working hard enough, we can push our understanding of a given system to a remarkable degree.
Preliminaries and definitions
By piecewise smooth expanding map I mean a piecewise C (2) map T : 0; 1] ! 0; 1] such that 3 jD x Tj > 1 m{a.e. 3 To be more precise, there exists a partition fI i g, in intervals, such that T is C (2) on each I i . The restriction to a nite partition it is not really necessary, it is done just to simplify matters 63].
The idea that, through the years, has proven more fruitful in treating statistical properties of such systems is to investigate the spectral properties of the so called Transfer Operator (or Perron{Frobenius or Ruelle{Perron{Frobenius Operator).
To de ne the Transfer operator we start by noticing that the map T can be lifted to the algebra of L 1 Of course, the operator (2.1) has di erent spectral properties according to the function space on which it operates. The cumulative experience of more than a decade of work has shown that the space BV of functions of bounded variation is a very relevant space to consider. Clearly the formula (2.1) can be used to de ne L on BV. 5 The In addition, the two above facts imply that the operator L is quasi-compact and that the essential spectral radius r ess (L) is bounded (this was rst proven by Keller 45] and later established in great generality by Hennion 36] 4 By m I designate the Lebesgue measure. In the following I will omit it when this does not create confusion. 5 The rst step in studying the statistical properties of this type of dynamical systems is to determine the spectrum of the Transfer operator. As we already mentioned such an operator is quasi-compact and is an estimate of its essential spectral radius (see (2.4) ).
The question that we will address in this, and the next, section is the following: Given a precision is it possible to determine the peripherical spectrum of L with a precision smaller than ?
By peripherical I mean with modulus strictly larger that . The answer it known to be positive but it is unclear to me how to extract from the literature precise error bonds.
The basic idea to study the spectrum of L is to approximate it with a nite rank operator (which spectrum can be easily studied) and then rely on some spectral stability result.
There exists many spectral stability theorem that can be helpful (e.g. 14], 20]), yet the one that seems more e cient to me and that I will constantly refer to is an adaptation from 42]. Let us state it explicitly.
Suppose that two operators L i on BV are given, both satisfying (2.2) and 
Since the nucleus of L is in nite dimensional (that is, zero is a point of essential spectrum) this shows that fz 2 C j jzj ? g is always contained in the essential spectrum of L.
Since the complement of V ;r (L) belongs to the resolvent of L it follows that H ;r (L) := sup k(z ? L) ?1 k BV j z 2 C nV ;r (L) < 1: I will always assume r > , for some xed 2 ( ; 1). This implies that there exists a constant A 2 R + such that 7 kL n fk BV A n kfk BV + Bjfj 1 :
Following 42] it holds. 7 Let n be the rst n 2 N such that ?1 n n , then A = sup n n 2 ?1 n n . Clearly 2 ?1 n = 2 ?1 k n+m for some m < n, k > 0, thus 2 ?1 n 2 ?1 m ?k n A m+k n = A n .
Remark 3.1 Note that all the constants appearing in Proposition 3.1 depend only on A; B; r; and H 1 ;r . In particular, " 0 is essentially proportional to (H 1 ;r ) 1 . Clearly H 1 ;r is the only quantity that may be hard to estimate, we will see in the next section how this problem can be handled.
The Proposition 3.1 implies immediately a spectral stability result. have the same multiplicity (that is: the associated spectral projections have the same rank).
In fact, even stronger results are available on the eigenprojectors, see 42] for details.
Remark 3.2 The above Proposition holds in a quite general setting. In particular, the two norms involved need not be the BV and the L 1 norms. Any two Banach norms k k and j j, k k j j, such that the unit ball in the rst is compact in the topology generated by the second will do. See 42] for full details.
4 Determination of the spectrum and ergodicity To determine the spectrum of L the basic idea is to perform an Ulam approximation 66]. 8 Nevertheless, if one wants to perform it in reality a little bit of care is needed. Let us be more precise.
Consider a partition P " made of intervals of size at most ". Let F " be the associate -algebra. The Ulam{approximation is de ned as 9 L " f := E (L(E (fjF " ))jF " ):
Clearly L " is a nite rank operator. 10 We will assume that ?1 1 < r and 1 > 2, this can be always achieved by eventually substituting L k to L for 8 Other types of approximations have also been proposed. See in particular 52, 23, 25] where piecewise linear and piecewise quadratic (rather than piecewise constant) function are used. Such improved schemes seem to yield faster convergence, yet they can be investigated exactly in the same manner as the simpler case treated here (see section 9.2 for details). 9 By E(f jF) we mean, as usual, the conditional expectation of f with respect to thealgebra F and the measure m. In our case if x 2 p 2 P" the expectation is simply given
which means that, if we de ne F : R #P" ! BV by F(v)( Using these facts, and denoting P " = fp 1 ; : : : ; p l g, yields
In addition, for f 2 BV, holds 
the operator L" reduces to the matrix P : R #P" ! R #P" . More precisely, F ?1 L"F = P. The rst na ve idea would be to apply directly Proposition 3.1 to this situation considering L " as a perturbation of L. The problem with this approach is that the constants appearing in 3.1 depend on the norm of the resolvent and I do not see any way to estimate directly such norm for the operator L.
On the contrary all the constants can be explicitly computed for the operator L " , yet it is not obvious that they can satisfy the needed condition, that is " ? ?1 " 0 (L " ; r; ). It is interesting that Proposition 3.1 can be used also to answer a rmatively to this problem. 12 By computable I simply mean that it can be computed, eventually by using a computer, with rigorous error bounds. I will use the word in this loose sense rather then in one of its technical meanings. 13 Just to have an idea of how small " should be: if the maximal multiplicity of the peripherical spectrum is d 1 , then " 0 is proportional to ? d 1 . On the other hand the standard spectral theory of isolated non-essential point spectrum ( The above Lemma allows to gain a very good idea of the vector space associated to the eigenvalue one. In particular, looking at the functions, in such a subspace, with compact support one obtains sets which mixes very slowly. Such quasi-invariant sets could be really invariant but, to establish it, one has to investigate the issue directly by making exact computations via the original map (see footnote 15 in section 6). By the results of the previous section it is possible to decide if the map is ergodic or mixing by doing a su ciently precise numerical computation. 15 Let us suppose that we have found the map to be mixing. The next natural question is to determine the rate of decay of correlations. We will explore this issue in this section. We will see that what can be obtained by the perturbation Theorem 3.1, although very interesting, it is not completely satisfactory. We will discuss later alternative approaches.
Let " 2 (L " )nf1g, be the largest eigenvalue di erent from one, or set " = r if there are no isolated eigenvalues of modulus larger than r. Set R = j " j and choose < 1?R. For each R 1 2 (R+ ; 1), let us de ne the eigenprojectors Rigorous numerical investigation of expanding maps 13 Remark 6.1 A reason of satisfaction is that the rate of decay in (6.5) is arbitrarily close to the correct one. The problem with (6.5) is clearly in jgj 1 ; it is in fact well known that jgj 1 should appear instead. Of course, for bounded functions, this can be adjusted by changing the constant C . Yet, the ratio between the L 1 and the L 1 norm can be arbitrarily large and this shows that the estimate can be disastrous for certain functions, especially for short times.
Note that, one would get the L 1 norm by using (6.2), yet the estimate of the constant C is far from optimal. Remark 6.2 The estimate of the constant C it is not a mathematical nesse, it is a fundamental need for practical purposes. In fact, in any practical case one wishes to know the decay of correlation for nite time rather than the asymptotic behavior that can be completely non observable. Clearly, the nite time behavior is essentially determined by the size of C.
A rst possibility to improve the estimate of the BV decay is to de ne The remaining issue is to estimate the invariant density in the BV norm. This can be done in various ways although I do not know of an optimal one (but see section 9.2 for a special situation in which this is possible). Just to give an idea of what can be done let us say few words.
Suppose that one knows a function h " such that 16 kL h " ? h " k BV ":
In this case, one easily obtains kh ? h " k BV kL n h ? L n h " k BV + kL n h " ? h " k BV CR n 1 kh ? h " k BV + kLk n BV " Thus, by choosing n such that CR n 1 1 2 , we obtain kh ? h " k BV 2kLk n BV ":
Of course, these are only general remarks but they show that something can be done in the wanted direction although the theory it is not as satisfactory as for the L 1 estimates. 16 For example a function h" with the property below could be obtained by iterating the function h" via the operator L.
Estimate of the rate of decay of correlations (part II)
In section 6 we have seen that the results on decay of correlations, although very strong, are not completely satisfactory (crf. Remarks 6.1, 6.2). Another reason of discontent with the results so far presented is that they require to estimate the norm of the resolvent. I claimed that such a norm is computable, in fact the entries of the resolvent of L " are rational functions of z, so the maximum on a given domain can certainly be explicitly computed. Nevertheless, such a computation can be enormously time consuming to the point of being intractable if the matrix is large enough. In view of the above comments it would be useful to have a quick way to obtain reasonable estimates. In the following I propose a method to obtain just this by using a projective metric technique that has proved rather successful in the theoretical study of convergence to equilibrium 50 We need to recall some results in lattice theory originally due to Garrett Birkho 2] . More details and the proofs of the following results can be found in 50].
Consider a topological vector space V with a closed convex cone 17 C (hereafter, the term \closed cone" C will mean that C f0g is closed).
Given a closed convex cone C V, enjoying the property C \ ?C = ;, we can de ne an order relation by f g () g ? f 2 C f0g:
Henceforth, each time that we specify a convex cone we will assume the corresponding order relation and vice versa.
It is then possible to de ne a projective metric (Hilbert metric), 18 in C, by the construction: (f; g) = supf 2 R + j f gg (f; g) = inff 2 R + j g fg
where we take = 0 and = 1 if the corresponding sets are empty.
The importance of the previous constructions is due, in our context, to the following theorem. In particular, if an operator maps a convex cone strictly inside itself (in the sense that the diameter of the image is nite), then it is a contraction in the Hilbert metric. This implies the existence of a \positive" eigenfunction (provided the cone is complete with respect to the Hilbert metric), and, with some additional work, the existence of a gap in the spectrum of T (see 1] for details). The completeness of the Hilber metric can be studied by using the following result.
Lemma 8.1 Let k k be a norm on the vector lattice V, and suppose that, for each f; g 2 V,
?f g f =) kfk kgk: Then, given f; g 2 C V for which R f = R g, kf ? gk e (f; g) ? 1 kfk:
See 50] for proofs and more details.
If the operator L " has a spectral gap, it follows that there must exists, computable, a 2 R + such that the cone ; which do not require any previous knowledge of the invariant measure. 20 As in the previous section " is teh second largest eigenvalue.
Thus, if f 2 C a , (f; h " ) ln 1 + 1 ? :
Accordingly, the diameter (C a ), in C a , is bounded by 2 ln(1 + )(1 ? ) ?1 which yields exactly as rate of contraction for the Hilbert metric. The interest of the above fact is that it is possible to de ne a cone which is strictly invariant for the unperturbed operator:
Lemma 8. 
9 Conclusions and supplementary considerations
The conclusion is that it could be possible to write a computer code able to answer to the above questions. 22 Yet there are some, possibly dynamically relevant, questions that we have not addressed and that I do not see how to tackle with the present techniques.
For example, one could be interested in approximating, in BV norm, the eigenprojectors associated to the eigenvalues of modulus less than one.
What we have discussed allows to gain informations, also in BV norm, only on the peripherical eigenprojectors. The reason of this di erence rests in the fact that peripherical eigenprojectors are completely determined by measures with L 1 density with respect to Lebesgue. This is typically false for the other eigenprojectors. To see this consider the case of a simple eigenvalue , j j < 1.
Let be the associated eigenprogector and suppose k fk BV cjfj 1 : It is important to remark that the analysis carried out in this paper it is not limited to the case of one dimensional maps and BV spaces. Given the fact that the two main tools (Proposition 3.1 and the projective metrics) are applicable in a rather general contest, it is possible to parallel the above arguments in many other cases. Just as an example let us mention two: expanding maps in higher dimensions and one dimensional Markov maps where the operator can be considered on spaces of functions with higher smoothness.
Let us say two words on such examples.
Higher dimensions
The rst possibility is to consider an higher dimensional expanding case. Namely a piecewise analytic expanding map T : 0; 1] d ! 0; 1] d . 24 This systems have been widely investigated and this it is not the place to review the history of the subject, it will su ce to mention that results analogous to the one dimensional case hold. Thus all what we said about the one dimensional case can be applied to the present one almost verbatim. Of course, if the dimension is very high the problem quickly becomes numerically intractable. To obtain useful and reliable informations in very high dimensional cases clearly would require a brand new set of ideas.
Higher smoothness
As far as the Markov case is concerned let us limit the comments to the easiest case: full branched C 3 maps. In this case it is natural to introduce the norms jfj = jfj 1 + jf 0 j 1 kfk = jfj + jf 00 j 1 : (9. 3) 25 Let us remind that the variation of a function f it is de ned, in general as _ f := sup
see 17] for a detailed discussion of such notion and its consequences. 26 Here is the only place where we use the analyticity assumption. See 58] for a more general setting. The necessity of extra conditions for the non-analytic case is shown by a counterexample of Tsujii 65] .
In other word we consider the Sobolev spaces W 1;1 and W 2;1 rather then the spaces L 1 and BV.
A direct computation shows that the following Lasota-York type inequality holds kL n fk ?2 n kfk + B 1 jfj (9.4) Remark 9.1 The inequality (9.4) shows that the essential sprectrum of L on W 2;1 is bounded by 2 rather than by which is the bound on BV (or on W 1;1 ). This is a particular instance of a general fact (see 59] , 60]).
Of course, in this context a standard Ulam type approximation would be disastrous since it would not maintain the smoothness of the space. The problem can easily be overcame. Just consider a su ciently smooth partition of unity f' i g n i=1 such that ' i 0 and with at most two overlap: ' i ' j 6 0 implies ji ? jj 1, moreover require ' 1 (0) = ' n (1) = 1. If we call i the support of ' i , then i \ i+1 are disjoint intervals. Assume that j i j ":
We can now de ne the following objects The basic estimate that allows to replay all the results of the paper in the present setting is the following. Proof Start by noting that, by de nition, P " f(0) = f(0) and P " f(1) = f(1).
In addition, it is obvious that Using the above estimates easily follows j(P " f) ? fj 1 "jf 00 j 1 : To obtain the last needed estimate is convenient to de ne i = i \ i+1 j(P " f) 00 j 1 = 27 We are thus in a situation absolutely similar to the one treated in the previous sections, hence all the above considerations do apply to the present case.
Note that, in this context, the proposed scheme will provide optimal estimates for the invariant measure and the decay of correlations in W 1;1 , while the estimates in W 2;1 have the same problems that the estimates in BV had in the preceding discussion. Clearly, if the maps has higher regularity, then higher smoothness can be treated exactly as in the present discussion. 27 As usual one can get better result using a power of L instead of L itself.
