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SUMMARY
Field deployment of radiation detectors for use in nuclear material verification and in por-
tal monitors requires rugged systems capable of withstanding high fluences of mixed-field
radiation. As the use of solid-state photodetectors (for use in scintillation light detection)
has grown in recent years, their ability to maintain performance under intense irradiation
has come into question. This study seeks to determine the amount of radiation damage
that both silicon (the current solid-state standard device) and organic photodetectors can
withstand while maintaining their performance. Using a high-activity radioactive source,
samples were irradiated for several hours and then measured for changes in leakage current
with varying bias voltage. In addition, MCNP models were developed for these experi-
ments in order to quantify the level of radiation damage and absorbed dose within each
photodetector type. Results indicate that organic photodetectors show high resilience to
radiation-induced damage and do not require time to self-anneal in order to return to pre-
irradiation performance levels, even under significantly higher dose rates than in silicon.
Though silicon devices will self-anneal and recover roughly 50% of performance several






The field of radiation detection via scintillation counting, with its diverse and ever-expanding
applications, has long relied on the use of photomultiplier tubes (PMTs) in order to convert
scintillation light into useful electrical pulses. Providing little in the way of excess noise (of
central concern when low-output scintillators can provide only a few hundred or thousand
photons per pulse), PMTs are still widely employed in even the most cutting-edge of re-
search with scintillation detectors. However, the drawbacks associated with PMTs, such as
the high voltage (ca. 1-3 kV) required for them to achieve the signal amplification needed
for each pulse and the fragility of their internal components, have inspired a search for new
methods of signal conversion. Silicon photomultipliers (SiPMs) and photodiodes (SiPDs)
have largely fulfilled that role, requiring very little in the way of applied bias voltage (ca.
0-30 V) and, as solid-state devices, are much more rugged than the delicate PMTs of the
past [1]. Though these devices have since become ubiquitous in research environments,
silicon-based detectors have their own drawbacks: the delicate nature of semiconductors
in high-flux environments make silicon unattractive when utilizing high-activity sources of
radiation [2, 3].
One potential solution to this problem can be found in organic photodetectors (OPDs,
specifically organic photodiodes; these terms will be used interchangeably in this work).
Rugged, physically flexible, and inexpensive, OPDs operate under similar conditions as
SiPDs, with high quantum efficiency [1] and low power requirements (operating voltages
of ca. 0-10 V). Most importantly for this work, however, OPDs show promising signs of
resistance to radiation damage in high fluence environments. This idea has gone largely
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untested, however; as OPDs have not been considered candidates for use in high-energy
physics experiments, their resistance to radiation has not been studied as thoroughly. In
order to attempt to quantify the level of degradation undergone by OPDs in high-fluence
environments, several of these devices were exposed to a high-activity AmBe mixed-field
radiation source for varying lengths of time. Measurements of the leakage current (or
dark current, the current through the device even in the absence of ionizing radiation) of
the device took place both before and after irradiation to attempt to quantify the level of
degradation. These results were then compared to results for silicon photodetectors ob-
tained from literature to determine their relative effectiveness. In addition to these phys-
ical experiments, computational models were developed to study and validate the γ-ray
and neutron dose delivered to each of these photodiode types during irradiation using the
Monte Carlo N-Particle transport (MCNP) code. These results allowed for comparison be-
tween the assumed experimental dose rate and the theoretical absorbed dose, from which
experimentally-derived quantities could be ascertained.
1.2 Background
1.2.1 Radiation Damage in Silicon Photodetectors
Radiation damage in inorganic semiconductors (such as SiPDs) occurs principally via two
methods: non-ionizing energy loss in bulk material and ionizing energy loss at the surface
of the material. Though ionizing energy loss is typically of more vital concern for nuclear
engineers, in this case it is the non-ionizing energy loss in the material that leads to the
degradation of a semiconducting detector [2].
Ionizing radiation, such as neutrons or γ-rays, passing through the crystal structure of
bulk silicon can create ions along its path via the stripping of electrons. However, this pro-
cess is reversible, as free electrons are abundant in the lattices of bulk silicon. Damage in
the structure of the bulk material occurs when incident radiation collides with silicon atoms
in the crystal itself, displacing primary knock-on atoms (PKA) at energies exceeding the
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threshold of 25 eV and creating vacancies in the lattice [3]. These defects can then com-
bine with other defects in the structure to create localized, highly disordered regions in the
crystal structure. While these effects are typical of radiation damage in inorganic materials
of all types, semiconductors are highly susceptible to the creation of defects within the de-
pleted region of the device, or the area in which electron-hole pairs (also known as excitons)
combine to create a voltage drop across the semiconductor [1]. Defects in this region cause
a divergence in the number of electron donor and acceptor sites within the semiconductor,
an effect which directly impacts the depletion voltage (or the voltage required across the





where q0 is the elementary charge (1.6x10-19 C), εε0 is the permittivity of silicon, d
is the detector thickness, Vdepl is the voltage across the depleted region, and Neff is the
effective impurity concentration in the depleted region, defined as the difference in the
number of donor sites and the number of acceptor sites [3]. This impurity concentration is
directly impacted by the fluence of incoming particles via the following relation:
Neff (φ) = ND,0e
−cDφ −NA,0e−cAφ − bφ, (1.2)
where φ is the incoming neutron fluence, ND,0 and NA,0 are the number of donor and
acceptor sites prior to irradiation, respectively, cD and cA are the removal rate of donor and
acceptor sites during irradiation, respectively, and b is the rate of increase of acceptor sites
during irradiation [2]. A consequence of this relationship between fluence and impurity
concentration (and, as an extension, the depletion voltage) is that above fluences on the
order of 1012 neutronscm2 , a sharp increase in impurity concentration arises (see figure 1.1).
As can be seen, there is a clearly defined fluence threshold for impurity production in
silicon at 1012 ncm2 . This minimum suggests an intrinsic semiconductor, or one that has
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Figure 1.1: Effective impurity concentration as a function of neutron fluence. Data
obtained from from [2].
donor and acceptor sites in equilibrium with one another, allowing the depletion voltage to
be reduced to nearly zero at that location [2]. At higher fluences, the impurity concentration
grows precipitously, an effect that is largely due to an increase in parameter b, the rate of
acceptor creation, above fluences of 1013 ncm2 [4]. Not coincidentally, depletion voltage
also increases significantly at these fluences as the semiconductor gradually changes from
its original n-type configuration to a p-type detector as the number of acceptors present
outstrip the removed donor sites via a process known as inversion bulk doping [5]. This
effect also results in a notable increase in the leakage current [1].
The overall effect of these changes at the detection level is that ever-increasing amounts
of bias voltage are required in order to maintain full charge collection in the photodetector
and the eventual breakdown of scintillation light conversion in the device is inevitable [6].
In addition to charge collection issues, increases in both the depletion voltage and leakage
current require higher power dissipation as well, resulting in silicon self-heating and the
potential for thermal runaway and quicker breakdown of the device.
Though the impact of irradiation on the performance of silicon detectors is undeniable,
there is a fairly simple method by which these devices can recover from this damage with-
out specialized techniques. This process is known as self-annealing, by which irradiated
4
(a) Effect of irradiation on the dark current (left) and depletion voltage (right)
of SiPMs.
(b) Recovery of dark current (left) and depletion voltage (right) in SiPMs post-
irradiation.
Figure 1.2: Recovery of dark current and depletion voltage in SiPMs due to the self-
annealing phenomenon. Taken from [7].
samples are left untouched at room temperature for extended periods of time. In order
to quantify the impact of self-annealing, samples are analyzed for an extended length of
time post-irradiation, measuring both the depletion voltage and dark current of the devices
[7]. As is shown in figures 1.2a and 1.2b, both depletion voltage and dark current recover
to a great extent by simply allowing the irradiated crystal structure of silicon to relax it-
self to a new equilibrium. This study found that depletion voltage recovered back to its
pre-irradiation level, while dark current recovered from roughly half the damage done via
irradiation.
Though these self-annealing effects are displayed for fluences far below our region of
interest (1012-1015 ncm2 ), more recent studies have indicated that recovery occurs even when
samples undergo much higher-fluence irradiations [8]. It has since been shown that higher
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temperature annealing periods for a short time post-irradiation can increase the speed of
recovery as well [3]. In addition, a solution utilizing oxygenation of silicon samples has
shown the ability to reduce the impact of radiation damage on impurity concentration and
depletion voltage, but, curiously, this option has shown little effect under neutron irradia-
tion. The lack of a sufficient explanation for this effect has led researchers to dub it the ”p-n
puzzle,” as high-energy protons and neutrons produce similar localized agglomerations of
point defects in the lattice structure of silicon, but the effects of oxygenation are much more
pronounced for protons than neutrons [3].
Regardless, it is clear than annealing solves many of the issues silicon faces under heavy
doses of radiation for use in high-energy physics experiments, such as those supporting
research performed at CERN’s LHC. However, for use as photodetectors in radiation de-
tection experimentation, silicon’s inability to relax leakage current back to pre-irradiation
levels can cause significant issues when working with the relatively weak photon signals
produced by scintillators, as increases in leakage current can flood out any additional cur-
rent induced via the collection of scintillation photons [9].
1.2.2 Radiation Damage in Organic Photodetectors
While the applicability of silicon photodetectors for high-energy physics research has ne-
cessitated a large volume of work on the problem of radiation damage, the relative novelty
of organic photodetectors [10] leaves this area largely unexplored. The area of photovoltaic
research has diversified in recent years with, for example, the production of devices that in-
corporate organometallic materials (such as perovskite or colloidal quantum dot detectors)
[10]. However, purely organic semiconductor materials show many favorable character-
istics in serving as the photosensitive region in a detector, as well as being mechanically
flexible and simple to fabricate [9].
The development of these organic photodiodes has proceeded largely through the lens
of their eventual application in solar cells [11, 12]. The potential to use these devices di-
6
Figure 1.3: Chemical structure of P3HT (left) and ICBA (right) molecules present in the
active layer of organic photodiodes used in this work.
rectly as scintillation light collectors has been largely limited by the relatively high leakage
current that has been ubiquitous in OPVs to this point. However, poly[3-hexylthiophene]:indene
C60-bisadduct (P3HT:ICBA) has shown exceptionally low dark current due to its relatively
large bandgap energy [13]. Decreasing dark current inherently increases the overall detec-






where D∗ is the specific detectivity of the device, R is the photodiode responsivity, A
is the photodiode surface area, ∆f is its bandwidth, and IN is the noise power spectrum
current. This increase in detectivity occurs in conjunction with the improvement in signal-
to-noise ratio: a lower leakage current (considered to be the ”noise” in this case) means that
the same signal produced by incoming scintillation light will seem more prominent [9].
Though organic semiconductors (the class of devices including organic photodetec-
tors/photodiodes) using P3HT are common in research applications, very few studies have
investigated the effects of intense neutron irradiation on their performance. Being focused
in particular on the use of organic semiconductors in high-energy synchrotron experiments,
it is perhaps understandable that research has been focused particularly on the effects of
intense x-ray beams, primarily focusing on photoelectric interactions [15, 16, 17]. Pho-
toelectrons are produced when energetic x-rays knock out electrons in the bulk material,
which are then capable of producing secondary electron-hole pairs. These electron-hole
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pairs have energies between 5-20 eV, certainly enough to exceed the 4 eV necessary to
break C-H and C-C bonds in the polymer chain [18]. P3HT’s particular susceptibility to
x-ray irradiation is primarily due to the presence of polymer side chains and the creation of
atoms with high electron affinities (such as sulfur) during exposure to the beam [15]. How-
ever, the beam flux used in these experiments was on the order of 1015-1017 ncm2s , on the
high end of the fluxes expected from radiological sources. Given that the issues described
are due in large part to photoelectron production, the effects of high doses of γ radiation
must nonetheless be considered in analyzing the organic photodiodes used in this study.
Given the significant quantity of study on the issues surrounding the degradation of
organic semiconductors in the presence of high x-ray and γ-ray fluences, there is compara-
tively little on the issue of neutron irradiation. Neutrons and γ-rays interact with materials
using very different mechanisms; while γ-rays tend to interact with electrons, neutrons
instead tend to undergo elastic collisions with individual atoms within the organic matrix
[1]. Because hydrogen is a common component of the polymers used in these devices, this
effect is known as proton recoil (though scattering on carbon and oxygen is also present,
their higher masses result in less recoil and therefore, less energy imparted to the target
atom). These protons deposit this energy by inducing ionization in particles along their
track (though this deposition operates differently than for the secondary electrons produced
by γ-ray interactions). This deposited energy induces the creation of scintillation photons
in a manner similar to that of silicon.
Though this process would ostensibly result in many breaks along the polymer chain,
how these breaks affect the performance of an organic photodetector has not been explored
in great detail. Long-term degradation of organics has long been understood and has often
been attributed to exposure to x-rays and UV light [18]. Permanent damage to some parts
of the polymer chain caused during fabrication were typically not considered in studies of
scintillation properties in organics, and thus this significant aspect of the long-term damage
to these scintillators was ignored [19, 20]. While proton recoil is not expected to introduce
8
significant degradation in the operation of organic photodetectors, the high fluences used





2.1 Inorganic Semiconductor Detection Mechanism
The use of semiconductor devices for radiation detection depends on the the presence of
energy bands in the crystalline lattice of materials (see schematic in figure 2.1). The va-
lence band denotes the energy of electrons bound in shells to atoms in the lattice, and the
conduction band refers to the energy level of free electrons moving through the crystal [1],
though without a source of excitation, the conduction band will be empty of electrons and
each valence site will be filled. The region between these two energy levels is called the
bandgap, usually on the order of ca. 1 eV. The introduction of thermal excitation (e.g.,
through photoelectric interactions with valence sites in the crystal) can excite valence elec-
trons to the conduction band across the bandgap, allowing these electrons to drift freely
throughout the lattice. The production of this free electron necessarily creates a hole in the
valence band that can also freely move through the crystal.
The effects of incident radiation (which will be considered to be a γ-ray for the pur-
poses of this section) on a semiconductor are largely an amplification of the basic opera-
tion of a semiconductor described above. The collision of radiation with the semiconductor
induces the production of an electron via either the photoelectric effect or Compton scatter-
ing. The secondary electrons produced by this incoming radiation induce ionizations along
their paths, producing electron-hole pairs across the semiconductor’s bandgap [21]. The
electron-hole pairs created during this process induce an electric field across the bandgap,
which forces electrons and holes to begin to diffuse in opposite directions through the
semiconductor crystal lattice (the regions through which they migrate are known as n and
p regions, corresponding to electron donor and acceptor locations, respectively). These
10
Figure 2.1: Energy band structure of an activated inorganic scintillator and potential
relaxation mechanisms. Taken from [20].
charge carriers are then collected at electrodes placed at either end of the semiconductor
to produce electronic pulses for the detection system. The velocity of travel through the
crystal for electrons and holes is directly related to the applied electric field, and thus the
migration time for each can be shortened considerably via the application of a bias voltage
across the device (which, when unbiased, is on the order of 10-8-10-9 seconds) [21].
While the creation and migration of electron-hole pairs seems very simple in the pre-
ceding description, there are several complicating factors in the application of these con-
cepts. Of principal concern are the effects of recombination of electrons and holes prior to
charge collection. Though the time required for recombination is much longer than typical
electron-hole migration times (about 10-6 seconds), it is only in intrinsic semiconductors
that such considerations apply. Physically, all semiconductors contain impurities in highly
localized configurations within their crystal structure. These impurities serve as recombi-
nation centers for electrons and holes due to differences in bandgap energies for impurity
atoms; lower-bandgap atoms can induce a migrating electron to combine with a migrat-
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ing hole rather than traveling freely in the conduction band, forming an exciton that can
decay away via photon emission rather than being collected separately at electrodes (the
exploitation of these impurities is central to the operation of inorganic scintillators. [1, 21].
These impurities can also serve as electron or hole traps, which immobilize the charge car-
rier for a short amount of time that often results in migration times that are too long to be
considered part of the measured pulse from the electrodes. As a result, the use of highly
pure semiconducting material is essential to ensure that charge collection is as complete as
possible.
One final consideration for semiconducting detectors is the presence of leakage current,
a result of the inherent conductivity of the materials used and the inevitable presence of
thermal excitations in real-world applications [1]. Statistical fluctuations in leakage current
can mask the presence of radiation-induced signal currents through the semiconductor,
providing a major contribution to the noise in the detector. Reducing the bias voltage
across the device can mitigate some of the issues presented by leakage current, but even
under small power loads (such as those to be used in this work), the issue can persist.
2.2 Organic Semiconductor Detection Mechanism
As is the case with organic and inorganic scintillators, there are several fundamental differ-
ences in the operation of inorganic and organic photodetectors. These differences are, pre-
dictably, a consequence of the configurations of molecules within organic devices. Whereas
inorganic semiconductors rely on a rigid crystal structure to orient atoms and provide dis-
crete valence and conduction electron energy bands, organic photodetectors exploit the
nature of valence electron orbitals in carbon atoms to approximate these energy bands.
The structure of the polymer chains that make up organic devices necessarily requires
the presence of large quantities of carbon. In its ground state, natural carbon contains
four valence electron orbitals that can contain unpaired electrons; these can be shared with
other atoms in order to form covalent bonds (these valence orbitals are known as the 2s,
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2px, 2py, and 2pz orbitals). Though these unpaired electrons lie in different orbitals, it is
possible for these orbitals to mix with one another (referred to as orbital hybridization) in
one of three possible configurations, allowing for the atom to form a larger range of bonds
and lower the overall energy of the system [9]. Of particular interest for this application is
sp2 hybridization, in which the 2s and two of the three 2p orbitals combine to create three
hybrid orbitals. The lone unhybridized 2p orbital (lying out-of-plane with the three hybrid
orbitals) gives rise to the semiconduction capabilities of organic materials.
When two carbon atoms with sp2 hybridized orbitals bond with one another, these
bonds take one of two forms: σ-bonds or π-bonds. A σ-bond takes place between hy-
bridized orbitals in each carbon atom, sharing two electrons between them. π-bonds, in
contrast, form out-of-plane with these σ-bonds and occur between unhybridized orbitals.
Because electrons in π-bonds (known as π-electrons) are further away from the carbon
atoms’ nuclei, these electrons tend to be more delocalized in space and result in weaker
bonds than in σ-bonds.
However, these overlapping orbitals do not exist on a mere atomic level; wave function
overlap between multiple carbon atoms produce what is known as a molecular orbital,
which is simply a linear combination of atomic orbitals containing unpaired electrons [22].
There exist two types of molecular orbitals: those with wave functions obtained by adding
the constituent atomic wave functions, known as bonding molecular orbitals, and those with
wave functions obtained by subtracting their constituent atomic wave functions, known
as antibonding orbitals. These molecular orbitals correspond to electron energy levels,
with bonding molecular orbitals being known as π levels and antibonding orbitals as π∗
levels (further dubbed the highest occupied molecular orbitals (HOMO levels) and lowest
unoccupied molecular orbitals (LUMO levels), respectively). A diagram of this structure
is shown in figure 2.2.
Because the polymers used for organic photodetectors are composed of very long chains
of bonded carbon atoms, there is a significant likelihood that there will be large amounts
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Figure 2.2: The structure of HOMO and LUMO levels in organic semiconductors via the
linear combination of molecular orbitals. The right side of the figure displays the π system
in the molecule. Taken from [9].
of overlap among many atomic orbitals in nearby bonded carbon atoms. This degree of
overlap serves to decrease the energy gap between discrete π and π∗ levels such that indi-
vidual molecular orbitals essentially represent bands of energy (analogous to the valence
— for π levels — and conduction — for π∗ levels — bands in inorganic semiconductors)
[9]. As a result, the production of electron-hole pairs is similar to that of inorganic semi-
conductors, though the scope of these interactions differs significantly: whereas inorganic
semiconduction relies on the entire crystal structure of the bulk material, electron-hole pro-
duction and migration occurs within the scope of their constituent molecular orbitals (thus
making these excitation and electron-hole pair creation events largely independent of those
occurring elsewhere in the polymer chain). This is could be advantageous if polymer chain
breaks do indeed result during irradiation, as these breaks would not impose a significant
degradation in electron-hole pair production and migration in the material as a whole.
One area in which organic photodiodes have faced significant obstacles is in the migra-
tion of charge carriers to electrodes attached to the bulk material; while excitons dissociate
into free carriers readily in inorganic materials, their diffusion length in typical organic pho-
todetectors can be as low as ca. 10 nm [23]. Thus, if exciton production is not completed
near the electron donor/acceptor interface, the electron and hole will recombine without
collection at their respective electrodes. The solution to this issue (utilized in the organic
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photodetectors fabricated at Georgia Tech) is quite elegant in its simplicity: by merely mix-
ing electron donor and acceptor materials, many different interfaces of the two are formed
(called heterojunctions). This multitude of donor-acceptor interfaces provides electrons
and holes with splitting locations well within their range, allowing them to diffuse away
from one another before recombination is able to occur. These heterojunctions consist of
donor-rich, acceptor-rich, and mixed phases; electrons and holes are produced and split in
the mixed phase, and then are able to migrate through the acceptor- and donor-rich phases




Experimental work for this project consisted primarily of leakage current measurements
taken both with and without radiation sources present. In addition to this experimental
work, simulation models were developed in the MCNP6 to provide estimations for the
amount of radiation damage induced during irradiation; the structure and specifications of
said models are described in detail below.
3.1 Photodetector Irradiation and Leakage Current Measurements
3.1.1 Experimental Setup
Irradiation of organic and silicon photodetectors was performed in the Boggs Building of
the Georgia Institute of Technology at the Radiological Science and Engineering Labora-
tory (RSEL). Due to the high neutron/γ-ray fluences present during irradiation, the well-
shielded neutron generator vault of the RSEL was used for these experiments (though the
less well-shielded high bay was also used for early experiments, the large amount of ad-
ditional shielding required made this option less desirable). A high-activity americium-
beryllium (AmBe) neutron/γ-ray source was used to irradiate the materials; though other
sources were considered for the experiment, the high activity of the source was preferred to
reach the fluence values desired without occupying laboratory space for a prolonged period.
The AmBe source was placed into a concrete collimator box within the neutron gen-
erator vault; while the use of this collimator box would suggest the use of a collimated
neutron/γ-ray beam incident on the devices, this was not of primary concern for this ex-
periment. As maximizing the incident flux on the devices was of primary importance, the
small volume of the concrete box provided a convenient geometric size for source neutrons
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Figure 3.1: Concrete collimator box containing photodetector devices and graphite holder
for AmBe. Devices can be seen taped to outside of source holder. AmBe source not
shown.
and γ-rays to interact with the devices via both primary interactions and after scattering.
Placing the source in a concrete medium also reduced the neutron flux outside the box to a
more manageable level, ensuring that the experimenters could perform measurements while
safely below absorbed dose thresholds for both radiation workers and the public (both of
whom were present for experimentation). Also present inside the concrete collimator box
were the organic and silicon photodetectors to be observed. These devices were taped to the
outside of the AmBe’s graphite holder at a distance of 2 cm from the edge of the spherical
AmBe source (a photograph depicting the location of the devices relative to the source is
included in figure 3.1). These devices were covered with electrical tape in order to ensure
complete isolation from ambient light (a necessity in the measurement of leakage current).
This light isolation also required turning off all light sources inside the neutron generator
vault during experimentation.
Real-time measurement of leakage current fluctuations under irradiation required a
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monitoring system accessible to humans without exposure to the high fluxes present in
the laboratory, and thus extensive preparation was required before an experiment could be-
gin. Organic photodetectors required connection to a Keithley 6517 electrometer via a 30
foot BNC coaxial cable to provide it bias voltage. In addition, 30 foot BNC cables were re-
quired to ground the device, and additional (shorter) BNC cables were used to connect the
electrometer to a DC power supply. Cables connected to the device inside the laboratory
were run through pipes connecting the neutron generator vault to a control room located
just outside the well-shielded generator vault door. These were then connected to the elec-
trometers and power supply. Output from the electrometers was passed to a computer
running a purpose-built LabView 2012 program to measure and plot the leakage current of
the device. A schematic of this experimental setup is shown in figures 3.2a and 3.2b.
3.1.2 Experimental Procedure
Setup of devices and relevant measurement and analysis equipment was performed prior
to the introduction of the AmBe source to the experiment in order to minimize human ex-
posure (gloves and external dosimetry were required throughout this experiment). A short
(ca. 5 minute) baseline measurement of leakage current was taken for the device prior to
irradiation. This was followed by the introduction of the AmBe source. The source was
placed in its graphite holder and the collimator box was shut. Radiation meter surveys were
performed at a distance of 3 feet from the collimator box in every direction in order to dis-
cern the maximum dose rate from the source in the immediate vicinity of the source. Dose
measurements were highest on the side of the box containing the collimator; accordingly,
the collimator was faced away from the vault’s door. Additional survey measurements were
performed at the entrance to the neutron vault prior to exiting. After these surveys were
complete, the lights in the generator vault were turned off and the door to the generator
vault was closed. Additional radiation meter surveys were performed to ensure that the
combined neutron and γ-ray dose levels at the door to the vault were below the threshold
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(a) Floor plan of the laboratory used for photodetector irradiation experiments.
Note the presence of the concrete collimator box in the neutron generator vault.
Cables were fed from the southwest corner of the neutron generator vault to the
northwest corner of the control room.
(b) Schematic of irradiation experimental setup. Green circles represent guards
against large voltage fluctuations through photodetectors; red diode represents
an LED signaling connectivity between electrometers and the photodetector.
Objects placed in collimator box with source are enclosed in dashed box. Cur-
rent signals are passed through both electrometers to the LabVIEW program on
the computer for analysis.
Figure 3.2: Overall irradiation experimental setup.
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of 2 mremhr . The dose rate map for the experimental area was then posted on the door to the
vault along with signage indicating an area of high radiation.
At this point, measurements could begin: leakage current was measured in real-time
for irradiation times of 20 hours per sample. At φneutron ≈ 8.57x1012 ncm2 and φγ ≈
4.91x1012 γcm2 , these values lie comfortably in the ranges typically reported in literature
results [25, 26]. The experimental setup, being located in a secure area, was able to be left
alone for the bulk of the 20 hour run time. When irradiation was completed, leakage cur-
rent measurements ceased, and the door to the generator vault could be opened. The AmBe
source was relocated to its storage container and the experimental setup could be disman-
tled. The device was removed from the collimator box and stored for later performance
measurement and analysis.
In addition to these leakage current measurements performed during photodetector irra-
diation, further measurements were taken after the device had been away from the presence
of radiation for a significant amount of time. Without the presence of radiation, these exper-
iments could be performed in a relatively simple laboratory setting; while the experiment
design followed that shown in 3.2b, the setup did not require the extensive safety measures
taken during irradiation, and thus could take place outside of the neutron generator vault of
the RSEL (experiments were performed in the Center for Organic Photonics and Electron-
ics in the Molecular Sciences and Engineering building at Georgia Tech). The device was
covered in black electrical tape for ambient light isolation, though enclosure in a light iso-
lation box (such as the collimator box used in irradiation experiments) was not necessary.
The leakage current of the device was again measured for the same 20 hour run time as in
irradiation experiments.
3.2 MCNP Simulations
Though not traditionally a simulation package centered around modeling radiation damage,
MCNP’s ubiquity throughout the nuclear community makes it an attractive option for this
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Figure 3.3: Typical MCNP problem geometry using silicon photodiode. Numbers indicate
problem cells. Magnified region displays SiPD (cell 207). Gray lines in magnified region
denote meshes used in mesh tallies.
application. However, MCNP was chosen as the preferred method for modeling irradiation
experiments due not only to its convenience, but also its versatility; given a known energy-
dependent fluence and reasonable problem geometry, MCNP can be employed to calculate
any neutral particle reaction rate that possesses an associated Evaluated Nuclear Data File
(ENDF) cross-section library [27]. To this end, MCNP6 was utilized to develop models
capable of determining the dose rate delivered and the total atomic displacements per atom
(DPA) per unit time in both silicon and organic photodiodes (example MCNP input files
are included in Appendix A).
3.2.1 Description of Model Geometry
Problem definition in MCNP6 is governed by the use of an input file consisting of sec-
tions (called ”cards” within MCNP) that define the geometric and physics specifications
of the problem. Geometric definition for these irradiation experiments was fairly detailed,
incorporating the collimator box used as the primary experimentation space, as well as the
AmBe source and its graphite holder (see figure 3.3).
The geometry is defined by the collimator box (cells 203-206), the graphite AmBe
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Figure 3.4: Typical MCNP problem geometry using organic photodiode. Numbers indicate
problem cells. Magnified region displays OPD (cells 207-212). Gray lines in magnified
region denote meshes used in mesh tallies.
holder (cell 201), the AmBe source (cells 401 and 403), the floor of the laboratory space
(cell 501), and the air inside the collimator box and surrounding the total geometry (cells
301 and 601, respectively). An additional setup was also tested, incorporating the entirety
of the lab space; however, the extremely minuscule size of the photodiodes used and the
lack of secondary contributions from the walls of the lab space to the dose/flux in the
photodiode made this level of detail unnecessary (the floor was included due to the sig-
nificant neutron albedo contribution to the flux through the photodiode, however). While
the structure of the geometry remained largely similar between photodiode compositions,
the layered nature of the organic photodiodes allowed for finer splitting of the geometry.
This resulted in a very accurate representation of the design of the organic photodiodes, but
introduced significantly more physical uncertainty as a necessary consequence.
3.2.2 Description of Model Physics
Determining the dose and flux delivered to each photodiode required delicate physics spec-
ifications, largely as a result of the relative size of the devices when considering the scope
of the problem. The AmBe source neutron spectrum information was incorporated using
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Standard 8529 for a bare AmBe source from the International Organization of Standards
[28], which has since been modified using updated methodologies [29]. The γ spectrum
of bare AmBe, in contrast to its neutron spectrum, consists of only a few discrete energies.
While 241Am radioactive decay produces several low-energy γ-rays, its 59.5 keV emis-
sion is the most intense and thus the most likely to contribute to the γ flux reaching the
photodetectors. However, simulations of the γ flux reaching these photodetectors with this
emission included indicated that only about 0.01% of these γ-rays were transported through
the AmBe’s steel shell and the graphite source holder to reach these photodetectors. As a
result, this emission was excluded from the set of final simulations for this project.
By far the most prominent γ-ray emission from AmBe comes from the interaction of
the 5.49 MeV α particle produced via 241Am radioactive decay with 9Be inside the source
itself:
9Be + α→ 12C*+n
This is the primary neutron-producing interaction within an AmBe source, but also
serves to produce its most intense γ-ray emission. The excited 12C nucleus produced in
this reaction decays via 4.438 MeV γ-ray emission, and it is this γ-ray that serves as the
primary source of the AmBe γ-rays. Therefore, for the purposes of this AmBe model, a
monoenergetic 4.44 MeV γ-ray was added to the source term. γ-rays were produced along
with neutrons at a ratio of 0.573:1 based on experimental data obtained from literature [30].
Determination of material composition was performed largely based on published MCNP
standards [31], though compositions of the organic photodiodes used were determined us-
ing relative atomic weights in the compositions of the constituent polymers. Determination
of flux and dose contributions in photodiode cells were calculated using cell-averaged flux
(F4) and energy deposition (F6) tallies. These tallies were each multiplied by various fac-
tors as well to obtain the desired quantities and units: flux tallies were adjusted to obtain
units of displacements per atom (DPA), while energy deposition values were converted to
rads ( ergsg ) from MCNP’s conventional
MeV
g (this conversion is performed by using a tally
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multiplier (FM) card for F6 tallies). While dose calculations required only minor cor-
rections to obtain conventional units, however, conversion of output flux values to DPA
information required many more complex changes.
3.2.2.1 Modifications of ENDF/B-VIII Cross-Section Libraries using NJOY
In order to convert flux values to DPA, modification of ENDF/B-VII neutron and pho-
toatomic cross-section libraries (hereafter referred to as ENDF libraries) as well as MCNP’s
F4 tally were required; calculation of DPA uses the total damage cross-section for a mate-
rial, a quantity that relies on the amount of damage energy an incident particle can impart
on that material and the amount of energy required in order to displace an atom from its
position in the material’s lattice [32]. For neutrons, these quantities can be combined with
the total cross-section for the material to yield the total DPA cross-section for the material

















where φ(~r, E) is the neutron flux at position ~r and energy E, V is the volume of the
cell in question, Xi is the atomic density ( atomsbarn-cm ), Ed,i is the energy required to displace
one atom of type i, and σdpai (E) is the DPA cross-section of said atom at neutron energy
E. The threshold energy required for atomic displacement, Ed, is dependent on the ma-
terial in question and has been determined experimentally. The values used for Ed in this
experiment are included in Table 3.1.
Table 3.1: Atomic displacement threshold energies for materials used in photodetectors
for this experiment. Hydrogen omitted due to lack of room-temperature data.





For photoatomic interactions, partial kerma heating factors (effectively serving as pho-
ton damage cross-sections) must be computed for individual interaction types (described
below) over multiple photon energy groups. Using known photoatomic interaction cross-
sections, an understanding of the photon flux involved in the problem in question, and an























where g is the energy group for initial photon energy E, g′ is a group of final photon en-
ergies E ′, x is one of the photoatomic reaction types (described below in the definition for
GAMINR), T denotes a total value, φ` is a Legendre component of a guess for the photon
flux encountered, σg is a total kerma factor for photons of energy group g for all pho-
toatomic interactions, and F is a feed function describing the total normalized probability
of a photon scattering from initial energy E into group g′ of interaction type x [37].
Because MCNP performs volume and energy integration implicitly and outputs flux as
the F4 tally, only the summation terms in equation 3.1 must be determined by the user.
However, because the DPA cross-section is dependent on material-specific energies as well
as the incident neutron energy and must be summed over all materials in the relevant region
(i.e., all present silicon isotopes in silicon photodiodes or hydrogen, carbon, and sulfur in
organic photodiodes), these cross-sections must be evaluated in addition to the traditional
ENDF libraries. This issue is compounded in the case of photoatomic interactions, which
require prior knowledge of the photon fluxes involved while also being reliant on the energy
of the photons under consideration.
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In order to implement these cross-sections, the NJOY code [38] was used to convert
ENDF data into an application-suitable format using input files. The format of NJOY input
is similar to MCNP (both being written in Fortran), consisting of a series of ”cards” that are
read in sequence to process ENDF data. NJOY is split into several modules, each adjusting
or processing ENDF data to fit a specific application. In order to derive DPA cross-sections,
the RECONR, BROADR, MODER, HEATR, GAMINR, and ACER modules were utilized
[37]:
• RECONR: Converts traditional ENDF files into pointwise cross-section information
using resonance parameters and interpolation methods,
• BROADR: Applies Doppler broadening to cross-sections at user-specified tempera-
tures,
• MODER: Converts ENDF files between ASCII and binary modes,
• HEATR: Generates radiation damage production cross-sections and kerma factors
(or heat production cross-sections),
• GAMINR: Generates multigroup photoatomic cross-section libraries from ENDF
data, incorporating coherent, incoherent, pair production, photoelectric, and total
cross-sections (denoted as x in photoatomic equations),
• ACER: Converts raw ENDF data to ACE table format suitable for implementation
alongside other cross-section data in MCNP.
The NJOY procedure for an individual library was as follows (note: each filename used
in the NJOY process, both input and output, follows the nomenclature ”tapeXX”, where XX
is the number used to identify that particular file in the NJOY input file; positive numbers
refer to ASCII data, while negative numbers refer to binary data):
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• 1. Using MODER, the standard ASCII ENDF library was converted to binary – this
allows for quicker cross-section computation time, as the time required to convert the
data was less than processing ASCII data through individual modules.
• 2. RECONR was run to produce a pointwise ENDF (PENDF) file for simple inter-
polation during calculation.
• 3. The PENDF library was Doppler-broadened using BROADR at a specified tem-
perature (taken to be 293.6 K, the temperature of the lab environment for these ex-
periments).





f(E, µ)P (ER[E, µ])dµ (3.3)
where f(E, µ) is the angular distribution in MF=4 of the ENDF library for the mate-
rial in question [37], and D(E) is the damage energy production cross-section. The
total damage energy production cross-section was requested using MT=444.
• 5. Damage cross-sections for photoatomic interactions are produced using GAMINR,









where Ēx(E) is the average energy of photons with energy E scattered by reaction
type x and φ0 is the Legendre component of an initial guess for the photon flux [37].
The heating factor for these photon interactions was accessed using MT=525; rather
than in the case of neutron heating, where a tally multiplier was needed in order to
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specify the reaction that contributes to radiation damage, photoatomic heating reac-
tions are assumed to be displacement reactions and did not require a tally multiplier;
therefore, only the modification of cross-section data was necessary to incorporate
radiation damage effects by γ-rays.
• 6. Damage cross-section data is output to an ACE-style format using ACER, which
produces the ACE-mode data and a separate line of information to add to the XSDIR
file that MCNP uses to refer to the location of ACE data in memory. A unique ZAID
suffix used in specifying a cross-section library’s particular information (e.g., .80c
for ENDF/B-VIII continuous data) was also specified in order to avoid conflicts with
existing ENDF library data.
• 7. The ACE file was added to the correct file system sub-folder under
$DATAPATH/xdata in order to be retrieved by MCNP during simulation.
Example NJOY input following this procedure is provided in Appendix B utilizing
these modules. The neutron DPA cross-section data produced by NJOY was then accessed
via the tally multiplier card in MCNP by specifying reaction number MT=444 be used
for the F4 tally (in addition, if a separate xsdir file was created to avoid conflicting
with MCNP’s default, that file must be specified on the command line when executing
the relevant job via the xsdir option). The incident neutron energy independence of all
quantities in equation 3.1, aside from the DPA cross-section and the neutron flux, allows










This form of the tally multiplier factor, combined with the material number in question
and the reaction number, are the only quantities to be specified in order to convert the F4
tally into a DPA tally (using, of course, NJOY-modified neutron cross-section data). In
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the case of silicon photodiodes, the conversion value was 1002.9; with the more complex
organic photodiodes, the value was 13.9.
While standard F tallies were useful in obtaining bulk measurements of dose and DPA
in photodiodes, of particular interest was determining the geometric distribution of these
quantities throughout the photodiodes in question. Because the photodiodes used are very
thin in relation to the problem geometry on the whole, it was important to learn whether
thicker samples would provide a significant change in the number of particles displaced
due to neutron irradiation or the amount of time needed to satisfactorily irradiate the sam-
ples. In order to do this, mesh tallies could be superimposed over the problem geometry,
which allows the user to avoid splitting the photodiodes into individual cells manually. The
FMESH card allows the user to impose an F4 tally over a user-defined mesh (in this case,
the photodiodes were meshed depth-wise only, as shown in figures 3.3 and 3.4). Because
FMESH only allows the use of volume flux tallies, however, the TMESH card was utilized
to obtain dose deposition data. While TMESH offers more tallying versatility (rivaling that
of standard F tallies), it suffers from two main drawbacks: analysis of output data relies
on the cumbersome GRIDCONV auxiliary program, and, as TMESH is a legacy feature
from the charged particle-based MCNPX, problems using it cannot be parallelized (adding
significantly to the run time for each simulation). In contrast, FMESH data is output to a
simple text file and supports parallelization. Fortunately, tally multipliers can be used with






4.1.1 Damage Cross-Section Calculations
As a necessary prerequisite to the development of an MCNP model for this project, the
ENDF/B-VIII cross-section libraries (referred to hereafter as ”ENDF libraries”) for the
silicon and organic photodiode materials required modification through the use of NJOY.
Using the six modules outlined in section 3.2.2, the data in the ENDF libraries for silicon,
as well as hydrogen, carbon, and sulfur (the constituents of P3HT:ICBA) were processed,
adding radiation damage energy production cross-sections and photon heating factors to
these libraries for each material. As they are dependent primarily on photoatomic inter-
actions, photon heating values could be compared on an equal basis between materials.
However, due to a bug in the publicly-available version of NJOY (known as NJOY2016;
this bug does not exist in LANL-controlled NJOY99), GAMINR-modified photoatomic
heating data could not be converted into the ACE format suitable for plotting; as the raw
photoatomic data contains many of the same trends found among the heating factor data,
though, it is included in figure 4.1 (the sulfur component has been omitted from this figure
and the neutron cross-section figures to follow due to P3HT:ICBA consisting of<1% sulfur
by atom and <3% by weight). With a few exceptions in the keV range, the silicon pho-
toatomic cross-section is consistently greater than that of the components of P3HT:ICBA,
and this greater interaction rate will likely induce a greater volume of atomic displacements
in silicon as a result.
As with the photoatomic data, neutron cross sections required further manipulation
to achieve suitable radiation damage cross-section data. While the implementation of
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Figure 4.1: Comparison of total photoatomic cross-sections of silicon and the carbon and
hydrogen components of P3HT:ICBA.
the P3HT:ICBA mixture microscopic neutron cross-sections is handled on a particle-by-
particle basis within MCNP (therefore requiring no further manipulation for simulation
purposes beyond NJOY processing), in order to provide a visual representation of how
these neutron cross-sections vary in comparison to silicon, microscopic cross-sections were





where Σtotal is the total macroscopic neutron damage cross-section for the mixture
(MeVcm ), σi is microscopic neutron damage cross-section for constituent material i (MeV-





where ρi is the mass density of the constituent (
g
cc ),NA is Avogadro’s number (6.02x10
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atoms
mol ), and Ai is the molar mass of the constituent (
g
mol ). As is shown in figure 4.2b, silicon
maintains a higher damage cross-section (primarily due to its comparatively higher atomic
density) up to energies around 1 MeV, after which the organic mixture undergoes a marked
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increase in cross-section, a phenomenon largely attributable to a corresponding set of reso-
nances in carbon’s microscopic cross-section at those energies, as indicated in figure 4.2a.
This fundamental probability information suggests that, over a wide range of neutron irra-
diation energies, silicon should be prone to greater damage effects than the organic mixture
used in this project’s photodiodes. However, this hypothesis also relies on knowledge of the
energy spectrum of neutrons interacting with each device, which is a slightly softer form
of the traditional AmBe spectrum.
4.1.2 Source-Detector Efficiency Considerations
4.1.2.1 AmBe Neutron Energy Spectrum Moderation
While the neutron spectrum of a bare AmBe source has been standardized (see section 3.2.2),
the energy spectrum of neutrons reaching the photodetectors themselves is reshaped by neu-
tron interactions in the steel shell surrounding the AmBe, the graphite block holding the
AmBe in position (and to which the photodetectors were attached), and the concrete and
steel interior walls of the collimator box. In order to determine how this energy spectrum
had changed in passing through these materials, an additional measurement was added to
the MCNP model developed for this project to detect the flux of neutrons through the in-
terface between the graphite block and the photodetector exterior. These flux values were
then binned in energy using the same structure as in the AmBe source definition and com-
pared to the raw source spectrum (the results of which are shown in figure 4.3a). Though
a significant fraction of neutrons interact in the photodetectors with energies >1 MeV, the
energy spectrum has been strongly moderated, and the majority of neutron interactions oc-
cur at energies at which the radiation damage cross-section in P3HT:ICBA is significantly
lower than in silicon (as indicated in figures 4.2a and 4.2b). This serves to further support
the hypothesis that these organic photodetectors will undergo less radiation damage due to
neutrons than their silicon counterparts, assuming similar geometry between the devices.
A similar, yet muted, level of moderation of the AmBe’s γ-ray spectrum also occurred
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(a) Comparison of microscopic radiation damage cross-sections of silicon and
the carbon and hydrogen components of P3HT:ICBA.
(b) Macroscopic radiation damage cross-sections for silicon and the organic
P3HT:ICBA under neutron irradiation.
Figure 4.2: Neutron damage cross-section plots for organic and silicon photodetector
components.
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(a) Comparison of the bare AmBe neutron energy spectrum to the steel- and
graphite-moderated spectrum seen at photodetector exterior (error bars in
moderated spectrum are smaller than symbol size).
(b) Comparison of the bare AmBe γ-ray energy spectrum to the steel- and
graphite-moderated spectrum seen at photodetector exterior (error bars in
moderated spectrum are smaller than symbol size).
Figure 4.3: Moderated and unmoderated energy spectra for neutrons and γ-rays produced
by an AmBe source.
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as a result of interactions with experiment materials. As discussed in section 3.2.2, the
4.438 MeV γ-ray emission was the only source γ created; however, the production of γ-
rays due to interactions within the source and with experiment materials introduced several
less intense γ-rays as well. Using the same technique as with the moderation of the neutron
spectrum, the effect of these interactions was quantified using MCNP, but with energy bins
that were equal in width between 0-5 MeV. The flux of γ-rays was measured at the outer
edge of the AmBe material in the source and compared to the flux at the photodetector
exterior (the results of which are shown in figure 4.3b). Though the energy spectrum at the
photodetector has been noticeably moderated by experiment materials, the effect of these
materials is less impactful than in the moderated neutron spectrum. This is largely due to
the fact that the steel and graphite moderating these γ-rays are low-Z materials, which are
far more transparent to γ radiation than to neutrons. Similar to the neutron case, the γ-ray
energy spectrum seen by these photodetectors also corresponds to an energy range at which
the photoatomic interaction cross-section for silicon is higher than in the components of
P3HT:ICBA (shown in figure 4.1), which also supports the suggestion that silicon devices
will experience a higher rate of radiation damage than their organic counterparts.
4.1.2.2 Calculation of Source-Detector Geometry Factor
The effect of source-detector geometry (the ”detector” in this case referring specifically to
the photodetector in question) within the experimental design has a significant impact on
the the total number of particles seen by the detector; as the AmBe source is an isotropic,
volumetric source of particles, the large majority of its emitted neutrons and γ-rays will not
travel in the direction of the detector (an effect further exacerbated by the presence of the
AmBe’s steel shell and its graphite holder). Because MCNP’s tally information is always
provided on a per-source particle basis, calculating the number of particles actually trav-
eling through the region of interest is essential in normalizing tally results correctly. The
ratio of particles emitted from a source of known geometry and those particles traveling in
35
the direction of a detector of known geometry is referred to as the source-detector ”solid
angle” or geometry factor. But while solid angle calculations involving point and cylindri-
cal sources and detectors are fairly trivial, the use of a spherical source in this experiment
provided a slightly more challenging case. Therefore, three approaches, two analytical and
one stochastic, were utilized in order to quantify the solid angle for this design.
The first of these techniques involved approximating the source and detector as disks
of arbitrary thickness (shown in figure 4.4a) and applying a known analytical formula to
solve for the solid angle. While this provided a much more straightforward framework than
would be needed in deriving a solid angle formula for this particular geometry, both source
and detector geometries are approximated (the spherical source and rectangular detectors
as cylinders) and it is likely that the solid angle will be overestimated as a result. The cal-
culation for this geometry factor is governed by averaging the solid angle over the surface









where Ω is the solid angle subtended by the detector at the source position (steradians),
J1 is a Bessel function of the first kind, and the dimensions s, a, and d are lengths specified

















































where α = ( s
d
)2 and β = (a
d
)2. Applying this approximation to the source-detector
design in this experiment yielded a solid angle value Ω = 0.117 sr, suggesting that 11.7%
of particles emitted from the source would reach the detector.
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(a) A diagram of the disk approximation for source and detector.
(b) A diagram of an experimental geometry using a spherical source and a
point detector.
Figure 4.4: Analytic solid-angle approximations used for this experiment.
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The second technique used to analytically calculate the geometry factor for this setup
involved approximating the photodetectors as point detectors, but making no simplifica-
tions to the source geometry (i.e., a spherical source-point detector solution). This design
is shown in figure 4.4b. Though no geometric approximations were required in this calcula-
tion, for simplicity, the spherical source is assumed to emit particles from its surface, rather
than throughout its volume. While source self-scattering and scattering due to the steel
shell around the physical source would certainly introduce some anisotropy, these effects
were assumed to be small in the pursuit of an analytic solution. With this simplification,





Using this formulation yields a solid angle value of only Ω = 0.064 sr, or 6.4% of source
particles, or nearly two times lower than with the disk approximation of the geometry factor
for this experiment. This disagreement between solid angle results suggested that a viable
analytic solution using geometric approximations was unlikely to be found.
The use of a stochastic solution in the determination of solid angle provided a method
to reduce the amount of simplification required when using analytic approaches. Rather
than attempting to develop an adequate formula to summarize the geometry of the prob-
lem, the MCNP model developed for the purposes of this experiment could be used to
check the validity of these divergent analytic solutions. To do this, the current of neutrons
and γ-rays across the surface of the photodetector facing the source was measured using
an F1 tally (and tallying only particles traveling through the photodetector from the direc-
tion of the source by specifying the directionality of tallied particles). Because the source
and detector could be modeled exactly as in the physical experiment, this method would
include no geometric approximations, while also incorporating the graphite AmBe holder
that further affected the isotropy of the physical source. Using this technique, a solid angle
value of Ω = 5.97x10-5 sr was obtained, suggesting that the analytic solutions used were
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overpredicting the geometry factor in this problem by several orders of magnitude. This
disagreement between stochastic and analytic methods is likely due to a combination of the
geometric approximations made to fit this problem’s geometry to known formulas and the
high likelihood of scatter within the graphite block. Because the analytic approaches were
not able to quantify the effects of scatter (only considering uncollided particles), for the pur-
poses of normalizing MCNP measurement results, the stochastic value of Ω = 5.97x10-5
was used in calculations.
4.1.3 MCNP Simulation Results
As is described in section 3.2.2, simulation of radiation damage in photodetectors was de-
termined using three different MCNP tallying techniques (using the same tally multipliers
for each): via track-length estimation of particle flux averaged over the volume of the entire
cell (the F4 tally), as well as two mesh tallies also estimating particle flux via track-length,
but averaged over the volume of individual meshes (the aforementioned FMESH tally and
TMESH Type 1 tally). (Note: because the photoactive region of photodetectors tend to be
very thin (ca. 510 nm for organic devices and ca. 0.7 mm for silicon), mesh tally data did
not vary significantly between mesh regions and largely served to confirm the results ob-
tained with standard tallies; these results will not be reported unless diverging significantly
from standard tally results). As the energy deposited in photodetectors was suspected to
correlate significantly with the amount of radiation damage undergone, F6 (energy de-
posited per unit mass of a cell) tallies as well as additional TMESH Type 1 tallies were
recorded to investigate this correlation. Each of these measurements were performed for
both neutrons and photons and recorded simultaneously.
While the organic devices used in this work were of much smaller thickness than with
silicon, the other dimensions of the photodetectors were assumed to be similar for the pur-
poses of simulation even though the OPDs used in physical measurements were of slightly
larger dimensions. This is because the dimensions provided for OPD samples were mea-
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sured at the greatest extent of the glass layers enclosing the photoactive region of the device
instead of just the P3HT:ICBA layer; though the photoactive area itself is not visible in the
final product, the rough similarity in size between the SiPDs used and the layers enclos-
ing the OPD photoactive layer suggested that this assumption was reasonable. In addition,
assuming consistency in photodetector dimensions allowed for the same solid angle (or ge-
ometry factor) value to be assumed for each device (see section 4.1.2.2), simplifying the
hand calculations required to renormalize tally results by the number of source particles.
While the basic objective of these simulations is to provide a theoretical basis for the
current and voltage response data collected during physical experimentation, additional
simulations were performed in order to quantify the effects of arraying multiple photode-
tectors together in order to be used alongside a scintillator, rather than with only one device
(as was done in physical experiments). To this end, additional results will be reported for
radiation damage and energy deposition in arrays with surface areas of one inch (11 pho-
todetectors per array) and two inches (22 photodetectors per array). The larger effective
surface areas of these photodetector arrays also required additional calculations of geom-
etry factor for each: for the one inch array, Ω = 7.23x10-3 sr; for the two inch array,
Ω =1.45x10-2 sr.
4.1.3.1 MCNP Radiation Damage Simulation Results
Because of the differences in thickness between Si and organic devices, comparing the ra-
diation damage done to each photodetector is dependent on the flux of particles through
each. The fact that MCNP’s cell flux tally is weighted by particle track length and the cell’s
volume means that a one-to-one comparison between radiation damage done to each detec-
tor should be understood in the context of particle flux through each detector; additionally,
because the implicit calculation of radiation damage in MCNP is done through a tally multi-
plier modifying the cell flux tally, highly divergent cell flux results between photodetectors
could have a significant scaling effect on radiation damage results. As shown in Table 4.1,
40
Table 4.1: Total particle (neutron + γ-ray) flux results from MCNP simulations of silicon
and organic photodiodes in multiple arrangements.
Particle Flux (106 neutrons+γcm2 )
Single Photodiode 1-in. Array 2-in. Array
Silicon 2.400 ± 0.4% 277.2 ± 0.04% 490.7 ± 0.02%
Organic 2.397 ± 0.3% 277.1 ± 0.03% 490.6 ± 0.02%
Pct. Difference 0.146 0.025 0.014
however, the flux of neutrons and γ-rays through each photodetector is markedly simi-
lar, with at most a 0.1% difference between flux values for each. Although MCNP’s cell
flux tally does not measure particles per unit area (as would be expected given its reported
units), the ratio of particle track length to cell volume between photodetectors maintains the
expected level of consistency between measured flux values (given the identical geometry
factor for silicon and organic devices).
The radiation damage incurred in each of these photodetectors under similar particle
fluxes, however, does not appear to follow this pattern. Using displacements per atom as
the operative figure of merit for radiation damage, figure 4.5 indicates a rate of damage
in silicon nearly two orders of magnitude greater than that of organic devices, suggesting
that the organic photodetectors used in this work are significantly more resilient to radia-
tion damage than the silicon devices widely used in radiation detection applications today.
Several mitigating factors must be considered before arriving at this conclusion, however.
Within the context of MCNP, the tally multipliers used to convert cell flux data into DPA
results differed greatly between photodetector types, as discussed in section 4.1.3.1. The
tally multiplier used for silicon was ca. 72 times greater than that of organic devices, which
would seem to provide for a substantial portion of the difference in these damage results.
However, as is summarized in equation 3.5, physical differences between photodetector
materials, such as the greater atomic density and lower displacement threshold energy for
silicon (in comparison to carbon, as described in table 3.1), determine this tally multiplier
factor, suggesting that this factor reflects silicon’s higher propensity for radiation damage
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Figure 4.5: Radiation damage induced via atomic collisions by neutrons and γ-rays in
silicon and organic photodetectors. Values are reported for individual devices as well as
1-inch and 2-inch arrays. Error bars for results are smaller than symbol size.
(and that it contains implicit physical significance). In addition, the moderation of the
AmBe neutron spectrum undergone due to its steel shell and the graphite holder described
in section 4.1.2.1 results in many more low energy neutrons reaching the photodetectors,
and silicon’s damage cross-section (shown in figure 4.2b) is greater throughout this low
energy region than in P3HT:ICBA. This cross-section trend is also borne out for γ-ray
interactions, as the γ-ray energy spectrum seen by the photodetectors (see figure 4.3b) is a
region of comparatively high photoatomic cross-sections for silicon (see figure 4.1).
One other potential explanation for this divergence in radiation damage results stems
not from the perspective of interaction probabilities, but the geometric differences between
the two types of photodetectors used in this experiment. Though simulated neutron and γ-
ray flux results indicated consistency in the number of particles impinging on each device,
the reliance of MCNP’s tallied flux value on the volume of the detector in question could
have some latent effects on the radiation damage calculation. Because each photodetector
had similar heights and widths, but the organic devices were significantly thinner than
silicon devices, the calculation of particle track lengthcell volume in MCNP’s F4 tally simplifies to a measure
of the particle’s track length through the photodetector over the photodetector’s thickness.
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In this way, detectors of vastly different thicknesses could give very similar results, as
these values will scale with one another up to the point where the detector is thick enough
to completely stop a particle. Because of this issue, it was determined that the energy
deposited in each photodetector could adequately describe whether particles interacted to a
similar extent within devices of different sizes.
4.1.3.2 MCNP Energy Deposition Simulation Results
The measurement of energy deposition in MCNP, performed using the F6 tally, describes
a special application of the F4 tally used to calculate photodetector flux and radiation dam-
age in the previous section. In fact, similar to the radiation damage calculation, energy
deposition simulations are simply cell flux tallies with a tally multiplier equal to a mate-
rial’s atomic density divided by its mass density and applied to any reaction that results
in ”heating” (defined as the energy given to the bulk material in MeVcollision ) [41]. Despite its
fundamental reliance on flux measurements, however, its further dependence on collisional
energy imparted to a material should account for differences in the number of interactions
within materials of differing sizes. This divergence from these flux measurements can be
seen in figure 4.6a. While these results differ to a lesser extent than that of radiation dam-
age results shown in figure 4.5, it is clear that organic devices, though with lower atomic
and mass densities than in silicon, underwent nearly twice as much energy deposition per
unit volume. This phenomenon is likely due to the much larger proportion of collisional
energy from neutrons imparted on P3HT:ICBA atoms than in silicon, as is outlined in fig-
ure 4.6b. The γ-ray contribution to total energy deposition is roughly equivalent between
photodetector types, but the neutron contribution for the organic device is ca. one order
of magnitude greater than in silicon. Though neutron cross-sections do play some role in
determining the amount of energy that will be imparted by neutrons in a material, of greater
significance in this case is a simple difference in neutron kinematic possibilities within each
material.
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(a) Energy deposited per unit volume by all particles in silicon and organic
photodetectors. Values are reported for individual devices as well as 1-inch and
2-inch arrays. Error bars for results are smaller than symbol size.
(b) Energy deposited per unit volume by neutrons and γ-rays in silicon and
organic photodetectors. Values are reported for individual devices as well as
1-inch and 2-inch arrays. Error bars for results are smaller than symbol size.
Figure 4.6: Energy deposition in silicon and organic photodetectors by all particles and
split into neutron and γ-ray contributions.
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The primary method by which neutrons impart energy on a material is via direct colli-
sion and subsequent elastic recoil with atoms in the material. Thus, the mass of the atoms
present in the material plays a significant role in determining the maximum amount of en-
ergy that can be transferred to a target atom per interaction in order to conserve momentum.
For a head-on collision (in which the incoming neutron and outgoing target atom will move
in the same direction), the maximum amount of target atom recoil energy that an incoming









where ER is the kinetic energy of the outgoing recoil nucleus, En is the energy of the
incoming neutron, and A is the ratio of the target nucleus’s mass to the mass of a neutron














for silicon is 0.133, while for




is 0.461. Thus, the greater atomic mass of silicon results in significantly less energy im-
parted to its constituent nuclei per collision than in the carbon- and hydrogen-rich organic
devices. So although silicon’s macroscopic neutron scattering cross-section is greater than
P3HT:ICBA’s across all energies (see figure 4.7b, though note that this higher interaction
probability is due to the higher atomic density of silicon, as can be seen in figure 4.7a), the
difference in energy transferred per collision more than makes up for this lower interaction
probability and results in higher overall energy deposition for the organic device.
As the radiation dose deposited in a material is analogous to energy deposition, it is to
be expected that dose results will follow a similar pattern as above (although dose relies
on energy per unit mass, rather than per unit volume). Simulation of dose deposition was
performed via the use of a tally multiplier for the F6 tally, and effectively performed a
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(a) Comparison of microscopic neutron elastic scattering cross-sections of
silicon and the carbon and hydrogen components of P3HT:ICBA.
(b) Macroscopic elastic scattering cross-sections for silicon and the organic
P3HT:ICBA under neutron irradiation.
Figure 4.7: Neutron elastic scattering cross-section plots for organic and silicon photode-
tector components.
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simple unit conversion to energy deposition data recorded for neutron heating (MT=-4)
and total neutron (MT=1) interaction cross-sections [27]. The factor chosen for this tally
multiplier was based on the unit conversion




As MCNP outputs F6 tally measurements in units of MeVg , the tally multiplier used was
1.60x10-8. As is shown in figure 4.8, the relationship between dose deposition results for
each photodetector type trends closely with that of energy deposition measurements. Of
particular note in these measurements is the magnitude of the dose deposited in each detec-
tor: neutron and γ-ray dose rates recorded during physical experimentation (at a distance
of three feet from the closed collimator box) suggested that the typical dose rate at the dis-
tance the photodetectors were placed would be ca. 180 mradhr , translating to a total dose of
ca. 3.6 rad (though note that neutron survey meters used for these measurements have sig-
nificantly larger geometry than photodetectors and were measuring tissue-equivalent dose
outside of the confines of the collimator box). Although MCNP simulations predict ab-
sorbed dose results slightly below this value, these results suggest that the photodetectors
underwent irradiation levels on par with those found in extreme field scenarios. Under such
conditions, MCNP simulations indicate that the mixed-field radiation hardness of organic
photodetectors exceeds that of silicon devices.
4.1.4 Simulation Error Analysis
4.1.4.1 Statistical Fluctuations due to Monte Carlo Precision
In using Monte Carlo methods to model relatively small-volume geometries (such as with
the photodetectors in this work), the issue of uncertainty must play a central role in the
analysis of results. Fortunately, MCNP outputs extensive uncertainty information along
with tally results, providing the user a high-level understanding of the model’s precision
(note that the accuracy of Monte Carlo methods depends on the model itself and cannot be
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Figure 4.8: Radiation dose deposited by neutrons and γ-rays in silicon and organic
photodetectors. Values are reported for individual devices as well as 1-inch and 2-inch
arrays. Error bars for results are smaller than symbol size.
quantified directly, while their precision is controlled by Monte Carlo parameters and is the
uncertainty measurement provided by MCNP). Precision in MCNP is affected by several
factors: the number of particle histories run, the type of tally used, choices made to reduce
variance in tally results, etc.; utilizing these techniques to arrive at precise results without
affecting problem accuracy is of paramount importance.
Within the context of this experiment, obtaining precise results hinged on ensuring that
the physics of the problem was maintained while also minimizing the number of particle
histories providing no contribution to tally results. Control of this problem’s Monte Carlo
precision was handled principally through adjustments to variance reduction options and
the total number of particle histories run, though in one case other tally types were consid-
ered. Due to the size of the photodetectors relative to the size of the problem’s geometry
as a whole (for instance, the AmBe source’s diameter is more than 700 times the thickness
of a silicon photodetector, which was the thicker of the devices used in this experiment),
the cells encompassing each photodetector could reasonably be collapsed to a single point
in space. In doing this, the flux through each photodetector (conventionally measured us-
ing an F4 cell flux tally) could be estimated using a point detector (F5) tally; rather than
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Table 4.2: Comparison of cell and point detector particle (neutron + γ-ray) flux results
from MCNP simulations of silicon and organic photodetectors.









Silicon 2.40 ± 0.4% 2.41 ± 1% 0.53
Organic 2.40 ± 0.3% 2.41 ± 1% 0.43
directly measuring track length of particle through the photoactive region of the detectors,
the point detector tally instead measures the particle flux at a point in space as if a particle’s
next event were to take its trajectory on an uncollided path directly to the detector point
[27]. In this way, the F5 tally provides an upper bound for a surface flux (F2) tally at
that same point, essentially measuring the probability of any particle in the problem at any
event point to pass through the detector’s point in space (similarly, the surface flux tally
serves as a limiting case for the cell flux tally as the cell becomes infinitely thin) [41]. Par-
ticularly for the single photodetector case, similarities between point detector (F5) and cell
flux (F4) tally results would both a) indicate that the choice to collapse the photodetector
to a point detector was valid, but also b) suggest that the results from the cell flux tally were
reasonable and useful (assuming that the cell flux tally precision was low and that the cell
flux did not exceed the limiting case of the point detector flux); results comparing these
values are shown in table 4.2. While cell flux for each photodetector type approaches the
point detector flux in each case, F4 results do not exceed F5 simulations in any case and
are in very good agreement in all cases, suggesting that the use of the cell flux tally did not
introduce unnecessary uncertainty into these results.
Aside from utilizing tallies of different types, variance reduction methods and changing
the number of particle histories to run are the primary techniques by which Monte Carlo
precision can be enhanced in MCNP. Variance reduction methods refer to the various built-
in MCNP cards that can be employed to increase the likelihood that a given particle history
will result in a nonzero history score (or tally contribution). Though MCNP provides sev-
eral variance reduction options, three were of particular interest for this experiment: cell
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importance (IMP), weight windowing (WW), and forced collisions (FCL).
Of these, cell importance definitions are the most commonly used: in the absence of
user-defined weight windows, the user will have to define importances for each of the cells
present. Cell importance acts as a multiplier for a particular particle’s tracks and a divisor of
particle weight within that cell; this allows the user to arbitrarily control the ”population”
of particles within a cell, either by killing the particle upon entrance (with IMP=0) or
splitting the particle into multiple tracks (e.g., IMP=3 to create three particle tracks, each
with 13 the original particle’s weight) [27]. This splitting of particle tracks allows regions
that are difficult to sample to be sampled multiple times when particles reach the region.
However, for the purposes of this problem, cell importances were set to one for each cell
within the problem except outside its bounding sphere, where importance was set to zero (in
order to kill wayward particles). This decision to forgo the exploitation of cell importances
was made due to the fact that tally fluctuation charts for each photodetector indicated that
the probability density functions (PDF) governing history scores were completely sampled
even in reasonably short (ca. 3 hour) MCNP runs.
The impetus behind the use of weight windowing methods is similar to that of cell im-
portances: by defining upper and lower particle weight bounds for different regions of a
problem (either cell-by-cell or within a user-defined mesh), the user can have each particle
be subject to ”Russian roulette” (if its particle weight is below the lower weight window
bound) or particle track splitting (if its weight is above the upper weight window bound)
at each interaction within a given cell/mesh point [41]. This method allows for judicious
particle transport, as clearly unimportant particles can be killed off while preferentially
sampling particles that travel to regions of interest. However, to ensure computational ef-
ficiency, weight windowing techniques are typically paired with source biasing methods
to prevent the problem from being bogged down by many successive weight multiplica-
tions at each interaction point. In order to avoid the possibility of losing physical fidelity
(e.g., through biasing source strength incorrectly, producing an anisotropic source), weight
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windowing methods were therefore eliminated from consideration for this simulation.
Finally, the prospect of forcing particle collisions within cells of interest was considered
for use in this project. This method simply increases the sampling of particle interactions
within cells of interest by artificially inducing a particle collision within the cell and then
splitting the particle track into two parts: one uncollided and one collided track (with the
uncollided track considered to pass through the entire cell without interacting). The par-
ticle weights for each of these tracks are dependent on (and scaled by) the probability of
interaction for a particle of that type within the cell’s material and volume. Because this
variance reduction method is typically used in very thin cells (such as those present in this
experiment), the collided particle track often has very low weight, which can result in the
collided track being killed before interacting again within the cell of interest (due to par-
ticle weight cutoffs) [41]; however, selecting the appropriate forced collision options can
mitigate these issues by merely having interactions after the forced collision be sampled
normally rather than applying the particle weight cutoff. Though forcing collisions does
not have a significant impact on the particle flux measured in a cell, estimates of collision-
dependent parameters such as energy deposition (measured via the F6 tally) can theoreti-
cally be improved significantly through its use. The effects of employing forced collisions
in the simulations for this experiment are summarized in table 4.3. Unlike the use of point
detector tallies in place of cell flux tallies, the impact of utilizing forced collisions to mea-
sure energy deposition in each photodetector is clear (while the relative uncertainty for the
measurement with forced collisions is significantly higher, relative error for each is< 10%,
and runs using forced collisions could establish statistically valid confidence intervals for
these measurements at ca. 3x106 particle histories, which the non-FCL was unable to do).
Because of the statistical benefits of using forced collisions for this experiment, energy de-
position measurements were performed with forced collisions enabled for the photoactive
region of each detector type.
The final consideration made regarding the Monte Carlo precision of these simulations
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Table 4.3: Comparison of MCNP-simulated energy deposition results from neutrons and
γ-rays in silicon and organic photodetectors with and without the forced collisions
variance reduction option.









Silicon 0.499 ± 0.7% 0.520 ± 9% 4.02
Organic 2.14 ± 0.1% 2.25 ± 9% 4.71
involved the number of particle histories run (selected via the NPS card). Because the
statistical variance S2x̄ of results obtained via the Monte Carlo method is inherently pro-
portional to 1√
N
(where N is the number of particle histories run), lowering the statistical
spread of data can be computationally expensive in the absence of valid variance reduction





where x̄ is the average value of the scores for all histories in the problem and Sx̄ =
√
S2x̄
is the standard deviation of the mean, changes in the number of particle histories run for
a problem has a direct impact on the Monte Carlo precision. But although minimizing
R is an important aspect of ensuring statistical certainty in MCNP tally results, a low R
value alone does not guarantee a result’s reliability; also of importance is ensuring that the
problem’s phase space has been adequately sampled over N particle histories.
This is accomplished by measuring the slope of a function f(x) characterizing the tail
of the 201 largest history scores for each tally fluctuation chart (TFC) bin for a given tally;
this measurement essentially determines whether N can be assumed to be approaching
infinity, while also providing a measurement of the level of phase-space sampling present
in the problem [41]. If this function falls off at a rate greater than or equal to x−3, then
the second history score moment E(x2) =
∫∞
−∞ x
2f(x)dx is assumed to exist, implying
that the chosen N can be thought of as approaching infinity and that f(x) has converged.
Within the context of MCNP, the slope of f(x) is measured throughout the run based on a
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continuously-updated list of the 201 largest history scores for each TFC bin on a log-log
basis. Therefore, a slope greater than three indicates that f(x) is falling off at a rate greater
than that of x−3; this value is reported as one of the ten statistical checks performed by
MCNP during the run. As this slope depends entirely on how well-sampled the problem’s
phase-space is, it is affected most prominently by the number of particle histories run and
the amount of phase-space sampling variance reduction is performed. With the availability
of reasonable variance reduction options limited by the physical integrity of the simulation,
however, the number of particle histories was considered to be the adjustable parameter for
this statistical test.
Though the NPS values required for SiPD and OPD simulations to achieve acceptable
R <0.10 uncertainty values were reasonable (NPS=1.28x106 for SiPD runs and NPS=1.41x106
for OPD runs), reaching f(x) tail slopes above three required significantly larger NPS val-
ues (this resulted in the extremely low R values found in the results for these simulations
throughout this chapter). As shown in figure 4.9, more than 108 particle histories were re-
quired in order to adequately sample the phase spaces of both SiPD and OPD simulations
(photon flux tallies were chosen to quantify this due to the greater quantity of sampled neu-
trons and the lack of variance reduction options benefiting flux tallies). As a result, for the
purposes of these simulations, 5x108 particle histories were run for SiPD simulations and
1x109 histories were run in OPD simulations.
4.2 Experimental Results
As the primary consequences of radiation damage in photodetectors are a breakdown in
their ability to detect light signals and an increase in their leakage current, much of the data
obtained during experimentation was based on the electronic performance of the devices.
Measurements of leakage current were performed before, during, and after irradiation (each
for ca. 20 hours), in each case measuring the change in leakage current as applied voltage
was varied between -1.5 and 1.5 V every five minutes (such that each voltage increment was
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Figure 4.9: Statistical measure of the probability density function tail slope for photon flux
tallies for SiPD and OPD simulations at various NPS values. Statistically valid confidence
intervals can be formed if the slope exceeds 3 (shown as the dashed line in the figure).
re-measured once every five minutes). In the pre-irradiation case (shown in figure 4.10),
organic devices displayed considerably lower leakage current under positive biases while
maintaining parity with silicon in the negative bias regime. This difference in leakage
current at positive voltages suggests that even outside of field scenarios, organic photode-
tectors could be used to provide lower noise levels than silicon devices for the counting of
very weak scintillation signals from radiation detectors.
Measurements of leakage current during irradiation offered the chance to see the real-
time change in photodetector performance under conditions similar to that of a field sce-
nario. As with measurements taken prior to irradiation, bias voltage was varied between
-1.5 and 1.5 V over a period of five minutes and leakage current was recorded at each volt-
age increment. The resulting change in leakage current over the full 20 hour period, shown
for the organic device in figure 4.11, indicates a noticeable change in the performance of
the photodetector under prolonged exposure to such a high-flux source. Most telling is the
rise in leakage current under zero bias, indicating that even in the absence of applied volt-
age or external light sources, the current across the photoactive layer increases to a small
extent as the device is damaged by radiation.
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Figure 4.10: Experimental leakage current density results for silicon and organic
photodetectors as a function of applied voltage prior to irradiation. Error bars for results
are smaller than symbol size.
Figure 4.11: Experimental leakage current results for a P3HT:ICBA organic photodetector
as a function of applied voltage just prior to and just after a 20-hour exposure to a
mixed-field neutron/γ-ray source. Error bars for results are smaller than symbol size.
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Though similar trials were attempted using silicon devices for comparison purposes,
the software developed to perform these measurements was incompatible with devices not
developed at Georgia Tech. Fortunately, this subject is an area of active research and results
regarding the resilience of silicon detectors to irradiation abound. Typical literature results
indicate that SiPDs under irradiation see their leakage current rise to ca. 0.15 µA under
a bias voltage of 0V, rising to ca. 1 mA with an applied bias voltage of 1.5V [26, 42].
Comparing these results against figure 4.11, silicon devices appear to provide a similar
level of performance when biased during irradiation while performing significantly worse
when unbiased. With leakage current values varying between 1 µA and 1 mA in silicon,
the weak signals produced by scintillation light would likely be unable to exceed these
thresholds. Meanwhile, OPDs are capable of maintaining leakage currents in the range of
ca. 1 pA - 1 nA under a similar level of irradiation, and irradiation induces only an average
factor of 2 difference in leakage current for OPDs (compared to an average factor of ca. 6.5
in SiPDs [43]). These results indicate that irradiation has a significantly greater impact on
the performance of SiPDs compared to OPDs, and appears to support the radiation damage




In this work, the resilience to neutron and γ-ray irradiation of silicon photodetectors (quan-
tified by simulated radiation damage measurements and experimental leakage current re-
sults) was compared to that of organic photodetectors developed at Georgia Tech. In collab-
oration with the Center for Organic Photonics, an experimental design was developed in or-
der to measure the change in leakage current through these devices while under irradiation
by a high-activity americium-beryllium radiation source. Additionally, MCNP simulations
were performed to study the radiation damage induced in each device under such an exper-
iment, which required the modification of ENDF-B/VIII neutron and photoatomic cross-
section libraries using the NJOY code. The goal of this work was to quantify and compare
the effects of a high-fluence, mixed-field radiation source on the electronic performance
of organic photodetectors as a method of determining their effectiveness while employed
in a field scenario as light collection devices alongside scintillation detectors. Experimen-
tal results for the leakage current in Georgia Tech’s organic photodetectors (compared to
readily-available silicon photodetector data in literature) suggest that organics experience
a roughly twofold change in leakage current due to irradiation, while silicon devices show
leakage currents ca. 6.5 times higher while under irradiation. MCNP measurements in-
dicate a similar trend; in silicon, irradiation resulted in rates of atomic displacement ca.
two orders of magnitude greater than in equivalent organic devices, even while experienc-
ing radiation dose rates nearly an order of magnitude in excess of silicon photodetectors.
These results are encouraging for the future of organic photodetectors as an alternative to
industry-standard silicon devices, particularly in applications in which high neutron and




As a natural extension to this work, radiation detection experiments utilizing organic pho-
todetectors alongside scintillation detectors will be performed in order to determine their
light collection efficiency relative to silicon detectors (experiments that will be performed
both pre- and post-irradiation). In addition, the self-annealing rate (or the rate at which
displaced atoms relax into a new structure, allowing the photodetector to recover some of
its performance) for these detectors will be studied in order to quantify the recoverability
of this radiation damage. Performing these measurements will be crucial in determining







A.1 Silicon Photodiode Irradiation Input
This input describes the irradiation of a single silicon photodiode with dimensions equal
to that of a Hamamatsu S1133 device. The system consists of the photodiode, the AmBe
neutron/γ source, the collimator box, the graphite AmBe source holder, and the floor of the
neutron generator vault, contained in an air sphere.
1 S i l i c o n P h o t o d i o d e wi th AmBe i n s i d e C o l l i m a t o r Box
2 c
3 c Jake Inman , Georg i a I n s t i t u t e o f Technology
4 c Note : a l l u n i t s g i v e n p e r s o u r c e p a r t i c l e
5 c
6 c CELL CARDS
7 c
8 c C o l l i m a t o r Box C e l l s
9 c
10 c G r a p h i t e AmBe h o l d e r
11 1 4 −1.7 (4 −5 12 −13 18 −19 1 2 3 ) : ( 1 0 3 −123 18 −104)
12 c
13 c Oute r c o n c r e t e l a y e r , a l l b u t l i d
14 2 2 −2.3 1 −8 9 −15 56 −20 (−2:7:−10:14:−17)
15 c
16 c I n n e r s t e e l l a y e r , a l l b u t l i d
17 3 3 −8.0 2 −7 10 −14 17 −20 (−3:6:−11:13:−18)
18 c
19 c I n n e r c o n c r e t e l a y e r , l i d
20 4 2 −2.3 2 −7 10 −14 20 −21
21 c
22 c Oute r s t e e l l a y e r , l i d
23 5 3 −8.0 1 −8 9 −15 20 −22 ( −2 :7 : −10 :14 :21)
24 c
25 c S i l i c o n p h o t o d i o d e
26 6 6 −2.3296 31 −32 33 −12 35 −36
27 c
28 c Ai r i n s i d e c o l l i m a t o r box
29 7 1 −0.001205 (3 −4 11 −13 18 −20) : (5 −6 11 −13 18 −20):
30 (4 −31 11 −12 18 −20) : (32 −5 11 −12 18 −20):
31 (31 −32 11 −33 18 −20) : (4 −5 33 −13 19 −20):
32 (31 −32 33 −12 18 −35) : (31 −32 33 −12 36 −19):
33 (103 −123 104 −19)
34 c
35 c AmBe C e l l s
36 c
37 c AmBe m a t e r i a l
38 101 5 −1.214 −101
60
39 c
40 c Ai r gap
41 102 1 −0.001205 101 −102
42 c
43 c S t e e l s h e l l a round AmBe
44 103 3 −8.0 102 −103
45 c
46 c Room C e l l s
47 c
48 c F l o o r ( c o n c r e t e )
49 50 2 −2.3 51 −52 53 −54 55 −56
50 c
51 c Ai r s p h e r e
52 200 1 −0.001205 −200 ( (−51:52 :−53:54 :−55:56)
53 (−1:8 :−9:15 :−56:22) )
54 c
55 c Problem E n c l o s u r e
56 c Graveyard ( vo id )
57 999 0 200
58
59 c SURFACE CARDS
60 c




65 c Lead ing c o n c r e t e edge , s i d e o f box o p p o s i t e h i n g e s
66 1 px −25.7175
67 c
68 c Lead ing s t e e l edge
69 2 px −19.05
70 c
71 c Box i n t e r i o r edge
72 3 px −15.24
73 c
74 c Lead ing edge o f g r a p h i t e b l o c k
75 4 px −10.795
76 c
77 c T r a i l i n g edge of g r a p h i t e b l o c k
78 5 px 10 .4775
79 c
80 c Box i n t e r i o r edge
81 6 px 14 .9225
82 c
83 c T r a i l i n g s t e e l edge
84 7 px 17 .145
85 c
86 c T r a i l i n g c o n c r e t e edge , s i d e o f box wi th h i n g e s




91 c Lead ing c o n c r e t e edge , s i d e o f box wi th c o l l i m a t o r h o l e
92 9 py −28.8925
93 c
94 c Lead ing s t e e l edge
95 10 py −22.86
96 c
97 c Box i n t e r i o r edge
98 11 py −18.7325
99 c
61
100 c Lead ing edge o f g r a p h i t e b lock , s h a r e d wi th t r a i l i n g edge of SiPD
101 12 py 7 . 6 2
102 c
103 c Box i n t e r i o r edge , s h a r e d wi th t r a i l i n g edge of g r a p h i t e b l o c k
104 13 py 17 .4625
105 c
106 c T r a i l i n g s t e e l edge
107 14 py 22 .5425
108 c
109 c T r a i l i n g c o n c r e t e edge , s i d e o f box o p p o s i t e c o l l i m a t o r h o l e




114 c Lead ing s t e e l edge o f box
115 17 pz −18.0975
116 c
117 c Box i n t e r i o r edge , s h a r e d wi th Lead ing edge of g r a p h i t e b l o c k
118 18 pz −12.065
119 c
120 c T r a i l i n g edge o f g r a p h i t e b l o c k
121 19 pz −2.2225
122 c
123 c Box i n t e r i o r edge
124 20 pz 17 .4625
125 c
126 c T r a i l i n g c o n c r e t e edge
127 21 pz 23 .6583
128 c
129 c T r a i l i n g s t e e l edge , t o p o f box
130 22 pz 25 .0825
131 c
132 c NON−PLANAR SURFACES
133 c
134 c Ai r c y l i n d e r i n g r a p h i t e b l o c k f o r p l a c i n g AmBe
135 123 c / z −0.16275 12 .5413 3 .048
136 c
137 c SiPD S u r f a c e s
138 c
139 c Lead ing x edge o f SiPD
140 31 px −0.27875
141 c
142 c T r a i l i n g x edge o f SiPD
143 32 px −0.03875
144 c
145 c Lead ing y edge o f SiPD
146 33 py 7 .613
147 c
148 c T r a i l i n g y edge o f SiPD i s s h a r e d wi th g r a p h i t e b l o c k ; s e e s u r f a c e 12
149 c 34 py 7 . 6 2 $ as a p l a c e h o l d e r
150 c
151 c Lead ing z edge o f SiPD
152 35 pz −6.9345
153 c
154 c T r a i l i n g z edge o f SiPD
155 36 pz −6.6545
156 c
157 c
158 c F l o o r S u r f a c e s
159 c
160 c Lead ing x f l o o r boundary
62
161 51 px −100
162 c
163 c T r a i l i n g x f l o o r boundary
164 52 px 100
165 c
166 c Lead ing y f l o o r boundary
167 53 py −100
168 c
169 c T r a i l i n g y f l o o r boundary
170 54 py 100
171 c
172 c Lead ing z f l o o r boundary
173 55 pz −125.0825
174 c
175 c T r a i l i n g z f l o o r boundary
176 56 pz −25.0825
177 c
178 c AmBe S u r f a c e s
179 c
180 c AmBe m a t e r i a l i n s i d e s t e e l c a s i n g
181 101 s −0.16275 12 .5413 −6.7945 2 .7305
182 c
183 c I n n e r edge o f s t e e l c a s i n g
184 102 s −0.16275 12 .5413 −6.7945 2 .73051
185 c
186 c Oute r edge o f s t e e l c a s i n g
187 103 s −0.16275 12 .5413 −6.7945 3 .048
188 c
189 c P l a n e o f midd le o f AmBe s p h e r e
190 104 pz −6.7945
191 c
192 c Problem Bounding S u r f a c e s
193 c
194 c Ai r s p h e r e s u r r o u n d i n g geomet ry
195 200 so 200
196
197 c DATA CARDS
198 c
199 c MATERIAL SPECIFICATIONS
200 c
201 c Dry a i r , 0 .001205 g / cc
202 m1 6000 0 .000150 7014 0 .784431 8016 0 .210784 18000 0 .004671
203 c
204 c Concre te , 2 . 3 g / cc from NIST
205 m2 1001 0 .305330 6000 0 .002880 8016 0 .500407 11023 0 .009212
206 12000 0 .000725 13027 0 .010298 14000 0 .151042
207 19000 0 .003578 20000 0 .014924 26000 0 .001605
208 c
209 c S t a i n l e s s s t e e l 304 , 8 . 0 g / cc 304 L
210 m3 6000 0 .000687 14000 0 .009793 15031 0 .000408 16000 0 .000257
211 24000 0 .201015 25055 0 .010013 26000 0 .684101 28000 0 .093725
212 c
213 c G r a p h i t e , 1 . 7 g / cc
214 m4 6000 1 .000000
215 c
216 c Othe r M a t e r i a l s
217 c
218 c AmBe
219 c Americium b e r y l l i u m , 1 .214 g / cc
220 m5 95241 .66 c −0.200000 4009 .62 c −0.800000
221 c
63
222 c S i l i c o n p h o t o d i o d e
223 c S i l i c o n , ˜ 2 . 3 2 9 6 g / cc
224 m6 14028 1 .000000
225 c
226 c
227 c PHYSICS SPECIFICATIONS
228 c
229 c
230 c Problem Mode
231 c Track n e u t r o n s and p h o t o n s on ly
232 mode n p
233 c
234 c C e l l I m p o r t a n c e s
235 c P a r t i c l e we i gh t o f 1 f o r e v e r y c e l l e x c e p t g r a v e y a r d
236 imp : n , p 1 11 r 0
237 c
238 c
239 c CELL AND SURFACE SPECIFICATIONS
240 c
241 c E n t e r e d T a l l y C e l l Volumes
242 c C a l c u l a t e d volumes f o r c o l l i m a t o r box , a i r i n s i d e c o l l i m a t o r box , SiPD ,
243 c and a i r o u t s i d e c o l l i m a t o r box
244 v o l 1847 .64 4 j 4 .704 e−4 30388 .36 4 j 32361222.656291128 j
245 c
246 c
247 c VARIANCE REDUCTION SPECIFICATIONS
248 c
249 c Forced c o l l i s i o n s i n SiPD ( c e l l 6 )
250 f c l : n 5 j −1 7 j
251 f c l : p 5 j −1 7 j
252 c
253 c SOURCE SPECIFICATIONS
254 c
255 c Neut ron sou rce , AmBe n e u t r o n en e rg y spec t rum , d i s t r i b u t e d r a d i a l l y a b o u t
256 c c e n t e r o f AmBe m a t e r i a l c e l l
257 s d e f p a r d1 e r g f p a r d2 r a d d5 c e l 101 pos −0.16275 12 .5413 −6.7945
258 c
259 s i 1 l 1 2
260 c
261 sp1 0 .635593 0 .364407
262 c
263 sc1 0 . 5 3 7 : 1 gamma / n e u t r o n e m i s s i o n p r o b a b i l i t i e s
264 c
265 ds2 s 3 4
266 c
267 sc2 d e p e n d e n t on p a r t i c l e d i s t r i b u t i o n ; n e u t r o n s : 3 , gammas : 4
268 c
269 s i 3 h 4 . 1 4 e−7 0 . 1 1 0 . 3 3 0 . 5 4 0 . 7 5 0 . 9 7 1 . 1 8 1 . 4 0 1 . 6 1 1 . 8 2 2 . 0 4
270 2 . 2 5 2 . 4 7 2 . 6 8 2 . 9 0 3 . 1 1 3 . 3 2 3 . 5 4 3 . 7 5 3 . 9 7 4 . 1 8 4 . 3 9 4 . 6 1
271 4 . 8 2 5 . 0 4 5 . 2 5 5 . 4 7 5 . 6 8 5 . 8 9 6 . 1 1 6 . 3 2 6 . 5 4 6 . 7 5 6 . 9 6 7 . 1 8
272 7 . 3 9 7 . 6 1 7 . 8 2 8 . 0 3 8 . 2 5 8 . 4 6 8 . 6 8 8 . 8 9 9 . 1 1 9 . 3 2 9 . 5 3 9 . 7 5
273 9 . 9 6 10 .18 10 .39 1 0 . 6 10 .82 11 .03
274 c
275 sp3 d 0 0 .0144 0 .0334 0 .0313 0 .0281 0 .025 0 .0214 0 .0198 0 .0175
276 0 .0192 0 .0222 0 .0215 0 .0225 0 .0228 0 .0295 0 .0356 0 .0368
277 0 .0346 0 .0307 0 .0300 0 .0269 0 .0286 0 .0318 0 .0307 0 .0333 0 .0304
278 0 .0274 0 .0233 0 .0206 0 .0181 0 .0177 0 .0204 0 .0183 0 .0163
279 0 .0168 0 .0168 0 .0188 0 .0184 0 .0169 0 .0143 0 .0097 0 .0065
280 0 .0043 0 .0037 0 .0038 0 .0051 0 .0062 0 .0055 0 .0047 0 .0037
281 0 .0028 0 .0015 0 .0004
282 c
64
283 sc3 Neut ron Energy D i s t r i b u t i o n − ISO 8529 AmBe n e u t r o n e n e r gy s p e c t r u m ;
284 N e u t r o n s e m i t t e d due t o 9Be + a l p h a rxn
285 c
286 s i 4 l 4 .438
287 c
288 sp4 d 1
289 c
290 sc4 12C e x c i t e d s t a t e gamma due t o 9Be ( a lpha , n ) rxn
291 c
292 s i 5 0 2 .7305
293 c
294 sp5 −21 2
295 c
296 sc5 Power law r a d i a l p r o b a b i l i t y d i s t r i b u t i o n : p ( x )= c | x | ˆ 2
297 c
298 c
299 c TALLY SPECIFICATIONS
300 c
301 c S t a n d a r d F T a l l i e s
302 c
303 c Neut ron T a l l i e s
304 c
305 f604 : n 6
306 fc604 n e u t r o n f l u x t h r o u g h SiPD c e l l
307 c
308 f614 : n 6
309 fc614 n e u t r o n−i n d u c e d DPA i n S i p h o t o d i o d e
310 fm614 1002.8845968 6 444 $ c o n v e r t s F4 t a l l y t o DPA f o r s i l i c o n
311 c
312 f606 : n 6
313 fc606 n e u t r o n en e r g y d e p o s i t i o n i n SiPD
314 c
315 f616 : n 6
316 fc616 n e u t r o n dose d e p o s i t e d i n SiPD
317 fm616 1 .602 e−8 6 −1 −4 $ c o n v e r t s F6 t a l l y t o dose t a l l y ( r a d s ) f o r s i l i c o n
318 c
319 c Photon T a l l i e s
320 c
321 f624 : p 6
322 fc624 pho ton f l u x t h r o u g h SiPD c e l l
323 c
324 f626 : p 6
325 fc626 pho ton en e r g y d e p o s i t i o n i n SiPD
326 c
327 f636 : p 6
328 fc636 pho ton dose d e p o s i t e d i n SiPD
329 fm636 1 .602 e−8 6 −5 −6 $ c o n v e r t s F6 t a l l y t o dose t a l l y ( r a d s ) f o r s i l i c o n
330 c
331 c Mesh T a l l i e s
332 c
333 c FMESH − DPA and F4 mesh t a l l i e s
334 c
335 fmesh634 : n geom xyz o r i g i n −0.27875 7 .613 −6.9345
336 imesh −0.03875 jmesh 7 . 6 2 kmesh −6.6545
337 i i n t s 1 j i n t s 10 k i n t s 1
338 o u t c f
339 fc634 n e u t r o n f l u x i n SiPD , meshed
340 c
341 fmesh644 : n geom xyz o r i g i n −0.27875 7 .613 −6.9345
342 imesh −0.03875 jmesh 7 . 6 2 kmesh −6.6545
343 i i n t s 1 j i n t s 10 k i n t s 1
65
344 o u t c f
345 fc644 n e u t r o n−i n d u c e d DPA i n SiPD , meshed
346 fm644 1002.8845968 6 444
347 c
348 fmesh654 : p geom xyz o r i g i n −0.27875 7 .613 −6.9345
349 imesh −0.03875 jmesh 7 . 6 2 kmesh −6.6545
350 i i n t s 1 j i n t s 10 k i n t s 1
351 o u t c f
352 fc654 pho ton f l u x i n SiPD , meshed
353 c




358 c c n e u t r o n f l u x t h r o u g h SiPD − check f o r FMESH t a l l y 654
359 rmesh601 : n f l u x
360 cora601 −0.27875 −0.03875
361 corb601 7 .613 9 i 7 . 6 2
362 corc601 −6.9345 −6.6545
363 c
364 c n e u t r o n DPA i n SiPD − check f o r FMESH t a l l y 664
365 rmesh611 : n f l u x
366 cora611 −0.27875 −0.03875
367 corb611 7 .613 9 i 7 . 6 2
368 corc611 −6.9345 −6.6545
369 c
370 c pho ton f l u x t h r o u g h SiPD − check f o r FMESH t a l l y 674
371 rmesh621 : p f l u x
372 cora621 −0.27875 −0.03875
373 corb621 7 .613 9 i 7 . 6 2
374 corc621 −6.9345 −6.6545
375 c
376 c n e u t r o n en e r g y d e p o s i t i o n i n SiPD
377 rmesh631 : n pedep
378 cora631 −0.27875 −0.03875
379 corb631 7 .613 9 i 7 . 6 2
380 corc631 −6.9345 −6.6545
381 c
382 c n e u t r o n dose d e l i v e r e d t o SiPD ( r a d )
383 rmesh641 : n pedep
384 cora641 −0.27875 −0.03875
385 corb641 7 .613 9 i 7 . 6 2
386 corc641 −6.9345 −6.6545
387 c
388 c pho ton en e r g y d e p o s i t i o n i n SiPD
389 rmesh651 : p pedep
390 cora651 −0.27875 −0.03875
391 corb651 7 .613 9 i 7 . 6 2
392 corc651 −6.9345 −6.6545
393 c
394 c pho ton dose d e l i v e r e d t o SiPD ( r a d )
395 rmesh661 : p pedep
396 cora661 −0.27875 −0.03875
397 corb661 7 .613 9 i 7 . 6 2
398 corc661 −6.9345 −6.6545
399 c
400 c d i r e c t measurement o f n e u t r o n dose d e l i v e r e d t o SiPD ( rem / h r )
401 rmesh671 : n dose
402 cora671 −0.27875 −0.03875
403 corb671 7 .613 9 i 7 . 6 2
404 corc671 −6.9345 −6.6545
66
405 c
406 c d i r e c t measurement o f pho ton dose d e l i v e r e d t o SiPD ( rem / h r )
407 rmesh681 : p dose
408 cora681 −0.27875 −0.03875
409 corb681 7 .613 9 i 7 . 6 2




414 c Mesh t a l l y m u l t i p l i e r s
415 fm611 1002.8845968 6 444 $ c o n v e r t s f l u x t a l l y t o DPA f o r n e u t r o n s
416 fm641 1 .602 e−8 6 −1 −4 $ c o n v e r t s e ne r gy d e p o s i t i o n t o dose f o r n e u t r o n s ( r a d )
417 fm661 1 .602 e−8 6 −5 −6 $ c o n v e r t s e ne r gy d e p o s i t i o n t o dose f o r p h o t o n s ( r a d )
418 c
419 c
420 c PROBLEM TERMINATION SPECIFICATIONS
421 c
422 nps 5 e8
423 c i n 20 hour run : 8 . 5 7 e12 n e u t r o n s , 4 .91601 e12 gammas
A.2 Organic Photodiode Irradiation Input
This input describes the irradiation of a single organic photodiode with dimensions equal
to that of the OPDs developed by COPE for this project. The system consists of the photo-
diode, the AmBe neutron/γ source, the collimator box, the graphite AmBe source holder,
and the floor of the neutron generator vault, contained in an air sphere.
1 Organ ic P h o t o d i o d e I r r a d i a t i o n wi th AmBe i n s i d e C o l l i m a t o r Box
2 c
3 c Jake Inman , Georg i a I n s t i t u t e o f Technology
4 c Note : a l l u n i t s g i v e n p e r s o u r c e p a r t i c l e
5 c
6 c CELL CARDS
7 c
8 c C o l l i m a t o r Box C e l l s
9 c
10 c G r a p h i t e AmBe h o l d e r
11 1 4 −1.7 (4 −5 12 −13 18 −19 1 2 3 ) : ( 1 0 3 −123 18 −104)
12 c
13 c Oute r c o n c r e t e l a y e r , a l l b u t l i d
14 2 2 −2.3 1 −8 9 −15 56 −20 (−2:7:−10:14:−17)
15 c
16 c I n n e r s t e e l l a y e r , a l l b u t l i d
17 3 3 −8.0 2 −7 10 −14 17 −20 (−3:6:−11:13:−18)
18 c
19 c I n n e r c o n c r e t e l a y e r , l i d
20 4 2 −2.3 2 −7 10 −14 20 −21
21 c
22 c Oute r s t e e l l a y e r , l i d
23 5 3 −8.0 1 −8 9 −15 20 −22 ( −2 :7 : −10 :14 :21)
24 c
25 c Organ ic P h o t o d i o d e C e l l s
67
26 c Ag l a y e r
27 6 10 −10.5 31 −32 33 −34 40 −41
28 c
29 c MoO3 l a y e r
30 7 8 −4.69 31 −32 34 −35 40 −41
31 c
32 c P3HT : ICBA p h o t o a c t i v e l a y e r
33 8 9 −1.1 31 −32 35 −36 40 −41
34 c
35 c MoO3 l a y e r
36 9 8 −4.69 31 −32 36 −37 40 −41
37 c
38 c ITO l a y e r
39 10 7 −7.14 31 −32 37 −38 40 −41
40 c
41 c G l a s s l a y e r
42 11 6 −2.4 31 −32 38 −12 40 −41
43 c
44 c Ai r i n s i d e c o l l i m a t o r box
45 12 1 −0.001205 (3 −4 11 −13 18 −20) : (5 −6 11 −13 18 −20):
46 (4 −31 11 −12 18 −20) : (32 −5 11 −12 18 −20):
47 (31 −32 11 −33 18 −20) : (4 −5 33 −13 19 −20):
48 (31 −32 33 −12 18 −40) : (31 −32 33 −12 41 −19):
49 (103 −123 104 −19)
50 c
51 c AmBe C e l l s
52 c
53 c AmBe m a t e r i a l
54 101 5 −1.214 −101
55 c
56 c Ai r gap
57 102 1 −0.001205 101 −102
58 c
59 c S t e e l s h e l l a round AmBe
60 103 3 −8.0 102 −103
61 c
62 c Room C e l l s
63 c
64 c F l o o r ( c o n c r e t e )
65 50 2 −2.3 51 −52 53 −54 55 −56
66 c
67 c Ai r s p h e r e
68 200 1 −0.001205 −200 ( (−51:52 :−53:54 :−55:56)
69 (−1:8 :−9:15 :−56:22) )
70 c
71 c Graveyard ( vo id )
72 999 0 200
73
74 c SURFACE CARDS
75 c




80 c Lead ing c o n c r e t e edge , s i d e o f box o p p o s i t e h i n g e s
81 1 px −25.7175
82 c
83 c Lead ing s t e e l edge
84 2 px −19.05
85 c
86 c Box i n t e r i o r edge
68
87 3 px −15.24
88 c
89 c Lead ing edge o f g r a p h i t e b l o c k
90 4 px −10.795
91 c
92 c T r a i l i n g edge of g r a p h i t e b l o c k
93 5 px 10 .4775
94 c
95 c Box i n t e r i o r edge
96 6 px 14 .9225
97 c
98 c T r a i l i n g s t e e l edge
99 7 px 17 .145
100 c
101 c T r a i l i n g c o n c r e t e edge , s i d e o f box wi th h i n g e s




106 c Lead ing c o n c r e t e edge , s i d e o f box wi th c o l l i m a t o r h o l e
107 9 py −28.8925
108 c
109 c Lead ing s t e e l edge
110 10 py −22.86
111 c
112 c Box i n t e r i o r edge
113 11 py −18.7325
114 c
115 c T r a i l i n g edge o f g l a s s l a y e r , s h a r e d wi th l e a d i n g edge of g r a p h i t e b l o c k
116 12 py 7 . 6 2
117 c
118 c Box i n t e r i o r edge , s h a r e d wi th t r a i l i n g edge of g r a p h i t e b l o c k
119 13 py 17 .4625
120 c
121 c T r a i l i n g s t e e l edge
122 14 py 22 .5425
123 c
124 c T r a i l i n g c o n c r e t e edge , s i d e o f box o p p o s i t e c o l l i m a t o r h o l e




129 c Lead ing s t e e l edge o f box
130 17 pz −18.0975
131 c
132 c Box i n t e r i o r edge , s h a r e d wi th l e a d i n g edge of g r a p h i t e b l o c k
133 18 pz −12.065
134 c
135 c T r a i l i n g edge o f g r a p h i t e b l o c k
136 19 pz −2.2225
137 c
138 c Box i n t e r i o r edge
139 20 pz 17 .4625
140 c
141 c T r a i l i n g c o n c r e t e edge
142 21 pz 23 .6583
143 c
144 c T r a i l i n g s t e e l edge , t o p o f box
145 22 pz 25 .0825
146 c
147 c NON−PLANAR SURFACES
69
148 c
149 c Ai r c y l i n d e r i n g r a p h i t e b l o c k f o r p l a c i n g AmBe
150 123 c / z −0.16275 12 .5413 3 .048
151 c
152 c
153 c OPD S u r f a c e s
154 c
155 c Lead ing x edge o f OPD
156 31 px −0.27875
157 c
158 c T r a i l i n g x edge o f OPD
159 32 px −0.03875
160 c
161 c Lead ing y edge o f s i l v e r e l e c t r o d e l a y e r
162 33 py 7 .6199992
163 c
164 c Lead ing y edge o f MoO3 l a y e r
165 34 py 7 .61999935
166 c
167 c Lead ing y edge o f p h o t o a c t i v e l a y e r
168 35 py 7 .61999936
169 c
170 c Lead ing y edge o f MoO3 l a y e r
171 36 py 7 .61999987
172 c
173 c Lead ing y edge o f ITO l a y e r
174 37 py 7 .61999988
175 c
176 c Lead ing y edge o f g l a s s l a y e r
177 38 py 7 .61999994
178 c
179 c T r a i l i n g y edge o f g l a s s l a y e r s h a r e d wi th g r a p h i t e b l o c k ; s e e s u r f a c e 12
180 c
181 c Lead ing z edge o f OPD
182 40 pz −6.9345
183 c
184 c T r a i l i n g z edge o f OPD
185 41 pz −6.6545
186 c
187 c F l o o r S u r f a c e s
188 c
189 c Lead ing x f l o o r boundary
190 51 px −100
191 c
192 c T r a i l i n g x f l o o r boundary
193 52 px 100
194 c
195 c Lead ing y f l o o r boundary
196 53 py −100
197 c
198 c T r a i l i n g y f l o o r boundary
199 54 py 100
200 c
201 c Lead ing z f l o o r boundary
202 55 pz −125.0825
203 c
204 c T r a i l i n g z f l o o r boundary
205 56 pz −25.0825
206 c
207 c AmBe S u r f a c e s
208 c
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209 c AmBe m a t e r i a l i n s i d e c a s i n g
210 101 s −0.16275 12 .5413 −6.7945 2 .7305
211 c
212 c I n n e r edge o f s t e e l c a s i n g
213 102 s −0.16275 12 .5413 −6.7945 2 .73051
214 c
215 c Oute r edge o f s t e e l c a s i n g
216 103 s −0.16275 12 .5413 −6.7945 3 .048
217 c
218 c P l a n e o f midd le o f AmBe s p h e r e
219 104 pz −6.7945
220 c
221 c Problem Bounding S u r f a c e s
222 c
223 c Ai r s p h e r e s u r r o u n d i n g geomet ry
224 200 so 200
225
226 c DATA CARDS
227 c
228 c MATERIAL SPECIFICATIONS
229 c
230 c Dry a i r , 0 .001205 g / cc
231 m1 6000 0 .000150 7014 0 .784431 8016 0 .210784 18000 0 .004671
232 c
233 c Concre te , 2 . 3 g / cc from NIST
234 m2 1001 0 .305330 6000 0 .002880 8016 0 .500407 11023 0 .009212
235 12000 0 .000725 13027 0 .010298 14000 0 .151042
236 19000 0 .003578 20000 0 .014924 26000 0 .001605
237 c
238 c S t a i n l e s s s t e e l 304 , 8 . 0 g / cc 304 L
239 m3 6000 0 .000687 14000 0 .009793 15031 0 .000408 16000 0 .000257
240 24000 0 .201015 25055 0 .010013 26000 0 .684101 28000 0 .093725
241 c
242 c G r a p h i t e , 1 . 7 g / cc
243 m4 6000 1 .000000
244 c
245 c Othe r M a t e r i a l s
246 c
247 c AmBe
248 c Americium b e r y l l i u m , 1 .214 g / cc
249 m5 95241 .66 c −0.200000 4009 .62 c −0.800000
250 c
251 c Organ ic p h o t o d i o d e
252 c P l a t e g l a s s , 2 . 4 g / cc
253 m6 8016 0 .603858 11023 0 .088145 14000 0 .251791 20000 0 .056205
254 c
255 c ITO , 7 . 1 4 g / cc
256 m7 8016 0 .625 49000 0 . 2 5 50000 0 .125
257 c
258 c Molybdenum t r i o x i d e , 4 . 6 9 g / cc
259 m8 8016 0 . 7 5 42000 0 . 2 5
260 c
261 c P3HT : ICBA , 1 . 1 g / cc
262 m9 1001 0 .38964 6000 0 .58784 16000 0 .02252
263 c
264 c S i l v e r , 1 0 . 5 g / cc
265 m10 47000 1 .000000
266 c
267 c




271 c Problem Mode
272 c Track n e u t r o n s and p h o t o n s on ly
273 mode n p
274 c
275 c C e l l I m p o r t a n c e s
276 c P a r t i c l e we i gh t o f 1 f o r e v e r y c e l l e x c e p t g r a v e y a r d
277 imp : n , p 1 16 r 0
278 c
279 c
280 c CELL AND SURFACE SPECIFICATIONS
281 c
282 c E n t e r e d T a l l y C e l l Volumes
283 c C a l c u l a t e d volumes f o r c o l l i m a t o r box , a i r i n s i d e c o l l i m a t o r box , OPD,
284 c and a i r o u t s i d e c o l l i m a t o r box
285 v o l 1847.6363159531 6 j 3 .4272 e−8 3 j 30388.467389856 4 j 32361222.656291128 j
286 c
287 c
288 c VARIANCE REDUCTION SPECIFICATIONS
289 c
290 c Forced c o l l i s i o n s i n OPD p h o t o a c t i v e c e l l on ly ( c e l l 8 )
291 f c l : n 7 j −1 10 j
292 f c l : p 7 j −1 10 j
293 c
294 c Forced c o l l i s i o n s i n a l l OPD c e l l s
295 c f c l : n 5 j −1 5 r 7 j
296 c f c l : p 5 j −1 5 r 7 j
297 c
298 c SOURCE SPECIFICATIONS
299 c
300 c AmBe n e u t r o n +gamma source , d i s t r i b u t e d r a d i a l l y a b o u t
301 c c e n t e r o f AmBe m a t e r i a l c e l l
302 s d e f p a r d1 e r g f p a r d2 r a d d5 c e l 101 pos −0.16275 12 .5413 −6.7945
303 c
304 s i 1 l 1 2
305 c
306 sp1 0 .635593 0 .364407
307 c
308 sc1 0 . 5 3 7 : 1 gamma / n e u t r o n e m i s s i o n p r o b a b i l i t i e s
309 c
310 ds2 s 3 4
311 c
312 sc2 d e p e n d e n t on p a r t i c l e d i s t r i b u t i o n ; n e u t r o n s : 3 , gammas : 4
313 c
314 s i 3 h 4 . 1 4 e−7 0 . 1 1 0 . 3 3 0 . 5 4 0 . 7 5 0 . 9 7 1 . 1 8 1 . 4 0 1 . 6 1 1 . 8 2 2 . 0 4
315 2 . 2 5 2 . 4 7 2 . 6 8 2 . 9 0 3 . 1 1 3 . 3 2 3 . 5 4 3 . 7 5 3 . 9 7 4 . 1 8 4 . 3 9 4 . 6 1
316 4 . 8 2 5 . 0 4 5 . 2 5 5 . 4 7 5 . 6 8 5 . 8 9 6 . 1 1 6 . 3 2 6 . 5 4 6 . 7 5 6 . 9 6 7 . 1 8
317 7 . 3 9 7 . 6 1 7 . 8 2 8 . 0 3 8 . 2 5 8 . 4 6 8 . 6 8 8 . 8 9 9 . 1 1 9 . 3 2 9 . 5 3 9 . 7 5
318 9 . 9 6 10 .18 10 .39 1 0 . 6 10 .82 11 .03
319 c
320 sp3 d 0 0 .0144 0 .0334 0 .0313 0 .0281 0 .025 0 .0214 0 .0198 0 .0175
321 0 .0192 0 .0222 0 .0215 0 .0225 0 .0228 0 .0295 0 .0356 0 .0368
322 0 .0346 0 .0307 0 .0300 0 .0269 0 .0286 0 .0318 0 .0307 0 .0333 0 .0304
323 0 .0274 0 .0233 0 .0206 0 .0181 0 .0177 0 .0204 0 .0183 0 .0163
324 0 .0168 0 .0168 0 .0188 0 .0184 0 .0169 0 .0143 0 .0097 0 .0065
325 0 .0043 0 .0037 0 .0038 0 .0051 0 .0062 0 .0055 0 .0047 0 .0037
326 0 .0028 0 .0015 0 .0004
327 c
328 sc3 Neut ron Energy D i s t r i b u t i o n − ISO 8529 AmBe n e u t r o n e n e r gy s p e c t r u m ;
329 N e u t r o n s e m i t t e d due t o 9Be + a l p h a rxn
330 c
72
331 s i 4 l 4 .438
332 c
333 sp4 d 1
334 c
335 sc4 12C e x c i t e d s t a t e gamma due t o 9Be ( a lpha , n ) rxn
336 c
337 s i 5 0 2 .7305
338 c
339 sp5 −21 2
340 c
341 sc5 Power law r a d i a l p r o b a b i l i t y d i s t r i b u t i o n : p ( x )= c | x | ˆ 2
342 c
343 c
344 c TALLY SPECIFICATIONS
345 c
346 c S t a n d a r d F T a l l i e s
347 c
348 c Neut ron T a l l i e s
349 c
350 f804 : n 8
351 fc804 n e u t r o n f l u x t h r o u g h OPD c e l l
352 c
353 f814 : n 8
354 fc814 n e u t r o n−i n d u c e d DPA i n o r g a n i c p h o t o d i o d e
355 fm814 13 .9018 9 444 $ c o n v e r t s F4 t a l l y t o DPA f o r P3HT : ICBA
356 c
357 f806 : n 8
358 fc806 n e u t r o n en e r g y d e p o s i t i o n i n OPD
359 c
360 f816 : n 8
361 fc816 n e u t r o n dose d e p o s i t e d i n OPD
362 fm816 1 .602 e−8 9 −1 −4 $ c o n v e r t s F6 t a l l y t o dose t a l l y ( r a d s ) f o r P3HT : ICBA
363 c
364 c Photon T a l l i e s
365 c
366 f824 : p 8
367 fc824 pho ton f l u x t h r o u g h OPD c e l l
368 c
369 f826 : p 8
370 fc826 pho ton en e r g y d e p o s i t i o n i n SiPD
371 c
372 f836 : p 8
373 fc836 pho ton dose d e p o s i t e d i n SiPD
374 fm836 1 .602 e−8 6 −5 −6 $ c o n v e r t s F6 t a l l y t o dose t a l l y ( r a d s ) f o r s i l i c o n
375 c
376 c Mesh T a l l i e s
377 c
378 c FMESH − DPA and F4 mesh t a l l i e s
379 c
380 fmesh834 : n geom xyz o r i g i n −0.27875 7 .61999936 −6.9345
381 imesh −0.03875 jmesh 7 .619999987 kmesh −6.6545
382 i i n t s 1 j i n t s 10 k i n t s 1
383 o u t c f
384 fc834 n e u t r o n f l u x i n OPD, meshed
385 c
386 fmesh844 : n geom xyz o r i g i n −0.27875 7 .61999936 −6.9345
387 imesh −0.03875 jmesh 7 .619999987 kmesh −6.6545
388 i i n t s 1 j i n t s 10 k i n t s 1
389 o u t c f
390 fc844 n e u t r o n−i n d u c e d DPA i n OPD, meshed
391 fm844 13 .9018 9 444
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392 c
393 fmesh854 : p geom xyz o r i g i n −0.27875 7 .61999936 −6.9345
394 imesh −0.03875 jmesh 7 .619999987 kmesh −6.6545
395 i i n t s 1 j i n t s 10 k i n t s 1
396 o u t c f
397 fc854 pho ton f l u x i n OPD, meshed
398 c




403 c n e u t r o n f l u x t h r o u g h OPD − check f o r FMESH t a l l y 854
404 rmesh801 : n f l u x
405 cora801 −0.27875 −0.03875
406 corb801 7 .61999936 9 i 7 .61999987
407 corc801 −6.9345 −6.6545
408 c
409 c n e u t r o n DPA i n OPD − check f o r FMESH t a l l y 864
410 rmesh811 : n f l u x
411 cora811 −0.27875 −0.03875
412 corb811 7 .61999936 9 i 7 .61999987
413 corc811 −6.9345 −6.6545
414 c
415 c pho ton f l u x t h r o u g h OPD − check f o r FMESH t a l l y 874
416 rmesh821 : p f l u x
417 cora821 −0.27875 −0.03875
418 corb821 7 .61999936 9 i 7 .61999987
419 corc821 −6.9345 −6.6545
420 c
421 c n e u t r o n en e r g y d e p o s i t i o n i n OPD
422 rmesh831 : n pedep
423 cora831 −0.27875 −0.03875
424 corb831 7 .61999936 9 i 7 .61999987
425 corc831 −6.9345 −6.6545
426 c
427 c n e u t r o n dose d e l i v e r e d t o OPD ( r a d )
428 rmesh841 : n pedep
429 cora841 −0.27875 −0.03875
430 corb841 7 .61999936 9 i 7 .61999987
431 corc841 −6.9345 −6.6545
432 c
433 c pho ton en e r g y d e p o s i t i o n i n OPD
434 rmesh851 : p pedep
435 cora851 −0.27875 −0.03875
436 corb851 7 .61999936 9 i 7 .61999987
437 corc851 −6.9345 −6.6545
438 c
439 c pho ton dose d e l i v e r e d t o OPD ( r a d )
440 rmesh861 : p pedep
441 cora861 −0.27875 −0.03875
442 corb861 7 .61999936 9 i 7 .61999987
443 corc861 −6.9345 −6.6545
444 c
445 c d i r e c t measurement o f n e u t r o n dose d e l i v e r e d t o OPD ( rem / h r )
446 rmesh871 : n dose
447 cora871 −0.27875 −0.03875
448 corb871 7 .61999936 9 i 7 .61999987
449 corc871 −6.9345 −6.6545
450 c
451 c d i r e c t measurement o f pho ton dose d e l i v e r e d t o OPD ( rem / h r )
452 rmesh881 : p dose
74
453 cora881 −0.27875 −0.03875
454 corb881 7 .61999936 9 i 7 .61999987




459 c Mesh t a l l y m u l t i p l i e r s
460 fm811 13 .9018 9 444 $ c o n v e r t s f l u x t a l l y t o DPA f o r n e u t r o n s
461 fm841 1 .602 e−8 9 −1 −4 $ c o n v e r t s e ne r gy d e p o s i t i o n t o dose f o r n e u t r o n s ( r a d )
462 fm861 1 .602 e−8 9 −5 −6 $ c o n v e r t s e ne r gy d e p o s i t i o n t o dose f o r p h o t o n s ( r a d )
463 c
464 c
465 c PROBLEM TERMINATION SPECIFICATIONS
466 c
467 nps 1 e9




NJOY inputs were consistent between materials; the only major differences between them
were in the MAT numbers used to refer to silicon, carbon, hydrogen, and sulfur isotopes.
The following NJOY input file was used to develop neutron damage cross-section and pho-
ton kerma heating factor libraries for 2814Si at room temperature (293.6 K).
1 moder
2 20 −21 /
3 r e c o n r
4 −21 −22 /
5 ’ pendf t a p e f o r s i −28 from endf / b−v i i t a p e ’
6 1425 2 /
7 . 0 0 1 /
8 ’14−Si−28 from ENDF/ B−VII ’ /
9 ’ p r o c e s s e d u s i n g NJOY ’ /
10 0 /
11 b r o a d r
12 −21 −22 −23
13 1425 1 /
14 . 0 0 1 /
15 293 .6
16 0 /
17 h e a t r
18 −21 −23 −24/
19 1425 2 /
20 443 444 /
21 gaminr
22 −21 −23 0 −25
23 1425 7 3 4 0
24 ’24 group pho ton l i b r a r y ’ /
25 −1/
26 0 /
27 a c e r
28 −21 −24 0 31 32
29 1 0 1 . 2 5 /
30 ’14− s i −28 a t 293 .6 K from endf / b−v i i ’ /
31 1425 2 9 3 . 6 /
32 0 /
33 /
34 a c e r
35 −21 −25 0 33 34
36 1 0 1 . 2 5 /
37 ’14− s i −28 a t 293 .6 K from endf / b−v i i ’ /
38 1425 2 9 3 . 6 /
39 0 /
40 /
41 a c e r
76
42 0 31 35 36 37
43 7 1 2 /
44 ’14− s i −28 from endf / b−v i i n e u t r o n s ’ /
45 a c e r
46 0 33 38 39 40
47 7 1 2 /
48 ’14− s i −28 from endf / b−v i i pho tons ’ /
49 v iewr
50 35 4 1 /
51 v iewr
52 38 4 2 /
53 s t o p
77
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