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ABSTRACT 
Let X,(n) > X,(n) 2 . . >, A,(n) be the ordered roots of IA(n) - XB(n)( = 0, 
where A(n) is a p X p real symmetric matrix and B(n) is a p X p real symmetric 
positive definite matrix. Assume that A(n) + A and B(n) + B as n + co, where the 
rank of B may be less than p. Using a result on the continuity of the zeros of a 
polynomial, the limiting behavior of p sequences {Xi(n)}:= 1, i = 1,2,. . . , p, is 
investigated. 
1. INTRODUCTION 
We are concerned with the roots of 
IA(n)-hB(n)I=O, (1) 
where for every n = 1,2,. . . , A(n) is a p X p real symmetric matrix and B(n) 
is a p x p real symmetric positive definite matrix. For every n, the roots of 
(1) are red, and can be ordered. Let Ar( n) >, h,(n) > . . . 2 X&n) denote 
the ordered roots of (1). (The multiple roots are counted as many times as 
they appear.) The roots X j( n) are sometimes called the generalized eigenval- 
ues or the characteristic roots of A(n) in the metric of B(n). Assume that 
A(n)+A, B(n)+B as n+oo, (2) 
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where r = rankB < p. We discuss the convergence of the sequences 
{ X j( n)}T= i, j = 1,2,. . . , p. Note that the p sequences of the roots are well 
defined because the ordered real roots are well defined. Note also that if 
r < p, then the determinantal equation 
JA-XBl=0 (3) 
has less than p roots. 
Some convergence properties of the roots A j( n) of (1) have been used in 
statistical applications under various settings. In statistical applications, A(n) 
and B(n) are often real valued random matrices rather than real matrices. A 
natural situation where such an application occurs is the multivariate compo- 
nents of variance model. In such a model, the p x 1 observation vector Xaj 
satisfies 
xaj = p +va+uaj, j=1,2 >‘..> k, o=1,2 ,..., n, 
where V, and Uaj are independent random vectors with mean zero, Var{ V, } 
= Cp, and Var{Uaj } = \k. Here, \k is nonsingular, but @ may be singular. For 
this model, the estimators and certain test statistics are functions of the roots 
hi(n) of (1) where 
B(n) = (4 
x,= ; ,i xaj, 
]=l 
x = t pa. 
See, e.g., Anderson, Anderson, and Olkin (1986). When n + co and k is 
fixed, A(n) and B(n) converge to k@ + \k and \k, respectively, and thus the 
X j( n)‘s converge to the roots of Ik@ + * - A\kj = 0 in some probability 
sense. This is a relatively straightforward result, because + is nonsingular. 
(See Theorem 1 in Section 2.) But the derivation of the limiting distribution 
of properly normalized X j(n)‘~ is rather difficult. The earliest attempts to 
derive the limiting distribution of A j( n)‘s in this and similar situations were 
made by Hsu (1941) and Anderson (1951). In their derivation, they needed a 
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result corresponding to the convergence of A j(n) of (1) under (2) where 
A(n) and B(n) are different from (4), and B is singular. But they did not give 
a complete justification for such a result. The justification is not totally trivial. 
This method of derivation of the limiting distribution has been referenced 
and used in a number of the subsequent statistical articles. See, e.g., Ander- 
son (1963, 1984b, 1987) and Davis (1977). The convergence of the roots, 
h j( n) of (1) has applications in many other areas of asymptotic statistical 
analysis. Such areas include discriminant analysis, multivariate regression, 
canonical correlations, multivariate functional relations, and factor analysis. 
See, e.g., Muirhead (1982) Anderson (1984a, 1984b), and Fuller (1987). 
In this paper, we assume that A(n) and B(n) are real matrices rather than 
random matrices, and present general matrix algebra results characterizing 
the limiting behavior of the roots X j( n) of (1) under (2). Our results can be 
useful in clarifying issues involved in applied problems such as deriving the 
limiting distribution of the roots in statistics. Our main results on the 
convergence of the roots of (1) are presented in Section 2. The detailed 
derivations are given in Section 3. 
The determinantal equations (1) and (3) are polynomial equations. Most 
(if not all) statisticians who use the convergence results for X j(n)‘s justify 
their result by referring to the fact that the zeros of a polynomial are 
continuous in the coefficients. Such a general result for polynomials is 
sufficient for most mathematical interests. However, it requires some care to 
apply the general result on polynomials to a special situation of matrix 
algebraic or statistical interest. In our derivations given in Section 3, we shall 
start with a general theorem that in a certain sense the zeros of a polynomial 
are continuous in the coefficients. Such a theorem does not apply directly to 
our determinantal equation problem for two reasons: First, the theorem is 
given in terms of general complex zeros which cannot be ordered in a natural 
way. For the case with a sequence of polynomials, such a theorem tells very 
little about a particular sequence of zeros defined in a certain way. For our 
problem, the roots X j(n) are real, and our interest is in the particular 
sequences { X j( n)}T= ,, j = 1,2,. . . , p, which are well defined. Thus, we need 
to develop a result on the ordered real zeros of a sequence of polynomials. 
The second reason why the standard theorem on polynomials is not applica- 
ble to our problem is that (3) may have less than p roots. This case with less 
than full rank B corresponds to the case where the coefficient of the largest 
degree term in a sequence of polynomials converges to zero. Such a case is 
not covered by the standard result for the continuity of zeros of a polynomial. 
It is required here to derive a result for the case where some or all zeros of a 
sequence of polynomials diverge. Section 3 gives a more detailed discussion 
of these two difficulties associated with applying the general result on 
polynomials to our problem. 
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2. MAIN RESULTS 
In this section, the results on the limiting behavior of the ordered roots 
Xi(n) >, X,(n) >, . . * > h&n) of (1) are presented. We assume that the limit 
condition (2) holds. The limiting determinantal equation is (3) which is a 
polynomial equation of degree r, where r = rankB < p. It follows from (2) 
and Lemma 2 in Section 3 that all roots of (3) are real. Let X, >, A, > . * . > A, 
be the ordered roots of (3). The case with r = p is an immediate consequence 
of Corollary 2 in Section 3. 
THEOREM 1. Ifr=p, thenforj=l,%...,p 
X,(n) + xj us n-cc. 
For the case with rankB = r < p, what we wish to show is the following 
claim: 
CLAIM. There exists an integer 0 < s < p - r such that as n + cc 
Xj(n> + 00, j = 1,2 ,...> s, 
xj(")+xj-s> j=s+l,s+2 ,..., s+r, 
'jb) +-00, j=s+r+l,s+r+2 ,..., p. 
However, this claim does not hold in general. For a counterexample, 
consider A(n) = I for all n and 
i 
for n odd, 
B(n)= 
for n even. 
Then, as n 400, 
B(n)+B= [i y], 
and (3) has the only one root A = 1. But the two ordered roots X,(n) >, h,(n) 
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of (1) are 
and neither hi(n) nor X,(n) is convergent. In general, we can only show that 
there exists a subsequence of n over which the result in the above claim 
holds. The next result for general r follows from Lemma 2 in Section 3. 
THEOREM 2. There exists a { n, 1 and integer 0 < s 
<p- r such that as m - CO 
xj(n,) -fm~ j = 1,2 ,‘..> s, (4a) 
xj(n,) + A,-,, 
j=s+l,s+2 ,..., s+r, 
hj(n,) + -~, j=s+r+l,s+r+2 ,..., p, @b) 
where it is understood that (4a) does not exist ifs = 0 and that (4b) does not 
existifs=p-r. 
In most statistical applications, A(n) is nonnegative definite for all n, 
being a sample covariance matrix or a sum of squares and cross product 
matrix. For the case with nonnegative definite A(n), the roots A .(n) 
nonnegative for all j and n. For this case, the above claim hods with I 
are 
s = p - T, and the convergence holds over n rather than over some subse- 
quence. Lemma 3 in Section 3 proves the following result. 
THEOREM 3. Zf A(n) is nonnegative de$nite for all n, then as n + 00 
Aj(n) + r,’ i 
j = 1,2 >..*,p--r, 
,--p+r, j=p-r+l,p-r+2 ,..., p. 
3. DERIVATIONS USING RESULTS ON POLYNOMIALS 
Starting with a general result on the zeros of a polynomial, we develop 
several lemmas which provide proofs of the three theorems in Section 2. A 
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precise statement of the continuity of zeros of a polynomial is as follows: 
LEMMA 1 [Marden (1966, p. 3)]. Let 
f(z) = a, + a,z + . . . + UpZP 
have q . , , Zq with multiplicities m,, m2,. . . , m4, where 
a,, a 1”“> ap are complex numbers, up # 0, and CR= Imk = p. Let 
F(2)=(a0+6,)+(a,+S,)z+ ... +(ap_,+Sp_,)zP-l+upZP, 
where 60,61,...,6p_1 are complex numbers. For k = 1,2,. . . , q, let Q. be an 
arbitrary real number such that 
Then there exists an S>O such that if ISll<8 for Z=O,l,...,p-1, then 
F(z) has precisely mk zeros in the circle C, with center at Zk and radius &k, 
k=12 > ,...,q. 
In terms of a sequence of polynomials, we have the following corollary to 
Lemma 1. 
COROLLARY 1. Let 
f,(x)=a,(n)+a,(n)z+ ... +up_l(n)zp-l+up(n)zp, 
where al(n), Z=O,l,..., p, are sequences of complex numbers such that as 
n -+ 00 one has al(n) -+ al, I= 0, 1, . . . , p, and ap # 0. Let Z1, Zz, . . . , Zq be 
the distinct zeros of 
f(z)=a,+a,z+ ... +a,zp 
with multiplicities ml, m2,. . . , m4. Let E be an arbitrary real number such 
that 
O<&< min IZk - Zjl. 
(j,k):j#k 
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Then there exists an N such that if n > N then f,( z) has precisely mk zeros in 
the circle C, with center at Zk and radius E. 
Proof. If a,(n) = up for all n, then the result follows immediately from 
Lemma 1. In general, consider 
g,(.z)=b,(n)+b,(n)z+ ... +b,_,(n)zP-‘+a,zP, 
where for Z=O,l,...,p-1, bl(n)=al(n)ap/ap(n) are well defined for 
large n because a p( n) -+ a p # 0. Because the zeros of g,,(z) and f,(z) are 
common, and because b,(n) + a,, I = 0, 1, . . . , p - 1, the result follows from 
the case with a,(n) = up for all n. q 
Corollary 1 gives the precise statement of the limiting behavior of the 
zeros of a convergent sequence of polynomials, but does not say anything 
about which zeros of f,(z) will approach a particular Zk, k = 1,2,. . . , q. In 
fact, because the zeros of f,(z) are complex, there is no definite way to 
define p sequences of zeros over n. There are a number of ways to identify 
such sequences by introducing some arbitrary ordering on the p zeros of 
f,(z). For example, let > denote the ordering of complex numbers such 
that z > Z’ if ]z( > ]z’] or if ]z I= lz’l and Arg z > Arg z’. Using this order- 
ing, we can define p sequences of the ordered zeros of f,(z), and can order p 
zeros of f(z) with Zk repeated mk times. Then, does it hold that the 
sequence of the Zth “largest” zero of f,(z) converges to the Zth “largest” 
zero of f(z)? (The “largest” is in terms of Z+ .) The answer is no, and the 
following gives a counterexample. Let 
where i2 = - 1. Using >>, we can define two sequences of the zeros of f,(z) 
given by zi(n) = i + i/n and z2(n) = - i + i/n, where zXn> >> z2(n) be- 
cause Izl(n)l > Iz2(n)l. In the sense defined in Corollary 1, f,(z) converges 
to f(z)=(z-i)(z+i) with the ordered zeros zi= -iBz,=i because 
Arg zi = 37r/2 > Arg z2 = 7r/2. Thus, the sequence of the “larger” zeros 
zl(n) converges to the “smaller” zero za of f(z). There is no general way to 
define p sequences of zeros of polynomials of degree p which converge to 
the “corresponding” zeros of the limiting polynomial. 
Of course, if the zeros of f,(z) are known to be real for all n [as in the 
case of the roots of (l)], then we can order the zeros by the usual >, for real 
numbers. In this case, the next corollary shows that the zeros of the limiting 
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polynomial f(z) are real, and that the sequence of the Zth largest zero of 
f,(z) converges to the Zth largest zero of f(z), provided up =+ 0. This 
corollary corresponds to the determinantal equation result Theorem 1 in 
Section 2. 
COROLLARY 2. Assume that for every n all zeros of 
f,(z)=a,(n)+a,(n)z+ ... +a,(n)zP 
are real. Let zl(n) > zz(n) >, . . . > z,(n) be the p zeros of f,(z). Assume 
that, asn+co, oneha.sa,(n)+a,, Z=O,l,..., p, wherea,#O. Thenall 
zeros of 
f(z) = a, + a,z + . . . + UpZP 
are real. Also, as n + M one bus zj( n) + zj, j = 1,2,. . . , p, where ,zl 2 z2 > 
. . . > zp are the p zeros of f(z). 
Proof. Let Zk, k = 1,2,. . . , 9, be the distinct zeros of f(z) with multi- 
plicities mk, k = 1,2,. . . , 9. By Corollary 1, the 5,‘s are limit points of the set 
of real numbers {zj(n):j=1,2 ,..., p, n=1,2 ,... }. Thus, there exists a 
sequence of real numbers converging to .Zk. Since the set of real numbers is 
complete, X,, k = 1,2,. . . , 9, are real. Assume that Zr > ZZ > . . . > Zq. Let E 
be an arbitrary real number such that 
O<e<+ min (5,-Z,+,). 
l<k<q 
By Corollary 1, there exists an N such that if n >, N then f,(z) has precisely 
mkzerosinCk.Butz>z*foranyzinCkandz*inCk+l,k=1,2,...,9-I. 
Hence, zj(n), j=C;I:mj+l ,..., Ci=imj,areinCk. n 
The condition a p # 0 guarantees that the limiting polynomial f(z) has p 
zeros. In terms of the determinantal equations (1) and (3), this condition of 
up # 0 corresponds to the condition that the limiting matrix B is nonsingular. 
To cover the case with singular B, we need a result on the zeros of a sequence 
of polynomials converging to a lower degree polynomial. For such a case the 
2 j( n)‘s are not generally convergent. The example given in Section 2 in terms 
of a determinantal equation can be written in terms of a polynomial to 
provide a counterexample. In general, we can only show that there exists a 
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subsequence of n over which the zeros are convergent. The next lemma 
proves Theorem 2 in Section 2. 
LEMMA 2. Assume that for evey n all zeros of 
f,(z)=aJn)+a,(n)z+ *.. +a,(n)zP 
are real. Assume that a,(n) f 0 for all n, and let zl(n) >, z&n) 2 . . . a 
z,(n) be the p zeros of f,(z). Assume that a,(n) + a,, I= O,l,..., p, as 
n-+oo, where a,#0 and a,=O, Z=r+l,r+2,...,p. Then all zeros of 
f(z) = a, + alz + . . . + a,z’ are red. 
Let z1 >, z2 > . . . > z I be the r zeros off(z). Then there exist a subse- 
quence {n,,};,, andaninteger O<s<p-rsuchthata.sm-+oo 
zj(nn,) -‘O”, j = 1,2 ,..., s, (5) 
zj(n,,) --* zj-s> j=s+l,s+2 ,..., s+r, (6) 
zj(n,,j + -00, j=s+r+l,s+r+2 ,..., p, (7) 
where it is understood that (5) does not exist ifs = 0 and that (7) does not 
existifs=p-r. 
Proof. Note that 
and that a,( n)/a,( n) is equal to ( - l)P-’ times the sum of ,C,_, terms of 
the form d( jl, j2,. . . , jp_,) = zj,(n)zjz(n). . . zjp_$n), where 1 G j, < j, < 
* * . < jp-r < p. Because la,(n)/a,(n)l + CO, for any L! > 0 there exists an 
N such that if n > N, then for some [jXn), j,(n), . . . , jp_,(n)], 
Id[j,(n),jz(n),...,j,~,(n)]l>~. Thus, if n>N, then for some j(n), 
Izj(n)Cn) 1 > (p/(p--r) * (8) 
Since zl(n) > zz(n) 2 . . . 2 z,,(n), we have mm{ IzXn)l, Iz,(n)l} >, 
Izjc,,Jn)l. Thus, max{ Iz,(n)l, Iz,(n)l} -+ 00 as n + co. Hence, there exists a 
subsequence {n,}:==, such that as (Y + 00 either zl( n,) + 00 or zp( n,) + 
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- co. Assume that ~~(72,) -+ cc. [The case with limsup,,,z,(n) <cc and 
zP( n,) -+ - co can be handled similarly.] For large (Y, zr( n,) # 0 and there 
exists a polynomial of degree p - 1, 
fn(,l)( z) = a;)( n,) + ay’(n,)z + . . . + a~gna)Zp-l, 
such that 
For any real number X, as (Y -+ cc, 
and thus, as LY --$ co, 
f,(,‘w -+ f(x). 00) 
Let xl,xs,...,xP be distinct real numbers, and let C be the p X p matrix 
with Zth column (1, xl, XI” ,..., rpP’)‘, I = 1,2 ,..., p. Then, (10) implies that 
as o+cc 
[(1(01)(n,),ui”(n,) ,..., u$(n,)]C + (a,,u, )..., a,,0 )..., 0)C. 
Because C is nonsingular a{‘)( n ) + al as (Y - cc, 1 = 0 1 
a,=o, z=r+1,r+2,...: 
p - 1, where 
p - l.aBy (9) the zeros of f$)ti) ‘are z2(n,) > 
z3(n,) 2 . . . >, z&n,). If T < p - 1, then u(d-)r(na) + 0 and there exists a 
further subsequence { ~p}Pm,i of { n,}z= 1 such that as p + cc either zs( np) 
-+ cc or zP( np) -+ - cc. If zs( nP) + 00, then there exists a polynomial 
f$)( Z) of degree p - 2 such that f$)( Z) = [l - z/.zs( np)] f$)( z) and f,‘“)(z) 
+ f(z) as j3 + cc for each fixed Z. The continuation of this process s 6 ows 
that there exist a subsequence { n, }g= 1 and s such that (5) and (7) hold, and 
that there exists a polynomial of degree r, 
fn(,g-ry z) = u(,P-‘)( fl,) + acp-‘)( n,)z + . . . + up-“( n,)z’, 
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with zeros ~,+r(n~,) > z,+s(n,) 2 . . . > z,+,(n,) such that as m + cc one 
has uJP-‘)(nnr)+aI, Z=O,l,..., r, and a, f 0. Thus, applying Corollary 2 to 
f~~~-“( a), we can show that the zeros of f(z) are real and (6) holds. W 
Thus, in general, the convergence of the real zeros can be characterized 
only over some subsequence. For an important special case where all the 
zeros of f,(z) are nonnegative real numbers, the next lemma shows that 
s = p - r, and that (5) and (6) hold over { n}z=r rather than over some 
subsequence. As we have seen in Section 2, such a special case has an 
application dealing with roots of (1) where A(n) is nonnegative definite 
(Theorem 3 in Section 2). 
LEMMA 3. Assume that for evey n all zeros of 
f,(z)=a,(n)+a,(n)z+ ... +ap(n)zP 
are real and nonnegative. Assume that a,(n) + 0 for all n, and let zl(n) > 
. . . > zp(n) >, 0 be the p zeros of f,(z). Assume that al(n) +a,, 1= 
0,l ,..., p, as n-too, wherea,#O anda,=O, l=r+l,r+2 ,..., p. Then 
all zeros of f(z) = a0 + a,z + . . . + a,~’ are real. Let .zl >, z2 > . . . > z, be 
the r zeros off(z). Then 
“j(n) +a, j = 1,2 ,...>p-r, 
zj(n> +Zj-p+r~ j=p-r+l,p-r+2 )...) p. 
(11) 
(12) 
Proof. When the zj(n)‘s are nonnegative, (8) in the proof of Lemma 2 
implies that zr( n) -+ cc as n + co. Thus, there exists a polynomial f,“)( .z) of 
degree p - 1 such that f,(z) = [l- z/z,(n)]f,(‘)(z) and f,“)(z) + f(z) as 
n + co for each Z. Repeating this process, we can show (11). The result (12) 
follows by the argument used in the proof of Lemma 2. II 
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