group of m cells can store log2 (m!) bits of information.
group of m cells can store log2 (m!) bits of information.
Since rank modulation uses permutations to represent data, the charge levels can take analog values instead of discrete values, making the programming process much more robust to over-injection and the stored data more robust to asymmetric errors.
In this paper, we study the capacity of rank modulation with bounded permutation sizes. To induce a permutation from a group of cells, a sorting algorithm of complexity o(m log m) is needed. Reducing the sorting complexity is important for the efficient hardware implementation of rank modulation. To study the capacity under this constraint, we propose a discrete model. Normalize the gap between the minimum and maximum charge levels of the memory to 1, and let fJ denote the minimum charge difference to distinguish two levels. Then the largest possible size for a permutation is D == l~J+ 1. However, in practice the permutation size should be smaller than D not only to reduce the sorting complexity, but also to make cell programming efficiently implementable. In this paper, we let m :S D denote the given permutation size (which is also the number of cells in a group), and study the achievable capacity. Each cell level is denoted by an integer in the set {I, 2, ... , D}. It should be noted that these D discrete numbers do not mean that in practice the charge levels are to be discrete instead of analog. They are used to derive the theoretical capacity under the considered constraints. When more constraints are introduced, the model can certainly be generalized.
An important observation is that by allowing cell groups to have overlaps (i.e., shared cells), the capacity can be improved. In this paper, we study this model, and explore the corresponding capacity. We present computational techniques and bounds for capacity and compare the capacities of different schemes.
Due to the limited space, we skipped some details in this paper. Interested readers please refer to [11] .
I. INTRODUCTION
Abstract-Rank modulation has been recently introduced as a new information representation scheme for flash memories. Given the charge levels of a group of flash cells, sorting is used to induce a permutation, which in turn represents data. Motivated by the lower sorting complexity of smaller cell groups, we consider bounded rank modulation, where a sequence of permutations of given sizes are used to represent data. We study the capacity of bounded rank modulation under the condition that permutations can overlap for higher capacity.
Flash memory is an important non-volatile storage technology of wide applications. In flash memories, floating-gate cells use their charge-levels to store data [2] . For higher capacity, multi-level cells (MLCs) with an increasing number of levels are being developed. To increase a cell level, charge is injected into the cell by the Fowler-Nordheim tunneling mechanism or the hotelectron injection mechanism. This programming process is iterative to avoid over-injection. To lower any cell level, one must erase a whole cell block (typically 512K cells) and reprogram them starting at the lowest level. This asymmetric property caused by block erasure is a prominent feature of flash memories and presents a bottleneck of flash memories in terms of speed and reliability. There has been a number of recent works using the information theoretic approach to develop new storage schemes for flash memories. They include coding schemes for rewriting data [1] [3] , and the new rank modulation scheme for efficient and reliable cell programming and data storage [7] [8] . In this paper, we focus on and extend the rank modulation scheme.
Rank modulation is a new data representation scheme that uses the relative order of cell levels to represent data [7] (1, 4, 3, 2) , then both (1, 6, 4, 3) and (2, 5, 4, 3) are realizations of P.
Let (CI, C2, ... , c n ) be the levels of n cells.
Let v < m be an integer and for convenience,
Note that the last v cell levels of B i are also the first v cell levels of Bi+l' so we say these two blocks overlap by v. 
. , p(n-v)/(m-v)), called the induced permutation sequence. And we call (B I, B2,· .. , B(n-v)/(m-v)) its realization.
Again, a permutation sequence may have multiple realizations.
the adjacency matrices of the irreducible components in G, then
where J\ (A) is largest positive eigenvalue of A [9] .
Example 2 A BRM code C(n, 2, 3, 1) can be represented
by the deterministic graph G in Figure 1 ( If we generalize this idea to arbitrary 0 2: 2 but keep m == 2, and v == 1, we get the constrained system in Figure 1 (b) , and the capacity is log(2 cos( D~l)) [9] .
We now formally define this type of BRM code. 
For example, the labeled graph for CI (n, 3, 4, 1) is shown in Figure 1 (c).
The construction of the adjacency matrix for code C1(n, m, 0, 1) is presented in the following theorem.
III. BRM CODE WITH ONE OVERLAP AND CONSECUTIVE LEVELS
In this section, we study a special BRM code that allows efficient computation of its capacity. First, we present a computational method based on constrained systems. Detailed definitions are shown in [11] .
Since 
We now consider the general BRM code with one overlap, C(n, m, D, 1), which does not have the additional constraint of code CI (n, m, D, 1).
The cell levels of a block, {c~,· .. , c~}, can be any set Qsuch that Qs;: {1,2,· .. , D} and IQI == m. The labeled graph H generated is not deterministic in general. However, we are able to find a deterministic graph G that is equivalent to H [9] . Here is an example.
Let B == (m~2)! A, I be the identity matrix and x be an indeterminate variable. det(B -xl) == 0 implies 
. Thus A(B) is the largest positive root of f (x). It can be proven that

A(B) > 3m-6, and A(A) > (3m-6)(m-2)!. Now I ft t h
IV. BRM CODE WITH ONE OVERLAP
Example 6
The labeledgraphH ofC (n, 2,4, 1) is shown in Figure 3 (a) . This is not deterministic since state 1 has 3 outgoing edges labeled 12. Let G be the deterministic representation of C, then the states V( G) are subsets of Figure  3 ( Figure 3 (c). 
V(H). And for u,V E V(G), u~v if\! j E v, :1 i E u and i~j. The resulting graph G is shown in
Hence by (1)cap(C(n,2,4,l)) == logA(A i ) == 0.8791.
cap(CI(n,m,D,l)) > cap(C(n,m,D,O))
Q. (C1(n, m, D, 1) )~l~g_~!, which is larger than the capacity of the non-overlap code. We now present a more general result. The construction in the above example can be naturally extended to the case m > 2.
Encoder/decoder for BRM codes can be constructed using sliding-block finite-state permutation encoder/decoder, cell-level encoder/decoder, and flash programming/reading. And the encoding rate can be arbitrarily close to the capacity. For example, a rate 3 : 4 blockdecodable encoder can be constructed for C(n, 2,4, 1).
More details are shown in [11] .
v. LOWER BOUND FOR CAPACITY
In this section, we present a lower bound to the capacity of the BRM code. To derive this, we first present a new form of rank modulation called the star BRM. S(n, m,D, v) , every codeword is a permutation sequence (PI, P 2, ... , Pn/(m-v) ) that has at least one realization. Let IS(n, m,D, v) I denote the number of codewords in code S. Then, the capacity is 
num er tn tea ove set 1S cit er v+1 or v+1 .
Please see [11] for detailed proofs of Lemma 8 and 9. Let £i < £i < ... < £; be the v anchor levels that satisfy the condition in Lemma 9. and 2* == 2 (£i, £i, ... ,£;). 2* can be computed using an algorithm of time complexity 0(D 2 ) (see [11] ). The following theorem presents the capacity of the Star BRM. 
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