A phase plane method is presented for the parameter identification of strongly nonlinear systems. The phase trajectory equation is taken as the mathematical model and the system parameters are identified by using the optimum technique. The method can be applied to conservative and nonconservative systems. The value ranges of the parameters are not limited. All examples simulated by computer show that the efficiency and accuracy of this approach are very good.
Introduction
Finding approximate solutions of strongly nonlinear systems is a problem which mechanics researchers are concerned about. Though there are effective methods for the analysis of some strongly nonlinear vibrations [1] [2] [3] , the study of strongly nonlinear systems is not so well developed as weakly nonlinear systems because of the difficulty in the mathematical theory. Since finding analytical solutions is difficult, few study is carried on the parameter identification of strongly nonlinear systems. Two methods of the parameter identification of weakly nonlinear systems in time and frequency domain have been presented in the references [4, 5] . The prerequisite of the two methods is to obtain the approximate solution of the nonlinear vibration system, so they are also applicable to the strongly nonlinear systems which have analytical solution. Nayfeh [6] have studied parametric identification of nonlinear systems. Yasuda et al. [7, 8] have proposed the new experimental identification applicable to elastic structures.
Though the analytical solutions of some strongly nonlinear systems can not be determined, the phase trajectory equations can be established. The mathematical mode for parameter identification is provided. By using the optimum method, we fit the level curve in the phase plane and identify the parameters of strongly nonlinear systems. The method can be applied to conservative and non-conservative systems.
We consider the autonomous system governed by the following equation.
where
. . are the coefficients of the terms in g(x,ẋ), Eq. (1) can be rewritten in the form
The initial conditions of Eq. (3) are x(0) = x 0 , y(0) = y 0 . Let D be a region in the phase plane (x, y), (x, y) ∈ R 2 , and assume that every (x 0 , y 0 ) ∈ D. According to the continuous theorem the initial value should satisfy the following set of equations
where (x 0 , y 0 ) ∈ D is continuous, and Eq. (4) defines a continuous map
Here (x 0 , y 0 ) is a fixed point of the map T : T (x 0 , y 0 ) = (x 0 , y 0 ). If the initial values (x 0 , y 0 ) are given, a definite and continuous curve (4) can be determined theoretically. We take Eq. (4) as the mathematical model for parameter identification. However, finding the analytical solution of Eq. (3) is quite difficult.
Equation (3) is written as
we establish the phase trajectory equation of some strongly nonlinear systems in the form This phase trajectory may be or may not be a close curve. No matter which type the phase trajectory is, Eq. (6) is regarded as the mathematical model for parameter identification. The level curve is determined by fitting it with the measured date {x i ,ỹ i } (i = 1, 2, . . . , n), thus parameters of the nonlinear system are identified.
As the errors are not avoided in the measurement, each pair {x i ,ỹ i } may not satisfy Eq. (6) exactly. There are deviations between the observed data and the regression equation values. The leastsquare method will give a curve best close best close to the true phase trajectory, thereby we find the parameters α, β, . . . of the nonlinear systems. The value ranges of the parameters α, β, . . . are not limited.
This is a problem of optimization as follows
where S is the objective function and α, β, . . . are the design variables which are calculated by using the optimum principle. When the objective fuction S(α, β, . . .) has more than one minimum the parameters of the system are determined by the experiment and analysis.
Parameter identification of strongly nonlinear system governed byẍ + g(x) = 0
We consider a conservative system governed by the following equation
where g(x) ∈ C 1 (R, R). In mathematical analysis Eq. (8) will be strongly nonlinear if function g(x) satisfies
In mechanics the behavior of a system depends on the coefficients of nonlinear terms. If the value of every coefficient is far less than 1, the equation will be weakly nonlinear; if it is not, the equation will be strongly nonlinear.
In phase plane Eq. (8) is written as is an arbitrary polynomial, Eq. (10) will always be analytic and its phase trajectory is symmetric with rspect to x-axis. Thus we can identify parameters of nonlinear system using the phase trajectory equation.
Example 1. Consider a nonlinear vibration system governed by Duffing's equation of the form
Its phase trajectory equation is
The initial conditions of Eq. (11) For large amplitude sin ϕ ≈ ϕ is invalid. Let Ψ =φ, and we find the phase trajectory equation in the form
Measuring a set of angles of rotation and angular velocities of the pendulum and using Eq. (17) we identify the parameter a and evaluate the moment of inertia of the pendulum with a higher precision.
Parameter identification of strongly nonlinear systems governed byẍ + g(x,ẋ) = 0
Consider the nonconservative system governed by the following equation
In phase plane Eq. (18) is written as
If the first order differential Eq. (19) or (20) is expressed in the following form:
(a) separation of variables
(b) first order form (include the quasi-first order form)
or
(c) form
we can obtain the phase trajectory equation for parameter identification. Example 3. Consider equation Let y =ẋ, and in phase plane the differential Eq. (26) is written as
We have
Completing the integration, we obtain
The constant C of integration is determined by introducing x(0) = x 0 , y(0) = y 0 , and the result is
The phase trajectory equation is
Thus, the parameter identification of the system governed by Eq. (26) is defined by
= min
Let α = 1, β = 2, x 0 = 1, y 0 = 0 and Eq. (26) becomes
The numerical solution {x i ,ỹ i } (i = 1, 2, . . . , 24) are given in Talbe 1. The phase trajectory is shown in Fig. 2 .
Adopt {x i ,ỹ i } in Table 1 as the tested data to identify the parameters and of the nonlinear system (26), that is to find an optimum solution to the objective function (31). The result is α = 1.0052, β = 1.9917
Example 4. Consider equation
The result of integration is
The phase trajectory defined by Eq. (33) is shown in Fig. 3 . In phase plane it has a boundary
Which divides the phase plane into two parts. Inside the boundary there is a bunch of close trajectories around point O, and Eq. (32) has period solutions. Outside the boundary there is a bunch of open trajectories, Eq. (32) has no period solution. Whichever form the curve is, we can identify the parameters of a nonlinear system by using phase trajectory.
Conclusion
The analytical solution of the strongly nonlinear system can generally not be found, but the phase trajectory equation of some systems may be obtained. Making use of the phase trajectory equation, we identify parameters of strongly nonlinear systems in phase plane. If the phase trajectory equation is not found, there is not a mathematical model and this method can not be applied the system. This approach is applicable to both conservative systems and non-conservative system. The value ranges of the parameters of the system are not limited.
