The degenerate third Painlevé equation, u
Introduction and the Manifold of Monodromy Data
In this paper we continue our study [1] of the degenerate third Painlevé equation,
where the prime denotes differentiation with respect to τ , and b ∈ R \ {0} and a ∈ C are parameters.
For other Painlevé equations, there exist families of solutions that have zeroes and poles accumulating at the point at infinity (see, for example, [2] ). In Part I [1] , such solutions were not distinguished; therefore, the main purpose of this work (Part II) is to determine whether or not such solutions exist, and if so, to find their asymptotics. As shown in [1] , Equation (1.1) can be presented as a Hamiltonian system, with the Hamiltonian function, H(τ ), given by
In [1] we introduced the auxiliary function where q(τ ) = u(τ ) and p(τ ) is a Bäcklund transformation of u(τ ). In the Hamiltonian setting, the functions q(τ ) and p(τ ) are, respectively, the generalized coordinate and impulse. (More detailed information about the functions H(τ ) and f (τ ), in particular, the corresponding ODEs they satisfy, can be found in Proposition 1.3 and Remark 1.3 of [1] .) In this work, these functions play an important role in the study of the zeroes and poles of u(τ ). Section 1 of [1] contains a review of the literature on the theory and applications of Equation (1.1); so here we mention only those papers that are related to Equation (1.1) and which have appeared since the publication of [1] . According to the algebro-geometric classification scheme given in [3] , the space of initial conditions of Equation (1.1) can be characterized by the extended Dynkin diagram of type D 7 . There is another case of the degenerate third Painlevé equation which can be obtained by a similarity reduction of the well-known Sine-Gordon equation: in the classification scheme of [3] , this equation is of type D 8 . The latter equation is known to be equivalent, via a quadratic transformation, to a special case of the "complete" third Painlevé equation (type D 6 in the classification of [3] ); therefore, we use the term "degenerate" to specify only Equation (1.1), or its equivalent forms. Asymptotics of solutions of the D 8 equation were studied via the Isomonodromy Deformation Method in [2] . Recently, asymptotics of the so-called instanton solutions of the D 8 equation were obtained in [4] via the exact WKB analysis. We also mention the recent work [5] , where a class of semi-flat Calabi-Yau metrics is obtained in terms of real solutions of Equation (1.1) with a = 0.
In this work we apply the Isomonodromy Deformation Method: the reader can find some basic ideas and references concerning this method in Sections 1 and 2 of [1] . We also mention the new monograph [6] , which reflects some recent developments of this method and of a closely related technique based on a steepest-descent-type analysis of the associated Riemann-Hilbert problem [7] . Although Equation (1.1) resembles one of the standard representatives of the list of the Painlevé equations, its asymptotic study via the Isomonodromy Deformation Method contains, in contrast to the other Painlevé equations, additional technical difficulties: the problem is that the corresponding FuchsGarnier (or Lax) pair is degenerate (see [1] for details); therefore, in contrast to the non-degenerate versions of the Painlevé equations, its associated WKB analysis requires a much more careful evaluation of the correction terms. In fact, this is one of the reasons why the present work took 6 years to complete since the appearance of [1] .
In order to make the presentation as self-contained as possible, we now embark on succinctly reminding the reader about some of the basic facts introduced in Sections 1 and 2 of [1] .
Our study of Equation (1.1) is based on the following Fuchs-Garnier (or Lax) pair (see Proposition 2.1 of [1] ):
∂ µ Ψ(µ, τ ) = U(µ, τ )Ψ(µ, τ ), ∂ τ Ψ(µ, τ ) = V(µ, τ )Ψ(µ, τ ), ( 6) where ǫ = ±1, and a, b ∈ C are independent of τ . Then, Then b is independent of τ , and u(τ ) and ϕ(τ ) solve System (1.6).
In this work asymptotics (as τ → ±∞ and τ → ±i∞) of solutions of Equation (1.1) are parametrized in terms of the monodromy data of System (1.4) . This parametrization is equivalent to finding the corresponding connection formulae; indeed, given asymptotics of some solution as τ → +∞, say, one uses it to determine the corresponding monodromy data, and therefore to obtain asymptotics of the same solution as τ → −∞ or τ → ±i∞. Furthermore, employing results from [1] , one arrives at asymptotics of the same solution as τ → ±0 or τ → ±i0. Therefore, it is important to remind the reader about the definition of the monodromy data of System (1.4) given in [1] .
On the complex µ-plane, System (1.4) has two irregular singular points, µ = ∞ and µ = 0. For δ ∞ , δ 0 > 0 and k ∈ Z, define the (sectorial) neighborhoods Ω The following Proposition is a direct consequence of general asymptotic results for linear ODEs [8, 9] . 
where ln µ := ln |µ|+i arg µ, 
The Stokes matrices are independent of the parameters µ and τ , and have the following structures: Equations (1.9) show that the number of independent Stokes multipliers does not exceed six; for example, s . Furthermore, due to the special structure of System (1.4) , that is, the coefficient matrices of odd (resp., even) powers of µ in U(µ, τ ) are diagonal (resp., off-diagonal) and vice-versa for V(µ, τ ), one can deduce the following relations for the Stokes matrices (multipliers): , and the parameter of formal monodromy, a. There is one more relation between the Stokes multipliers, which follows from the so-called cyclic relation (see below). Define the monodromy matrices at infinity, M ∞ , and at zero, M 0 , by the following relations:
Since Y ∞ 0 (µ) and X 0 0 (µ) are solutions of System (1.4), they differ by a right-hand (matrix) factor G:
where G is called the connection matrix. As matrices relating fundamental solutions of System (1.4), the monodromy, connection, and Stokes matrices are independent of µ and τ ; furthermore, since tr( U(µ, τ )) = tr( V(µ, τ )) = 0, it follows that
From the definition of the monodromy and connection matrices, one deduces the following cyclic relation:
The monodromy matrices can be expressed in terms of the Stokes matrices:
The Stokes multipliers, s 
is called the manifold of monodromy data, M. Since only three of the four equations in the semi-cyclic relation are independent, it is clear that dim C (M) = 4; more precisely, the equations defining M are: Remark 1.3. To achieve a one-to-one correspondence between the coefficients of System (1.4) and the points on M, one has to factorize M by the involution G → −G (cf. Remark 1.2).
We now describe the contents of this paper. In Section 2 the main asymptotic results for u(τ ), H(τ ), and f (τ ) as τ → ±∞ are presented. Solutions u(τ ) having infinite sequences of zeroes and poles accumulating at the point at infinity of the real and imaginary axes are also specified, and the asymptotic distribution of these sequences are obtained.
In Section 3 (rather technical in nature) the asymptotic solution of the direct monodromy problem for the µ-part of System (1.4), under certain restrictions on its coefficients, is presented for positive real τ . This asymptotic solution is based on matching WKB-asymptotics of the fundamental solution of System (1.4) with its approximation in terms of parabolic-cylinder functions near the double-turning point.
In Section 4 the results of Section 3 are inverted in order to solve the inverse monodromy problem for the µ-part of System (1.4). At this stage, explicit asymptotics for the coefficients of the µ-part of System (1.4) are parametrized in terms of the monodromy data. Under the assumption that the monodromy data are constant and satisfy certain conditions, one finds that the asymptotics obtained satisfy all of the conditions that were imposed in Section 3. According to the justification scheme presented in [10] , it follows that there exists exact isomonodromy deformations corresponding to these monodromy data, that is, solutions of the system of isomonodromy deformations (1.5), whose asymptotics coincide with the ones obtained in this section.
Appendix A contains the Laurent expansions at zeroes and poles of the function u(τ ) together with the corresponding expansions of the associated functions H(τ ) and f (τ ). These results are used in Section 4 to complete the proof of the asymptotic distribution of zeroes and poles of u(τ ) for positive real τ .
In Appendix B the asymptotic results for τ → ∞ obtained in this paper are compared with the corresponding asymptotitcs in [1] , and misprints from [1] are corrected. This comparison is used in Section 4 to resolve a sign ambiguity in the solution of the inverse monodromy problem.
The main body of this paper is devoted to asymptotics as τ → +∞. To extend the results to negative and pure imaginary τ , one applies the action of the Lie-point symmetries τ → −τ and τ → ±iτ on the manifold of monodromy data that were derived in Subsection 6.2 of [1] . Asymptotics for real τ are presented in Section 2 (as mentioned above), and asymptotics for imaginary τ are given in Appendix C.
We plan to devote the third part of our studies of the degenerate third Painlevé Equation (1.1) to the extension of our results to complex values of the parameter b, and the discussion of the behavior of some special solutions on the real and imaginary axes together with the comparison of asymptotic and numerical results.
Summary of Results
In this work the detailed analysis for asymptotics of u(τ ) is presented for the case τ → +∞ and ǫb > 0. The analytic continuation of the function u(τ ) from positive values of the parameters τ and ǫb to negative values of these parameters is not single valued; therefore, in order to reflect this fact, write τ = |τ |e iπε1 and ǫb = |ǫb|e iπε2 , where ε 1 , ε 2 = 0, ±1. The corresponding asymptotics, for both positive and negative values of these parameters, of u(τ ), and the associated functions H(τ ) and f (τ ), are convenient to express in terms of the auxiliary mapping F ε1,ε2 (see below), which is an isomorphism of the manifold of monodromy data 1 , M. The following definition of F ε1,ε2 is based on Section 6 of [1] , that is, transformation 6.2.1 changing 2 τ → −τ and transformation 6.2.2 changing
(1) F 0,0 is the identity mapping: 
−πa , g 21 (1, −1) = g 22 e πa , and g 22 (1, −1) = −(g 21 +s 1 There is a misprint on page 1173 (Section 3) of [1] : for items (2), (3), (5), (6) , (8) and (9) in the definition of the auxiliary mapping Fε 1 ,ε 2 , the change a → −a should be made everywhere.
2 In transformation 6.2.1, ǫb → ǫb and a → a, that is, ǫnbn = ǫobo and an = ao.
3 In transformation 6.2.2, τ → τ , that is, τn = τo.
Remark 2.1. The roots of positive quantities are assumed positive, whilst the branches of the roots of complex quantities can be taken arbitrarily, unless stated otherwise. Furthermore, it is assumed that, for negative real z, the following branches are always taken: z 1/3 := −|z| 1/3 and z 2/3 := (z 1/3 ) 2 .
Theorem 2.1. Let ε 1 , ε 2 = 0, ±1, ǫb = |ǫb|e iπε2 , and u(τ ) be a solution of Equation (1.1) corresponding to the monodromy data (a, s
Then there exist δ G satisfying, for 0 < Re( ν(ε 1 , ε 2 )+1) < 1 2 , the inequality
and, for
such that u(τ ) has the asymptotic expansion
4)
where
6)
and Γ(· · ·) is the Euler gamma function [11] . Let H(τ ) be the Hamiltonian function defined by Equation (1.2) corresponding to the function u(τ ) given above. Then H(τ ) has the asymptotic expansion
The function f (τ ) defined by Equation (1.3) has the following asymptotics:
Remark 2.2. Define the strip (in the φ-plane) 
Let the branch of the function ln(· · ·) be chosen 5 such that Im(ln(−g 11 (ε 1 , ε 2 )g 22 (ε 1 , ε 2 ))) = 0. Define
Then ∃ δ ∈ (0, 1/39) such that the function u(τ ) has, for all large enough m ∈ N, second-order poles, τ ∞ m , accumulating at the point at infinity,
(2.14)
furthermore, the function u(τ ) has, for all large enough m ∈ N, a pair of first-order zeroes, τ ± m , accumulating at the point at infinity,
15) where ϑ 0 is given in Equation (2.7). 
where the strip domain D is defined by Equation (2.10), φ(τ ) is given in Equation (2.6), C > 0 is a parameter, κ = ∞, ± (τ κ m are the poles and zeroes introduced in Theorem 2.2), and 0 < δ < 1/39. In terms of the variable φ, the cheese-like domain D u is a multiply-connected domain which resembles D with circular "cheese-holes" centered at φ(τ Suppose that conditions (2.11) are valid, the branch of ln(· · ·) is chosen as in Theorem 2.2, and ̺ 1 (ε 1 , ε 2 ) is defined by Equation (2.12). Then there exist δ, δ G ∈ R + satisfying the inequalities
with φ(τ ) and ϑ 0 given, respectively, in Equations (2.6) and (2.7). Let H(τ ) be the Hamiltonian function defined by Equation (1.2) corresponding to the function u(τ ) given above. Then H(τ ) has the asymptotic expansion
Remark 2.5. For real, non-zero values of b, singular real solutions u(τ ) of Equation (1.1) are specified by the following "singular real reduction" for the monodromy data 6 :
In this case, asymptotics of τ 
3 Asymptotic Solution of the Direct Monodromy Problem
Notation
In this section the monodromy data introduced in Section 1 is calculated as τ → +∞ for ǫb > 0 (corresponding to ε 1 = ε 2 = 0): this constitutes the first step towards the proof of the results stated in Section 2. This calculation consists of three components: (i) the WKB analysis of the µ-part of System (1.4) , that is,
where Ψ(µ) = Ψ(µ, τ ); (ii) the approximation of Ψ(µ) in the neighborhoods of the turning points; and (iii) the matching of these asymptotics.
Some solutions u(τ ) of Equation (1.1) might (and actually do) have poles and zeroes located on the positive real semi-axis. In order to be able to study such solutions, one must consider a slightly more general complex domain D u : this coincides with the cheese-like domain D u introduced in Remark 2.4; however, since, a priori, one does not know the solutions u(τ ) that have such poles and zeroes, nor the exact locations of these poles and zeroes (cf. Equations (2.13) and (2.15)), it is necessary to introduce a formal definition for D u . Denote by P u and Z u , respectively, the countable sets of poles and zeroes of u(τ ): as follows from the Painlevé property, these sets might have accumulation points at 0 and ∞. Define neighborhoods of P u and Z u , respectively: for δ > 0,
Now, the cheese-like domain D u is defined:
where D is given in Equation (2.10).
Remark 3.1.1. Throughout this section, and for brevity of notation, the following convention is adopted: in asymptotics of all expressions and formulae depending on u(τ ), the "notation" τ → +∞ means Re(τ ) → +∞ and τ ∈ D u .
Further notation used throughout this section is now summarized:
(1) I = ( 1 0 0 1 ) is the 2 × 2 identity matrix,
i 0 , and σ 3 = 1 0 0 −1 are the Pauli matrices, σ ± := 1 2 (σ 1 ±iσ 2 ) are the raising (+) and lowering (−) matrices, and R ± := {x ∈ R : ±x > 0};
, with the branch cut taken along (−∞, ς 1 ) and the principal branch of the logarithm chosen; (resp., o( * * * ij )), i, j = 1, 2;
1/2 denotes the Hilbert-Schmidt norm, where ⋆ ⋆ ⋆ denotes complex conjugation of ⋆ ⋆ ⋆; (6) for some δ * > 0 and sufficiently small, O δ * (p) denotes the δ * -neighborhood of the point p, that is, O δ * (p) := {z ∈ C : |z −p| < δ * }.
WKB Analysis
This subsection is devoted to the WKB analysis of Equation (3.1) as τ → +∞ (and ǫb > 0). In order to transform Equation (3.1) into a form amenable to WKB analysis, one uses the result of Proposition 4.1.1 in [1] , which is summarized here for the reader's convenience.
with ir(τ )(ǫb)
It is now important to state under what conditions the WKB analysis of Equation (3.6) is undertaken. Define the functionsr 0 (τ ),û 0 (τ ), and h 0 (τ ) via the following equations 7 : 11) and assume that the functionsr 0 (τ ),û 0 (τ ), and h 0 (τ ), which are holomorphic in the domain D u , satisfy the conditions
where the parameter δ is the one that was introduced in the definition of the cheese-like domain D u (cf. Equations (3.2), (3.3), and (3.4)).
Remark 3.2.1. Even though, at this juncture, the upper bound 1/39 for the growth exponent, δ, given in conditions (3.12) might seem artificial, it must be noted that it arises naturally during the course of the ensuing asymptotic analysis.
It is also assumed that the functions a(τ ), b(τ ), c(τ ), and d(τ ) are related via the "integral of motion" associated with the underlying Hamiltonian structure of Equation (1.1) (see [1] , Lemma 2.1):
It is worth noting that Equations (3.9)-(3.11) and (3.13) are self-consistent; in fact, they are equivalent to
furthermore, via Equations (3.11), (3.14), and (3.15),
In certain domains of the complex µ-plane (see the discussion below), the leading term of asymptotics (as τ → +∞) of a fundamental solution, Ψ( µ), of Equation (3.6) is given by the following WKB formula 8 (see, for example, Chapter 5 of [9] ),
where A 11 ( µ) is the (1 1)-element of the matrix A( µ) (cf. Equation (3.7)).
Proposition 3.2.2. Let T ( µ) be given in Equation (3.20), with A( µ) and l( µ) defined by Equations (3.7) and (3.19), respectively. Then det(T ( µ)) = 1, and tr((T ( µ))
. From the formula for T ( µ) given in Equation (3.20), with A( µ) and l( µ) defined by Equations (3.7) and (3.19), respectively, one shows at
,
now, using the fact that tr((T ( µ)) −1 ∂ µ T ( µ)) = 0, one arrives at Equation (3.21).
Corollary 3.2.1. Let Ψ WKB ( µ) be given in Equation (3.18), with l( µ) defined by Equation (3.19) and T ( µ) given in Equation (3.20). Then det( Ψ WKB ( µ)) = 1.
The domains in the complex µ-plane where Equation (3.18) gives the asymptotic approximation of solutions to Equation (3.6) are defined in terms of the Stokes graph (see, for example, [8, 9] ). The vertices of the Stokes graph are the singular points of Equation (3.6) , that is, µ = 0 and µ = ∞, and the turning points, which are the roots of the equation l 2 ( µ) = 0. The edges of the Stokes graph are the Stokes curves, defined as Re(∫ µ µTP l(ξ) dξ) = 0, where µ TP denotes a turning point. Canonical domains are those domains in the complex µ-plane containing one, and only one, Stokes curve and bounded by two adjacent Stokes curves. Note that the restriction of any branch of l( µ) to a canonical domain is a single-valued function. In each canonical domain, for any choice of the branch of l( µ), there exists a fundamental solution of Equation (3.6) which has asymptotics whose leading term is given by Equation (3.18) . From the definition of l( µ) given by Equation (3.19), one arrives at
It follows from Equation (3.23) that there are six turning points: two turning points coalesce (as τ → +∞) at α+O(τ Denote by G 1 the part of the Stokes graph in the first quadrant of the complex µ-plane which consists of the vertices 0, ∞, µ 1 , and µ 2 , and the edges (+i∞, µ 2 ), (0, µ 1 ), ( µ 2 , µ 1 ), and ( µ 1 , +∞): the complete Stokes graph is the union of the mirror images of G 1 with respect to the real and imaginary axes in the complex µ-plane.
+δ (±i √ 2 α) ∪ {0, ∞}) and the path of integration lies in the corresponding 9 canonical domain,
where c k (z), k = 1, . . . , 8, are holomorphic functions of z in a neighborhood of z = 0 with c k (0) = 0, and δ 0 > 0 and sufficiently small.
Now, via conditions (3.12), and writing
one arrives at
(3.30) In order to obtain the leading term in Equation (3.24), one integrates the first two terms in Equation (3.30). Analogously, integrating the error term in Equation (3.30), one finds an explicit expression for the function E ♮ l ( µ): since this latter expression is quite cumbersome, only its asymptotics at the singular and turning points are presented in Equation (3.26).
and s(±) = (1∓1)/2, with the upper (resp., lower) signs taken if the positive (+) (resp., negative (−)) branch of the square-root function ξ 2 +2α 2 is chosen.
Proof. Substituting µ 0 as the argument of the functions Υ τ (ξ) and E ♮ l (ξ) (cf. Equation (3.25) and the first line of Equation (3.26), respectively) and expanding with respect to (the small parameter) τ −1/3 Λ, one arrives at the following estimates:
where Υ ♯ τ is defined by Equation (3.32). The inequality δ < ε < 1/9 (see conditions (3.12) for the function h 0 (τ )) is introduced in order to guarantee that the last two error estimates in Equation (3.31) are decaying after multiplication by the large parameter τ 2/3 (cf. Equation (3.18)).
Proposition 3.2.4. Let T ( µ) be given in Equation (3.20), with A( µ) defined by Equation (3.7), and
+δ (±i √ 2 α) ∪ {0, ∞}) and the path of integration lies in the corresponding canonical domain,
Proof. From Equation (3.7) and Equations (3.27)-(3.29), one shows that, via Equation (3.10) (cf. Equation (3.21)),
and, via Equations (3.7), (3.11), and (3.14) (cf. Equation (3.21)),
where p τ is defined by Equation (3.35). Substituting Equations (3.38) and (3.41) into Equation (3.21) and expanding (2il(ξ)A 11 (ξ)+2l 2 (ξ)) −1 into a series of powers of ∆ τ (ξ), one arrives at
and
Via Equation (3.27), it follows from Equation (3.39) that
writing the factorization
45) 10 In caser 0 (τ ) → 6, the factor (ξ ∓i √ 2 α) 1/2 which appears in the second line of Equation (3.37) should be changed to ξ ∓i √ 2 α.
one shows that, forẑ + ≡ẑ − ,
Write the partial fraction decomposition
to determine A 0 (τ ), . . . , H 0 (τ ), one notes that the left-hand side of Equation (3.47) is symmetric (ξ → −ξ), whence it follows that
and to determine the remaining coefficients, that is,
, and H 0 (τ ), one compares residues (at ξ = α, ξ 2 = −2α 2 , and ξ 2 = −ẑ ± ) on the left-and right-hand sides of Equation (3.47) and uses the relations (cf. Equation (3.45))
to show that
.
(3.49) (Note: it is the quantity F 0 (τ ) + H 0 (τ ), and not F 0 (τ ) and H 0 (τ ) individually, that is requisite for the ensuing calculation.) Substituting Equations (3.49), (3.48), and (3.47) into Equation (3.46), one arrives at, after an integration argument and neglecting ξ-independent terms (that is, with abuse of nomenclature, "constants of integration"),
From Equations (3.49), one notes that
whence (cf. Equation (3.50))
which is a ξ-independent term (a "constant of integration"): neglecting this term, one arrives at (after simplification) Equations (3.34)-(3.36).
One now studies the error term O(E T ( µ)) defined by Equation (3.43). Recall the expression for (ξ 3 P ∞ (ξ)) −1 given in Equation (3.44): from this latter expression, and those for ∆ τ (ξ) (cf. Equation (3.28)) and P 1 (ξ) (cf. Equation (3.40)), one shows that
Using Equation (3.51), one evaluates the first integral in Equation (3.43) explicitly (as done above, for the second integral in Equation (3.43)): the resulting expression for E T ( µ) is quite cumbersome; therefore, only its asymptotics at the singular and turning points are defined by Equation (3.37).
, and δ, δ 1 be defined in conditions (3.12). Then, for 0 < δ < ε < 1/9 and ε < δ 1 < 1/3,
, and E ♮ T ( µ) are defined by Equations (3.35), (3.36), and (3.37), respectively, and
with the upper (resp., lower) signs taken if the positive (+) (resp., negative (−)) branch of the squareroot function ξ 2 +2α 2 is chosen.
Proof. Substituting µ 0 as the argument of the functions ̥ τ (ξ) and E ♮ T (ξ) (cf. Equation (3.36) and the first line of Equation (3.37), respectively) and expanding with respect to (the small parameter) τ −1/3 Λ, one arrives at the following estimates:
where ̥ ♯ τ is defined by Equation (3.53), and C j (τ ) = τ →+∞ O(1), j = 1, 2. Demanding that the above error estimates are decaying, and using the definition of the parameters δ, δ 1 given in conditions (3.12) for the functionsr 0 (τ ),û 0 (τ ), and h 0 (τ ), one arrives at the inequalities stated in the Corollary. 
Proof. Follows from Corollary 3.2.2, Equation (3.31), by choosing the corresponding branches in Equations (3.25) and (3.32) and taking the limits Re( µ) → +∞ and Re( µ) → +0: the error estimate O(E ♮ l (ξ)) in Equation (3.31) is defined by Equation (3.26). Corollary 3.2.5. Under the conditions of Corollary 3.2.3, for the branch of l(ξ) that is positive for large and small positive ξ,
Proof. Taking the limit Re( µ) → +∞ in Equation (3.52), with ̥ τ (ξ) and E ♮ T (ξ) defined by Equations (3.36) and (3.37), respectively, and using conditions (3.12), one arrives at
One now computes asymptotics of p τ (cf. Equation (3.35) ). Using conditions (3.12) and Equation (3.16), one shows that
whence, substituting Equation (3.64) into Equation (3.35), one obtains
Solving Equation (3.16) forû 0 (τ ) and taking into account conditions (3.12), one deduces that
Now, substituting Equation (3.67) into Equation (3.66), one arrives at
Substituting the expansions (3.62), (3.63), and (3.68) into Equation (3.52) (with the upper signs in the formula for ̥ ♯ τ taken (cf. Equation (3.53))), and taking into account conditions (3.12), one shows that
with
Taking the limit Re( µ) → +0 in Equation (3.52), with ̥ τ (ξ) and E ♮ T (ξ) defined by Equations (3.36) and (3.37), respectively, and using conditions (3.12), one obtains
whence, substituting the expansions (3.72), (3.73), and (3.68) into Equation (3.52) (with the lower signs in the formula for ̥ ♯ τ taken (cf. Equation (3.53))), and taking into account conditions (3.12), one arrives at
One now simplifies Equations (3.71) and (3.76); in order to do so, however, several estimates are necessary. Rewrite Equation (3.16) as follows:
Via Equations (3.35) and (3.68), using Equation (3.77) to eliminate (û 0 (τ )) 2 , and taking into account conditions (3.12), one arrives at, after simplification,
The estimates (3.79)-(3.83) below are derived analogously:
Substituting the estimates (3.82) and (3.83) into Equation (3.71), one proves that
where I ♯ ∞ (τ ) is defined by Equation (3.59), and, substituting the estimates (3.78)-(3.81) into Equation (3.76), one proves that 
Proof. Here, the proof of estimate (3.86) is presented: the estimate (3.87) is proven analogously. Via Equations (3.10), (3.11), and (3.14), and conditions (3.12), one shows that
where Proof. Using the definition of A( µ) (cf. Equation (3.7)), together with Equations (3.10), (3.11), and (3.14), and conditions (3.12) and those in Corollary 3.2.3, one derives the following expansions:
According to the choice of the branch of l(ξ) in Corollary 3. 
The Model Problem and Asymptotics Near the Turning Points
For the calculation of the monodromy data, one needs an approximation that is more accurate than that given by the WKB formula (cf. Equation (3.18)) for the solution of Equation (3.6) in proper neighborhoods of the turning points. There are two simple turning points approaching ±i √ 2 α: the approximate solution of Equation (3.6) in neighborhoods of these turning points is given in terms of Airy functions. There are also two pairs of turning points, one pair coalescing at −α and another pair coalescing at +α (double-turning points): it is well known that, in neighborhoods of ±α, the approximate solution of Equation (3.6) is expressed in terms of parabolic-cylinder functions (see, for example, [8, 9] ). In order to obtain asymptotics of u(τ ), and the associated functions H(τ ) and f (τ ), it is sufficient to study a subset of the complete set of the monodromy data, which can be calculated via the approximation of the general solution of Equation (3.6) in a neighborhood of the doubleturning point +α. For the asymptotic conditions (3.12) on the functionsr 0 (τ ),û 0 (τ ), and h 0 (τ ), this approximation is not straightforward, and is given in Lemma 3.3.1 below.
Lemma 3.3.1. Let µ = α+τ −1/3 Λ, where Λ = τ →+∞ O(τ ε ), 0 < ε < 1/9, and
where p τ is defined by Equation (3.35). In conjunction with Equations (3.9)-(3.11) and (3.13), and conditions (3.12), impose the following restrictions:
Then there exists a fundamental solution of Equation (3.6) with asymptotic representation
is defined by Equation (3.65),
with ℓ
97)
and ψ 0 ( Λ) is a fundamental solution of
The function ψ 0 ( Λ) can be explicitly presented in the following form:
100)
where D * * * (· · ·) is the parabolic-cylinder function [11] ,
Proof. The derivation of approximation (3.94) consists of the following sequence of invertible linear transformations, F j : SL 2 (C) → SL 2 (C), j = 1, . . . , 7:
where the unimodular, matrix-valued functions N (τ ), G(τ ), and χ 0 ( Λ), respectively, are described in steps (iii) (iii) (iii), (vi) (vi) (vi), and (vii) (vii) (vii) below. (i) (i) (i) Let Ψ( µ) solve Equation (3.6). Then applying the transformation F 1 , using Equations (3.10), (3.11), and (3.14), and conditions (3.12), one shows that
2, 3, withP
Note that tr(Q ± ) = tr(P ± ) = tr(Q j ) = tr(P j ) = 0, j = 1, 2, 3; furthermore, Equation (3.77) implies
where κ 2 0 (τ ) is defined by Equation (3.65). (ii) (ii) (ii) Let Φ( Λ) solve Equation (3.101). Then applying the transformation F 2 , one obtains
The idea behind the following transformation for Equation (3.103) is to put the matrixP + into Jordan canonical form, that is, to find a function N (τ ) such that
The following solution for N (τ ) is chosen:
Let Φ( Λ) solve Equation (3.103). Then applying the transformation F 3 , using Equations (3.10) and (3.11), conditions (3.12), and Equations (3.77), (3.65), and (3.102), one shows that 
where p τ is defined by Equation (3.
35). (iv) (iv) (iv) Let φ( Λ) solve Equation (3.104). Then applying the transformation F 4 , one proves that
where, with the help of conditions (3.12),
(3.106) (v) (v) (v) One now proceeds to eliminate the Λ 2 term in Equation (3.105). Applying the transformation F 5 , with a τ -dependent parameter ℓ τ , one obtains
One now chooses ℓ τ so that the quadratic term in Equation (3.107) is annihilated:
A straightforward calculation shows that (cf. Equation (3.68))
hence, making the choice √ −1 = i,
where ℓ ∞ τ is defined by Equation (3.97). Now, with the help of Equations (3.106), (3.108), and (3.110), and conditions (3.12), one re-writes Equation (3.107) as
111) where
(vi) (vi) (vi) One now proceeds to diagonalize the Λ term in Equation (3.111). Set
Then applying the transformation F 6 , one shows that
with p(τ ), q(τ ) given in Equations (3.99), and
where E τ ( Λ) is defined by Equation (3.112).
(vii) (vii) (vii) Let ψ 0 ( Λ) be a fundamental solution of 
where p * (τ ) := x 0 p(τ ) and q * (τ ) := x 0 q(τ ), with fundamental solution given in terms of the paraboliccylinder function, D * * * (· · ·) (see, for example, [2, 6, 12] ):
, and
Now, applying definitions (3.65) and (3.97), one re-writes Equation (3.118) as definition (3.91); thus, the representation for ψ 0 ( Λ) given in Equations (3.91) and (3.98)-(3.100) is obtained. Finally, in order to prove the error estimate in Equation (3.94), one has to estimate the function χ 0 ( Λ) defined in the transformation F 7 . Applying the transformation F 7 , one re-writes Equation (3.114) as follows: 
To prove the required estimate for χ 0 ( Λ), one uses the method of successive approximations,
with χ 0 ( Λ). In this case, however, it suffices to estimate the norm of the associated resolvent kernel. Via the above iteration argument, it follows that 
recalling the definition of the matrix norm (cf. Subsection 3.1), one arrives at
For the function ψ 0 (ξ), one has to find a uniform approximation for ξ ∈ R ∪ iR. To do so, one uses the following integral representation for the parabolic-cylinder function [13] :
As this integral representation will be applied to the entries of the matrix-valued function ψ 0 (ξ) (cf. Equation (3.100)), it implies the following restriction on ν:
Since, in the sector |arg(x)| π/4, the exponents in the integral representation (3.123) are less than or equal to one, the following estimate for D ν (x) can be deduced:
From the above inequality, one derives, for the elements of the second column of ψ 0 (ξ), the following estimates:
In order to apply, simultaneously, the same integral representation (3.123) for the elements of the first column of ψ 0 (ξ), one has to restrict arg(ξ) to −π/2; hence, one arrives at the following, analogous estimates:
Thus, for arg(ξ) = −π/2, one arrives at the following estimate for ||ψ 0 (ξ)||:
In order to find estimates for ψ 0 (ξ) on the other Stokes rays arg(ξ) = 0, π/2, ±π, . . . , one has to use the linear relations for the parabolic-cylinder functions relating any three of the four functions D ν (±x) and D −ν−1 (±ix) (see, for example, [11] , pg. 1094, Equations 9.248 9.248 9.248 1.-3.), and impose the additional restriction Im(ν + 1) = τ →+∞ O(1), in which case, for all the Stokes rays arg(ξ) = 0, ±π/2, ±π, . . . , 0 |ξ| < +∞, one verifies an estimate similar to Equation (3.124). Noting that
Using the asymptotic expansions for the parabolic-cylinder functions (see Remark 3.3.1 below), one shows that
Combining the estimates (3.122), (3.124), (3.125), and (3.126), and assuming that
one deduces from Equation (3.121) that
Hence, forming the composition of the invertible linear transformations F 1 , . . . , F 7 , that is (the "symbol" • denotes "composition"),
one arrives at the asymptotic representation for Ψ( µ) given in Equation (3.94).
Remark 3.3.1. In Lemma 3.3.1 and hereafter, the matrix-valued function ψ 0 ( Λ) (cf. Equation (3.100)) plays a pivotal role; therefore, for the reader's convenience, its asymptotics are presented here:
where ψ j (τ ) are off-diagonal (resp., diagonal) matrices for j odd (resp., j even),
, and Γ(· · ·) is the (Euler) gamma function [11] . The above asymptotic expansion can be deduced from the asymptotics of the parabolic-cylinder functions (see, for example, [13] ). The diagonal/off-diagonal structure of the matrices ψ j (τ ) is a consequence of the "σ 3 -reduction" for Equation (3.98): ψ 0 ( Λ) → σ 3 ψ 0 (− Λ). In Lemmata 3.4.1 and 3.4.2 (see Subsection 3.4 below), explicit knowledge of the following matrices is essential:
Matching of Asymptotics
In this subsection the connection matrix (cf. Equation (1.11) ), G, is calculated asymptotically in terms of the matrix elements of the function A( µ, τ ) defined by Equation (3.7), that is, the functionsr 0 (τ ), u 0 (τ ), h 0 (τ ), and b(τ ); thus, under conditions (3.12), the direct monodromy problem for Equation (3.6) is solved asymptotically.
. Then under conditions (3.12), with 0 < δ < ε < 1/9 and ε < δ 1 < 1/3,
where ̟ is defined in Proposition 3.2.6.
Proof. The proof is a straightforward, though algebraically tedious, consequence of Proposition 3.2.6 (cf. Equations (3.88)-(3.90)) and Lemma 3.3.1 (cf. Equations (3.95)-(3.97)). More precisely, using conditions (3.12), the conditions of Corollary 3.2.3, Equations (3.35) and (3.65), and repeated application of Equation (3.77), one shows that
hence, via conditions (3.12) and the conditions of Corollary 3.2.3, one arrives at, after simplification, Equation (3.127). Assume that the parameters ε, δ, δ 1 , and ν +1 satisfy the conditions (3.92) and (3.93); furthermore, let the function b(τ ) satisfy the following conditions:
where R 0 is defined in Remark 3.3.1, I
♯ ∞ (τ ) is defined by Equation (3.59), Proof. Denote by Ψ WKB ( µ, τ ) the solution of Equation (3.6) which has WKB asymptotics given by Equations (3.18)- (3.20) in the canonical domain containing the Stokes curve approaching the positive real µ-axis from above as µ → +∞. Now, re-write L ∞ (τ ) in the following, equivalent form:
Noting that Ψ( µ, τ ), Ψ WKB ( µ, τ ), and τ
µ, τ ) are all solutions of Equation (3.6), it follows that they differ by right-hand, µ-independent matrix factors. Using this fact, one evaluates asymptotically (as τ → +∞) each pair by taking separate limits, that is, µ → α and µ → +∞, respectively; more precisely,
, where WKB( µ, τ ) :
To calculate asymptotics of ( Ψ( µ, τ )) −1 Ψ WKB ( µ, τ ), one uses Equation (3.127), with ̟ = +1, and Equation (3.100) (in conjunction with Remark 3.3.1) to show that
For the calculation of asymptotics for ( Ψ WKB ( µ, τ )) ( µ, τ ) )
Hence, via expansions (3.133) and (3.134), upon taking into account definition (3.91), and conditions (3.92) and (3.93), one arrives at
where t ∞ and c ∞ are defined by Equations (3.131) and (3.132), respectively, and
where η 1 (τ ) := Assume that the parameters ε, δ, δ 1 , and ν +1 satisfy the conditions (3.92) and (3.93); furthermore, let
where R 2 is defined in Remark 3.3.1, I
♯ 0 (τ ) is defined by Equation (3.61), 12 Note that τ
Proof. Denote by Ψ WKB ( µ, τ ) the solution of Equation (3.6) which has WKB asymptotics given by Equations (3.18)-(3.20) in the canonical domain containing the Stokes curve approaching the positive real µ-axis from above as µ → +0. Now, re-write L 0 (τ ) in the following, equivalent form:
µ, τ ) are all solutions of Equation (3.6), it follows that they differ by right-hand, µ-independent matrix factors. Using this fact, one evaluates asymptotically (as τ → +∞) each pair by taking separate limits, that is, µ → α and µ → +0, respectively; more precisely,
To calculate asymptotics of ( Ψ( µ, τ )) −1 Ψ WKB ( µ, τ ), one uses Equation (3.127), with ̟ = −1, and Equation (3.100) (in conjunction with Remark 3.3.1) to show that 
Hence, via expansions (3.140) and (3.141), upon taking into account definition (3.91), and conditions (3.92) and (3.93), one arrives at
where t 0 and c 0 are defined by Equations (3.138) and (3.139), respectively, and
Invoking conditions (3.136), and conditions (3.92) and (3.93), one arrives at Equation (3.137).
Theorem 3.4.1. Assuming conditions (3.12), (3.92), (3.93), (3.128), (3.129), and (3.136), define
Then the connection matrix (cf. Equation (1.11)) has the following asymptotics:
where Proof. Starting from the definition of the connection matrix (cf. Equation (1.11) ), one has the following sequence of formulae: 
where G ∞ is defined by Equations (3.146)-(3.148), and
The estimate for E G (τ ) (cf. Equations ( 
Asymptotic Solution of the Inverse Monodromy Problem
In Section 3 the connection matrix, G, for Equation (3.6) is calculated asymptotically under certain conditions on its coefficient functions 13 . Using these conditions, one can derive the τ -dependent class of functions to which G belongs. We are not, however, going to proceed in this, most general, way; rather, we will invoke the isomonodromy condition on G, that is, its matrix elements, g ij , i, j = 1, 2, are constants, and then invert the formula for G to obtain the coefficient functions of Equation (3.6) and verify that they satisfy all of the imposed conditions for this isomonodromy case. The latter procedure produces explicit formulae for the coefficient functions of Equation (3.6), which give rise to asymptotics of the solution of the system of isomonodromy deformations (1.5) (see, also, Equations (3.5)) and, in turn, define asymptotics of the solution of the degenerate third Painlevé equation (1.1) and the related functions H(τ ) and f (τ ) (cf. Equations (1.2) and (1.3), respectively). Zeroes and poles of the leading term of asymptotics of u(τ ) define the centers of the cheese-holes of the domain D u (cf. definitions (2.10), (3.2), (3.3), and (3.4)). We also prove that, for large enough τ , there is a one-to-one correspondence between the zeroes and poles of the solution u(τ ) and the zeroes and poles of its leading term of asymptotics, that is, in each cheese-hole there is located one, and only one, zero or pole of u(τ ). where 9) and δ G > 0 is defined by Equation (3.144).
Proof. Multiplying the diagonal elements of G (cf. Equations (3.145)-(3.148)) and taking into account conditions (3.92) and definition (4.6), one shows that 
11) where, via Equations (3.148), (3.139), (3.61), and (4.10), 12) with t 0 defined by Equation (3.138), and
Substituting Equations (4.12) and (4.13) into Equation (4.11) and solving for Q(τ ), one arrives at 14) where ϑ(τ ) is defined by Equation (4.7). There are two solutions of Equation (4.14) forr 0 (τ ). Define the parameter ϑ 0 by the first equation of (4.8); then, one of the solutions forr 0 (τ ) is given in Equation (4.1), whilst the other is given by the same formula as in Equation (4.1) but with the change ϑ(τ ) → ϑ(τ )+ π. This ambiguity in the solution of the inverse monodromy problem can be rectified by calculating one additional parameter, namely, one of the Stokes multipliers 14 ; however, we choose a different approach. There is a common domain of validity of the results obtained in this paper and Part I [1] . In Appendix B, this fact is used in order to justify the choice forr 0 (τ ) that is given in Equation (4.1). Furthermore, as a by-product of Equations (4.14), (4.8) , and (4.1), one shows that
Via Equations (3.77), (4.1), (4.8) , and (4.15), and conditions (3.12), one shows that
Now, from Equations (4.8), (4.10), and (4.16), and the trigonometric identities sin(ϑ 0 ) + sin ϑ(τ ) = 2 sin(
and cos(ϑ 0 )+cos ϑ(τ ) = 2 cos(
, one arrives at Equation (4.2) . To obtain h 0 (τ ) (cf. Equation (4.3)), one uses Equations (3.68), (3.91), (4.8), (4.10), and (4.15), and conditions (3.12). Finally, using Equations (3.65), (4.2), and (4.3), one arrives at Equation (4.4) for κ 2 0 (τ ). It follows from the (1 2)-element of G and Equation (4.10) that
where z 0 (τ ) is given in Equations (4.12) and (4.13), and (cf. Equation (3.147)) z ∞ (τ ) = t ∞ +c ∞ −I ♯ ∞ (τ ), with t ∞ , c ∞ , and I ♯ ∞ (τ ) defined, respectively, by Equations (3.131), (3.132), and (3.59). Hence, using Equations (4.14) and (4.17), one shows that
where Φ(τ ) is defined by Equation (4.9), whence, via Equations (4.1) and (4.2), and conditions (3.12), one arrives at Equation (4.5).
Remark 4.1. It is important to note that, as a consequence of Equation (4.18),
therefore, conditions (3.143) are satisfied; moreover, via conditions (3.136) and the estimate (4.19), it follows that conditions (3.128) and (3.129) are also satisfied. Making the following choice for the parameters ε, δ, and δ 1 , 0 < 20δ < 10ε < δ 1 < 1/3, one shows that conditions (3.93) and (3.136) are valid uniformly for 0 < Re( ν+1) < 1. For the functionŝ r 0 (τ ),û 0 (τ ), and h 0 (τ ) defined, respectively, by Equations (4.1), (4.2), and (4.3), conditions (3.12) are satisfied. 
where b(τ ) is given in Equation (4.5) (see, also, Equation (4.9)), κ(τ ) := ( ϑ(τ )+ϑ 0 )/2, and ϑ(τ ), ϑ 0 , and δ G > 0 are defined, respectively, by Equations (4.7), (4.8), and (3.144).
Proof. If g ij , i, j = 1, 2, are τ -dependent, then any functions whose asymptotics are given by Equations (4.1)-(4.5) satisfy conditions (3.12), (3.92), (3.93), (3.128), (3.129), (3.136) , and (3.143); therefore, one can now use the justification scheme suggested in [10] (see, also, [14] ). Equations (4.20)-(4.23) are obtained from Equations (3.11), (3.14), (3.15), and (3.17) via the direct substitution of Equations (4.1) and (4.2).
From Proposition 1.2, Equations (3.5), and Equation (3.11), one shows that u(τ ), the solution of the degenerate third Painlevé equation (1.1), is given by
It was shown in [1] that, in terms of the function h 0 (τ ), the Hamiltonian (cf. Equation (1.2)), H(τ ), corresponding to u(τ ), is given by
Finally, the function f (τ ) (cf. Equation (1.3)) can be presented in terms ofr 0 (τ ) with the help of Equations (3.10), (3.8), (3.5), and (1.7):
Thus, Proposition 4.1 implies the corresponding asymptotic results for the functionsr 0 (τ ), H(τ ), and f (τ ) stated in Theorem 2.1.
It is important to note that asymptotics ofr 0 (τ ) can also be reformulated as asymptotics of the logarithmic derivative of u(τ ). Proposition 4.3. The leading term of asymptotics of (ln u(τ )) ′ coincides with the logarithmic derivative of the leading term of asymptotics of the function u(τ ) given in Theorem 2.1, Equation (2.4):
where ϑ = ϑ(ε 1 , ε 2 , τ ) is defined by Equations (2.2), (2.5), and (2.6), and ϑ 0 is given in Equation (2.7).
Proof. As in the main body of the paper, the case ε 1 = ε 2 = 0 is considered in detail; in particular,
the remaining cases are proved analogously upon applying the transformation F ε1,ε2 introduced at the beginning of Section 2. From Equations (4.26) and (1.3), one shows that
Substituting into Equation (4.28) the asymptotics for u(τ ) andr 0 (τ ) given in Equations (2.4) and (4.1), respectively, and using the identity 2 sin ϑ 2 sin ϑ 2 −ϑ 0 = cos ϑ 0 −cos(ϑ−ϑ 0 ), one arrives at
Consider, now, the numerator of the above fraction. One uses the identities
to transform the second and third terms, respectively, of the summand: regrouping, now, the terms in the numerator, one transforms it into the form
where, in order to get the last equality, one uses the values of sin ϑ 0 and cos ϑ 0 given in Equation (4.8).
Thus, asymptotics (4.27) is proved.
To finish the proof, one has to confirm that the logarithmic derivative of the leading term of asymptotics (2.4) coincides, modulo O(τ , and assuming that the derivatives of the errors can also be neglected, one shows that √ 3 (ǫb)
One completes the proof upon noting that 2 sin 2 (ϑ/2)+cos(ϑ)−cos(2ϑ 0 ) = 2 sin 2 ϑ 0 = 3.
Consider, now, more carefully, the cheese-like domain D u (cf. Equation (3.4)). As follows from the leading term of asymptotics (2.4) for the case Re( ν +1) = 1/2, where ν := ν(0, 0), the countable sets P δ u and Z δ u are empty, that is, D u coincides with the strip D (cf. Equation (2.10)). In this case, δ is vacuous: strictly speaking, one can improve some of the error estimates in Section 3 and this section by assuming, in lieu of conditions (3.12), the following conditions for the coefficients:
To eschew this, we can formally substitute δ = 0 in our calculations; surely, though, we will not achieve the best possible error estimates, but they are sufficient for our purposes. Consider the definition of δ G given in Equation (3.144) , where δ Analyzing the resulting system for δ G , one has to choose ε ∈ (0, 1/9) so that δ G attains its maximum; the result reads:
(i) for Re( ν +1) ∈ (0, 1/2) and ε = δ 1 /(7+6Re( ν +1)),
(ii) for Re( ν +1) ∈ (1/2, 1) and ε = δ 1 /(9+2Re( ν +1)),
Together with the justification scheme of [10] , this completes the proof of Theorem 2.1. The structure of the cheese-like domain D u for Re( ν +1) = 1/2 is more complicated: to study this case, it is convenient to introduce the following definition. Definition 4.1. Defineθ as the leading term of asymptotics of ϑ (cf. Equation (2.5)), that is,
Proposition 4.4. Suppose that
and the branch of the function ln(· · ·) is chosen so that Im(ln(−g 11 (ε 1 , ε 2 )g 22 (ε 1 , ε 2 ))) = 0. For m ∈ N, consider the following transcendental equations:
There exist unique solutions of these equations, τ ε1 ; furthermore,
33)
and ϑ 0 is given in Equation (2.7).
Proof. Follows from a successive approximations argument applied to Equations (4.29).
Proposition 4.5. Let the conditions on the monodromy data be the same as those in Proposition 4.4.
Proof. Consider the definition of δ G given in Equation where C > 0.
Proof. As in the main body of the paper, the case ε 1 = ε 2 = 0 is considered in detail; in particular, ϑ = ϑ(0, 0, τ ) = ϑ(τ )+ϑ 0 −π: the remaining cases are proved analogously upon applying the transformation F ε1,ε2 introduced at the beginning of Section 2. The strategy here is to integrate both sides of Equations (4.27) and (2.18), and the equation resulting upon multiplying Equation (2.19) by the factor 2τ −1 , around the boundary of a cheese-hole centered at τ * = τ ± as,m (or τ ∞ as,m ). Hereafter, the symbol means that the above-mentioned integration is taken in the counter-clockwise sense.
Denote by n + , n − , and n p , respectively, the numbers of zeroes of types τ + , τ − , and poles τ p of a solution u(τ ) inside the cheese-hole around whose boundary the integration is performed. The integrals on the left-hand sides of Equations (4.27) and (2.18), and the equation resulting upon multiplying Equation (2.19) by the factor 2τ −1 , can be calculated via the Cauchy Residue Theorem; the results, respectively, read:
To integrate the right-hand sides, note that the error estimates in the above-mentioned equations are all of the form O(τ
Thus, for some T > 0, the integral is less than 2π/3. The leading terms of the right-hand sides of Equations (4.27) and (2.18), and the equation resulting upon multiplying Equation (2.19) by the factor 2τ −1 , are meromorphic functions in the strip D, where D is defined by Equation (2.10); therefore, one can also calculate by using the Cauchy Residue Theorem 16 . To do so, notice that the non-trivial part of the leading terms (non-vanishing under integration) has the form τ −1/3 F (ϑ), where the function F is expressed in terms of trigonometric functions:
where use has been made of the fact that δ < δ G , max(|F
, and F (ϑ) = O(τ δ * ) in the annular region of width O(τ −δG ln τ ) around the circle of integration. Again, for τ * > T , each estimate in Equation (4.35) is less than 2π/3; thus, for large enough τ * , the modulus of the contribution of the error estimates to is less than 2π. (Their contribution is actually equal to zero, since the results of the integration of the right-hand sides should coincide with the results of the integration of the corresponding left-hand sides, and, according to Equations (4.34), should be equal be 2πi multipled by an integer.) Now, calculating the integrals F (θ) dθ in Equations (4.27) and (2.18), and the equation resulting upon multiplying Equation (2.19) by the factor 2τ −1 , one arrives at the following systems: (i) for τ * = τ ∞ as,m , 2πi(n + + n − − 2n p ) = −4πi, 2πi(n − + n p ) = 2πi, 2πi(n − − n p ) = −2πi;
(ii) for τ * = τ + as,m , 2πi(n + + n − − 2n p ) = 2πi, 2πi(n − + n p ) = 0, 2πi(n − − n p ) = 0; and (iii) for τ * = τ − as,m , 2πi(n + + n − − 2n p ) = 2πi, 2πi(n − + n p ) = 2πi, 2πi(n − − n p ) = 2πi.
One completes the proof upon solving these systems. 17 In order to facilitate the comparison, the parameter ε which appears in Theorem 3.1 of [1] has been changed to ǫ.
ω(ε 1 , ε 2 ) := g 11 (ε 1 , ε 2 )g 12 (ε 1 , ε 2 ). (B.6)
In fact, (B.6) is the correct definition of ω(ε 1 , ε 2 ) (see the discussion below); therefore, (B.6) should be used in lieu of the definition of ω(ε 1 , ε 2 ) in Theorem B.1 and in Theorem 3.1 of [1] . The root of this discrepancy is related with the fact that the right factor of the second term in Equation (79) As a consequence of (B.7), corresponding changes should be made to the following formulae in [1] : (i) to the right-hand sides of Equations (96), (98), and (99) one must add the term iπ(ν +1); (ii) to the argument of the exponential function on the right-hand side of Equation (101) one must add the term −2πi(ν +1); (iii) to the right-hand side of the formula for z n given in Corollary 4.3.1 one must add the term 2πi(ν +1); and (iv) the definition of the parameter ω(ε 1 , ε 2 ) appearing in Theorem A.1 should be changed 18 to ω(ε 1 , ε 2 ) := g 11 (ε 1 , ε 2 ) g 12 (ε 1 , ε 2 ). Making analogous expansions for the cot(· · ·) functions in Equation (2.8) 18 There are a few innocuous misprints in [1] , which do not, however, affect the final results: (i) the factor 3 √ 3 −2 appearing on the right-hand sides of Equations (76) and (92) should read 3( √ 3−1); (ii) the factor i(εb) 1/3 τ 2/3 appearing on the right-hand side of Equation (98) and in the argument of the exponential function on the right-hand side of Equation (101) should read 3i 2 (εb) 1/3 τ 2/3 ; and (iii) the factor i(3 √ 3 −1)(εb) 1/3 τ 2/3 appearing on the right-hand side of Equation (99) 21 There is a misprint on page 1202 (Appendix) of [1] : for items (1) and (4) in the definition of the auxiliary mapping Fε 1 ,ε 2 , the change a → −a should be made everywhere. 22 s 0 0 (ε 1 , ε 2 ) = s 0 0 . Then there exist δ G satisfying, for 0 < Re( ν(ε 1 , ε 2 )+1) < 1 2 , the inequality
1+2Re( ν(ε 1 , ε 2 )+1) 7+6Re( ν(ε 1 , ε 2 )+1) , and, for ϑ 0 given in Equation (2.7), and Γ(· · ·) the Euler gamma function [11] . Let H(τ ) be the Hamiltonian function defined by Equation (1.2) corresponding to the function u(τ ) given above. Then H(τ ) has the asymptotic expansion H(τ ) = The function f (τ ) defined by Equation (1.3) has the following asymptotics:
f (τ ) = . (C.8)
