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Preface
Solute transport and other kinds of protein function are dynamical processes,
where conformational changes, sidechains movements, and charge transfer
processes may play important roles. Real experiments are invaluable to
probe protein function, but mechanistic insight at a molecular level is not
easy to derive therefrom. Although x-ray structures provide structural infor-
mation at atomic resolution, they are static structures and do not necessarily
reveal important structural differences and conformations in the presence or
absence of substrate. In many cases, an extension of the structural informa-
tion into the dynamic domain is therefore crucial for a proper understanding
of protein function at the molecular level. Within the last decade technical
advances in scientific computing have made it possible to study the atomic
scale behavior of large and complex systems such as biomolecules by molec-
ular dynamics (MD) methods. Biomolecular MD simulation has proved to
be a powerful tool in the exploration of protein function, not only by itself
but also by complementing real experiments; assisting in the interpretation
of experiments and guiding future experiments.
For several decades, the ammonia/ammonium transporter (AMT) family
of proteins have been a subject for experimental research, but it was not
before 2004 the first structure of an AMT protein; Escherichia coli AmtB,
was solved. This initiated my research on AmtB by use of MD simulations,
which is is summarized in this thesis.
This thesis was submitted to the Department of Chemistry at the Technical
University of Denmark on June 27, 2007 in partial fulfillment of the requirements
for the Degree of Doctor of Philosophy in Chemistry.
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iv PREFACE
Overview of Thesis
Chapter 1, Introduction. This chapter is intended to introduce the
reader to 1 ) the characteristics of the ammonia/ammonium transporter
(AMT) family of proteins, 2 ) ammonia/ammonium in human physiology
and human Rhesus proteins; members of the AMT family, and 3 ) the Es-
cherichia coli protein AmtB, which is used as an AMT model protein in this
thesis.
Chapter 2, Molecular Dynamics Simulation. This chapter describes
classical and ab initio molecular dynamics methods with their approxima-
tions and limitations.
Chapter 3, Free Energy Calculations. This chapter provides some the-
oretical background on the calculation of free energy differences and free
energy profiles from equilibrium and non-equilibrium measurements. Imple-
mentation of a non-equilibrium method to obtain free energy profiles from
MD simulations is addressed. This is used in Chapter 5 to reconstruct
free energy profiles for NH3/NH+4 transport along the channel axis of E.coli
AmtB.
Chapter 4, Classical MD Simulation of AmtB. A huge step forward in
the understanding of how AMT proteins function was taken recently when
x-ray structures of the E.coli AMT protein AmtB were reported. Though
static x-ray structures reveal the 3-dimensional structure at atomic resolu-
tion they do not reveal much about the dynamical aspects of protein func-
tion. Thus, the detailed mechanism of how substrate is recruited and trans-
ported across the AmtB is yet to elucidated. In this chapter, the available
static structural information is extended into the dynamic domain in order
to investigate in molecular detail how the protein structure of AmtB cou-
ples to its function. As a first attempt to address this coupling of protein
dynamics to substrate transport classical molecular dynamics simulation of
AmtB were conducted.
v
vi OVERVIEW OF THESIS
Chapter 5, Steered MD Simulation of AmtB. Based on the equilib-
rium simulations in Chapter 4 a deprotonation mechanism was suggested.
The driving force for such a process is the Gibbs free energy change for the
acid-base equilibria of NH+4 and NH3. Free energy profiles for NH
+
4 and
NH3 as function of the translocation pathway, i.e., potentials of mean force
(PMFs), can be used to estimate this free energy change. This is the subject
of the present chapter. Within the framework of steered molecular dynam-
ics (SMD), external forces are applied to steer NH+4 and NH3 into and out
of the pore lumen. The theory presented in Chapter 3 is then applied to
the SMD simulation results for each substrate and the corresponding PMFs
are reconstructed. Based on these PMFs the region where NH+4 most likely
deprotonates is localized.
Chapter 6, Hybrid QM/MM MD Simulation of AmtB. Classical
molecular dynamics simulations can provide insight into the structure/func-
tion relationships of proteins but has some short comings. Two of those are
that polarization effects are not explicitly accounted for and that chemical
reactions cannot take place. Cation-pi interactions have been proposed to
be important in binding substrate at the extraluminal periplasmic binding
site of AmtB and Amm conduction events are inevitably coupled to proton
transfer reactions. Substrate recruitment and recognition, as well as testing
of the proton transfer mechanism proposed in Chapter 4 are adressed in this
chapter. For that purpose hybrid QM/MM MD simulations of AmtB were
conducted.
Chapter 7, Conclusion. A general conclusion on the work presented in
this thesis.
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Chapter 1
Introduction
1.1 The AMT Family
Ammonia/ammonium (Amm) is an essential growth factor in many domains
of life, i.e., bacteria, yeasts, plants and fungi [1], but not in mammals (see
1.2). Since Amm in the uncharged form (NH3) can passively diffuse across
lipid bilayers, actual Amm transport systems were not thought to exist until
the mid 1980s where the existence of NH+4 transporters/carriers in bacteria
was proposed [2, 3]. Subsequently members of this ammonium transporter
(AMT) family have been identified in all six kingdoms of life: Plants, an-
imals, protists, fungi, archaebacteria and eubacteria [4–7], suggesting that
the process of Amm transport has been conserved throughout evolution.
The AMT family encompasses three members: 1 ) the Amm transporter
proteins (Amt1) mainly found in bacteria and plants [4, 6], 2 ) the (methyl)-
ammonia/ammonium permeases (Mep) mainly found in fungi [5], and 3 ) the
Rhesus blood group proteins and their associated glycoproteins (Rh) found
in animals [8–10]. Some organisms contain multiple AMT proteins from
different family members and with both low and high affinities for Amm
in order to conduct Amm when present in high and low concentration, re-
spectively. The AMT family proteins have been extensively reviewed in the
literature, see, e.g., Refs. [11–15].
The Amt and Mep members of the family are characterized by having 11
trans-membrane helices, while 12 helices are characteristic of Rh proteins.
Although the evolutionary path still is unclear [16], it has been hypothesized
that the additional helix indicates that the Rh proteins have evolved from
the Amt proteins in gram-negative bacteria [11]. These have a character-
istic signal peptide that is cleaved off before membrane insertion, and the
additional Rh helix could be a result of a simple loss of the cleavage site
followed by incorporation of the signal peptide into the membrane.
1In this thesis capitalized AMT refers to the entire family, while Amt refers to a member
of this family.
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The trans-membrane protein AmtB located in the inner-membrane of
the gram-negative eubacteria Escherichia coli (E.coli) was the first x-ray
structure of an AMT family protein that was solved [17, 18]. Subsequently
the structures of Archaeoglubus fulgidus Amt1 and of AmtB-GlnK com-
plexes (see 1.3) have been reported [20–22]. This gained insight into the
3-dimensional structure of AMT proteins, whereof some conserved struc-
tural features are shown in Fig. 1.1 and described below using AmtB as an
example (for sequence and structural alignments of different AMT family
proteins see [7, 12, 17, 18, 20, 23, 24]). The figure also provides a definition
of the channel regions described below. Each AMT protein comprises one
pore. Water filled depressions in both the periplasmic and the cytoplasmic
surfaces (vestibules) lead into the pore. Several backbone carbonyl oxygens
and polar residues line the vestibules and attract cations. The bottom of
the periplasmic vestibule forms a cationic binding site, which is separated
from the pore lumen by two Phenylalanines partly forming a hydrophobic
Periplasm
Cytoplasm
Periplasmic
lumen
Constriction region
Constriction regionH
yd
ro
ph
ob
ic
vestibule
Cytoplasmic
vestibule
Pore
Figure 1.1: The 3-dimensional structure of the AMT family of proteins. Side
view of the E.coli Amt protein AmtB and definition of channel regions [17, 18]. The
protein is shown in surface representation and colored according to residue types; red is
acidic, blue is basic, green is polar, and white is nonpolar. Orange spheres represent the
pore [19].
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constriction region. The pore is an approximately 20 A˚ long and narrow
region, which is formed by conserved, mainly hydrophobic, residues. It is
lined by two Histidines in a co-planar arrangement, which share a H-atom
between their imidazole rings and which are essential for substrate conduc-
tance [25]. Downward, the pore lumen is separated from the cytoplasmic
vestibule by yet another hydrophobic constriction region partly formed by
one Phenylalanine.
The actual Amm species being transported by AMT proteins and the
mechanism of transport have been subjects of debate, e.g., active NH+4 trans-
port [4], membrane-potential driven NH+4 uniport [6, 26, 27], electroneutral
NH+4 /H
+ antiport [28], facilitated uni- and bidirectional diffusion of NH3
[29–34], etc. (for a more thorough listing see [35]). Though, the possibility
remains that some Amt proteins in plants may facilitate net NH+4 transport
[13, 35–38], the discussion has otherwise settled on uni- and bidirectional
gradient-driven (diffusive) NH3 conduction [14], not least because of the
highly conserved hydrophobic pore lumen revealed by the x-ray structures
[17, 18, 20]. The AMT family of proteins should be designated as “diffusive
ammonia channels” rather than “ammonium transporters” [14, 17]. Cer-
tain AMT proteins are in addition capable of conducting methylammonia
(MeAmm), which is a secondary nitrogen source [3, 6, 29, 39, 40], while
some Rh proteins have been suggested to conduct CO2 [30, 41, 42].
Also the Amm species recognized by the AMT proteins was subject of
debate. Though NH3 recognition has been proposed [29, 30] this discussion
seems to have settled on NH+4 recognition [4, 6, 17, 18, 20, 26–28, 34].
1.2 Ammonia/ammonium in the Human Body
In the human body, Amm is a metabolic waste product mainly produced
during amino acid metabolism and primarily in the intestines and in the
kidneys [1, 43–45]. Additionally, it is an important participant in systemic
acid-base homeostasis [44, 46]. Dysfunctions in the Amm metabolism, e.g.,
acute liver failure or inherited urea cycle enzyme deficiencies, lead to ele-
vated levels of Amm (hyperammonemia). Hyperammonemia is related to
the development of several kinds of brain dysfunctions (encephalopathy),
e.g., severe central nervous system dysfunctions, brain edema, herniation,
Alzheimer Type II astrocytosis2 [47–49]. Hence, Amm is highly toxic for
human (and mammals in general) and must be kept at low concentration
[43]. There are three main routes to “detoxify” Amm: 1 ) conversion into
Glutamine via Glutamine synthetase mainly in skeletal muscles and in the
2Astrocytes are a star-shaped sub-type of the glial cells in the brain. Spanning around
the neurons, they form the blood-brain barrier and are thereby important providers of
nutrients to the nervous tissue. Astrocytosis is an abnormal increase in the number of
astrocytes due to the destruction of nearby neurons.
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liver, but also in astrocytes, 2 ) direct urinary excretion by the kidneys or
3 ) conversion to urea via the ornithine/urea cycle in the liver, [45, 46, 50].
Some of these processes rely on Amm being transported across intracellular
compartments and cell membranes. Recently, it was found that the trans-
membrane Rhesus (Rh) blood group proteins are distantly related to the
Amt and Mep proteins and constitute a new member of the AMT fam-
ily [7, 51]. Before this discovery, the only known function of Rh proteins
was that they are involved in cell-surface expression of Rh antigens, and
thereby engaged in the well-known immune reactions of red blood cells (ery-
throcytes). The new discovery suggests that Rh proteins also are clinical
important for Amm regulation in human physiology [40, 47]. According to
their different localization in cells/tissues, the Rh proteins can be grouped
into the erythroid RhAG, RhCE, and RhD proteins and the non-erythroid
RhBG and RhCG proteins localized in the liver, kidney, intestinal tract,
skin, testis and brain [51]. According to size (weight), the Rh proteins may
also be grouped into the nonglycosylated Rh30 proteins (RhCE and RhD;
∼30 kDa) and the glycosylated Rh50 proteins (RhAG, RhBG and RhCG;
∼50 kDa), which also reflects their mutual level of homology. Rh30 proteins
in contrast to Rh50 proteins might not be able to promote Amm transport,
since they lack the otherwise highly conserved two intraluminal Histidines
[25, 52]. This is supported by experiments, showing that Rh50 proteins con-
duct Amm [33, 36, 40, 53], while no such conduction by Rh30 proteins is
observed [25, 33]. So far the exact function of Rh30 proteins as transporters
remain unknown. For some Rh50 proteins other experiments have indicated
that they might also have a physiological function as CO2 transporters [41].
For reviews on Amm and Rhesus proteins in relation to the human body
see, e.g., Refs. [44, 45, 49, 54].
1.3 E.coli AmtB - A Model Protein for Assessing
AMT Function
AmtB is the single AMT protein found in E.coli [29]. In this organism,
Amm is essential for the biosynthesis of Glutamine and Glutamate, which
are important starting structures for amino acid synthesis [55]. At low
extracellular Amm concentrations E.coli growth is AmtB dependent [29],
and such nitrogen starvation conditions up regulate the expression of the
conserved glnKamtB operon [56–58]. Hence, AmtB is co-transcribed with
signal transduction protein GlnK, which is homologous to the P-II pro-
tein family of nitrogen regulatory proteins [57]. Intracellular Glutamine
pool elevations initiates GlnK deuridylylation as an indirect response on
micromolar increase in extracellular ammonia concentration, and deuridy-
lylated GlnK following inactivates AmtB via reversible complex formation.
On that background, it has been suggested, that E.coli AmtB in coupling
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to (de)uridylylation of GlnK constitutes an Amm sensoring system, which
plays a role in the intracellular nitrogen regulation mechanism [3, 59–61].
Subsequently, x-ray structures of AmtB-GlnK complexes have been reported
[21, 22]. Apparently, the regulation mechanism is conserved in prokaryotes
(archaebacteria+eubacteria) [3, 62–66], suggesting that it constitutes an an-
cestral nitrogen-responsive system [67]. Except for plants, P-II proteins such
as GlnK are not found in other eukaryotes (fungi+animals+protists), but
the above concept of Amt regulation by cytoplasmic factors makes it con-
ceivable that analogous AMT regulating systems exist in higher organisms
as well [11]. For example, the switch of fungi from yeast form to pathogenic
filamentous forms occur in response to environmental changes, whereof nitro-
gen starvation is the switch for some plants and animal (human) pathogens
[68, 69].
E.coli is a well-characterized organism with respect to genetics and
metabolic pathways. It has therefore been one organism of choice for study-
ing structure/function relationships in AMT proteins in the laboratory [11,
25, 29, 34, 59, 67, 70, 71]. The close relationship between the Amt and
Mep members, which also share some of the same structural features impor-
tant for Amm conduction in the clinical important human Rh50 proteins,
suggest that structure/function relationships found in E.coli AmtB may
also shed light on structure/function relationships in other AMT proteins
[12, 17, 23, 33, 52]. Hence, a detailed understanding of how E.coli AmtB
function has pharmaceutical, agricultural, and biotechnological relevance
[15, 68, 72]. Some of the questions which need to be answered are: 1 ) How
does AmtB recruit substrate? 2 ) How does AmtB recognize substrate? And
3 ) where and how is NH+4 deprotonated?
In this thesis, E.coli AmtB is used as a model protein to assess AMT
function by molecular dynamics simulation. This structure was an obvious
choice being the only available structure at the time this Ph.D. project
commenced. The results of my work are presented in Chapter 4, which is
adapted from an already published manuscript, Chapter 5, which is based on
preliminary results, and Chapter 6, which is adapted from a manuscript in
preparation. Since I started working on AmtB, the computational research
on AMT proteins, that is E.coli AmtB, has accelerated from zero published
studies to around eight today [73–80]. To reflect what was known at the
time of writing, I found it most appropriate to refer to these studies in the
above mentioned chapters rather than in this introduction.
6 1. INTRODUCTION
Chapter 2
Molecular Dynamics
Simulation
To model molecular systems one may apply the Molecular Dynamics (MD)
simulation technique. In an MD simulation the time evolution (dynamics)
of the system is modeled by propagating the system according to its equa-
tions of motion (e.o.m.), which are solved numerically on a computer. If the
system can be properly represented by classical mechanics Newton’s formu-
lation of the e.o.m. applies. However, for the purpose of MD simulations
of many particle systems it is more convenient to use Lagrange’s or Hamil-
ton’s formulations. If a classical representation does not apply, the system
has to be treated quantum mechanically. In that case the time evolution is
obtained by solving the time dependent Schro¨dinger equation. In the follow-
ing sections a short introduction to classical MD simulations is provided, as
well as to ab initio MD simulations. The introductions are not exhaustive
and the more interested reader is therefore directed to the vast amount of
literature that exists in this field (see e.g. [81–85], and references therein).
2.1 Classical Molecular Dynamics
2.1.1 Hamilton’s Equations of Motion
Consider an isolated classical system with N atoms, volume V, and total
energy E (NVE). The system is completely specified through the 3N gen-
eralized coordinates q and the 3N generalized momenta p conjugate to q.
The Hamiltonian for the system
H(Γ) = Tkin(Γ) + Vpot(q) = E. (2.1)
gives the total energy of the system for any given configuration Γ = (q,p),
as the sum of the kinetic energy Tkin(Γ) and the potential energy Vpot(q).
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The time evolution of the system is governed by Hamilton’s e.o.m
p˙i = −
(
∂H
∂qi
)
and q˙i =
(
∂H
∂pi
)
, i = 1, 2, . . . , 3N. (2.2)
Inherently, the evolution is deterministic and the total energy is conserved,
i.e., dH(Γ)dt = 0. The e.o.m. may be integrated numerically using finite
difference methods, which are based on truncated Taylor series expansions of
positions, velocities, etc.. They have different (dis)advantages with respect
to energy conservation, time step size, memory usage, time reversibility,
phase space volume preservation, etc. (see e.g. [82, 83] and references
therein). In an outweighing of these advantages and disadvantages the so-
called Verlet-like algorithms have become the method of choice in most
MD simulation software. The software used for the work presented in this
thesis; NAMD and CPMD (see 2.3), use the velocity-Verlet algorithm [86–
88], which easily can be combined with multiple time step algorithms in order
to reduce computational costs [89]. The p˙i, in Eq. 2.2, and thereby the force
components fi = −
(
∂Vpot
∂qi
)
of the force acting on each particle, has to be
evaluated at each discrete time step of the integration. This is in general the
most time-consuming part of a classical MD simulation. Consequently, much
effort have been made to reduce the computational costs for this part of the
calculations by developing/implementing “smart” algorithms and methods,
e.g., efficient lists for book keeping purposes [90–92] and efficient ways to
treat long range interactions (e.g. electrostatics) without cutoffs in order to
avoid truncation errors [93–95].
To propagate the system in time according to Eq. 2.2, the functional
forms of Tkin(Γ) and Vpot(q) need to be known. In Cartesian coordinates
the kinetic energy is given by
Tkin(p) = 12
3N∑
i=1
p 2i
mi
, (2.3)
while the potential energy Vpot(q) often is represented by semi-empirical
atom-atom potentials (see 2.1.3).
2.1.2 Determination of Thermodynamic Properties
According to the fundamental postulates of classical statistical mechanics
it is possible to calculate thermodynamic properties either as an ensemble
average or as a time average. The latter allows one to calculate thermo-
dynamic properties from MD simulations. One is often interested in cal-
culating properties corresponding to those measured in real experiments,
which normally are carried out at constant temperature T and constant
pressure P (or constant volume V). The system considered in the previous
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section was subjected to NVE conditions, but other conditions can be real-
ized by applying different constraints, i.e., by coupling the system to baths
(H1(Θ1),H2(Θ2), . . .). For example a heat bath to control the temperature
or a volume bath to control the pressure. Let
Htot(Γ,Θ1,Θ2, . . .) = H(Γ) +H1(Θ1) +H2(Θ2)+
. . .+ Vcouple(Γ,Θ1,Θ2, . . .)
(2.4)
be the Hamiltonian governing the system + baths, where Vcouple denotes
the coupling terms between the system variables (Γ) and the bath variables
(Θ1,Θ2, . . .). It is not feasible computational wise to couple the system to
physical baths, since this would demand that the e.o.m. for the baths have to
be solved as well. Instead different algorithms, e.g., the Langevin thermostat
and the Langevin piston method [96], can be used to implement tempera-
ture and pressure control in an artificial way, which preserves the correct
equilibrium ensemble but at a reduced computational costs. These methods
are used to ensure constant temperature and pressure in the classical MD
simulations conducted in this thesis (see Chapter 4 and 5).
2.1.3 Potential Energy Function and Parameters
A basic functional form of the potential energy Vpot(q) in Eq. 2.1 often
employed in all-atom MD simulations is
Vpot(q) =
bonded︷ ︸︸ ︷
Vbond + Vangle + Vdihedral+
non-bonded︷ ︸︸ ︷
VvdW + Velectrostatic
=
∑
bonds
Kbij(rij − req,ij)2
+
∑
angles
Kaijk(θijk − θeq,ijk)2
+
∑
dihedrals
Kd(1 + cos(nφ− δ))
+
∑
i<j, vdW
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
∑
i<j, elect.
qiqj
4pi0rrij
,
(2.5)
where the potential energy function consists of terms, which may be grouped
into bonded and non-bonded contributions. The bonded terms explicitly
represent bonds, bond angles, and dihedral angles, and only apply to atoms
connected through covalent bonds. Except for the dihedral angle term,
which has a cosine dependence with phase δ and number of minima n, all
other bonded terms are harmonic potentials with force constants K and
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equilibrium values of the respective internal coordinates denoted by index
eq. rij denotes the distance between atoms i and j, while θ and φ denote
angles defined by a group of atoms. The non-bonded terms represent long
range dispersion interactions (vdW) and electrostatic interactions, and nor-
mally apply to all pairs of atoms except those closely connected by covalent
bonds; these interactions are either scaled or excluded. The vdW term is
usually modeled by a 12-6 Lennard-Jones potential with well depth ij and
collision distance σij constructed according to the Lorentz-Berthelot com-
bination rules σij = σii+σjj2 and ij =
√
iijj . The electrostatic term is
usually modeled by a Coulomb potential, where qi and qj are the partial
charges on atoms i and j, and, 0 and r are the vacuum permittivity and
the relative dielectric constant, respectively (r is normally set to 1, since
electrostatic screening effects should be directly accounted for in an all-atom
MD simulation). The parameters (K, req, θeq, φ, n, σ, ij , q) entering the dif-
ferent terms are derived from experimental data and quantum mechanical
calculations.
The potential energy function Vpot(q) together with its parameters is
referred to as a molecular mechanical force field. With respect to the basic
formula in Eq. 2.5, force fields may differ by the inclusion of varies additional
terms such as an improper angle term (to govern planarity of conjugated
systems), a hydrogen bond term, an Urey-Bradley term (to harmonically
couple atoms separated by two covalent bonds), a cross-term (to couple
different bonded terms), etc.. Additionally, the force fields may differ in the
way the parameters were derived, e.g., the experimental data used and the
applied level of the quantum mechanical calculations. Many different force
fields exist and have been developed for different purposes. Two examples
of force fields that have been specially optimized for studying biological
macromolecules, are CHARMM and AMBER (see 2.3), which both have
been utilized in the work presented in this thesis.
Some limitations are inherent to the force fields based on Eq. 2.5. Namely,
that covalent bonds due to the harmonic potential cannot “break”, which
precludes the possibility of chemical reactions to take place. Also, since
most force fields treat non-bonded interactions through pairwise potentials
and assign a fixed partial charge and fixed Lennard-Jones parameters to
each atom type, atoms are unaffected by changes in the local environment.
This precludes an explicit account of many-body effects, e.g., (electronic)
polarization effects. In the next generation of force fields efforts are made to
incorporate models of polarizability [97–99]. Some work has also been done
toward the development of reactive force fields [100].
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2.2 Ab Initio Molecular Dynamics and
Hybrid QM/MM
The above limitations of molecular mechanical force fields to account for
chemical reactions and polarizability can be avoided by using a quantum
mechanical approach instead. Several such approaches to incorporate quan-
tum mechanical methods into MD simulations exist, see e.g. Ref. [88].
Relying on different approximations these so-called ab initio MD methods
are all derived from the time dependent Schro¨dinger equation; the quantum
mechanical equivalent to the classical e.o.m.. Some approaches rely on the
approximation that the nuclei can be treated as classical particles. In that
case, one could find inspiration in the classical mechanical approach above
and calculate the forces on the nuclei by an electronic structure calculation
and subsequently propagate the nuclei according to the e.o.m. in Eq. 2.2.
Such a two-step procedure is, however, much more time consuming than
conducting the electronic structure calculations on-the-fly with the nuclei
propagation. A very efficient approach to conduct ab initio MD simulations
“on-the-fly” is the Car-Parrinello method [101] (reviewed in [88, 102]). This
method is based on the fully classical Lagrangian
L(q) = Tnuclkin (q˙) + T
elect
kin (Ψ˙)− VKS(q,Ψ) +
∑
i,j
Λij(〈ψ˙i|ψ˙j〉 − δij), (2.6)
where Tnuclkin (q˙) =
1
2
∑3N
n mnq˙
2
n is the kinetic energy of the nuclei with mass
m, T electkin (Ψ˙) =
1
2
∑K
i µi〈ψ˙i|ψ˙i〉 is a fictitious classical kinetic energy term
associated with the electronic subsystem with “mass” µ (Ψ is the wavefunc-
tion composed of K single electron Kohn-Sham orbitals ψ), VKS(q,Ψ) is the
Kohn-Sham energy (the electronic energy obtained from density functional
theory), and the last term is an orthonormality constraint on the orbitals.
The corresponding e.o.m. read
mnq¨n = −
(
∂VKS
∂qn
)
+
∑
j
Λijψi , n = 1, 2, . . . , 3N (2.7)
µiψ¨i = −
(
∂VKS
∂ψ∗i
)
, i = 1, 2, . . . ,K. (2.8)
These e.o.m. allow the electrons and nuclei to be evolved simultaneously
in real time and at finite temperature. The electronic energy needs only be
calculated in the beginning of a simulation, whereafter the e.o.m. ensures
that the electrons remain close to the instantaneous ground state during the
simulation provided the exchange between the electronic subsystem and the
nuclei is small. This decoupling can be ensured by a suitable choice of the
fictitious electronic mass.
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In comparison with classical MD simulations, ab initio MD simulations
are computational more expensive. With todays computing power, they are
therefore not directly applicable for simulating large biomolecules. However,
one may combine the quantum mechanical (QM) approach with the molec-
ular mechanical (MM) force fields described above. Such combinations are
called hybrid QM/MM methods (for more details see the recent review by
[103] and references therein), and they allow a small part of the system,
e.g., an active site, to be treated quantum mechanically, while the remain-
ing part is treated classically. Thus a biomolecule may be studied in its
full complexity, but with the computational effort concentrated where it is
needed.
2.3 MD Software
Conducting an MD simulation of a large system, e.g., of a biomolecule,
is computationally demanding and relies on the use of supercomputers.
Though, it is instructive to write the code one self, an efficient implemen-
tation of algorithms in a parallel code would be a staggering task. Instead
one may choose from highly optimized software packages such as GROMOS
[104], NAMD [105], AMBER [106], CHARMM [107], and GROMACS [108],
for classical MD simulations, and the latter three as well as CPMD [109–
111] for ab initio MD simulations. Some MD software comes with its own
force field (usually having the same name), whereas other software rely on
the use of already existing force fields. In this thesis, NAMD in combination
with the CHARMM force field has been used for the purely classical MD
simulations presented in Chapters 4 and 5 and CPMD in combination with
the AMBER force field for the hybrid QM/MM MD simulations presented
in Chapter 6.
2.4 Timescales, System Sizes and Applications
The accessible time scale of an MD simulation is determined by several fac-
tors such as the integration time step, the CPU-time expended at each time
step, the available computational resources, the system size etc.. The time
step used in a classical MD simulation is usually ∼ 10−15 s (1 fs), which is
determined by the frequency of the fastest motion in the system, i.e., the
O-H bond stretch. Today, using optimized software on supercomputers to
simulate large biomolecular systems (∼100.000–1.000.000 atoms) one can
run state-of-the-art classical MD simulations of length ∼100 ns, e.g., the
largest all-atom simulation performed today is of the ribosome (2.64 million
atoms), which was simulated with NAMD running on 1024 processors yield-
ing 1.5 ns/day [112]. The accessible time scales allow one to study many
aspects of protein dynamics except slow processes such as large rearrange-
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ments (folding/unfolding) in secondary protein structure, which currently
is limited to short polypeptides [113, 114]. However, one may speed up
different processes artificially by guiding the system in different directions.
There exists several methods to do this. One method is Steered Molecu-
lar Dynamics (SMD) where an external force is applied to the system. For
example, this method has been used to study the unfolding of short polypep-
tides [115], and ion and water conduction through channels and nano tubes
[116–118]. In Chapter 5, the SMD method is applied for studying NH3 and
NH+4 translocation across AmtB.
The time step used in ab initio (or hybrid QM/MM) MD simulations is
determined by the electronic frequency. The frequency depends on how the
electronic subsystem is treated. When using the Car-Parrinello method the
electronic frequency is in part governed by the fictitious electronic mass µ.
By adjusting µ one may tune the frequency to an optimal low value (allow-
ing one to use a large time step), which at the same time is large enough
to assure a decoupling from the nuclei motion. Typical values of µ are 200–
1200 a.u. allowing a time step of size 4–8 a.u. (0.1–0.2 fs). Ab initio (or
hybrid QM/MM) MD methods can be used to study the short time dynam-
ics of systems consisting of ∼100–1000 QM atoms at a picosecond (10−12)
time scale, i.e., chemical reactions. QM/MM MD simulations have been
successfully applied in the study of biomolecular function where changes in
electronic structure play a role, e.g., the enhanced discrimination for CO
vs. O2 in myoglobin in comparison to model compounds [119], drug-DNA
interactions of anticancer drugs [120], and a wide range of different enzy-
matic and catalytic reactions ([121–123]). In Chapter 6, we will use hybrid
QM/MM MD simulations to study proton transfer and substrate-protein
interactions, i.e., cation-pi interactions, in AmtB.
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Chapter 3
Free Energy Calculations
In this chapter a few methods to obtain free energy differences and free en-
ergy profiles along a reaction coordinate are described. In Chapter 5 one of
these methods will be used to reconstruct free energy profiles for transport-
ing NH3 and NH+4 across AmtB. The chapter is organized as follows. First,
an introduction to statistical mechanics and nomenclature is provided. Next,
methods to obtain free energy differences between equilibrium ensembles by
the use of either equilibrium or nonequilibrium measurements are described.
Following, the potential of mean force; the free energy profile along a given
reaction coordinate, is introduced. Finally, methods to reconstruct such
profiles by use of either equilibrium or nonequilibrium measurements are
described.
3.1 Classical Statistical Mechanics
A system can be described by quantities and potentials like volume V, tem-
perature T, pressure P, number of particles N, etc.. In statistical mechanics
is considered an ensemble of systems, which all are constrained to fixed val-
ues of some of the quantities/potentials. The most commonly considered
ensembles are those of fixed NVT and NPT, which are called the canonical
and isobaric-isothermal ensembles, respectively. In the following NVT con-
ditions are assumed, but the extension to the NPT ensemble is trivial. Let
Γ = (q,p) define the state of the system, where q and p are Cartesian co-
ordinate and momentum vectors, respectively. Let the system be governed
by the Hamiltonian H(Γ) = Tkin(p)+Vpot(q), which for a given state of the
system yields the total energy as a sum of the kinetic and potential energy.
The potential energy term Vpot(q) only depends on particle coordinates, i.e.
the spatial configuration of the system, and therefore it is often referred to
as the configurational energy. For ideal systems Vpot(q) ≡ 0. Let n denote
the number of possible states of the system and H(Γi) denote the energy of
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the ith state then
QNVT =
n∑
i=1
e−βH(Γi) ∼
∫
dΓ e−βH(Γ) (3.1)
defines the partition function for the NVT ensemble. If the energy levels
are close, i.e. in the classical limit, the partition function can be written as
an integral instead of a sum [124]. For the sake of simplicity the prefactor
h−3N has been excluded in front of the integral. The factor ensures that
the classical limit yields the correct value of Q [124]. Likewise, have been
excluded the combinatorial prefactor. Normally different symbols are used
for the partition function corresponding to different ensembles, here will be
used QNVT = Q and ∆NPT = ∆. For the NPT ensemble the Hamiltonian is
added a PV-term, i.e. Γ = (q,p,V), and correspondingly an integration over
volume V must be carried out [125]. For simplicity, the canonical (NVT)
ensemble will be considered in the following.
In the canonical ensemble the probability P (Γi) of being in the ith state
is given by
P (Γi) =
e−βH(Γi)
Q
. (3.2)
which is a normalized Boltzmann factor. The ensemble average 〈· · · 〉eq of a
function f is then given by
〈f〉eq =
n∑
i=1
f · P (Γi) ∼
∫
dΓ f · P (Γ). (3.3)
where the index eq denotes that the average is with respect to an equilibrium
ensemble. This may seem superfluous, but later path-ensemble averages and
non-Boltzmann distributions will also be considered, and hence a distinction
is important.
All macroscopic thermodynamic properties can be expressed in terms of
the partition functions [126]. Some properties are ensemble averages and can
be calculated directly from computer simulations, e.g., Monte Carlo (MC)
and Molecular Dynamics (MD) simulations, in the latter case as a time aver-
age according to the ergodic hypothesis [82]. Other properties, such as free
energies and entropy, are functions of the partition function, which cannot
be calculated from simulations. Of special interest here is the free energy at
NVT and NPT conditions a.k.a. the Helmholtz and Gibbs free energies, re-
spectively. It appears that these two state functions are particularly simple
functionals of the partition functions of the corresponding ensembles
A = −β−1ln Q and G = −β−1ln ∆, (3.4)
and hence are called the characteristic state functions of the NVT and the
NPT ensembles, respectively. When using Cartesian coordinates the in-
dependent variables q and p can be separated in H(Γ). In that case the
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partition function factorizes into an ideal and a configurational part
Q = Qideal ·Qconf (3.5)
The factorization of the partition function allows the free energy to be split
into a sum composed of an ideal term and a configurational term. The
latter is also referred to as the excess free energy [82]. Often only the
configurational part is considered in text book equations, however in this
context no such distinction is made.
In the following sections we will consider systems subject to an exter-
nal constraint, the size of which is governed by an external parameter λ.
The entity controlled by λ can be chosen with a lot freedom [127]. For
example, λ may govern the size of an external magnetic field, the vol-
ume, a constraint on an internal coordinate, the identity of a group of
atoms, etc. The Hamiltonian for the constraint system will be denoted
by H(Γ;λ), the equilibrium ensemble sampled for a fixed value of λ is de-
noted by NVTλ with corresponding partition function Q(λ) and Helmholtz
free energy A(λ) = −β−1ln Q(λ).
3.1.1 Work
Consider a process in which the external constraint λ is switched from a value
λ0 to a value λ1 during time t = 0 → τ . By only allowing the parameter λ
to couple to the physical system and not to any incorporated baths Eq 2.4
becomes
Htot(Γ,Θ1,Θ2, . . . ;λ) ≈ H(Γ;λ) +H1(Θ1) +H2(Θ2) + . . . (3.6)
where the approximation sign reflects that coupling terms between the sys-
tem variables and baths variables have been neglected. For some purposes,
such an approximation can be permissible whenever the couplings terms are
small compared to the other terms [128]. Of course when deducing the equa-
tions of motion for the total system the coupling terms need to be included.
In this approximative form the time derivative of Htot is given by
dHtot
dt
≈∂H(Γ;λ)
∂λ
dλ
dt
+
∑
i
∂H(Γ;λ)
∂Γi
dΓi
dt
+
∑
i
∂H1(Θ1)
∂Θ1i
dΘ1i
dt
+
∑
i
∂H2(Θ2)
∂Θ2i
dΘ2i
dt
+ . . .
(3.7)
Here, Γi denotes a single coordinate or momentum, and it should not be
confused with the nomenclature used later, where Γi denotes a single con-
figuration of the system. For Hamiltonian evolution the above equation is
identically zero for fixed λ (cf. Section 2.1). In fact, in this approximate
form all terms have be zero, which is an artifact from excluding the coupling
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terms. In the exact equation, the individual terms are allowed to vary, and
only their sum have to be zero. However, assuming that only H has an
explicit λ dependence, then for both cases it follows that
dHtot
dt
=
∂H(Γ;λ)
∂λ
dλ
dt
=
∂H(Γ;λ)
∂λ
λ˙ (3.8)
The change dHtot = dQ+dW is a sum of the heat and work exchanged with
the surroundings during the process. Since, the total system is thermally
isolated then dQ = 0 and following
W(Γ) =
∫ τ
t=0
dt
∂H(Γt;λ)
∂λ
λ˙. (3.9)
W(Γ) is the external work performed on the microscopic system along the
path Γ = {Γ0,Γt1 ,Γt2 . . . ,Γτ} of phase space points Γ followed during the
process. In this context is used the sign convention that positive work is
energy entering the system.
Three different kinds of work can be associated with the process; the re-
versible workWr, the external workW(Γ), and the dissipative workWd(Γ).
They are related by
Wr =W(Γ)−Wd(Γ), (3.10)
Per definition Wr = A(λ1) − A(λ0) = ∆A equals the free energy change
between the initial and final state, and hence is path independent. Con-
trary, Wd and W are both path dependent, i.e., path functions. However,
if the process is carried out infinitely slowly, thereby ensuring that the sys-
tem is in equilibrium at all intermediate states, then W(Γeq) = Wr and
Wd(Γeq) = 0. Otherwise W(Γneq) 6= Wr and Wd(Γneq) 6= 0. If the same
process was carried out in a macroscopic system then 〈W(Γneq)〉F > Wr
and 〈Wd(Γneq)〉F > 0, where 〈· · · 〉F is a path-ensemble average (see also
Section 3.3.1). The process is denoted by F for consistency with a nomen-
clature introduced later. It is noted that in contrast to a macroscopic system,
the dissipative work associated with a process in a microscopic system can
be negative. For macroscopic systems 〈W(Γeq)〉F =Wr can therefore be in-
terpreted as the minimum amount of work required to carry out the process,
and following 〈Wd(Γneq)〉F as the excess amount of work due to frictional
forces in the system.
3.2 Free Energy Differences From EquilibriumMea-
surements
As mentioned above it is normally not possible to calculate partition func-
tions and hence the free energy of a system cannot simply be obtained from
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Eqs. 3.4. Luckily, ensemble averages can normally be obtained with good
accuracy. The Helmholtz free energy expression can be rewritten as
A = β−1ln
[
1
Q
]
= β−1ln
[
C
∫
dΓ e+βH(Γ)e−βH(Γ)
Q
]
= β−1ln
[∫
dΓ e+βH(Γ)P (Γ)
]
+ β−1ln C
= β−1ln
〈
e+βH(Γ)
〉
eq
+ β−1ln C.
(3.11)
In the second line the normalization constant C ensures that the introduced
integral is unity, i.e. that C
∫
dΓ = 1. In this way it appears that by calcula-
tion of the ensemble average
〈
e+βH(Γ)
〉
eq
in an equilibrium simulation, A is
readily obtained to within a constant β−1ln C of the dynamics. In practice,
this method only applies to some non-diffusive systems such as solids and
glasses [125]. For diffusive systems, such as systems containing liquids, the
exponential average in Eq. 3.11 is difficult to evaluate within a finite simu-
lation time, since the important contributions are large positive values of H
and these are only rarely encountered according to the Boltzmann factor in
Eq. 3.2 [125–127]. However, most often one is interested in the relative free
energy change
∆A = A(λ1)−A(λ0) = −β−1ln
[
Q(λ1)
Q(λ0)
]
(3.12)
associated with the change of the external parameter λ rather than an abso-
lute free energy A. Methods have been developed to obtain such free energy
differences from equilibrium measurements (see, e.g., Refs. [82, 127, 129–
131]). Most widely used are the perturbation method and the thermody-
namic integration method [126]. A brief introduction to both methods are
given below. Finally, a short description of the umbrella sampling method
is provided, since this method is widely used for reconstructing potentials of
mean force, i.e., when λ governs a constraint on internal coordinates. The
definition and calculation of PMFs will be the subject of following sections.
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3.2.1 The Perturbation Method
The free energy difference between the two equilibrium ensembles NVTλ0
and NVTλ1 in Eq. 3.12 can be recast as follows [126]
∆A = −β−1ln
[∫
dΓ e−βH(Γ;λ1)∫
dΓ e−βH(Γ;λ0)
]
= −β−1ln
[∫
dΓ e−β[H(Γ;λ1)−H(Γ;λ0)+H(Γ;λ0)]∫
dΓ e−βH(Γ;λ0)
]
= −β−1ln
〈
e−β[H(Γ;λ1)−H(Γ;λ0)]
〉
eq, λ0
(3.13)
where in the second line H(Γ;λ0) has been added and subtracted in the
upper exponential function. Thus, ∆A can now be calculated by generat-
ing system configurations according to the NVTλ0 ensemble and for each
configuration Γ calculate the energies H(Γ;λ0) and H(Γ;λ1). The origi-
nal derivation was due to Zwanzig [132]. If H(Γ;λ1) had been added and
subtracted from the lower exponential function, then the following average
∆A = β−1ln
〈
eβ[H(Γ;λ1)−H(Γ;λ0)]
〉
eq, λ1
(3.14)
with respect to ensemble NVTλ1 would have been obtained instead. In ei-
ther case the method is numerically accurate only when the regions of phase
space occupied by both systems overlap. Essentially, the one Hamiltonian
have to be a perturbation of the second one. Hence the method is called
the perturbation method and the two equations are called the forward and
reverse perturbation formulas, respectively [125, 126].
If the initial and final ensembles of the system differ considerably, this
is circumvented by designating some path between the two ensembles along
intermediate values of λ [82, 87, 125, 126]. If dividing the path into K −
2 intermediate system states (K sampling windows), then the overall free
energy difference can be obtained from a series of perturbation calculations
as
∆A =
K∑
k=0
−β−1ln
〈
e−β[H(Γ;λk+1)−H(Γ;λk)]
〉
eq, λk
(3.15)
where λ ∈ [λ0, . . . , λk, . . . , λK ]. Here, the final state has been denoted by
λK instead of λ1.
The accuracy of the calculation can be addressed by calculating the free
energy using both the forward and backward formulas, i.e., for the λ0→K
and the λK→0 process, respectively. The hysteresis of the calculation is a
measure of the systematic error [126]. Also, to ensure convergence of the
calculations the free energy change within each window should be less than
2kBT [126, 127].
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3.2.2 The Thermodynamic Integration Method
Differentiation of the Helmholtz free energy A(λ) with respect to λ yields
∂
∂λ
A(λ) =
∂
∂λ
[−β−1ln Q(λ)]
=
∫
dΓ ∂H(Γ;λ)∂λ e
−βH(Γ;λ)
Q(λ)
=
〈
∂H(Γ;λ)
∂λ
〉
eq, λ
(3.16)
Hence by evaluating the derivative of the Hamiltonian for fixed λ-values the
free energy difference between ensembles NVTλ0 and NVTλ1
∆A = A(λ1)−A(λ0) =
∫ λ1
λ0
dλ
〈
∂H(Γ;λ)
∂λ
〉
eq, λ
(3.17)
is obtained by integration. This equation was originally derived by Kirkwood
[133], and it is known as the thermodynamic integration (TI) method [82]. If
λ represents a real thermodynamic property of the system it resembles the
way free energies are obtained in experiments and hence is termed natural
TI. Otherwise, it is termed artificial TI. Several TI methods exists, which
essentially only differ in the way the integrand is evaluated (for details confer
e.g. [126]). Contrary, to the perturbation method there is no requirement
of overlapping ensembles, instead it is required that H(Γ;λ) is differentiable
[82, 125]. Normally, the linear function
H(Γ;λ) = (1− λ)HI(Γ) + λHII(Γ) (3.18)
in λ is used to couple two systems governed by the Hamiltonians HI(Γ) and
HII(Γ), and λ ∈ [0; 1] is then referred to as a coupling parameter [82]. Using
this functional form in Eq. 3.17 yields
∆A =
∫ λ1
λ0
dλ 〈HII(Γ)−HI(Γ)〉eq, λ (3.19)
For the above choice of H(Γ;λ) the following inequality can be derived
∂2A
∂λ2
= −β
[〈
(VII,pot − VI,pot)2
〉
eq, λ
− 〈VII,pot − VI,pot〉2eq, λ
]
≤ 0 (3.20)
which can be used to check the validity of the TI method [82].
The functional dependence in Eq. 3.18 is widely used for the perturbation
method as well. Due to the nature of the nonbonded interaction terms
entering the Hamiltonian singularities may arise for λ = 0 and λ = 1, which
unfortunately can lead to convergence problems [125].
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3.2.3 Umbrella Sampling
A prerequisite for using the perturbation method to assess free energy dif-
ference between two equilibrium ensembles was that the probability distri-
butions are not too dissimilar or otherwise to designate a path between the
two ensembles, such that appropriate similarity between intermediate en-
sembles is achieved. However, another route to circumvent that problem
is to introduce a weighting or biasing function w(q) such that the system
samples phase space according to a non-Boltzmann distribution
PU (Γ) =
w(q)e−βH(Γ)∫
dΓw(q)e−βH(Γ)
(3.21)
which is related to the unbiased distribution as
P (Γ) =
PU (Γ)/w(q)
〈1/w(q)〉U
(3.22)
This is called the umbrella sampling method [134]. The expression in Eq. 3.13
can now be recast into the form
∆A = −β−1ln
[〈
e−β∆H(Γ)/w(q)
〉
U
〈1/w(q)〉U
]
(3.23)
where of course the challenge then is to choose a suitable weighting function,
which ensures that the relevant (overlapping) regions in phase space are
adequately sampled in one single simulation. If that is not possible, then
in analogy to the previous procedures the weight function can be made a
function of a coupling parameter to sample intermediate states [126].
3.3 Free Energy Differences From Nonequilibrium
Measurements
In the previous section were described three methods for calculating free en-
ergy differences based on equilibrium measurements. Interestingly, it is also
possible to calculate such differences from nonequilibrium measurements,
which will be described below.
3.3.1 Path-ensemble Averages - Crooks Theorem
Only few relations are valid for systems which have been driven arbitrarily
far away from equilibrium. Crooks have shown that for a thermostated
system (NVT) several of these relations can be considered as special cases
of the single theorem
〈F(Γ)〉F =
〈
Fˆ(Γˆ)e−βWd(Γˆ)
〉
R
, F(Γ) ≡ Fˆ(Γˆ) (3.24)
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which will be referred to as Crooks theorem [135]. Γ = {Γ0,Γt1 ,Γt2 . . . ,Γτ}
denotes a path of phase space points Γ followed in a the forward pro-
cess F during time t = 0 → τ . The exact reverse path of Γ followed
in the reverse process R during reversed time tˆ = 0 → τ is denoted by
Γˆ = {Γˆ0, Γˆtˆ1 , Γˆtˆ2 . . . , Γˆτ}. F(Γ) and Fˆ(Γˆ) are arbitrary path functions, and
as indicated above they are defined to have the same functional value for
identical paths. The path function Wd(Γˆ) is the dissipative work associated
with the R process. 〈· · · 〉 denotes a path-ensemble average over all paths
connecting all possible initial and final states, with the restriction that the
paths evolve from a system initially in equilibrium (explicit equations are
given below in Eq. 3.26). Besides this initial condition there are no restric-
tions on the time evolution and following the paths are in effect nonequi-
librium paths. Hence, Crooks theorem relates the path-ensemble average
of F(Γ) over a set of forward nonequilibrium paths with the path-ensemble
average of Fˆ(Γˆ)e−βWd(Γˆ) over a set of reverse nonequilibrium paths [135].
The theorem can also be written as〈
F(Γ)e−βWd(Γ)
〉
F
=
〈
Fˆ(Γˆ)
〉
R
(3.25)
where Wd(Γ) = −Wd(Γˆ). This equation is the starting point for the deriva-
tion of the special cases considered in a subsequent section.
The path-ensemble averages 〈· · · 〉 entering Eqs. 3.24 and 3.25 are explic-
itly given by
〈F(Γ)〉F =
∑
Γ
ρ[Γ0|β,E0] · P[Γ|Γ0,M] · F(Γ)
〈Fˆ(Γˆ)〉R =
∑
Γˆ
ρˆ[Γˆ0|β, Eˆ0] · Pˆ[Γˆ|Γˆ0, Mˆ] · Fˆ(Γˆ)
(3.26)
where ρ and ρˆ are the distribution functions for the equilibrium ensembles
of initial states Γ0 and Γˆ0 with corresponding state energies E0 and Eˆ0, re-
spectively. Obviously, the distribution functions are related as ρ[Γτ |β,Eτ ] =
ρˆ[Γˆ0|β, Eˆ0]. P[Γ|Γ0,M] is the probability of following a specific forward path
Γ given the initial system configuration is Γ0 and the dynamics are governed
by the vector of transition matrices M = {M0,Mt1 ,Mt2 , . . . ,Mτ−1}, whose
elements Mt{Γt+1,Γt} are single timestep transition probabilities. For the
reverse process the corresponding entities are denoted as Pˆ and Mˆ. It is
a prerequisite that the transition matrices are balanced, which means that
the equilibrium distribution ρ[Γt|β,Et] at time t is an invariant of Mt, i.e.,
ρ[Γt|β,Et] = Mtρ[Γt|β,Et]. (3.27)
In terms of single time-step transition probabilities P[Γ|Γ0,M] can explicitly
be written as
P[Γ|Γ0,M] =
τ−1∏
t=0
Mt{Γt,Γt+1} (3.28)
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It can be shown that Crooks theorem follows from the condition of mi-
croscopic reversibility [135], which for an NVT system can be expressed as
P [Γ|Γ0,M]
Pˆ
[
Γˆ|Γˆ0, Mˆ
] = e−βQ(Γ), (3.29)
The path function Q(Γ) is the heat exchanged with the heat bath when
following the forward path Γ as described above. A system is microscopic
reversible if i) its dynamics are Markovian, ii) all its state energies are
finite, and iii) it preserves the equilibrium ensemble when unperturbed.
The above expression can readily be generalized to other ensembles, i.e., to
the NPT ensemble by multiplying the right hand side by exp[−βP∆V (Γ)]
where ∆V (Γ) is the volume change associated with the forward process
[136]. If not considering an individual path connecting a specific initial
state to a specific final state the principle of microscopic reversibility results
in detailed balance [137].
Systems governed by Hamiltonian evolution are deterministic and hence
Markovian and the equilibrium ensemble is preserved when unperturbed
[138, 139]. Implementation of the Langevin dynamics method or the Langevin
piston method to simulate isothermal or isothermal-isobaric systems leads to
stochastic evolution, which also is Markovian and preserves the equilibrium
ensemble [128, 136, 139]. Thus, the condition of microscopic reversibility is
met by the classical molecular dynamics simulations conducted in this work
(see section 2.1.2), and Crooks theorem applies.
3.3.2 Special Cases
By inserting different functional forms of F in the path-ensemble average
in Eq. 3.24 or Eq. 3.25 one can derive different nonequilibrium relations.
By setting F(Γ) = Fˆ(Γˆ) = δ[βW ′d − βWd(Γ)] = δ[βW ′d + βWd(Γˆ)], then
Eq. 3.25 yields that〈
δ[βW ′d − βWd(Γ)]e−βWd(Γ)
〉
F
=
〈
δ[βW ′d + βWd(Γˆ)]
〉
R〈
δ[βW ′d − βWd(Γ)]
〉
F
e−βW
′
d =
〈
δ[βW ′d + βWd(Γˆ)]
〉
R
PF (+βW ′d)e−βW
′
d = PR(−βW ′d)
PF (+βW ′d)
PR(−βW ′d)
= e+βW
′
d .
(3.30)
In the second line, it is utilized that the exponential function effectively
is a constant factor because of the δ-function and therefore can be moved
outside the path-ensemble average. The resulting path-ensemble averages
can be regarded as probabilities (in analogy to Eq. 3.46 derived in a later
section), i.e., PF is the probability of following a path where Wd(Γ) = W ′d
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and PR is the probability of following a path where Wd(Γˆ) = −W ′d [135]. In
the last line it is assumed that PR(−βW ′d) 6= 0. The result is known as the
transient fluctuation theorem [135, 136]. The theorem states that the ratio
between the forward and backward probabilities of expending an amount of
work W ′d always is equal to exp(βW ′d).
One may also choose to set F(Γ) = Fˆ(Γˆ) = f(Γτ ) = δ[Γ′ − Γτ ], where
F and Fˆ now are functions of the final states Γτ of the forward process and
not the entire path Γ. For that choice Eq. 3.25 yields〈
δ[Γ′ − Γτ ]e−βWd(Γ)
〉
F
=
〈
δ[Γ′ − Γτ ]
〉
R
(
= 〈δ[Γ′ − Γˆ0]〉R = 〈δ[Γ′ − Γˆ]〉eq, tˆ=0
)
〈
δ[Γ′ − Γτ ]e−βW(Γ)
〉
F
eβ∆A =
〈
δ[Γ′ − Γ]〉
eq, t=τ〈
δ[Γ′ − Γτ ]e−βW(Γ)
〉
F
=
∫
dΓ e−βH(Γ;τ)∫
dΓ e−βH(Γ;0)
·
∫
dΓ δ[Γ′ − Γ]e−βH(Γ;τ)∫
dΓ e−βH(Γ;τ)〈
δ[Γ′ − Γτ ]e−βW(Γ)
〉
F
=
∫
dΓ δ[Γ′ − Γ]e−βH(Γ;τ)∫
dΓ e−βH(Γ;0)
(3.31)
In going from the first to the second line on the left hand side, it is uti-
lized that Wd(Γ) = W(Γ) −∆A, where ∆A = A(τ) − A(0) is defined with
respect to the forward process. Since ∆A is a state function, i.e., path-
independent, it can be moved outside the path-ensemble average. On the
right hand side, the path-ensemble average can be recognized as an ordinary
equilibrium ensemble average at time t = τ by combining Eqs. 3.26–3.28.
The remaining steps are trivial manipulations. Integration of the nominator
on the righthand side yields that
〈
δ[Γ′ − Γτ ]e−βW(Γ)
〉
F
=
e−βH(Γ′;τ)∫
dΓ e−βH(Γ;0)∫
dΓ′
〈
δ[Γ′ − Γτ ]e−βW(Γ)
〉
F
=
∫
dΓ′ e−βH(Γ′;τ)∫
dΓ e−βH(Γ;0)〈
e−βW(Γ)
∫
dΓ′ δ[Γ′ − Γτ ]
〉
F
= e−β(A(τ)−A(0)〈
e−βW(Γ)
〉
F
= e−β∆A
.
(3.32)
In the second line, both sides are integrated with respect to Γ′. Since Γ′
is not related to the path Γ, the integration can be moved inside the path
ensemble average to obtain the third line, where e−βW(Γ) becomes a constant
factor with respect to this integration. The result is known as the Jarzynski
equality.
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3.3.3 The Jarzynski Equality and Free Energy Differences
Actually, the Jarzynski equation could more easily have been derived by
setting F = Fˆ = 1 in Eq. 3.25, but the “preliminary” result in Eq. 3.31
will later prove to be useful. The Jarzynski equality was originally derived
for isothermal systems [140], but it can readily be extended to isothermal-
isobaric systems, essentially by exchanging the Helmholtz free energy A with
the Gibbs free energy G [128]. In the above derivation we have considered a
so-called forward process which drives the system from an initial equilibrium
state at time t = 0 to a final out-of-equilibrium state at time t = τ . However,
we may freely choose that the process is brought about by changing an
external parameter λ, from an initial value λ0 at time t = 0 to a final value
λ1 at time t = τ . Thus, we may rewrite Eq. 3.32 to〈
e−βW(Γ)
〉
F
= e−β
(
A(λ1)−A(λ0)
)
, (3.33)
and we see that the Jarzynski equality allow us calculate the exact same
relative free energy difference in Eq. 3.12 as attempted by the equilibrium
methods described in the previous sections. W(Γ) is the external work
performed on the system when bringing it from an initial state characterized
by λ0 to a final state characterized by λ1 and can be calculated from Eq. 3.9.
Since only the initial state, but none of the intermediate states or the
final state have to be in equilibrium, the external work entering the equation
is in fact the nonequilibrium work. Thereby, the equation interestingly states
that from an exponential average of the nonequilibrium work one can obtain
the free energy change ∆A between the equilibrium ensembles of the initial
and the final states.
For any practical application of Eq. 3.33 the exponential average of the
work pose a problem. One can expect that work valuesW =W(Γ) measured
in a repeated experiment follows some bell-shaped distribution P (W), e.g.,
a Gaussian distribution
P (W) = 1√
2piσ2W
e
− (W−〈W〉)2
2σ2W , (3.34)
with mean 〈W〉 and width σW (Fig. 3.1). In that case the exponential
average can be written as〈
e−βW
〉
F
=
∫
dW e−βWP (W), (3.35)
where the integrand
e−βWP (W) = N√
2piσ2W
exp
[
−
(W − (〈W〉 − βσ2W))2
2σ2W
]
= NPshift(W) , N = exp
[
σ2Wβ
2
2
− β〈W〉
] (3.36)
3.3. FREE ENERGY DIFFERENCES FROM NONEQ. MEASUREMENTS 27
P(W)
WP(W)
W 2 P(W)
Pshift (W)=exp[-     ]P(W)/NβW
α=σ  /(k T)=2W
αk T{
<W><W>-α k T2
{α k T2 B
B
B
B
Figure 3.1: Work distributions. Assuming that the work is Gaussian distributed
with distribution function P (W), then the integrands entering the different path ensemble
averages, which have to be evaluated for a direct application of the Jarzynski equality or
when applying a second order cumulant expansion, will also be Gaussian distributed. In
contrast to distributions of WP (W) and W2P (W), which are the integrands entering the
first and second order moments, the distribution of the integrand entering the exponential
average exp[−βW]P (W) is subject to a σW -dependent shift. For convenience, the shifted
distribution Pshift(W ) = exp[−βW]P (W)/N is shown. The figure shows the positioning
of the respective distribution functions for σW = αkBT (α = 2). The larger α the more
separated is Pshift(W ) from P (W), and consequently the more difficult it is to evaluate
the exponential average of W
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also is Gaussian distributed with width σW , but with shifted mean 〈W〉 −
βσ2W . It is this shift which pose a problem, since work values are centered
around 〈W〉, while an evaluation of the exponential average requires a proper
sampling of work values around 〈W〉−βσ2W . which are not often encountered
[128]. Consequently, many trajectories are needed for a proper evaluation
of this slow converging exponential average, which introduces a sampling
error on the result. From Eq. 3.36 it is seen that the shift scales as ∼
σ2W , while the width only scales as ∼ σW . Now, if setting σW = αkBT
and choosing α = 2, then the situation is as schematized in Fig. 3.1. The
different scaling behaviors effect that if σW is larger than a few kBT , as is the
case for macroscopic systems, then P (W ) will be zero around 〈W〉 − βσ2W .
Thus, in practice a direct application of the Jarzynski equality is limited to
microscopic systems, i.e., manipulation of single nanoscale objects [140].
The sampling error can partially be overcome by resorting to the second
order cumulant expansion
A
(
λτ
)−A(λ0) = 〈W(Γ)〉 − β2 [〈W(Γ)2〉− 〈W(Γ)〉2] (3.37)
where 〈W(Γ)〉 and 〈W(Γ)2〉 can be evaluated more accurately, since the
distributions of the integrands WP (W) and W2P (W) both center more
closely around P (W) (Fig. 3.1) and are not prone to any σW -dependent
shift. Still, σW should be too large in order for 〈W(Γ)〉 and
〈W(Γ)2〉 to
converge fast. The penalty one have to pay by using the faster converging
second order cumulant expansion is that the neglection of higher order terms
introduces a truncation error to the result [139, 141]. However, when using a
stiff spring the work is Gaussian distributed [128], in which case the second
order cumulant expansion becomes exact. Comparing the above equation
to Eq. 3.10 reveal that for Gaussian distributed work values the following
fluctuation-dissipation relation can be established
Wd(Γ) = β2
[〈W(Γ)2〉− 〈W(Γ)〉2] , (3.38)
i.e, the dissipative work is related to the width of the work distribution
(∼work fluctuation) [140].
3.4 Potential of Mean Force
Again, consider the system sampling its equilibrium ensemble according to
the Hamiltonian H(Γ) = H(p,q). The force acting on the ith atom in the
system is defined as
f(qi) = −∇qiVpot(q) = −∇qiH(p,q), (3.39)
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where ∇qi is the vectorial differiential operator
(
∂
∂xi
, ∂∂yi ,
∂
∂zi
)
with respect
to the coordinates qi = (xi, yi, zi) of the ith atom. The last equality sign
appears since Tkin only depends on momenta p and hence ∇qiTkin(p) = 0.
Now, let q = (r,o), where r are the coordinates of some selected atoms
and o are the coordinates of all other atoms in the system. Assume a
structural alteration in the system is well described by the positions of the
selected atoms and that they together define a multidimensional reaction
coordinate r, i.e., a hyper surface in phase space [125]. Consider the force
f(ri) acting on the ith atom comprising the reaction coordinate and the
situation where the system is fixed at a given configuration of the reaction
coordinate. The average of f(ri) with respect to all possible configurations
o of the other atoms is then given by [124, 126, 142]
〈f(ri)〉fixed r = −〈∇riH(Γ)〉fixed r
=
− ∫ dpdo e−βH(Γ)∇riH(Γ)∫
dpdo e−βH(Γ)
=
β−1∇riQ(r)
Q(r)
= −∇ri [−β−1ln Q(r)︸ ︷︷ ︸
=Υ(r)
]
(3.40)
In the second line is seen the effect of fixating r, namely that integration
is over p and o only. In the third line, has been introduced the partition
function
Q(r) =
∫
dpdo e−βH(Γ) (3.41)
for the “fixed r” ensemble and ∇ri is moved outside the integration sign,
since the integration is not over r. In the fourth line the characteristic state
function
Υ(r) = −β−1ln Q(r) (3.42)
for the “fixed r” ensemble is identified, e.g., Υ(r) = A(r) for the NVTr
ensemble and correspondingly Υ(r) = G(r) for the NPTr ensemble. Since
minus the gradient of Υ(r) equals the “mean force” acting on any of the
reaction coordinate atoms for a given configuration r, it can readily be in-
terpreted as a potential of the “mean force” a.k.a. potential of mean force
(PMF) [124, 126, 142]. The integral in the partition function Q(r) can
be extended to include r and thereby to encompass all system variables
Γ = (p,o, r) as follows
Q(R) =
∫
dpdo e−βH(Γ)
=
∫
dΓ
[
K∏
i=1
δ(|ri −Ri|)
]
e−βH(Γ),
(3.43)
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In the second line the integrand is multiplied by a product of δ-functions to
extract those states where r = R, thereby ensuring consistency with the first
line. The use of δ-functions provides a more simple notation and also allows
that the reaction coordinate may be chosen as an arbitrary function r(q)
of all system coordinates rather than just representing a subset r of those
as above [125]. For the sake of simplicity let us consider situations were
the structural alteration of the system can be well characterized by a a one-
dimensional reaction coordinate r(q) = r(q) 1. For example it could be the
z-component of the center of mass of a substrate when it is being transported
through a channel protein with a transport pathway parallel to the z-axis. In
that case r(q) will be a mass weighted linear combination of the z-positions
of substrate atoms. In the one-dimensional case the expression for the PMF
then reads
A(R) = −β−1ln Q(R) (3.44)
where
Q(R) =
∫
dΓ δ[r(q)−R]e−βH(Γ) (3.45)
Since
∫
dR Q(R) = Q the probability distribution function P (R) for finding
the system at a given value of the reaction coordinate must be [125]
P (R) =
Q(R)
Q
= 〈δ[r(q)−R]〉 (3.46)
Hence the ensemble average of any function f
(
r(q)
)
of the reaction coordi-
nate can be written as
〈f(r(q)〉eq =
∫
dR P (R)f(R) = Q−1
∫
dR e−βA(R)f(R) (3.47)
3.4.1 PMF From Equilibrium Measurements
When combining Eq. 3.44 and Eq. 3.46 the PMF may be written as
A(R) = −β−1ln [Q · P (R)] = −β−1ln P (R) +A (3.48)
and thus the PMF A(R) can be determined from the probability distribu-
tion of R to within an additive constant, which is the absolute free energy
A of the system. If R denotes the distance between two molecules in a ho-
mogenous fluid then P (R) is the radial (pair) distribution function, which
in some circumstance can be calculated with relatively good precision in
a single equilibrium simulation of the system [126]. However, for reaction
1In some circumstances r might become a system variable in itself, i.e., by a trans-
formation of system coordinates from a Cartesian to an internal coordinate description
[125]. In example, when r represents a distance between two atoms, a torsion angle, or
the center of mass of molecule, etc. [127].
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coordinates in more complex systems, the statistics obtained from an equi-
librium simulation is more likely to be insufficient for reconstructing the
PMF [126]. The reason is essentially the same as discussed for Eq. 3.11.
In those cases one may seek to reconstruct the PMF by constraining
the system to sample configurations around a given value λ of the reaction
coordinate R. In example, equilibrium ensembles for a series of intermediate
states along the reaction coordinate can be sampled by using an effective
Hamiltonian
H (Γ;λ) = H(Γ) + V
(
r(q);λ
)
(3.49)
where a biasing potential V
(
r(q);λ
)
has been added to enhance sampling of
configurations around r(q) = λ. Generally, a harmonic potential V
(
r(q);λ
)
=
k
2 (r(q)−λ)2 is used. Already at this point one may recognize two problems:
1 ) the sought after PMF A(R) is for the unbiased system governed by H(Γ)
and not for the biased system governed by H (Γ;λ), and 2 ) that the ex-
ternally controlled parameter is the reference position λ, and not the actual
value of the reaction coordinate r(q), which is allowed to fluctuate. Meth-
ods to obtain the sought after PMF A(R) of the unbiased system from the
equilibrium methods previously described exist [126] (for a comparison of
different equilibrium methods see [143]). Widely used is the umbrella sam-
pling method in combination with the weighted histogram analysis method
[144]. In that case, the biasing potential applied above corresponds to use a
weight function w(q) = exp[−βV (r(q);λ)]. Essentially, the PMF can then
be obtained from Eq. 3.22 and Eq. 3.48 [126].
3.5 PMF From Nonequilibrium Measurements
In Eq. 3.49 one may also choose to let the reference position λ be time de-
pendent and thereby dynamically guide/steer the system along the reaction
coordinate. λ is then called a switching parameter [140]. Normally it is cho-
sen to switch λ linearly in time, i.e., λ(t) = λ0+vt, and to apply a harmonic
biasing potential
V
(
r(q);λ(t)
)
=
k
2
(r(q)− λ(t))2 = k
2
(r(q)− λ0 − vt)2. (3.50)
This corresponds to the attachment of one end of a Hooke’s spring to the
molecular assembly defining the reaction coordinate as shown in Fig. 3.2.
By moving the other end of the spring along the reaction coordinate an
external force is exerted on the molecular assembly, which thereby is forced
to move in the same direction. The above process can be realized in atomic
force microscope (AFM) or laser tweezers experiments, which allow the ma-
nipulation of single molecules, but can also readily be implemented in MD
simulations, e.g., steered molecular dynamics (SMD) simulations.
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r(qt)x
|r(qt)-λ0|
x
Rλ0 λtr(qt)
|r(qt)-λt|
v
(at time t)
V(r(
q t),
λ t)
Figure 3.2: Dynamical steering. Schematic drawing of a SMD simulation or an AFM
or laser tweezer experiment. λ0 is the starting value of the reference position λ(t), which
here changes linearly in time with velocity v, and through an external guiding potential
V (r(q), λ(t))) steer a molecular assembly along the reaction coordinate R without applying
any constraints perpendicular to the pulling direction. As shown at time t, the actual
value of the reaction coordinate r(qt) may differ from the reference position λt making
V (r(qt), λ(t))) 6= 0. For a harmonic guiding potential with force constant k this positional
difference affects that an external force f = −k(r(qt) − λt) is exerted on the molecular
assembly to guide it towards λt.
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Obviously, the problems that the sought after PMF A(R) is for the un-
biased system and that the reaction coordinate is allowed to fluctuate, also
applies here. For reconstructing the sought after PMF A(R), Park et al. and
Kosztin et al. have advised two different methods, which both rely on the
so-called stiff spring approximation. Within this approximation, Park et al.
utilize the Jarzynski equality to obtain the PMF [115], while Kosztin et al.
utilize an identity they have derived for forward and reverse pulling exper-
iments; an approach which they all together have named the FR method
[145]. The stiff spring approximation is derived from an equation, in which
A(R) is expressed implicitly. However, it is also possible to reconstruct the
PMF based on an equation where A(R) is expressed explicitly. Hummer
and Szabo have advised such a method, which can be interpreted as a dy-
namic generalization of umbrella sampling [146]. Here we will refer to this
method as the Hummer-Szabo method. Later we will seek to reconstruct
the PMF for NH+4 /NH3 transport across AmtB using this method, but for
completeness all three methods will be described in the following sections.
3.5.1 PMF Reconstruction Using the Stiff Spring Approxi-
mation
Consider a time t = τ corresponding to a value λτ of the external control
parameter. According to Eq. 3.4 and following paragraphs the equilibrium
Helmholtz free energyA (λτ ) of the biased system, i.e. the NVTλτ ensemble,
is
A (λτ ) = −β−1ln
∫
dΓ e−βH (Γ;λτ )
= −β−1ln
[
Q
∫
dΓ e−β[H(Γ)+V (r(q);λτ )]
Q
]
= −β−1ln
[
Q
〈
e−βV (r(q);λτ )]
〉
eq, ub
]
= −β−1ln
[
Q
∫
dR e−βV (R;λτ )P (R)
]
= −β−1ln
∫
dR e−βV (R;λτ )Q(R)
= −β−1ln
∫
dR e−βV (R;λτ )e−βA(R)
(3.51)
We note that this equation expresses A(R) implicitly. In the second line
the integral is multiplied by Q/Q, where Q =
∫
dΓ e−βH(Γ) is the partition
function of the unbiased (ub) ensemble. This allows the introduction of an
ensemble average with respect to the unbiased (ub) system in the third line.
In the fourth and fifth line the average is written in terms of the reaction
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coordinate utilizing the probability distribution function P (R) for the un-
biased system introduced in Eqs. 3.46–3.47. In the last line the relation
between the partition function and PMF in Eq. 3.44 is used. For a har-
monic biasing potential the equilibrium free energy of the biased system at
time τ can be recognized as a Gaussian convolution of the PMF A(R) for
the unbiased system [115, 128, 145], i.e. the equation can be rewritten as
follows
A (λτ ) = −β−1ln
[√
2piσ2
∫
dR e−βA(R)
1√
2piσ2
e−
(R−λτ )2
2σ2
]
(3.52)
with σ2 = (βk)−1. It is difficult to obtain A(R) from the above equation,
except in the limit of σ2 → 0+ where the Gaussian distribution function
becomes a δ-function, and hence A (λτ ) = A(λτ ) to within a constant. Thus
in practice
A (λτ ) ≈ A (λτ ) (3.53)
if σ2 is chosen conveniently small, i.e., the force constant k is large (∼ stiff
spring).
The problem is now to determine A (λτ ). It is noted that the result
is valid for fixed values of λτ and hence A (λτ ) can be evaluated by either
equilibrium or nonequilibrium methods. Here, we will consider two different
approaches to evaluate A (λτ ) from nonequilibrium SMD simulations using
either 1 ) the Jarzynski equality or 2 ) the FR method. Both approaches are
introduced in the two following sections.
To check the validity of the approximation A (λτ ) ≈ A (λτ ) higher order
correction terms need to be calculated. A Taylor expansion of exp[−βA(R)]
in Eq. 3.51–3.52 around λτ followed by integration over R leads to the fol-
lowing expression [115]
A (λτ ) = A (λ(τ))− 12k
(
∂A(R)
∂R
)2
R=λτ
+
1
2βk
(
∂2A(R)
∂R2
)
R=λτ
+O(1/k2)
(3.54)
which can be inverted to
A (λτ ) = A (λτ ) +
1
2k
(
∂A (λ)
∂λ
)2
λ=λτ
− 1
2βk
(
∂2A (λ)
∂λ2
)
λ=λτ
+O(1/k2)
(3.55)
and to zeroth order of 1/k one may write A (λτ ) = A (λτ ) as already argued.
Hence, the stiff spring approximation has only been a reasonable assumption
if the the calculated first order correction term(s) are small compared to the
scale of the reconstructed PMF [115]. Otherwise, higher order terms must
be included.
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Evaluating A (λτ ) Using the Jarzynski Equality
A (λτ ) can be calculated directly from the Jarzynski equality in Eq. 3.32,
which for the biased system reads〈
e−βW(Γ)
〉
F
= e−β[A (λτ )−A (λ0)]. (3.56)
The external workW(Γ) entering into this equation, can be calculated from
force vs. time curves extracted from, e.g., AFM and laser tweezer experi-
ments. For SMD simulations it can be calculated from Eq. 3.9 as
W(Γ) =
∫ τ
t=0
dt
∂H (Γt;λ)
∂λ
λ˙ =
∫ τ
t=0
dt
∂V (r(qt);λ)
∂λ
λ˙, (3.57)
which for the harmonical biasing potential in Eq. 3.50 becomes
W(Γ) =
∫ τ
t=0
dt vk
(
r(qt)− λ0 − vt
)
=
∫ τ
t=0
dt vf(t). (3.58)
where f(t) is the force. For practical application of the Jarzynski equal-
ity one often resorts to the second order cumulant expansion as previously
discussed (see 3.3.3).
Evaluating A (λτ ) Using the FR Method
Recently, Kosztin et al. have developed the so-called FR method for cal-
culating the PMF from nonequilibrium measurements [145]. The method is
based on a slightly different version of the transient fluctuation theorem in
Eq. 3.30
PF (+βW)
PR(−βW) = e
+βWd , (3.59)
which simply is obtained by setting F = δ(βW − βW[x]) and Fˆ = δ(βW +
βW[xˆ]), instead. It is assumed that the external work expended in the
forward and reverse pulling experiments both are Gaussian distributed, i.e.,
PF/R(βW) = (2piσ2F/R)−1/2exp
[
−(βW − βW¯F/R)
2
2σ2F/R
]
(3.60)
where W¯F/R and σ2F/R = σ2F/R(βW) are the mean and variance of the
external work in the forward and reverse trajectories, respectively. Plug-
ging the Gaussian distribution functions into Eq. 3.59 and utilizing that
Wd =W −∆A yields
σR
σF
· exp
[
−β
2(W − W¯F )2
2σ2F
+
β2(−W − W¯R)2
2σ2R
]
= exp [β(W −∆A )] .
(3.61)
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Taking the logarithm and gathering all factors of W on the left hand side
into one term yields
βW
βW(σ2F − σ2R)2σ2Rσ2F︸ ︷︷ ︸
=0
+
β(σ2RW¯F + σ2F W¯R)
σ2Rσ
2
F︸ ︷︷ ︸
=1

︸ ︷︷ ︸
=1
− βσ
2
RW¯2F − σ2F W¯2R
2σ2Rσ
2
F
+ ln
σR
σF︸ ︷︷ ︸
β∆A
= β(W −∆A )
(3.62)
Comparison of the left hand side to the right hand side reveals that the sum
encompassed by the brackets have to be unity. Since the first term contains
W and the second term is constant, the first term must vanish and hence
σ2F = σ
2
R = σ
2. The second term must be unity and hence
β(W¯F + W¯R) = σ2 (3.63)
Then, it immediately follows that
∆A =
β(W¯2F − W¯2R)
2σ2
=
β(W¯2F − W¯2R)
2β(W¯F + W¯R) =
(W¯F − W¯R)(W¯F + W¯R)
2(W¯F + W¯R)
=
(W¯F − W¯R)
2
,
(3.64)
i.e, ∆A can be evaluated from first order moments of the work and therefore
ought to converge faster than the cumulant expansion in Eq. ??. The second
order cumulant expansion additionally depends on the second moment of the
work, which is subject to a larger sampling error than the first order moment
(Fig. 3.1).
Substituting the above expression for ∆A into the definition of the dis-
sipative work W¯dF/dR ≡ W¯F/R ∓∆A yield the following relation
W¯d ≡ W¯dF = W¯dR = (W¯F + W¯R)2 (3.65)
and hence the mean dissipative work can be estimated from first order mo-
ments alone, as well.
3.5.2 PMF Reconstruction Using the Hummer-Szabo Method
It is important to notice that a direct application of the Jarzynski equality
or the FR method to a biased system gives the exact free energy change
A (λτ )−A (λ0) for the biased system, while only an approximate free energy
change A(λτ ) − A(λ0) for the unbiased system is obtained. Contrary, the
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Hummer-Szabo Method presented below gives the exact value for A(R) for
the unbiased system.
Hummer and Szabo originally developed the method for reconstruct-
ing PMFs from experimental data obtained by micromanipulation of single
molecules, e.g., AFM and laser tweezer experiments. The method is based
on an equation which can be derived from the first line of Eq. 3.32, which
for the biased system reads〈
δ[Γ′ − Γτ ]e−βW(Γ)
〉
F
=
e−βH (Γ′;λτ )∫
dΓ e−βH (Γ;λ0)
= e−β[H (Γ
′;λτ )−A (λ0)]. (3.66)
In the original derivation δ-functions was introduced into this equation in a
rather arbitrary way [146, 147]. Instead, by going one step back and start
from the result obtained in Eq. 3.31 seems more rigorous. The result in
Eq. 3.31 was obtained by inserting F(Γ) = Fˆ(Γˆ) = f(Γτ ) = δ[Γ′ − Γτ ] into
Crooks theorem, but we might as well had inserted δ[R − r(qτ )] instead.
With that choice Eq. 3.31 for the biased system reads〈
δ[R− r(qτ )]e−βW(Γ)
〉
F
=
∫
dΓ δ[R− r(q)]e−βH (Γ;λτ )∫
dΓ e−βH (Γ;λ0)
=
Q
Q
·
∫
dΓ δ[R− r(q)]e−β[H(Γ)+V (r(q);λτ )]∫
dΓ e−βH (Γ;λ0)
=
Q〈δ[R− r(q)]e−βV (r(q);λτ )〉eq, ub∫
dΓ e−βH (Γ;λ0)
=
QQ−1
∫
dR′ e−βA(R′)δ[R−R′]e−βV (R′;λτ )∫
dΓ e−βH (Γ;λ0)
=
e−βA(R)e−βV (R;λτ )∫
dΓ e−βH (Γ;λ0)
(3.67)
In the second line the partition function Q =
∫
dΓ e−βH(Γ) of the unbiased
(ub) ensemble is introduced, whereby an unbiased equilibrium ensemble aver-
age is obtained in the third line. Utilizing the expression derived in Eq. 3.47
gives the fourth line, which then may be integrated with respect to R′ to
give the final result. Upon rearrangement it follows that
A(R) = −β−1ln
[〈
δ[R− r(qτ )]e−βW(Γ)
〉
F
eβV (R;λτ )
]
− β−1ln
∫
dΓe−βH (Γ;λ0)
= −β−1ln
〈
δ[R− r(qτ )]e−β
(
W(Γ)−V (R;λτ )
)〉
F
+A (λ0)
= −β−1ln
〈
δ[R− r(qτ )]e−βW (Γ;λτ )
〉
F
+A (λ0),
(3.68)
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where
W (Γ;λτ ) =W(Γ)− V (R;λτ ).
From the above equation the entire PMF A(R) can be obtained explicitly
to within a constant A (λ0). The δ-function assures that for each value of
R, only the subset of trajectories where r(qτ ) = R is used to calculate the
average of the “work” W (Γ;λτ ). W (Γ;λτ ) is the external work W(Γ) per-
formed up to time τ subtracted the instantaneous biasing potential V (R;λτ )
at time τ . A direct application of Eq. 3.68 requires infinitely many trajecto-
ries, since the reaction coordinate R is a continues variable and additionally
has to be sampled several times for each value of R. Therefore, for any prac-
tical application one has to coarse grain the reaction coordinate by dividing
it into intervals of a finite width ∆r. Let Ri be a discrete value denoting
the midpoint of the ith interval, and assume that the r(qt) values of the
subset of trajectories which fall within Ri ±∆r/2 are uniformly distributed
within this interval, then the δ-function can be approximated by the Boxcar
function
δ[R− r(qt)] ≈ B∆r(Ri − ∆r2 , Ri + ∆r2 )
≈ ∆r−1[H(R−Ri + ∆r2 )−H(R−Ri − ∆r2 )].
(3.69)
The Boxcar function B∆r is a sum of two Heaviside’s stepfunctions H with
“steps” located at R = Ri−∆r2 and R = Ri+∆r2 , respectively [148]. Inserting
this into Eq. 3.68, and disregarding the additive constant, yields that
A(R)Ri ≈ −β−1ln
〈
B∆r(Ri − ∆r2 , Ri + ∆r2 )e−βW (Γ;λt)
〉
F
≈ β−1lnB∆r(Ri − ∆r2 , Ri + ∆r2 )− β−1ln
〈
e−βW (Γ;λt)
〉
F,Ri±∆r/2
(3.70)
The two subscripts indicate that the equation only is valid for R values close
to Ri and that the average of e−βW (Γ;λt) is over all paths at time τ for which
r(qt) lies within Ri ± ∆r/2. The equation is only defined in the interval
R ∈]Ri − ∆r2 , Ri + ∆r2 [, where the Boxcar function is unity and hence the
first term on the right hand side of Eq. 3.70 vanishes. Outside the interval
the Boxcar function is identically zero and the first term leads to infinitely
large energies. Obtaining a PMF from the above equation prerequisites that
intervals along the entire reaction coordinate R are sampled at time τ , which
requires many trajectories. In practice r(qτ ) will most likely only sample
a part of the reaction coordinate. However, since W(Γ) can be calculated
for any intermediate time t ∈ [0; τ ], it might be possible to sample the
entire reaction coordinate by combining the results at different times. In
analogy to the umbrella sampling method, a weighted histogram analysis
can be used to combine histograms collected at different times, wherefore the
method can be regarded as a dynamic generalization of umbrella sampling
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[146, 147]. Such an approach still requires many trajectories to obtain a
satisfying population of the histograms.
Conveniently, it has been shown that the PMF can be reconstructed
from substantially fewer trajectories if a sufficiently large force constant k
has been used in the harmonic guiding potential. The important effect of
using a relatively stiff spring is that r(qt) closely follows λ(t) = λt and
hence the fluctuations in r(qt) among trajectories at a given time t is small
(Fig. 3.3A). This allows one to use all trajectories at time t to estimate the
PMF A(R) around λt. Additionally, the reconstruction process becomes
more simple since the results at different times shall not be combined. Two
different approaches to reconstruct the PMF this way have been advised by
Hummer and Szabo [147] and Jensen et al. [116]. Differences and similarities
between the two approaches will become evident in the following.
For a sufficiently large k one may assume that the positions are Gaussian
distributed around a mean position 〈rt〉 with variance σ2rt = 〈r2t 〉 − 〈rt〉2.
Thus, the δ-function should be approximated by a Gaussian distribution
function
δ[R− r(qt)] ≈ (2piσ2t )−1/2e−(R−〈rt〉)
2(2σ2rt )
−1
, (3.71)
rather than a uniform distribution (Boxcar) function as above (Fig. 3.3A).
Disregarding the additive constant Eq. 3.68 then becomes
A(R)λt ≈ −β−1ln
〈
(2piσ2rt)
−1/2e−(R−〈rt〉)
2(2σ2rt )
−1
e−βW (Γ;λt)
〉
F
≈ β−1 (R− 〈rt〉)
2
2σ2rt
+ β−1ln(2piσ2t )
1/2 − β−1ln
〈
e−βW (Γ;λt)
〉
F
(3.72)
where the average of e−βW (Γ;λt) is over all paths at time t. In contrast
to the Boxcar approximation, A(R) is defined for all R, though it is only
valid for R values close to λt, as indicated by the subscript. If we just
seek to estimate the value of A(R) for R = 〈rt〉 and assume that σt is time
independent, whereby it just becomes an additive constant to A(R), then
Eq. 3.72 reduces to
A(〈rt〉)λt ≈ −β−1ln
〈
e−βW (Γ;λt)
〉
F
(3.73)
It is noted that this result resembles that in Eq. 3.70, where a uniform
distribution was assumed. In the limit of an infinitely large force constant k
then 〈rt〉 → λt and thereby V (〈rt〉, λt) = 0. Then the right hand side equals
A (λt) and hence the stiff spring approximation in Eq. 3.53 is recovered.
The differences between the two different approaches of Hummer and
Szabo and Jensen et al. lie in the choice of 〈rt〉 and whether Eq. 3.72 or
Eq. 3.73 is utilized. Hummer and Szabo utilize Eq. 3.72 and choose
〈rt〉 = 〈r(qt)〉eq, b = 〈r(qt)e
−βW (Γ;λt)〉F
〈e−βW (Γ;λt)〉F
=
〈r(qt)e−βWd(Γ)〉F
〈e−βWd(Γ)〉F
(3.74)
40 3. FREE ENERGY CALCULATIONS
λ(t)
t
R
r (q  )τ
r (q  )τ
r (q  )τ
τ
λ
 <r > {Δr > σ
λ(t)
R
t(1)
{Δr {
Δt
t(2) {
Δt
{Δr
t
τ
1
3
2
r (2)2
r (2)1
r (2)3
r (3)1
r (3)3
r (3)2
τ
t(3) {
Δt
{Δr
r (1)1
r (1)3
r (1)2
A B
 <r(1)>
 <r(2)>
 <r(3)>
r (q )t
r (q )t
r (q )t
1
3
2
run.av.
run.av.
run.av.
τ
Figure 3.3: δ-function approximations and time averaging. (A) For a relatively
large force constant k trajectories follow closely the reference position λ(t), but are sub-
ject to thermal fluctuations (light-gray). At the sharp time τ the values of the reaction
coordinate ri(qτ ) encountered in trajectories i = 1, 2, 3 (green, blue, red) are Gaussian
distributed with mean value 〈rτ 〉 and variance σ2τ . Note, that the Gaussian distribution
might be displaced with respect to λτ . The reaction coordinate R can be coarse grained in
intervals of size ∆r chosen larger than the size of the thermal fluctuations. (B) Thermal
fluctuations can be filtered out (see 3.5.3), for example by applying a running average
to the time series ri(qt) the average ri(qτ )run.av (light-colored) is obtained. At average
time t(j) in the jth time window, the time averaged reaction coordinate values ri(j) are
Gaussian distributed with mean value 〈r(j)〉 and a variance inversely proportional to the
width of the running average (see Eq. 3.82), which is smaller than that in A.
which is the equilibrium (eq) average position in the biased2 (b) system at
time t [147]. Jensen et al. utilize Eq. 3.73 and choose
〈rt〉 = 〈r(qt)〉neq, b = 〈r(qt)〉F (3.75)
which is the nonequilibrium (neq) average position in the biased system
at time t. This 〈rt〉 is easier to calculate, since no “unbiasing” procedure
needs to be applied, but instead is obtained as a simple average over the
nonequilibrium trajectories. As in Eq. 3.37 the convergence of the exponen-
tial averages in Eq. 3.72 and Eq. 3.73 can be improved by using a second
order cumulant expansion when only few trajectories are at hand.
3.5.3 Implementation
To reconstruct the PMF associated with translocation of NH3/NH+4 across
AmtB, we have chosen to use the Hummer-Szabo method by applying the
2Note, the analogy to Eq. 3.22 (umbrella sampling), where the weighting factor
w(qt) = e
+βWd(Γ), in this case is a function of the dissipative work. Here, the “unbi-
asing” procedure relates nonequilibrium to equilibrium properties of the biased system,
which is different from the equilibrium umbrella sampling, where the unbiasing proce-
dure relates equilibrium properties of the biased system to equilibrium properties of the
unbiased system.
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approximation advised by Jensen et al. [116] to the results of SMD simu-
lations. Each MD trajectory provides a practically continuous time series
of the reaction coordinate r(qt) as visualized in Fig. 3.3A, and of the ap-
plied force f(t). From the latter a continues time series of the external work
W(t) is readily obtained from Eq. 3.58. Essentially, the approximation in
Eq. 3.73 tells us that A(R) at R = 〈rτ 〉 can be obtained by averaging over all
paths at time τ . However, it is demanded that r(qt) of all trajectories fall
within an interval of size ∆r and following this interval should be chosen
larger than the thermal fluctuations of r(qt) (Fig. 3.3A). For a relatively
large force constant k the size of the thermal fluctuations is governed by the
harmonic biasing potential. Thus, having chosen either k or ∆r will restrain
the choice of the other parameter. In the following we will consider that ∆r
has been chosen.
How to Choose the Force Constant k
For a given reference position λt the probability of encountering a value R
of the reaction coordinate, when using a relatively large force constant, is
proportional to the Boltzmann factor
P (R− λt) ∝ e−β k2 (R−λt)2 (3.76)
which essentially is a Gaussian distribution
P (R− λt) ∝ 1√
2piσ2R
e
− (R−λt)2
2σ2
R (3.77)
where σR = (βk)−1/2 is the order of the thermal fluctuations in the reaction
coordinate, while the order of the corresponding force fluctuations are σf =
kσR = (k/β)1/2 [149]. Since it is demanded that ∆r > σ = (βk)−1/2, the
following requirement to k can be established
k >
1
β(∆r)2
(3.78)
Another reasonable requirement for k is that it should at least allow the
reconstruction of the largest barrier Ea = Emax−Emin in the PMF whenever
Emin and Emax are separated by a distance larger than the chosen resolution.
Demanding that 12k(∆r)
2 > Ea ensures that the global minimum of the
biased PMF is always located within λt ± ∆r, which leads to the second
requirement
k >
2Ea
(∆r)2
(3.79)
for the choice of k [145]. Ea might be known in advance, e.g., from experi-
ments.
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Time Averaging
There is no point in reconstructing the PMF with a spatial resolution ∆r
higher than the size of the thermal fluctuations. If the reference position
λt changes linearly in time with a constant velocity v, then a time window
of size ∆t = ∆rv has to pass before λt has incremented by ∆r (Fig. 3.3A–
B). Hence, ∆t gives the spacing between successive time points tj and tj+1
where Eq. 3.73 should be applied.
However, a finer spatial resolution ∆r′ < ∆r can be obtained by filtering
out the thermal fluctuations in the time series through some time averaging
procedure before averaging over trajectories. Assume that for the ith tra-
jectory Xi,t = ri(qt) is a stochastic variable, which at the sharp time t is
Gaussian distributed with time dependent mean µt ≈ λ0+vt and time inde-
pendent variance σ2 = σ2t . We may write Xi,t = ri(qt)− vt+ vt = Yi,t + vt,
where the stochastic variable Yi,t = ri(qt)− vt is Gaussian distributed with
both time independent mean µ ≈ λ0 and variance σ2. The time averaged
value of Xi,t over the jth time window of width ∆t′ is given by
Xi(j) =
1
∆t′
∫ tj+∆t′2
tj−∆t′2
dt Xi,t
= Y i(j) + vt(j)
(3.80)
where Y i(j) and t(j) are defined the same way as Xi(j). Anticipating that
Y i(j) and vt(j) are stochastic independent the variance of the Xi(j) values
obtained for different realizations (trajectories) can be split into two terms
V (X(j)) = V (Y (j)) + V (vt(j)) (3.81)
Since t(j) does not vary between trajectories V (vt(j)) = 0. From statistics
it is known that
V (X(j)) = V (Y (j)) =
σ2
n
∝ σ
2
∆t′
(3.82)
where n is the number of time points included in the average [150]. The
above n dependence only apply when the Yi,t values at different time points
are stochastically independent, which cannot be expected if values for each
integration time step in the ith trajectory is used. However, this can be
overcome by using time points separated by a sufficient number of integra-
tion time steps, and following it results that the variance of Xi(j) will be
inversely proportional to the width of the time window. Thus, the effect
of performing a time average for each trajectory is that the variance of the
time averaged values is smaller than the variance of the sharp time values
(Fig. 3.3A–B). This allows a spatial resolution ∆r′ which is finer than ∆r.
Following the approach of Jensen et al. a linear filter is applied to filter out
the thermal fluctuations. In principle, a running average of width ∆t′ could
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be applied, however, since we only need one value within each subsequent
non-overlapping time window, an average over each time window is suffi-
cient. Now, ∆t′ should be chosen such that it encompasses several periods
of the fluctuation. The period τ of the harmonic potential is given by
τ =
2pi√
k/m
(3.83)
where m is the mass attached to the spring. If ∆t′ is chosen too short, i.e.,
∆t′ < τ then the variances on X will be of the same size as the thermal
fluctuations σ2.
Time averaged values3 of ri(qt), Wi(t), and λt, can be calculated from
Eq. 3.80. It may be chosen to assign the resulting values ri(j), W i(j), and
λ(j) = λ0 + vt(j) to the time point t(j) . In terms of time averaged values
Eq. 3.68 then reads
A(R) = −β−1ln
〈
δ[R− ri(j))]e−βW i(j)
〉
F
+A (λ0) (3.84)
where
W i(j) ≡ W i(j)− V (j) , V (j) = V (R;λ(j)).
and the time averaged version of Eq. 3.73 then becomes
A(〈r(j)〉)λ(j) ≈ −β−1ln
〈
e−βW i(j)
〉
F
, (3.85)
It should be noted that there is a choice in how to introduce the time av-
erages. For example, one might as well have set V (j) = V (R;λt). The two
choices are related as V (R;λt) = V (R;λ(j)) − σ2λt . When only considering
that λt changes linearly with time, then the variance of λt will have the
same value for each time window. In that case, it effectively just becomes
an additive constant to A(R), and the two choices are therefore equivalent.
3Essentially, the time averaged values correspond to data points that would be mea-
sured in an experiment, where the measuring apparatus probe the system in time intervals
of size ∆t′.
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Chapter 4
Classical MD Simulation of
AmtB
Adapted from [75]: Ammonium Recruitment and Ammonia Transport by E.coli
Ammonia Channel AmtB. Nygaard, T. P., C. Rovira, G. H. Peters, and M.
Ø. Jensen. Biophysical Journal (2006) 91:4401–4412.
4.1 Introduction
Ammonia/ammonium (Amm) is an essential growth factor in bacteria, yeasts,
plants, and fungi, while it is toxic to mammalian cells. Proteins belonging to
the Amm transporter family have been identified in a wide range of organ-
isms; Amm transporter (Amt) proteins in bacteria and plants, (methyl-)-
ammonia/ammonium permeases in yeasts, and Rhesus blood group proteins
in animals [8, 9]. Certain Amt proteins, are in addition, capable of trans-
porting methylammonia/-ammonium (MeAmm) [3, 6, 29, 39, 40], while
some Rhesus proteins also can transport CO2 [41].
The first Amt protein for which high resolution crystallographic struc-
tures have been solved is Escherichia coli Amm transporter B (AmtB)
[17, 18]. In one study, three sequentially identical mutated structures were
reported [17]. We refer to these as the Khademi structures. A second study
reported two wild type (wt) structures [18]. We refer to these as the Zheng
structures.
As shown in Fig. 4.1A three identical AmtB monomers form a trimer [17,
18, 70, 71]. The AmtB monomer has 11 transmembrane-spanning α-helices
(TM1–TM11) arranged in a right-handed bundle (Fig. 4.1A). Depressions
in both the periplasmic and the cytoplasmic surfaces (vestibules) lead into a
hydrophobic pore lined by Histidines H168 and H318 (Figs. 4.1B and 4.4A),
which, by sharing a H-atom between their imidazole rings, are mutually
fixed [17, 18]. Aromatic residues F103, F107, and W148, together with
the hydrogen acceptor S219:Oγ , have been suggested to define a substrate
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Figure 4.1: The simulated system. (A) Snapshot of sim-III (see Table 4.1) showing
side and top views of the AmtB trimer with monomers colored red, blue, and gray/black,
respectively. Lipid headgroups and hydrophobic tails are colored green and cyan, re-
spectively. Water is depicted in transparent surface representation, and Amm molecules
appear in blue and white vdW representation. The quasi twofold symmetry-related he-
lices of one of the monomers are colored gray and black. The physiological direction of
Amm transport in E.coli is indicated. (B) Enlargement of key residues of the substrate
binding site; F68, H100, Q104, F107, W148, D160, A162-G163, and S219, and of the
pore lumen; F31, H168, F215, and H318 (note the helix-stabilizing function of D160).
The corresponding simulation snapshot of NH3 and NH
+
4 is depicted as transparent vdW
spheres. Solid spheres represent selected water molecules, Amm, or MeAmm molecules in
the crystal structures of AmtB as tabulated, and their positions are numbered Am1–Am8
(an extension of the numbering scheme used by Khademi et al. [17]). Substrates of the
Khademi structures are colored black (1U7G) and gray (1U7C) [17], while those of the
Zheng structures are colored green (1XQE) and brown (1XQF) [18]. The positions of
water in the third reported Khademi structure (1U77) match closely those found in 1U7C
and 1U7G, and were not included in the representation. (C ) Key configurational devia-
tions of the substrate binding site. The Zheng down-configurations of Q104 and F68 (thin
licorice) are depicted along with the corresponding Khademi up-configuration of Q104.
The S68 residue in the Khademi structures is not shown, instead the F68 up-configuration
adopted in the starting structures for our initial simulations is depicted (see Table 4.1).
(D) Assigned protonation states of H168, H318, and Amm adopted in our simulations.
For sim-I the δ- and -nitrogens of H168 and H318 are labeled. The differently placed
protons are colored orange. The snapshots are of energy-minimized systems from which
our simulations were started. For easing visual comprehension, figures showing explicit
residues in the protein structure are all viewed from the same angle as chosen for Fig. 4.1B.
Exceptions are Fig. 4.1C and Fig. 4.3, B and C, which are rotated around the z axis.
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binding site for NH+4 /MeNH
+
3 at the periplasmic pore entrance [17, 18, 73].
The Khademi structure [Protein DataBank (PDB) entry No. 1U7G] is
so far the only x-ray structure where Amm molecules are proposed to occupy
the channel, i.e., one extraluminal NH+4 and three intraluminal gaseous NH3
[17]. This is in accordance with experimental AmtB data, which consistently
indicate-gradient driven NH3 uniport, i.e., diffusion or passive transport
[17, 29, 34]. However, controversy about which Amm species are recognized
by AmtB prevails. The most common view is NH+4 recognition [17, 18, 34],
but NH3 recognition has also been proposed [29].
Noteworthy is that the NH3 diffusion across AmtB is similar to that
across bilayers. This questions the biological significance of AmtB albeit
enhanced recruitment of Amm, i.e., NH+4 , could be one justification. Amm
transport mechanisms based on E.coli AmtB have been proposed [17, 18].
However, the detailed mechanism of NH+4 recruitment and NH3 conduc-
tion, and their relationships to the structure of AmtB are unknown at the
molecular level [18]. To gain such insight, we conducted classical mechanical
molecular dynamics (MD) simulations of AmtB.
4.2 Materials and Methods
This section provides information about the simulation setup, chosen pa-
rameters, simulation details and pKa calculations.
4.2.1 System Setup
The crystal structure of monomeric AmtB with the mutations F68S, S126P,
and K255L, and all Methionines replaced by Selenomethionine (Mse) was
obtained from the PDB as No. 1U7G [17]. We chose this crystal struc-
ture because Amm presumably occupies the substrate binding site and the
channel lumen and because the two Zheng structures lacks coordinates for
residues in loops connecting helix TM5 to TM6 and TM9 to TM10 [18].
Double side-chain coordinates (A and B) existed for residues Mse{200,328},
I15, S{43,155,335,358}, V{60,281,308}, L{88,259}, T203 and C326 [17]. We
used the A-coordinates. All introduced mutations were backmutated to the
appropriate wt residues. Due to the F68S mutation in the Khademi struc-
tures, Q104 takes a different configuration (up) than in the Zheng structures
(down) as shown in Fig. 4.1C. All other residues defining the substrate bind-
ing site are identically positioned in all five E.coli AmtB crystal structures
[17, 18]. For sim-{I–V} we adopted the up-configuration of Q104 from the
Khademi structure 1U7G, which differs from the Zheng down-configuration
by a rotation of the Cα-Cβ-Cγ-Cδ dihedral. Due to steric hindrance of Q104
we placed the backmutated F68 side chain in an up-configuration above the
neighboring H100 imidazole ring (Fig. 4.1C).
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Conventional (pH=7) protonation states were chosen for all Aspartic
and Glutamic acids and for Lysine residues. Based on visual inspection, N
protonation was chosen for all Histidine residues except for luminal H168
and H318. These two adjacent Histidines are positioned such that a proton
is shared between their Nδ atoms. For classical mechanical MD simulations
in explicit water the proton has to be permanently assigned to one of the two
Histidines. We assigned protons to these Histidines in three different ways
as shown in Fig. 4.1D (see also Table 4.1). For the charged state in sim-I, we
determined to which Nδ atom of H168 and H318 the shared proton is most
likely bound by estimating their pKa values (see pKa Calculations). Since
protonation of H318:Nδ is favored over protonation of H168:Nδ, H318:Nδ
was protonated in sim-I.
Hydrogen atoms were added to the monomer and crystal waters using
PSFGEN distributed with NAMD [151]. The trimeric structure of AmtB
was generated with VMD [152] using the transformation matrices provided
in the PDB file. The symmetry related atoms 549, 678 and 767, all being
oxygen atoms of water molecules, were not included in the transformation,
but were added after the trimer was constructed. Cysteines C109 and C56
are close enough to form a disulfide bond, but the electron density map [17]
does not show evidence of such a bond and it was therefore not introduced.
For the lipid membrane, POPE lipids (16:0/18:1c9) were used. This lipid
resembles well the PE rich E.coli membrane [153]. In accordance with the
experimental value for lamellar phase [154], a bilayer with 40 A˚ vertical sep-
aration between phosphorous headgroup atoms was constructed from 1920
cis-POPE lipids arranged in a regular hexagonal lattice with a lattice vector
of 8.3 A˚. The membrane plane was chosen parallel to the xy-plane. When
positioning AmtB into the membrane, lipids overlaying or within 2 A˚ of the
AmtB trimer (including crystal water) were deleted. An identical number of
lipids were retained in the upper and lower leaflet. Crystal waters within the
hydrophobic part of the bilayer (-15 A˚ ≤ z or z ≥ 15 A˚) but outside the pro-
tein interior were removed. SOLVATE [155] was subsequently used to add
an ellipsoidal solvation shell around the membrane and the solvent-exposed
parts of AmtB.
Given the trimeric structure of AmtB it is feasible to use a hexagonal
simulation cell. A hexagonal periodic box was cut out in the x, y plane
from the above system, while ensuring a minimum distance of 30 A˚ between
the protein complex and the edges of the hexagonal box. The resulting
hexagonal basis vectors (in A˚) were v1=(141.1, 0.0, 0.0), v2=(70.6, 122.2,
0.0), and v3=(0.0, 0.0, 84.0). The corresponding dimensions of the AmtB
trimer were 73.6 A˚ in the v1 and v2 directions, and 66.9 A˚ in the v3 direc-
tion. An appropriate number of water molecules were replaced by chloride
counterions to bring the system to overall neutrality. The final system for
sim-I consisted of an AmtB trimer (17.106 atoms), 9 NH3 molecules (36
atoms), 3 NH+4 ions (15 atoms), 400 POPE lipids (50.000 atoms), 25.029
4.2. MATERIALS AND METHODS 49
water molecules (75.087 atoms), and 12 Cl− ions (12 atoms), adding up to
a total system size of 142.256 atoms. When changing the protonation states
of H168, H318, and NH3 molecules (to NH+4 ), the number of counterions
were adjusted accordingly.
4.2.2 Parameters
We used the CHARMM 27 parameter set [156]. The CHARMM neu-
tral aliphatic amines parameters [157] were used for NH3 molecules. No
CHARMM parameters are available for NH+4 ions, but identical Lennard-
Jones parameters are used for all nitrogen atom types in the CHARMM 27
parameter set, albeit different from those developed for NH3 [157]. To be
consistent with the existing force field, we decided to use the CHARMM 27
parameters of the ammonium nitrogen. Bond and bond-angle parameters
were chosen to be the same as for the -NH+3 moiety of Lysine. For partial
charges of NH+4 , OPLS charges are available [158]. OPLS charges are as
CHARMM charges optimized to reproduce experimental data. OPLS and
CHARMM partial charges of -NH+3 in Lysine are nearly identical [156, 158].
Therefore we found it appropriate to use the OPLS partial charges for NH+4 .
4.2.3 Simulation Details
Molecular dynamics simulations were conducted using NAMD [151]. Tem-
perature and pressure were controlled by a Langevin thermostat and baro-
stat, respectively. The integration time step was 1 fs and coordinates were
saved every 0.5 ps. Electrostatic interactions were treated using the particle-
mesh Ewald method, with a grid spacing <1.0 A˚, using a multiple timestep-
ping scheme. The van der Waals interactions were cutoff at 12 A˚ using a
switching function starting at 10 A˚. Full periodic boundary conditions were
imposed.
Initially, the systems were minimized while keeping protein, Amm and
crystal water fixed. An additional minimization without fixation was sub-
sequently performed. The systems were then equilibrated for 250 ps while
fixing the above-mentioned parts. After equilibration, the systems were
again minimized without fixation. MD simulations without fixation were
then performed for at least 2 ns at T=310 K and P=1 atm (NPT ensem-
ble).
4.2.4 pKa Calculations
When appropriate we carried out electrostatic pKa calculations to estimate
the pKa shifts (∆pKa) of H168 and H318 in order to determine their pre-
ferred protonation states. In the calculations we included all protein and
Amm partial charges. The partial charges were taken from CHARMM 27
and OPLS, respectively. Following the approach of Faraldo-Gomez and
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Roux [159] we used a water probe of radius 1.4 A˚ to determine the pro-
tein solvent-accessible surface representing the dielectric boundary to the
surrounding water and membrane. These were treated implicitly by means
of dielectric constants of 800 and 20, respectively. The membrane was
represented by a 40 A˚ thick slab centered at the geometrical center of the
monomer. Due to overlap between the membrane slap and the two water
filled vestibules leading into channel lumen, these were explicitly assigned a
dielectric constant of 800. In all calculations we used a cubic grid with 1 A˚
grid spacing and with x, y, and z dimensions being at least twice the AmtB
monomer dimensions. This ensured that an applied focusing procedure
(same calculation, but with half the grid spacing, and boundary conditions
given from the unfocused calculation) encapsulated the entire monomer.
Before the calculations, any grid points not assigned above were assigned
a dielectric constant of 800. The electrostatic potential was obtained by
solving the Poisson-Boltzmann equation implemented in CHARMM [107].
From this ∆pKa values were derived.
For the intraluminal protonation state of sim-I, we had to determine to
which Nδ atom of H168 and H318 in the starting structure the shared proton
is most likely bound. For that purpose both Histidines were initially proto-
nated at the N position. pKa shifts were then calculated for protonation
at each Nδ and with different dielectric constants assigned to the protein
(p ={2,4,6,8}0). In all cases the largest pKa shift was obtained for proto-
nation of H318:Nδ (∆pKa ={6.7,2.7,1.5,1.0}), leading to relative pKa shifts
[∆pKa(H318:Nδ)/∆pKa(H168:Nδ)] in the range 2.4-3.8.
To identify the preferred neutral protonation state of H168 and H318, we
calculated ensemble-averaged 〈∆pKa(H168:N)〉 and 〈∆pKa(H318:N)〉 val-
ues for sim-I, sim-IIwtnoAmm, and sim-III
wt
noAmm. In none of the calculations did
we include water explicitly. Thereby, ∆pKa values for a channel devoid of
any substrate was obtained for sim-IIwtnoAmm and sim-III
wt
noAmm. For all sim-
ulations in consideration 〈∆pKa(H168:N)〉 and 〈∆pKa(H318:N)〉 were cal-
culated by changing the given intraluminal protonation state to that of sim-
III and sim-II, respectively, and subsequently protonating either H168:N or
H318:N. For these calculations a dielectric constant of p = 20 was as-
signed to the protein. When no Amm is present in the lumen (sim-IIwtnoAmm,
sim-IIIwtnoAmm) 〈∆pKa(H168:N)〉 is relatively larger than 〈∆pKa(H318:N)〉,
due to a stabilization of H168:NH by T273:Oγ . This is compensated when
intraluminal Amm is present (sim-I), which then yields 〈∆pKa(H318:N)〉
larger than 〈∆pKa(H168:N)〉.
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4.3 Results and Discussion
In our simulations we initially considered five different intraluminal proto-
nation states as shown in Fig. 4.1D and as summarized in Table 4.1. We
use the term ’intraluminal protonation state’ for the combined protonation
states of H168, H318, and intraluminal Amm. We correspondingly refer to
these simulations as sim-I, sim-II, sim-III, sim-IV, and sim-V, or sim-{I–V}.
In all five simulations one NH+4 is positioned extraluminally at the substrate
binding site. In sim-I a positive charge is localized at H318. The simulations
sim-II and sim-III are both of neutral tautomeric H168 and H318 protona-
tion states. The simulations sim-IV and sim-V correspond to sim-II and
sim-III but with one intraluminal NH3 substituted by NH+4 . We also con-
ducted simulations of intraluminal protonation states identical to sim-II and
sim-III, but with changes in the protein structure at the periplasmic NH+4
binding site (superscript wt), with protonated H100 (subscript H100+), and
with the channel devoid of Amm (subscript noAmm).
In the following we discuss 1 ) recruitment and binding of NH+4 to the
substrate binding site, 2 ) NH+4 transfer from the substrate binding site to
pore lumen, 3 ) intraluminal Amm dynamics, 4 ) Amm exit to cytoplasm,
and 5 ) channel hydration. Finally we propose a plausible mechanism inte-
grating NH+4 recruitment and translocation to pore lumen, and the backward
relay of the intraluminally recruited proton to the periplasm leading to net
transport of NH3 only.
Simulation
Lumen Substrate Substrate binding site Amm Length
[H168:N H318:N] [Am1 Am2 Am3 Am4] [F68 Q104 H100:N] constrained (ns)
sim-I H H (+) NH+4 NH3 NH3 NH3 up up H no 2.2
sim-II H NH+4 NH3 NH3 NH3 up up H no 1.9
sim-III H NH+4 NH3 NH3 NH3 up up H no 3.0
sim-IV H NH+4 NH3 NH3 NH
+
4 up up H no 2.0
sim-V H NH+4 NH
+
4 NH3 NH3 up up H no 1.9
sim-IIIwtfix H NH
+
4 NH3 NH3 NH3 down down H yes 2.0
sim-IIIwt H NH+4 NH3 NH3 NH3 down down H no
∗ 4.0
sim-IIIwt
H100+
H NH+4 NH3 NH3 NH3 down down H (+) no
∗ 4.0
sim-IIwtnoAmm H - - - - down down H - 10.0
sim-IIIwtnoAmm H - - - - down down H - 10.0
Table 4.1: Summary of the simulations. The lumen, substrate, and substrate binding
site configuration of each simulation and applied constraints and simulation lengths. H
indicates N-protonation of Histidines H100, H168, and H318, while blank (no H) indicates
Nδ-protonation. The +-symbol indicates positively charged Histidines with both imidazole
nitrogens protonated. Am1–Am4 are substrate locations in the Khademi structure 1U7G
[17]. The terms “up” and “down” denote distorted and wt configurations, respectively, of
the substrate binding site residues F68 and Q104 (see text). “Constrained” implies that
Amm molecules are fixed at the substrate locations in the x-ray structure.
∗Restarted from sim-IIIwtfix with Amm released.
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Figure 4.2: Trajectories. Amm z-coordinates as function of time for simulations sim-
{I–V}. (Black) NH+4 initially at the Am1 position. (Blue) NH3/NH+4 initially at the Am2
position. (Green) NH3 initially at the Am3 position. (Red) NH3/NH
+
4 initially at the
Am4 position. M1, M2, and M3 refer to the individual monomers in the AmtB trimer.
The Am1–Am4 positions are indicated by dashed lines. The strongest correlation between
Amm molecules is observed between NH+4 and NH3, e.g., red and green curves in sim-
IV, and blue and green/red curves in sim-V. Occasionally, some correlation is observed
between the two NH3 closest to the periplasm. These may however also interchange
positions; see, e.g., blue and green curves of monomer M3 in sim-II and sim-III.
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4.3.1 Interactions at the Substrate Binding Site
Trajectories (z-coordinates) of the extraluminal NH+4 and of the three in-
traluminal Amm are shown for sim-{I–V} in Fig. 4.2. Surprisingly, the
NH+4 ion initially located at the Am1 position and partially coordinated
to water was generally found to leave this position. To elucidate if this
observation was biased by our starting conditions, we initially constrained
NH+4 to the Am1 position for 2 ns, which, however, led to the same re-
sult (sim-IIIwtfix, Table 4.1, data not shown). The escape of NH
+
4 from the
substrate binding site could be due to shortcomings of the used force field,
i.e., a possible poor description of cation-pi interactions between NH+4 and
aromatic residues at the substrate binding site [160]. These are only im-
plicitly accounted for by the nonbonded interaction terms in the CHARMM
energy function. Cation-pi interactions can be treated explicitly by using
polarizable force fields or ab initio methods. We have conducted ab initio
calculations of the substrate binding site based on structures generated from
ab initio MD (Carr-Parrinello MD) simulations of AmtB. Our results indi-
cate that cation-pi interactions are not the main contribution to the binding
of NH+4 (data not shown here, see Chapter 6). Thus, we do not think that
the easy escape of NH+4 should be assigned as a shortcoming of the force
field, rather it should be interpreted as an effect of the substrate binding site
being a low-affinity cation binding site. When close to the Am1 position,
we observe that NH+4 is involved in one or more prominent hydrogen bond
(H-bond) interactions with F161:O, A162:O, W148:N, D160:Oδ, D160:O,
S219:O, and S219:Oγ , as shown in the histogram of NH+4 -protein interactions
in Fig. 4.3A. These interactions reflect NH+4 -protein interactions at positions
slightly displaced from the Am1 position as shown in Fig. 4.3B. Most inter-
esting is the interaction with A162:O, which we will refer to as A162:C=O
or as A162-G163 when referring to the entire peptide bond. In the crys-
tal structures A162:C=O points in-between the pi-stacking side chains of
F107 and F215 (Fig. 4.3C, inset). In our simulations A162:C=O reorients
to point either into the substrate binding site (up) or into the pore lumen
(down) (Fig. 4.3C). The role of A162-G163 is further discussed below. Also
interesting is the interaction between NH+4 and D160. Upon rotation of the
carboxylate group, D160 becomes a hydrogen acceptor to NH+4 (Fig. 4.3B),
while it still retains one of its two H-bonds that fix the irregular helical struc-
ture at the periplasmic constriction region (Fig. 4.1B). The mutation D160A
inactivates AmtB, suggesting that D160 is involved in Amm binding and/or
transport [59]. The role of D160 has also been proposed to be structural in
fixing surrounding residues [17, 18]. Our simulations support both views,
i.e., that D160 participates in ordering the surrounding protein structure,
and, in recruiting and binding of Amm; first via its carbonyl oxygen and
subsequently via its carboxylate group.
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Figure 4.3: NH+4 recruitment and translocation. (A) Histogram of H-bonding
interactions in sim-{I–V} between NH+4 and residues in the periplasmic vestibule. The
residues are ordered according to their z-coordinates. The histogram was constructed
by counting the occurrences of NH+4 within protein distances below 3 A˚ and normaliz-
ing the maximum count to 1; (B) Five snapshots of NH+4 (un-)binding at the substrate
binding site along the sim-III trajectory. The snapshots are of representative NH+4 posi-
tions, which cause the most prominent H-bond interactions of the histogram in A. The
inset shows the binding state where the D160 carboxylate group is rotated to accept a
NH+4 hydrogen. The right panel shows the trajectory (z-coordinate) of NH
+
4 in monomer
M1. The snapshots were aligned by minimizing the RMSD between all Cα atoms; (C )
Two snapshots of NH+4 at intraluminal binding sites in the periplasmic constriction region
(sim-V). The additional NH+4 (transparent) corresponds to the bottom position in B with
A162:C=O in the up-conformation (transparent). In the up-configuration A162:C=O
can form a H-bond to water if no NH+4 is present (not shown). When NH
+
4 is posi-
tioned intraluminally A162:C=O reorients to a down-conformation (solid). We name the
two intraluminal NH+4 positions Am1a and Am1b. In the Am1a state NH
+
4 H-bonds to
A162:C=O, W212:N/T273:Oγ , N216:Oδ, and NH3. In the Am1b state NH
+
4 H-bonds
to A162:C=O, H168:N, W212:N/T273:Oγ , and NH3. The NH
+
4 hydrogen coordinating
to W212:N/T273:Oγ shifts between these two hydrogen acceptors, which are themselves
H-bonded via W212:NH. The black dashed arrow indicates the direction of NH
+
4 translo-
cation across the F107/F215 stack. An opening of the stack can be recognized. The inset
shows the x-ray structure position of A162:C=O and the corresponding closed conforma-
tion of the F107/F215 stack. The right panels show φG163 trajectories of sim-III, monomer
M1 (orange and mainly “up”) and sim-V, monomer M3 (red and mainly “down”), and
the z-coordinates of NH+4 (blue) and NH3 (green) in sim-V, monomer M3. Note that the
viewing angle in B and C is different from Fig. 4.1B.
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4.3.2 Q104 Influence on Substrate Binding Site Occupation
Simulations sim-{I–V} generally show rapid escape of extraluminal NH+4
(Fig. 4.2) and slow relaxation of F68 and Q104 toward their wt down-
configurations (Fig. 4.1C). It is therefore of interest to examine whether
or not F68 and Q104 influence substrate recruitment and occupation of
the substrate binding site, since the functional importance of this recruit-
ment site has remained unclear [17, 18, 73]. Accordingly, we changed the
configurations of F68 and Q104 in the Khademi structure 1U7G to the
down-configurations as observed in the Zheng structures. We used the
same intraluminal protonation state as in sim-III and simulated initially
with Amm fixed for 2 ns (sim-IIIwtfix) and subsequently continued for 4 ns
with Amm released and H100 being either neutral (sim-IIIwt) or proto-
nated (sim-IIIwt
H100+
). The solvent-accessible H100, fixed by a hydrogen
bond to Y64:Hγ , may be protonated given the pH in E.coli periplasm
[pHperiplasm < pHcytosol ' 7.6 [161]] and thereby affect the dynamics of
neighboring F68 and Q104. However, regardless of the protonation state
of H100, none of the above simulations revealed any significant correlation
between NH+4 occupation of the substrate binding site and the F68/Q104
dynamics.
The F68/Q104 dynamics might be important for recruiting substrates
other than NH+4 , and was therefore further investigated. We find that Q104
adopts several different up-configurations, which are not related to specific
H-bond interactions, neither with the substrate nor with the protein, e.g.,
with H100. These observations in wt AmtB simulations dispute that Q104
up-configurations are solely caused by the F68S mutation [18]. Rather,
we find that they also may result from steric effects, e.g., the space made
available by F68 and H100. Since we do not observe Q104 to affect binding
of NH+4 we propose that Q104 by means of sterical effects influence the
binding of the methyl group in MeAmm. This may explain why Amm is a
better AmtB substrate than MeAmm [29, 34].
4.3.3 Entry and Exit of NH+4 at the Substrate Binding Site
When NH+4 leaves the substrate binding site we find that it becomes fully
hydrated (Fig. 4.5A) and diffusively migrates out of the periplasmic vestibule
within 0.5–1.5 ns (Fig. 4.2). The calculated diffusion constant is 0.83×10−5
cm2/s, which is equal to that of free diffusion 0.82(±0.02)×10−5 cm2/s
[162]. While NH+4 -protein interactions are specific at the substrate bind-
ing site, they are less specific in the periplasmic vestibule. There, we find
that NH+4 mainly interacts with backbone carbonyl groups (Fig. 4.3A–B).
Further out the vestibule a somewhat more specific interaction is again ob-
served; namely with the carboxylate group of E225, which, located within
one of four loops surrounding the periplasmic vestibule, protrudes into the
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solvent. The other three loops have residues E70, E87, and E344 located in
similar positions (Fig. 4.4A), and these four Glutamic acids, which we mod-
eled in their charged form, may therefore be considered as NH+4 capturing
residues.
4.3.4 A162 Guided Ammonium Translocation
Pore blocking F107 and F215 have identical pi-stacking conformations in
all five crystal structures [17, 18]. Another common feature is that the
backbone carbonyl group of the conserved A162 is directed toward the space
in-between the F107/F215 stack (Fig. 4.3C, inset).
In our simulations A162:C=O predominantly takes a conformation point-
ing up toward and into the substrate binding site, forming a H-bond to either
extraluminal NH+4 or water (Fig. 4.3C). A striking exception from this obser-
vation is sim-V where we introduced intraluminal NH+4 , which occupies the
intermediate positions Am1a–b between Am1 and Am2 (Fig. 4.3C). In this
case A162:C=O shifts to a down-conformation, thereby forming a H-bond
to intraluminal NH+4 , which in turn is stabilized significantly at this posi-
tion (Fig. 4.3C). A162:C=O moves 3–4 A˚ along z when shifting between up-
and down-conformations. As depicted in Fig. 4.3C, the shift is facilitated
by the adjacent G163 via a change of its φ-torsion from ∼160◦ to ∼95◦.
A162:C=O has been speculated to be a hydrogen acceptor for substrate
molecules in a transient open state of the constriction region [18]. Based on
our two observed conformations we suggest that the function of A162:C=O
is to actively guide NH+4 across the periplasmic constriction, i.e., across the
F107/F215 stack via direct H-bonding interactions.
Intraluminal NH+4 in the upper part of the pore lumen (sim-V) is strongly
stabilized by tetrahedral coordination to channel-lining residues. Three
of the NH+4 hydrogens are coordinated to A162:C=O, W212:N/T273:Oγ ,
and NH3, respectively, while the remaining hydrogen coordinates either to
N216:Oδ or to H168:N (Fig. 4.3C). Given this intraluminal stabilization,
in particular at position Am1b, we suggest that NH+4 may translocate from
the substrate binding site to the Am1b position before deprotonation, rather
than to the Am2 position as previously proposed [17]. Both scenarios require
that H168:N is deprotonated, implying that neutral H168:NδH-H318:NH
(sim-{III,V}, Fig. 4.1D) is the native protonation state of the intraluminal
Histidines before any proton relay involving these residues.
In all our simulations, correlated side-chain rotations of 180◦ of F107
and F215 are frequently observed, except in sim-V, where the side chains
are rotated and rotationally constrained. This results in a more open state
of the constriction region indicating that translocation of NH+4 from the
substrate binding site to the pore lumen is coupled to F107 and F215 side
chain rotations, which supports previous suggestions [17, 18].
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Figure 4.4: Channel characteristics and intraluminal Amm positions. (A) Side
view of AmtB and definition of channel regions [17, 18]. The protein is shown in surface
representation and colored according to residue types; red is acidic, blue is basic, green
is polar, and white is nonpolar. Four Glutamic acids, which surround the periplasmic
vestibule and might be important in attracting NH+4 to the substrate binding site, are
pointed out. Orange spheres represent the pore with their radii calculated using HOLE
[19]; (B) The intraluminal pore radii for the Khademi 1U7G structure (orange), and the
average pore radii for sim-{I–V} over the last 1 ns of each simulation (also averaged over
monomers) are shown. Dashed lines are maximal upper (sim-V) and lower (sim-II and
sim-IV) limits of the radii calculated from the respective standard deviations. Average
positions of intraluminal Amm are indicated by diamonds and stars. For each of sim-I,
sim-III, and sim-IV, only one entry (diamonds) is shown representing averages over all
three monomers. For sim-II, the diamonds correspond to monomer M3, where all NH3 are
present in the channel lumen, while stars represent an average of M1 and M2 data, where
the channel lumen is partially occupied. For sim-{IV,V} intraluminal NH+4 positions are
pointed out.
4.3.5 The Hydrophobic Pore and the L114 Cavity
Fig. 4.4A shows a vertical cut through the Khademi structure 1U7G and
the channel pathway calculated using HOLE [19]. The intraluminal channel
radii for the Khademi structure and sim-{II,IV,V} are shown in Fig. 4.4B.
The three latter curves represent the smallest (sim-{II,IV}) and largest (sim-
V) radii of all conducted simulations. In general, the channel widens relative
to the crystal structure. The largest difference is observed around the Am3
position and is due to a conformational change of the L114 side chain, which
creates a cavity adjacent to that position. This observation is a general fea-
ture, since that region exhibits small deviations in radii when comparing
our simulations in Fig. 4.4B. Larger deviations in radii are observed around
the Am2 and Am4 positions. These are due to nonspecific small displace-
ments of M23, V67, I110, H168, W212, and F215, and F31, I28, L114, L208,
and I266, respectively. The largest deviations in radii between simulations
do, however, not exceed 0.6 A˚, which we consider as minor channel radii
fluctuations.
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4.3.6 A Native Protonation State of the Intraluminal His-
tidines
In general, the intraluminal Amm positions are mutually correlated. The
strongest correlation is observed between NH+4 and NH3, but occasionally
also between the two NH3 molecules closest to the periplasm (Fig. 4.2).
These two NH3 can interchange positions. Interchange may occur when
both NH3 molecules simultaneously occupy the Am3 position and the adja-
cent L114 cavity, where NH3 is stabilized by the hydrogen acceptor I110:O.
The NH3 distributions center around the Am3 position (Fig. 4.4B) and ex-
hibit no significant dependence on the protonation state of the intraluminal
Histidines nor on the occupation of the Am2 and/or Am4 positions. This
does not apply to NH3 positioned at the periplasmic or cytoplasmic bound-
aries, respectively (Fig. 4.4B).
In sim-IV and sim-V the introduced intraluminal NH+4 never occupies
the middle of the pore (Fig. 4.2). This is in accordance with the suggestions
of NH3 being the conducted species and with the barrier against cation con-
duction being highest in this region [17, 18, 34].
In the Khademi structure 1U7G, three NH3 molecules occupy the Am2,
Am3, and Am4 positions (Fig. 4.1B). It is argued that H168:NH is hydrogen-
donor to T273:Oγ , while H318:N is hydrogen-acceptor to Amm positioned
at Am4 [17], which corresponds to the intraluminal protonation state of our
sim-II (Fig. 4.1D). However, in this Khademi structure, a β-octylglucoside
blocks the cytoplasmic vestibule all the way up to F31, and the aromatic
side chain of F31 is slightly lifted upwards relative to the Zheng structures
[17, 18]. When comparing the average positions of intraluminal NH3 in our
simulations, we find that sim-III is in best accordance with the Amm posi-
tions found in the Khademi structure 1U7G (Fig. 4.4B). In sim-III, the most
cytoplasmic NH3 is centered between Am4 and Am5, and conforms to both
positions when considering the standard deviations. However, that minor
inconsistency with respect to the crystal structure can be explained by the
absence of β-octylglucoside in our simulations. Seemingly, presence of the
β-octylglucoside shifts the position of the most cytoplasmic NH3 upward to
the Am4 position. Thereby the Khademi structure 1U7G conforms to the
idea that the intraluminal protonation state of sim-III is the native state
before proton relay. This is supported by our pKa calculations (see Ma-
terials and Methods for details), which yield a larger shift in pKa (∆pKa)
for H318:N relative to that for H168:N, when assuming NH3 (or water)
molecules are occupying the pore lumen. In our simulations, NH3 and/or
water molecules occupy the pore lumen. Thus, we conclude that neutral
H168:NδH-H318:NH is the native protonation state of H168 and H318 in
AmtB.
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Figure 4.5: Channel hydration. (A) The fractional Amm hydration in sim-{I–V} and
the distribution of intra- and extraluminal water in sim-IIwtnoAmm and sim-III
wt
noAmm. The
fractional hydration of Amm was obtained by counting the number of water molecules
within 2 A˚ of Amm during simulations, averaging this number for bins of size 0.5 A˚ along
the z direction, and normalizing to the average bulk hydration. Error bars represent the
fractional Amm hydration ± SD. The water distribution was obtained by counting the
number of water molecules within cylindrical slabs of height 0.1 A˚ along the z direction,
and then normalizing by setting bulk water slabs to 1. Due to low water densities in
intraluminal slabs the lower graph uses a different scale for the water distribution. Val-
ues exceeding 1 arise due to immobilization of water in the periplasmic vestibule (above
the substrate binding site Am1) in combination with a small size of the cylindrical slab
volume used in our analysis. (B) Three water molecules accommodate the pore lumen
simultaneously for 1.2 ns in sim-IIwtnoAmm; (C ) Maximally, water protrudes up to the Am1a
and Am1b positions (brown), but cannot stabilize an open state of the F107/F215 stack.
Mainly water accommodates the Am2 position, sim-IIIwtnoAmm; (D,E) Water enters into
the pore lumen via single file formation to either H318:N or H318:NH. The single file
is stabilized by S263:Oγ(H); (F ) A single file of water can extend all the way up to the
periplasmic constriction region, sim-IIwtnoAmm; (G) NH
+
4 hydration and exit from the pore
lumen in sim-IV. NH+4 forms a pair with NH3 and is coordinated to three water molecules.
When translocating toward the cytoplasm NH+4 becomes fully coordinated to water and
so does NH3 (not shown). Occasionally, NH
+
4 escape promotes NH3 escape as well.
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4.3.7 Hydration and Escape of Amm
Fig. 4.5A shows the average fractional hydration numbers of NH3 (sim-II)
and NH+4 (sim-IV) upon escape from the channel lumen. NH
+
4 hydration at
an intraluminal position is exceeding that of a correspondingly positioned
NH3. In hydrated form, NH+4 leaves the lumen and escapes to the cy-
toplasmic vestibule (Fig. 4.5G). Occasionally, a NH+4 -NH3 pair is formed
(Fig. 4.5G) and NH+4 escape thereby promotes NH3 escape as well. The first
specific interaction observed between NH+4 and the cytoplasmic vestibule is
to S263:Oγ . Further out the vestibule, specific interactions with the D313
and D309 carboxylate groups also occur. It has been suggested that NH3
may accept a proton close to the position of the D313 carboxylate group
[17]. Of note is that this suggestion was based on the 1U7G structure where
the cytoplasmic vestibule is blocked by β-octylglucoside. As discussed be-
low, we observe in our simulations that the cytoplasmic vestibule is hydrated
up to S263 (Fig. 4.5B–F). The crystal structures without β-octylglucoside
also have water molecules at the Am5–Am8 positions (Fig. 4.1B), which are
closer to the cytoplasmic constriction than D313 [17, 18]. This suggests that
NH3 is more likely to acquire a proton before reaching the D313 carboxylate
group region, probably already when positioned at the Am4–Am5 positions.
We do not observe that Amm escape is correlated with large conforma-
tional changes in the N-terminus of TM10 or large V314 displacements as
suggested previously [18]. Although we cannot rule out long-time protein
conformational changes, this seemingly implies that the so-called “open”
Zheng conformation (1XQE) might not be functionally relevant since the
“closed” conformation, adopted by all other crystal structures, does not
prevent partial Amm conduction according to our results.
4.3.8 Channel Hydration and Single File Water
To investigate channel hydration, we conducted two 10 ns simulations; sim-
IIwtnoAmm and sim-III
wt
noAmm, with the channel devoid of Amm. The water
distribution in Fig. 4.5A shows that water is present just above the Am1
position and may protrude 2–3 A˚ below, confirming that the Am1 position
is accessible to solvent [17]. Fig. 4.5A also shows that in both simulations
water enters the channel lumen, which confirms the suggestion of a partial
channel hydration [18], but is at variance with related simulation results [17].
We observe that up to three water molecules can occupy the lumen simul-
taneously and access all positions (Am2–Am5) therein (Fig. 4.5B–C). How-
ever, intraluminal water molecules are predominantly positioned at the top
and bottom of the channel lumen. The average water positions (Fig. 4.5A)
depend in turn on the protonation state of the two luminal Histidines as ex-
emplified in Fig. 4.5B–C. Interestingly, in both simulations, water entrance
occurs by temporary formation of single file water extending from the cyto-
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plasmic vestibule up to H318:N and H318:NH, respectively (Fig. 4.5D–E).
Moreover, a single file of water was also observed to form from the cytoplasm
and all the way up to the periplasmic constriction region (Fig. 4.5F). In sim-
{I–V} with Amm present in the channel, we observe water entry into the
lumen also solely from cytoplasm. In all cases, S263:Oγ promotes formation
of single file water inside the channel (Fig. 4.5D–F).
Single file water can conduct protons [163]. Even if water mediated
proton conduction through the hydrophobic environment in the middle of
the channel lumen is energetically unfavorable [18], at least proton conduc-
tion between cytoplasm and H318:N is possible. Thus, proton conduction
by single file water provides a possible mechanism for H+ exchange with
H168/H318.
No water crossing of the periplasmic hydrophobic constriction was ob-
served in any simulation in accordance with the fact that AmtB does not
sustain water transport [17]. Experiments also show that the channel does
not conduct cations other than Amm and MeAmm. Water and cation fil-
tering mechanisms are discussed below.
4.3.9 Mechanisms
To prevent leakage of water and cations, a two-filter system presumably has
to be present in AmtB; one filter that excludes water, and one that excludes
cations other than NH+4 or MeNH
+
3 from passing through.
Water Filtering at the F107/F215 Stack.
Our simulations indicate that specifically the periplasmic hydrophobic con-
striction is impermeable to water. Transfer of any substrate across the
constriction region presuppose rotation of F107 and F215 (Figs. 4.3C and
4.5C). We observe that NH+4 can induce and stabilize a transient open state
of the F107/F215 stack for several nanoseconds (Fig. 4.3C), while neither
NH3 nor water can (Fig. 4.5C). Thus, we propose that the F107/F215 stack
and the otherwise hydrophobic character of the constriction region consti-
tutes a filter against water transport.
Cation Filtering at Intraluminal NH+4 Binding Sites
A water filter should also filter NH3; a hydrogen donor/acceptor and po-
lar molecule like water. Combined with the observed stabilization of the
F107/F215 stack mentioned above, this suggests that NH+4 is the Amm
species transported across the constriction region. This is supported by
free energy calculations, which identified cationic binding sites on both the
extra- and intraluminal sides [18]. A cation filtering function of the con-
striction region was also suggested, but only selectivity against Na+ ions,
while not against K+ ions, could be explained [18]. We have identified two
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intraluminal binding sites both providing tetrahedral coordination of NH+4 .
In other ion channels, binding sites selective of Na+ require 5–6 coordinating
oxygens, while those selective of K+ require eight coordinating oxygens and
a larger binding cavity due to its larger size [164, and references therein].
Since NH+4 is roughly the same size as K
+ one may speculate that AmtB,
due to the size of its intraluminal binding cavities (i.e., it accommodates
both NH+4 and the larger MeNH
+
3 ), cannot coordinate Na
+ efficiently, as
observed for other selectivity filters [164, and references therein]. The coor-
dination provided by AmtB probably cannot stabilize K+ either. Thus, we
speculate that the tetrahedral coordination in AmtB is selective of NH+4 , i.e.,
it counterbalances the dehydration cost of NH+4 better than that of other
cations. In conjunction with the hydrophobic pore lumen, which prevents
cation transfer [17, 18], this provides an intriguing cation filter mechanism.
We do not hereby exclude that the F107/F215 stack may also provide some
discrimination among cations.
Luminal Ammonium Binding and Proton Transfer
Since the recruited Amm species is NH+4 , while the transported Amm species
is NH3, proton transfer reactions must occur at the channel entrance. Ac-
cording to our discussion above, deprotonation of NH+4 takes place after NH
+
4
transfer across the F107/F215 stack and prior to further translocation down
the pore. As previously argued, the protonation state of luminal Histidines
before proton relay is assumed to be the neutral H168:NδH-H318:NH state.
Since AmtB has been shown not to conduct protons [17], a proton must be
transferred back to the periplasm. This proton transfer can be mediated by
A162:C=O as shown in Fig. 4.6, which in our simulations forms a conserved
H-bond with NH+4 when it is bound in the periplasmic constriction region.
First A162:C=O guides NH+4 across the F107/F215 stack (Fig. 4.6, step 1 ).
When NH+4 occupies the Am1a or Am1b positions, we find that a perfectly
aligned H-bond can be established between the backbone NH of the A162-
G163 peptide bond and D160:Oδ (Fig. 4.6, step 2 ). In general, hydrogen
exchange of NH can be catalyzed by a base, i.e., deprotonation of NH, or by
an acid, i.e., protonation of either O or N. The O protonation; the so-called
imidic acid mechanism, is preferred in proteins [165, 166]. In our case, both
intraluminal NH+4 and partially solvent accessible D160:Oδ may be consid-
ered as a stronger acid and a stronger base, respectively, when compared to
their solvated counter parts. Thus, they can catalyze the hydrogen exchange
via the imidic acid mechanism as a combination of base and acid catalysis
(Fig. 4.6, step 2 ). A similar mechanism has been proposed to be involved
in proton pumping in cytochrome c oxidase [167, 168]. When the proton is
effectively transferred from NH+4 to D160:Oδ it yields an intermediate state
where all involved parts are neutral and A162:C-O-H reorients to the sub-
strate binding site (Fig. 4.6, step 3 ). The reorientation and thereby a less
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Figure 4.6: Proton transfer mechanism. (1 ) At the substrate binding site NH+4 H-
bonds to S219:Oγ and A162:C=O. D160 can interact with NH
+
4 and G163:NH by rotation
of its carboxylate group. In correlation with F107 and F215 rotation, NH+4 translocates
to the channel lumen guided by A162:C=O; (2 ) When A162:C=O points into the lumen,
G163:NH aligns to form a H-bond with D160:Oδ. Hydrogen exchange at the A162-G163
peptide bond is then catalyzed by D160 and NH+4 , resulting in a net proton transfer from
NH+4 to D160:Oδ, thereby yielding an imidic acid intermediate; (3 ) Charges on D160
and NH+4 are neutralized. NH3 translocates further down the lumen. At some point
the A162-G163 peptide bond reorients to the substrate binding site. Translocation of
NH3 may occur in any step and the gray arrows merely indicate one of several possible
translocation mechanisms; (4 ) At an intermediate step between step 3 and step 1 the
imidic acid mechanism is reversed due to a less favorable H-bond between D160:OδH and
G163:N, and a proton is transfered to water thereby recovering the initial state.
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favorable interaction between G163:N and D160:Oδ-H, due to a changed di-
rection of the H-bond, both promote proton transfer to a periplasmic water
molecule to recover the initial state (Fig. 4.6, step 4 ). This proposed proton
transfer mechanism also adds a new explanation to the experiment where
Amm conduction is lost upon D160 mutation; e.g. D160A; only the D160E
mutation retains function [59]. Additionally, we have observed that rota-
tion of the D160 carboxylate group may occur when NH+4 is bound at the
substrate binding site. This provides an appealing coupling between NH+4
recruitment and the proton transfer mechanism described above. Our sim-
ulations do not provide information about the translocation mechanism of
Amm further down the pore lumen. In Fig. 4.6 (step 3 ) only one of several
possible translocation mechanisms of intraluminal NH3 is indicated. How-
ever, a mechanism that couples NH+4 entrance to the escape/protonation
of an Am4–Am5 positioned NH3, via the H168-H318 ring system, is also
alluring.
4.4 Conclusion
We have conducted molecular dynamics simulations of E.coli AmtB with dif-
ferent protonation states of intraluminal H168, H318, and Amm. Additional
simulations were conducted to investigate channel hydration and if the differ-
ing configurations of substrate binding site residues in the x-ray structures
affect substrate binding. Our simulations show that the Q104 side chain
does not affect recruitment and binding of NH+4 to the substrate binding
site, but that it may affect recruitment and binding of other substrates, e.g.,
MeAmm. We identified novel NH+4 -protein interactions involved in NH
+
4 re-
cruitment, whereof interactions with D160:Oδ and A162:C=O are of special
interest. Our simulations indicate that D160 not only has a structural func-
tion, but is also directly involved in NH+4 binding at the substrate binding
site. A162:C=O was observed to reorient in order to coordinate NH+4 when
positioned either intraluminally or extraluminally. This suggests that the
function of A162:C=O is to guide NH+4 across the F107/F215 stack. In ad-
dition, we suggest that hydrogen exchange at the A162-G163 peptide bond
via the imidic acid mechanism, plausible catalyzed by the D160 carboxylate
group and intraluminal NH+4 , provides a mechanism for transferring a pro-
ton from intraluminal NH+4 to a periplasmic water molecule. Thus D160 is
a prerequisite for conduction.
We have identified two intraluminal binding sites Am1a and Am1b, both
providing tetrahedral coordination of NH+4 , which again stabilizes transient
open states of the F107/F215 stack. This indicates that NH+4 may translo-
cate from the substrate binding site to intraluminal positions before its de-
protonation. Based on our observations and conducted pKa calculations, we
conclude that the protonation state of luminal Histidines prior to any proton
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relay is H168:NδH-H318:NH. In addition, we propose that the intraluminal
binding sites are selective of NH+4 over other cations such as K
+ and Na+,
which require different coordination numbers, and thus represent a cation
filter. We do not observe intraluminal NH+4 translocation across the middle
of the pore lumen, which supports the view of NH3 being the conducted
species.
Water is able to enter the channel from cytoplasm via single file forma-
tion to H318:N(H). Occasionally, a single file can be supported all the way
up through the channel lumen. We have implied that our observation of
luminal water and single file water may provide a means of proton transfer
between H168, H318 and Amm, as well as between lumen and cytoplasm.
We do not observe water crossing the periplasmic hydrophobic constriction
region. Therefore, we suggest that the F107/F215 stack and the otherwise
hydrophobic character of the constriction region constitute a filter against
water transport.
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Chapter 5
Steered MD simulations of
AmtB
Based on: Preliminary results.
5.1 Introduction
It is well established that the E.coli ammonia channel AmtB recruits NH+4
at the periplasmic substrate binding site (Am1 site) but transports NH3
across its hydrophobic interior [17, 18, 22, 29, 74, 76, 77, 80]. Therefore, a
key question concerning the conduction mechanism of this channel is how
and where NH4 is deprotonated. Previous molecular dynamics (MD) studies
have addressed this issue through umbrella sampling simulations seeking to
reconstruct free energy profiles as function of the channel axis, i.e., the po-
tentials of mean force (PMFs), for NH3 and NH+4 translocation across AmtB
[76, 80]. Although the proposed deprotonation mechanisms differ, both stud-
ies essentially agree on the proton being transferred directly to a periplasmic
water molecule from NH+4 bound at or close to the Am1 site. This contrasts
with our previously proposed deprotonation mechanism, where the proton
is proposed transferred to A162:O via an imidic acid reaction with NH+4
located at a position below the Am1 site (either at the Am1a or Am1b site)
where there is no bulk water present (see Chapter 4) [75]. Similar to the
umbrella sampling studies we will seek to reconstruct PMFs by means of
steered MD (SMD [116, 169]) simulations, but for the part of the translo-
cation pathway delimited by the Am1 and Am2 sites, since deprotonation
most probably occur somewhere in-between these sites.
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5.2 Modeling, SMD Simulations and PMF Recon-
struction
5.2.1 Modeling
Classical molecular dynamics simulations of the E.coli AmtB trimer [pdb
1U7G [17]] in a fully hydrated lipid bilayer have been reported elsewhere
(see Chapter 4) [75]. As starting point for the present SMD simulations an
equilibrated system configuration was extracted from the last part of the
10.0 ns long sim-IIIwtnoAmm simulation. This simulation was started from an
initial structure where the two intraluminal Histidines were in the neutral
protonation state H168:NδH–H318:NH (III), the channel was devoid of any
substrate (noAMM ∼ no NH3 nor NH+4 ), and F68 and Q104 were positioned
in their wild type conformations (wt). The motivation for conducting SMD
simulations was to reconstruct the PMF for translocation of NH3 and NH+4
(Amm) across the F107/F215 stack in AmtB. Consequently, a NH+4 ion or
a NH3 molecule was positioned at the Am1 position (see Fig. 5.3B, Z=0 A˚)
in each monomer of the equilibrated starting structure. In the case of NH+4 ,
an appropriate number of bulk water molecules were replaced with chloride
ions to ensure overall neutrality. The coordinates of the Am1 positions were
determined by superpositioning the Amm bound 1U7G x-ray structure onto
each monomer using an rmsd alignment of helical Cα-atoms. Likewise, a
water molecule was introduced into the Am2 position (see Fig. 5.3B, Z=−10
A˚, exemplified by NH+4 ) of each monomer, since both experimental and
computational studies conclude that the channel may be partially hydrated
when devoid of substrate [18, 75, 76, 78, 79]. The translocation pathway
across AmtB is practically parallel to the z-axis, which was chosen as the
reaction coordinate Z with Z=0 A˚ for the Am1 site (i.e., R=Z in section
3.5).
5.2.2 Simulation Details
Molecular dynamics simulations at constant temperature T=310 K and pres-
sure P=1 atm were conducted using NAMD [105]. Simulation parameters
identical to those of the previous study were applied (see Chapter 4) [75].
The systems were first minimized with all protein atoms and Amm nitrogens
fixed and subsequently with the protein released. The systems were then
equilibrated for 600 ps with the Amm nitrogens harmonically constrained
in the z-direction using a force constant of 150 pN/A˚. Six equilibrated con-
figurations equally spaced by 100 ps provided the starting structures for the
SMD simulations.
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Figure 5.1: The SMD scheme. Schematic drawing of the schemes adopted for the
present SMD simulations. Arrows indicate the pulling across segments and the direction;
’In’ to or ’Out’ of the channel lumen. The reaction coordinate Z spans ∼10 A˚ from the
extraluminal Am1 site to the intraluminal Am2 site and is divided into 5 segments of length
2 A˚. Equilibration points are indicated by vertical dashed lines. A vertical line with an
arrow indicates that the starting point for pulling Out was taken as an equilibrium point
of the pulling In simulation. Thus two different schemes pOutA and pOutB were used
for the Out direction. In pOutA intermediate equilibration points from pIn are used. In
pOutB only the last equilibration point from pIn is used, and thereby it overall resembles
the pIn scheme in reverse.
5.2.3 The SMD Scheme
A scheme for conducting SMD simulations was implemented via the Tcl-
scripting interface to NAMD. In this scheme harmonic constraints with
force constants k and constraint positions λ(t) were independently applied
to the z-components (z(qt)) of the center-of-masses of Amm as schema-
tized in Fig. 5.1. The constraint positions were subjected to sequences of
i) moving with constant velocity v along the reaction coordinate, to pull
(“steer/guide”) Amm in that direction, and of ii) being held fixed, to let the
system equilibrate at intermediate λ-values. Such a scheme allows the PMF
to be reconstructed independently for each pulling sequence, i.e., segments
of the reaction coordinate, thereby minimizing the statistical inaccuracy of
the external work [116, 141]. As shown in Fig. 5.1 such a scheme can be
realized in two different ways when pulling in both directions (In and Out)
along the reaction coordinate. Of course it can be realized as consecutive
pulls (pIn and pOutB), where the final equilibrium point serves as the start-
ing point for pulling across the following segment, but it can also be realized
as a “parallel” pull (pOutA), where the final equilibrium point of a segment
when pulling in one direction is used as the starting point for pulling in the
opposite direction across that segment. The latter way allows the pulling
simulations in the opposite direction to be run in parallel, thus speeding up
the overall simulation process, and at the same time it may also improve
the congruence between the oppositely directed pulling experiments.
The part of the reaction coordinate for which the PMF should be recon-
structed spans 10 A˚ from the Am1 position (Z=0 A˚) to the Am2 position
(Z≈−10 A˚, Fig. 5.3B). The lowest possible velocity should be applied in
order to be as close to equilibrium as possible during simulation, thereby
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minimizing the number of trajectories needed for the PMF reconstruction
(see 5.2.5). The velocity determines the length of the trajectory and thereby
the computation time. To be able to obtain a reasonable number of trajec-
tories within a reasonable time, we chose to use the velocity v=0.01 A˚/ps,
which is comparative to what have successfully been applied for other sys-
tems [115, 116, 128].
The force constant to be applied is related to the resolution with which
the PMF should be reconstructed and to the barrier heights in the PMF. We
seek to reconstruct the PMF with a resolution of 1 A˚ and from experiments
the highest barrier has been estimated to 1.6 kcal/mol [34]. According to
Eqs. 3.78–3.79 the lower limit of k is given by the requirements k>42 pN/A˚
and k>220 pN/A˚. For the PMF reconstruction process it is required that
there is a reasonable agreement between z(qt) and λt, which in part also is
determined by the velocity. Based on several test simulations with different
force constants, we found that k=750 pN/A˚ had to be applied to ensure a
reasonable agreement between z(qt) and λt for v=0.01 A˚/ps. This choice of
k corresponds to thermal fluctuations along the reaction coordinate of order
σZ=(βk)−1/2≈0.2 A˚ and force fluctuations of order σf=(k/β)1/2≈179 pN
with a period τ=2pi/
√
k/m≈0.4 ps for m=m(NH+4 ) (see section 3.5.3 and
Eq. 3.83).
The reaction coordinate was divided into 5 segments of length 2 A˚
(Fig. 5.1). Consequently, to traverse one segment the constraint positions
move with constant velocity for 200 ps. It was decided to equilibrate the
system for 100 ps between successive pulling sequences. Thus, each SMD
simulation was run for 1.5 ns in order to sample the 10 A˚ of the reaction
coordinate. During the SMD simulations Amm were decoupled the tem-
perature bath to avoid artifical forces from the heat bath, and Cα-atoms
were harmonically constrained in the z-direction using a force constant of
150 pN/A˚. The latter to avoid any translocation of the protein structure as
a side-effect of pulling. Cα-atoms of residues 158 to 165 positioned in the
irregular helical structure around D160 were not constrained to allow struc-
tural rearrangement of back bone atoms, in particular, to allow a possibly
critical reorientation of the A162-G163 peptide bond as observed in Chapter
4 [75].
5.2.4 SMD Simulations
Six simulations following scheme pIn (Fig. 5.1), where Amm was pulled into
the channel lumen, were conducted to obtain 18 trajectories (Table 5.1, pIn).
In all trajectories NH+4 entered the channel lumen, while in 9 trajectories
NH3 failed to cross the F107/F215-stack and ended up outside the channel
lumen. SMD simulations were also conducted with reversed pulling direction
by initially applying scheme pOutA (Fig. 5.1). However, for NH+4 a problem
occurred using this scheme; displacements in the x, y-plane due to interac-
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tions with G163:O caused the final structures in one segment to deviate a
lot from the starting structures for the following segment. This lead to dis-
continuities in the resulting OutA PMF of NH+4 (Fig. 5.2, Z ∈ [−4;−6] and
Z ∈ [−6;−8]). Therefore, it was decided to conduct reversed pulling simu-
lations of NH+4 following scheme pOutB (Fig. 5.1). This approach also led
to problems, e.g., in 5 trajectories NH+4 was displaced in the x, y-plane just
beneath the F107/F215 stack due to interactions with G163:O and further
pulling induced unrealistic structural changes in the nearby protein struc-
ture, which precluded the use of these 5 trajectories in subsequent PMF
reconstruction.
For NH3 we only applied scheme pOutA. Although this scheme also
lead to discontinuities in the resulting PMFs of NH3, in this case due to
interactions with G163:HN, it was not as severe as for NH+4 and therefore
no simulations following scheme pOutB were conducted. However, only 3
simulations of NH3 following scheme pOutA were conducted since, in 3 out
of 6 pIn simulations, which should provide the basis for the simulations,
NH3 entered the pore lumen properly only in one of the three monomers
and, accordingly, these simulations were discarded.
Amm Scheme #Sim. #TrajSim. PMF #Traj
PMF
. Comments
NH+4
pIn 6 18
(
In 18
In-R1 5
In-R2 12
pOutA 6 18 OutA 18
pOutB 6 18
(
OutB 13
OutB-R1 7 Resembles In-R1
OutB-R2 6 Resembles In-R2
NH3
pIn 6 18 In 9
pOutA 3 9 OutA 6
Table 5.1: SMD simulations. The SMD simulations of Amm (NH3 and NH
+
4 ). The
SMD scheme refers to Fig. 5.1. The number of simulations conducted, the corresponding
number of trajectories (=3×#Sim.), and the number of trajectories used for PMF recon-
struction are listed. “R1” and “R2” denote two different routes of NH+4 translocation (see
text).
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Figure 5.2: PMFs for NH+4 . PMFs reconstructed from the pIn and pOutA simulations
of NH+4 . The reconstruction procedure is described in section 5.2.5. Discontinuities in the
simulations following scheme pOutA lead to discontinuities in the corresponding OutA
PMF in segment Z ∈ [−4;−6].
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Average Procedure of calculation
t(j) 1∆t
∫
j dt t
zi(j) 1∆t
∫
j dt zi(qt)
〈z(j)〉F 1N
∑N
i=1 zi(j)
V (j) k2
[〈z(j)〉F − λ0 − vt(j)]2
W i(j) 1∆t
∫
j dt Wi(t)
W i(j) W i(j)− V (j)
〈W (j)m〉F 1N
∑N
i=1 W i(j)
m
Table 5.2: Time and ensemble averages. j denotes the time window (j ∈
[1, 2, . . . ,K]). i denotes the trajectory (i ∈ [1, 2, . . . , N ]). The time average of a quantity
x is denoted by x, while the ensemble average is denoted by 〈x〉F . The integral
R
j
refers
to the integral in Eq. 3.80 and hence denotes a time average over the jth time window.
zi(qt) is the z-component of the c.o.m. of the substrate with coordinates qt at time t in
the ith trajectory. The cumulated external work Wi(t) to time t of the ith trajectory was
calculated using Eq. 3.58.
5.2.5 PMF Reconstruction
Details concerning the theoretical background for PMF reconstruction were
provided in Chapter 3. Here we apply the approach followed by Jensen
et al. [116], by reconstructing the PMF independently in each segment
using Eq. 3.85 expanded into cumulants as in Eq. 3.37 and by assuming
that 〈r(j)〉 = 〈r(j)〉F (here r=z), which is the time averaged analog of
Eq. 3.75. At NPT conditions Eq. 3.85 then becomes [147]
G◦(〈z(j)〉F )λ(j) ≈
〈
W (j)
〉− β
2
[〈
W (j)2
〉− 〈W (j)〉2] , (5.1)
The time and ensemble averaged quantities entering this equation were cal-
culated as summarized in Table 5.2.
The time averaging were done in K windows of length 20 ps each encom-
passing 20 psτ ≈50 periods of the thermal fluctuations. A window of length
40 ps was also applied to test the sensitivity of the PMF with respect to
window size. No significant sensitivity was found. The sectional PMFs
were connected by 1 ) fitting a second order polynomial to the first three
data points in a segment and 2 ) adjusting this segment such that an ex-
trapolation of the polynomial coincided with the last data point of the
previous segment. This procedure was chosen, since the first data points
are the best estimated. To obtain the smoothened PMFs in Fig. 5.3A a
Fourier series composed of M (=10) sine functions and M cosine functions,
G˜(Z) =
∑M
m=1 amsin[mpi(Z−z1)/(zK −z1)]+ bmcos[mpi(Z−z1)/(zK −z1)],
was fitted to all data points between the first one (z1=〈z(1)〉F≈0 A˚) and
the last one (zK=〈z(K)〉F≈−10 A˚). All In PMFs were then adjusted to
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satisfy the condition G◦(0)=0 (Figs. 5.2 and 5.3A), except the In PMF of
NH3 (Fig. 5.3A, right panel), which was adjusted according to an estimated
relative binding free energy (see Results and Discussion). The OutA and
OutB PMFs were adjusted manually such that the PMFs matched the final
part (Z≈−10 A˚) of the corresponding In PMFs (Figs. 5.2 and 5.3A, left
panel). Due to the discontinuities in the middle segment (Z ∈ [−4;−6]) of
the OutA PMF, this was also matched at Z≈−4 A˚ (Fig. 5.2).
5.2.6 Accuracy of the PMFs
Hysteresis in the PMFs reconstructed from the pIn and pOut simulations,
as well as large work fluctuations σWtotal , can be indicative of a low accuracy
of the calculated PMFs.
By comparing PMFs reconstructed from inward and outward pulling of
NH+4 (Fig. 5.2, In vs. OutA PMFs) we find that hysteresis is low in two seg-
ments (Z ∈ [0;−4]), while the other segments show some degree of hystere-
sis, especially segment Z ∈ [−4;−6]. However, as mentioned above the latter
can be attributed to the noncoinciding final and initial structures between
segments. When comparing the In PMF to the PMFs reconstructed for
outward pulling following scheme pOutB [Fig. 5.3A, In vs. OutB(-R1/R2)
PMFs in left panel] a large degree of hysteresis is seen in the first three
segments (Z ∈ [0;−6]), except for the In-R1 and OutB-R1 PMFs which
only show hysteresis in the first two segments (Z ∈ [0;−4]). Seemingly, the
hysteresis in these PMFs can at least partly be attributed to the final struc-
tures of the pOutB simulations, which did not resemble the initial structures
of the pIn simulations, e.g., the F107/F215-stack did not obtain its closed
conformation as in Fig. 5.3B (Z=0 A˚). Since the OutB PMFs were made
to match the corresponding In PMFs at Z≈−10 A˚, this camouflages that
some of the hysteresis may be assigned to this part of the PMFs, i.e, the
OutB PMFs should be positioned at a lower position, thus resulting in lower
barriers of at least the In/OutB and the In-R1/OutB-R1 PMFs. Comparing
the In and OutA PMFs for NH3 revealed almost no hysteresis.
For each segment in the PMFs we calculated the standard deviation
σWtotal =
√
〈W2total〉 − 〈Wtotal〉2 (Table 5.3) of the total external workWtotal,
which is related to the total dissipative work as Wdiss, total = (β/2)σ2Wtotal .
Hence σWtotal is as a measure of the the nonequilibrium character of the sim-
ulations and consequently grows with increasing pulling speed. For direct
application of the Jarzynski equality σWtotal should be less than a few kBT
[140], and when resorting to the second order cumulant expansion, it should
also be relatively small to obtain converged estimates of 〈W〉 and 〈W2〉
from few trajectories [115]. For PMFs reconstructed using the stiff spring
approximation good accuracy has been obtained for σWtotal≈3 kcal/mol,
while poorer accuracy occur for σWtotal≈7 kcal/mol [115]. Though the re-
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construction method applied here is different, both methods resort to the
second order cumulant expansion. Therefore, we assume that σWtotal should
not be much larger than1 3 kcal/mol in order to reconstruct accurate PMFs.
Table 5.3 lists σWtotal calculated for the sets of trajectories corresponding to
the reconstructed PMFs. According to these values and in correspondance
with the observed degree of hysteresis above, the most accurate PMFs are
obtained for NH3. Also the In, In-R1 and In-R2 PMFs of NH+4 can be
expected to be reasonably accurate except perhaps for the middle segment
(Z ∈ [−4;−6]), while all the ’Out’ PMFs of NH+4 have relatively large σWtotal
values.
The above considerations indicate that the PMFs most accurately rep-
resenting the energetics of NH+4 translocation are the In PMFs, which also
happens to be reconstructed from simulations of the physiological direction
of Amm transport. For NH3 both the In and Out PMFs are representative
of the energetics. Therefore, the focus of the following section will be on
these PMFs.
Amm PMF
σWtotal/[kBT]
Z ∈ [0;−2] [−2;−4] [−4;−6] [−6;−8] [−8;−10]
NH+4
In 2.6 4.3 9.4 4.4 3.9
In-R1 3.1 4.4 6.2 5.1 2.0
In-R2 2.5 4.4 6.8 4.0 4.5
OutA 2.7 5.5 11.4 6.3 6.9
OutB 5.4 6.6 6.5 6.4 7.4
OutB-R1 6.7 7.2 7.0 5.0 8.2
OutB-R2 3.2 5.9 3.6 7.3 6.3
NH3
In 3.2 1.9 3.7 5.3 2.7
OutA 3.5 1.9 4.4 3.4 1.7
Table 5.3: Work fluctuations. The standard deviation σWtotal of the total work
performed within each pulling segment is listed (in kBT) for the sets of trajectories cor-
responding to the reconstructed PMFs. Values larger than 5.0kBT are in bold.
1We are aware that this value also depends on the nature of the simulated problem.
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5.3 Results and Discussion
5.3.1 NH+4 Follows Two Routes Into Pore Lumen
In the pIn simulations NH+4 follows two distinctive routes across the F107/F215-
stack (Fig. 5.3B, In-R1 and In-R2). At first the two routes coincide and
no differences in the corresponding PMFs can be observed (Fig. 5.3A–B,
Z=[0,−2]), but the level of NH+4 hydration differ. Around Z=−2 A˚ NH+4
generally coordinates 1–2 waters in In-R1 and 2–3 waters in In-R2. Further
down towards the lumen the two routes start to spatially diverge (Fig. 5.3B,
Z=[−4,−6]). In In-R1 NH+4 coordinates directly to F215:O and N216:Oδ
while in In-R2 NH+4 is positioned more back left and through water molecules
coordinates to F107:O and occasionally to F215:O. For In-R1 there is a local
minimum in G◦(Z) in this part of the reaction coordinate, while no min-
imum is observed in In-R2. This is what we would expect, since In-R1 is
the only route, which passes through our previously identified intralumi-
nal NH+4 binding sites (the Am1a and Am1b sites in Chapter 4). Below
the F107/F215-stack the two routes spatially coincides again (Fig. 5.3B,
Z=[−8,−10]), however, the In-R2 PMF is higher in energy than In-R1 pos-
sibly due to different levels of hydration inside the lumen; 0–1 waters are
co-transported in In-R1, while 1–2 in In-R2. The In-R1 PMF is lowest in
energy and has the lowest barrier and should therefore be the preferred route
for NH+4 to follow. The low sampling of route In-R1 in comparison to In-R2
(Table. 5.1) can be due to at least two effects 1) a too high pulling velocity
and/or 2) a non-optimal pulling direction. To test if the samling of In-R1
could be improved by reducing the velocity, one simulation was conducted
with half velocity, but was inconclusive in this respect. Although a reduced
velocity in this case might not improve the sampling efficiency much, it is
likely to decrease the dissipative work expended in the middle segment and
thereby increase the accuracy of the reconstructed PMF. Thus a reduced ve-
locity combined with adjustments of the pulling direction to more directly
guide NH+4 along In-R1, are subjects for future studies.
5.3.2 A162 Guided Ammonium Transfer
As observed in Fig. 5.3B, A162:C=O coordinates to NH+4 all the way from
the Am1 site (Z=0 A˚) to an intraluminal position (Z≈−6 A˚). The ability
of A162:C=O to coordinate NH+4 at the Am1 position, as well as to re-
orient from intra- to extraluminal positions, supports its important role in
NH+4 stabilization [74–76], and in recruiting and guiding NH
+
4 across the
F107/F215 stack (see Chapter 4) [75].
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Figure 5.3: PMFs for NH+4 and NH3. (A) PMFs reconstructed from the pIn simula-
tions of NH+4 are included on both the left and right panels. In-R1 and In-R2 are PMFs
corresponding to the two routes followed across the F107/F215-stack as visualized in B.
PMFs reconstructed from the pOutB simulations of NH+4 are shown on the left panel,
where OutB-R1 and OutB-R2 are PMFs essentially corresponding to the reverse of routes
In-R1 and In-R2. PMFs reconstructed from the pIn and pOutA simulations of NH3 are
shown on the right panel, (B) Representative snapshots of equilibrated In-R1 structures
at the initial (Z≈0 A˚), intermediate (Z≈[−2,−4,−6,−8]) and final (Z≈−10 A˚) equilibra-
tion points. Key residues (licorice), NH+4 (vdW ) and coordinating water (ball-and-stick)
are shown and colored according to atom type. Except at Z≈0 A˚, where In-R1 and In-R2
are coinciding, representative snapshots of NH+4 (vdW, orange) and coordinating water
(ball-and-stick, orange) in the In-R2 structures are also shown.
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5.3.3 Deprotonation of NH+4
As NH+4 moves from bulk water and into the pore lumen the environment
becomes hydrophobic and at some intermediate point it will be energetically
favorable to deprotonate and become NH3. The driving force for that event
is the Gibbs free energy change associated with the deprotonation reaction.
Below is outlined a procedure, which allow us to localize the region of the
channel where NH+4 is most likely deprotonated.
The dissociation of NH+4 at any point Z along the reaction coordinate
obeys the acid-equilibria
NH+4 (Z) NH3 (Z)+H+ (Z) , pKa(Z) = −log
(
a(NH3;Z) · a(H+;Z)
a(NH+4 ;Z)
)
,
(5.2)
where a(X;Z) is the activity of molecule X at position Z. In bulk water
pKa(aq) = 9.25, which makes NH+4 the predominant species at pH=7 (α =
a(NH+4 ; aq)/a(NH3; aq) ≈ 178). Deprotonation of NH+4 is most likely to
occur in the region where both species are equally concentrated (α = 1, the
equivalence point), which will happen when pKa(Z)=pH(Z) implying
pKa(Z)− pH(Z) = −log
(
a(NH3;Z)
a(NH+4 ;Z)
)
= 0. (5.3)
To determine the deprotonation region we therefore need to know pKa(Z)
and pH(Z). pKa(Z) can be calculated from a so-called pKa-shift calculation
as outlined below. pKa(Z) is related to the standard free energy of the
reaction as
pKa(Z) =
∆G◦a(Z)
RTln 10
=
G◦(NH3;Z) +G◦(H+;Z)−G◦(NH+4 ;Z)
RTln 10
=
∆NH+4 →NH3G
◦(Z) +G◦(H+;Z)
RTln 10
(5.4)
where ∆NH+4 →NH3G
◦(Z) is the mutational standard free energy for the mu-
tation NH+4 (Z) → NH3(Z). The difference pKa(Z)−pKa(aq) can then be
expressed as
pKa(Z)− pKa(aq) =
∆NH+4 →NH3G
◦(Z)−∆NH+4 →NH3G
◦(aq)
RTln 10
+
∆aq→ZG◦(H+)
RTln 10
(5.5)
where ∆aq→ZG◦(H+) is the standard binding free energy for the process
H+(aq) → H+(Z). The numerator in the first term on the right hand side
is related to the relative binding free energy for binding NH+4 vs. NH3
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[shorthand ∆∆aq→ZG◦(NH+4 ,NH3)] as
∆∆aq→ZG◦(NH+4 ,NH3) = ∆aq→ZG
◦(NH+4 )−∆aq→ZG◦(NH3)
= −
[
∆NH+4 →NH3G
◦(Z)−∆NH+4 →NH3G
◦(aq)
]
.
(5.6)
The mutational standard free energy may in principle be calculated from
alchemical simulations at different points along Z (here the free energy PMFs
of NH+4 and NH3 provide the same information when positioned mutually
correct, see below). Contrary, does a calculation of ∆aq→ZG◦(H+) in Eq. 5.5
pose a problem, since it is not known if H+ at position Z is bound to the
protein and if so where? We therefore have to make an assumption about
the magnitude of ∆aq→ZG◦(H+). In standard pKa-shift calculations one
assumes that the proton is delivered from/to bulk water according to the
equilibria AH (Z)  A− (Z) + H+ (aq), where A is the conjugated base
[170], which implies that ∆aq→ZG◦(H+) = 0. Here an assumption having
the same effect would be to assume that the standard chemical potential of
H+ at position Z is almost the same as that in bulk water, i.e., G◦(H+, Z) ≈
G◦(H+, aq), such that the second term in Eq. 5.5 is small compared to the
first term and hence can be neglected. For a system in equilibrium holds
∆aq→ZG(H+) = ∆aq→ZG◦(H+) + RT ln
[
a(H+;Z)
a(H+; aq)
]
= 0 (5.7)
and consequently the assumption involve that a(H+;Z) = a(H+; aq). As a
consequence we will have that pH(Z)=7, which clearly is questionable if po-
sition Z is inside a protein; if locally a(H+) = 0 then pH should be infinitely
large! Hence, the assumption is probably valid at the protein-solvent inter-
face, where there is direct contact to bulk water, but otherwise it is encum-
bered with uncertainty. Additionally, the validity of such an assumption can
be questioned for Amm, especially if a change in ∆aq→ZG◦(NH+4 ) can mainly
be attributed to electrostatic effects, since this should invoke a change in
∆aq→ZG◦(H+) of the same magnitude, which might not render it negligible.
However, following the above procedure to locate the deprotonation region of
NH+4 allows a direct comparison to the results of a previous study on AmtB
[80]. Thus, we assume that the standard chemical potential of H+ at position
Z is almost the same as that in bulk water, i.e., G◦(H+, Z) ≈ G◦(H+, aq),
such that the second term in Eq. 5.5 is small compared to the first term and
hence can be neglected. The PMF reconstruction procedure applied here ac-
tually yields PMFs δG◦(X;Z) = G◦(X;Z)−G◦(X;Am1) reflecting the free
energy of X relative to that at the initial value of the reaction coordinate
(note that in the figures δG◦ is written as G◦). The difference between the
reconstructed PMFs δG◦(NH3;Z) and δG◦(NH+4 ;Z) then reads
∆NH+4 →NH3δG
◦(Z) = ∆NH+4 →NH3G
◦(Z)−∆NH+4 →NH3G
◦(Am1) (5.8)
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Substituting this into Eq. 5.5 (where the second term is neglected) yields
upon rearrangement
∆NH+4 →NH3δG
◦(Z) = [pKa(Z)− pKa(aq)] · RTln 10
+ ∆∆aq→Am1G◦(NH+4 ,NH3),
(5.9)
where the definition of the relative binding free energy in Eq. 5.6 has been
utilized. From a previous computational study of AmtB [74] we have that
∆∆aq→Am1G◦(NH+4 ,NH3) = −6 kcal/mol (5.10)
The deprotonation region [pKa(Z)=7] is then centered where the difference
between the two PMFs is
∆NH+4 →NH3δG
◦(Z) = [7− 9.25] · RTln 10− 6 kcal/mol
≈ −9 kcal/mol, T = 310 K.
(5.11)
However, since it will be easier to read off the deprotonation point as where
the two PMFs intersect we instead position the NH3 PMF 9 kcal/mol above
the NH+4 PMF at the Am1 site.
In Fig. 5.3B the PMF reconstructed for the NH3 pIn simulations is po-
sitioned above the NH+4 PMFs at the Am1 site in correspondance with the
procedure outlined above. At this site NH+4 is in direct contact with water in
the periplasmic vestibule and the assumption of ∆G◦aq→Am1(H
+) being small
compared to ∆∆G◦aq→Am1(NH
+
4 ,NH3) and of pH(Am1)=7 are presumably
reasonable, whereby pKa(Am1) = 13.6. This precludes the existence of
NH3 at this position (α ≈ 4 × 106). The two PMFs intersect at Z≈−7
A˚ and NH+4 should therefore deprotonate somewhere around this position.
Although, the underlying assumptions might be less valid at this position
the result suggests that NH+4 is completely disconnected from periplasmic
water when it deprotonates, which is in contrast with a previous MD study
[80], where NH+4 was suggested to deprotonate directly to periplasmic water
at a position corresponding to Z=−2 A˚. In another MD study it was also
suggested that NH+4 deprotonates directly to periplasmic water (and even-
tually to D160) [76]. However, this suggestion was based on an arbitrary
superpositioning of the NH+4 and NH3 PMFs at the Am1 site. Instead, if
separating their PMFs by 9 kcal/mol at the Am1 site the deprotonation
region moves several A˚ngstro¨m below, which seems to agree with our re-
sults. Previously, we have suggested a deprotonation mechanism for NH+4
when it is disconnected from periplasmic water (see Chapter 4) [75]. This
mechanism was rejected by Bostick and Brooks III [80], but according to
our results this seems like a premature conclusion.
5.3.4 Barrier Against Transport
The process of moving NH+4 from the Am1 site and into the deprotona-
tion region is associated with a barrier of height ∼15 kcal/mol (Fig. 5.3A,
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right panel, In-R1), which is way too high in comparison to the experimen-
tally determined activation energies EA = 1.6 kcal/mol for MeAmm trans-
port across AmtB [34] and EA = 11.8± 2.8 kcal/mol for NH3 permeability
through cell membranes [171]. The barrier heights reported in the two other
MD studies 6.9 kcal/mol [76] and 8.9 kcal/mol [80] are therefore also too
high. The reason why our barrier is higher than these two can be due to
an insufficient sampling along In-R1 (Table 5.1), which combined with the
large work fluctuations in the barrier region (Table 5.3, Z ∈ [−4;−6]), are
introducing uncertainty of the PMF in this region. However, this does not
affect the above conclusion that NH+4 is disconnected from periplasmic wa-
ter when it deprotonates, since the NH3 In and OutA PMFs apparently are
well estimated (show almost no hysteresis and the standard deviation of the
external work is low) and following an improved NH+4 PMF with lower bar-
rier would probably intersect at Z.−7 A˚ implying that the deprotonation
region moves even further away from the periplasmic vestibule.
In all three MD studies, the position of the barrier corresponds to the
crossing of the F107/F215-stack. Previously, AmtB has been suggested
to be a slowly conducting channel with a transport rate of only 10–10000
molecules/s (ttransport > 1×105 ns/molecule) [18, 34], with a thermally acti-
vated opening of the F107/F215-stack being the limiting factor [18]. Hence,
the large barrier heights resulting from the computational studies might be
due to a forced opening of the F107/F215-stack. Another explanation could
be an incorrect representation of cation-pi interactions [160], which are im-
portant to get right, since NH+4 gets in close encounter with F107 and F215,
when passing the F107/F215-stack. To address this issue future investi-
gations based on ab initio methods are required. Other effects which can
provide some explanation are i) nonequilibrium coordination of Amm due
to the short time scale of conducted MD simulations, ii) insufficient protein
relaxation, iii) inadequate sampling of distinct monomer conformations, iv)
more than one Amm molecule involved in the translocation mechanism. To
address these issues more and longer (slower pulling velocity) trajectories
simulated by classical MD would be required.
5.4 Conclusion
By means of steered molecular dynamics simulations PMFs were recon-
structed for translocation of NH3 and NH+4 from the Am1 site, across the
F107/F215-stack and into the intraluminal Am2 site, as well as for the re-
verse process. In the simulations NH+4 followed two different routes across
the F107/F215-stack, one with low hydration and 0–1 co-transported water
molecules and another with more hydration and more co-transported water
molecules. Since the latter route is higher in energy this is believed not to be
physiological relevant. Utilizing a previously calculated relative binding free
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energy for binding NH+4 vs. NH3 at the Am1 site [74], allowed us to identify
the region where NH+4 deprotonates and to compare with two previous MD
studies [76, 80]. We find that NH+4 should deprotonate when almost past or
past the F107/F215-stack, where it is disconnected from periplasmic water.
This precludes that the proton is transferred directly to periplasmic water
molecules as some have proposed [76, 80], but is consistent with our previ-
ously proposed proton transfer mechanism (see Chapter 4) [75]. However,
we find that the interpretation of the results of Lin et al. is erroneous due to
an arbitrary positioning of their PMFs, and when corrected seemingly agree
with our results. In all these computational studies, including the present
one, the computed barrier against transport are in comparison to experi-
mental values [34, 171] overestimated. This indicates that all three studies
might suffer from insufficient sampling and nonequilibrium conditions; in
the present study, hysteresis and large work fluctuations indicated that the
applied SMD scheme could be refined to obtain more accurate PMFs es-
pecially with respect to NH+4 . Another explanation of the high barriers,
could be an inadequate representation of cation-pi interactions [160]. The
latter suggests that other computational methods, e.g., ab initio methods,
needs to be applied in future studies to unravel exactly how and where NH+4
deprotonates.
Chapter 6
Hybrid QM/MM MD
Simulation of AmtB
Adapted from: Ab Initio Molecular Dynamics Study of Substrate Recognition
and Cation-pi Interactions in E.coli Ammonia Channel AmtB. Nygaard, T. P.,
G. H. Peters, and M. Ø. Jensen, and C. Rovira. To be submitted.
6.1 Introduction
Ammonia/ammonium (Amm) is an essential growth factor for some bacte-
ria, yeasts, plants, and fungi, while for other organisms it is a highly toxic
metabolic waste product, e.g., for mammalian cells [1, 43]. Proteins be-
longing to the ammonia/ammonium transporter (AMT) family have been
identified in a wide range of organisms; (methyl-)ammonia/ammonium per-
meases (Mep) in yeasts, Rhesus (Rh) blood group proteins in animals, am-
monia/ammonium transporter (Amt) proteins in bacteria and plants [8, 9].
Therefore, a detailed understanding of how this family of proteins function
may have future pharmaceutical, agricultural , and biotechnological rele-
vance [15, 68, 69, 72].
The first AMT protein for which high resolution crystallographic struc-
tures were solved was E.coli AmtB [17, 18], followed by Archaeoglubus
fulgidus Amt-1 [20], and E.coli AmtB complexed with its physiological
inhibitor GlnK [21, 22]. Three identical AmtB monomers form a trimer
[17, 18, 70, 71]. Each monomer has eleven transmembrane-spanning α-
helices arranged in a right-handed bundle. Depressions in both the periplas-
mic and the cytoplasmic surfaces (vestibules) lead into a hydrophobic pore
lined by Histidines H168 and H318 (Fig. 6.1A–B,D), which, by sharing a
H-atom between their imidazole rings, are mutually fixed [17, 18]. In the
crystal structures of Khademi et al. a periplasmic NH+4 /MeNH
+
4 molecule
and three intraluminal gaseous NH3 molecules were resolved and their po-
sitions were named Am1, Am2, Am3, and Am4, respectively [17]. A subse-
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Figure 6.1: The simulated system. (A) The system of the present CPMD simulations.
The arrow indicate the direction of physiological Amm transport. (B) Enlargement of
important substrate binding site residues and channel lining residues treated at the QM
level in the simulations. NH+4 is shown at the Am1, Am1a (purple), and Am1b positions,
while the Am2 position is only indicated. The structure is the starting structure for the
Am1 simulations. (C) The QM fragment chosen for the Am1 simulations and (D) for
the Am1a and Am1b simulations (see also Table 6.2). The arrows indicate the different
orientations of A162:C=O for different NH+4 positions. Link atoms are represented by
spheres (cyan).
quent molecular dynamics (MD) study of AmtB identified two intermediate
positions; Am1a and Am1b between Am1 and Am2 (Fig. 6.1B), these may
accommodate NH+4 (see Chapter 4) [75]. Even though NH3 recognition at
the Am1 site has been proposed [29], the most common view is that this site
recognizes NH+4 [17, 18, 34]. The suggestion that NH3 occupies the channel
lumen is in accordance with experimental AmtB data, which consistently
indicate gradient driven NH3 uniport, i.e., diffusion or passive transport
[17, 29, 34]. That NH+4 is the Amm species preferred at the Am1 site and
that NH3 occupies the Am2–Am3 sites is also supported by computational
studies [74, 77, 80].
The most important residues located in the vicinity of the periplasmic
substrate binding site Am1 are Q104, F107, W148, D160, A162, and S219
(Fig. 6.1B). In the vicinity of the intraluminal positions Am1a, Am1b and
Am2 the most important residues are D160, A162, H168, W212, N216,
and T273 (Fig. 6.1B). The carbonyl oxygen of A162 is hereafter referred
to as A162:C=O. With respect to substrate positions, the function(s) of
these residues suggested in crystallographic and computational studies are
summarized in Table 6.1.
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Am1
Residue(s) Function(s)
Q104 NH+4 recognition due to steric exclusion effects [75].
F107 and W148 Stabilization and selection of charged substrates by cation-
pi interactions [17, 73, 76, 78]. A gate, which can open and
close spontaneously [75, 78] or in correlation to NH+4 contact
[75, 76].
D160 Electrostatic stabilization of positively charged substrate [74,
75, 77] and/or stabilization of protein structure [17, 18, 75, 80].
Proton acceptor in deprotonation pathway via two-water wire
[76].
A162 Stabilization of charged substrates [18, 74–76], dynamically
involved in translocating substrate across the F107/F215 stack
[75].
S219 Stabilization of charged substrates [17, 18, 75–77]. Catalyzes
the deprotonation of NH+4 [77].
Am1a, Am1b and Am2
Residue(s) Function(s)
D160 Proton acceptor in deprotonation pathway via the A162-G163
peptide bond [75].
A162, H168, W212,
N216 and T273
Tetrahedral coordination of NH+4 [75, 76].
W212 and F215 Stabilization of charged substrates by cation-pi interactions
[17, 76].
H2O and NH3 Can provide stabilization of NH
+
4 [75, 79].
Table 6.1: Assigned Functions to Residues. The functions of residues with respect
to substrate positioned at the Am1 site or at the Am1b, Am1a and Am2 sites, as suggested
in crystallographic and computational studies.
AmtB has been the focus of several recent computational studies [17,
18, 73–80], but still many questions and controversies regarding the de-
tailed mechanism of AmtB prevail. In particular, the relative importance
of the residues of Table 6.1 with respect to substrate binding and recogni-
tion, translocation and deprotonation is still controversial. One example is
cation-pi interactions, which have been proposed to be essential for binding
NH+4 to the Am1 and/or Am2 site [17, 73, 78]. However, the importance of
cation-pi at the Am1 and/or Am2 site has been questioned [74, 75, 77]. An-
other example is proton transfer mechanisms. Previously we have proposed
how an intraluminally positioned (dehydrated) NH+4 may deprotonate via
the A162-G163 peptide bond (see Chapter 4) [75], but deprotonation just
below the the Am1 position via a two-water wire to the D160 carboxylate
group [76], deprotonation to periplasmic water molecules, either directly
[80] or catalyzed by S219 [77], have also been proposed. Proton transfer
via the two-water wire mechanism is, however, highly unlikely since both
NH+4 at the Am1 position and D160 are partially solvent exposed. Thus,
one would not expect their mutual difference in pKa values to change sig-
nificantly from their difference in bulk water, where the pKa of NH+4 (9.25)
is larger than that of Aspartate (3.7). This argumentation is supported by
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recent pKa-shift calculations, which yielded ∆pKa values in the range -0.3
to -5.1 for D160 when the Am1 site is occupied by water, and -9.2 when oc-
cupied by NH+4 [74]. Therefore, if NH
+
4 deprotonates before it is completely
dehydrated, a periplasmic water molecule rather than D160 will be the final
proton acceptor.
Since the function of cells crucially rely on differences in ion concentra-
tions between the inside and outside, AMT proteins differentiate between
NH+4 and, e.g., Na
+ and similar sized K+, which are both naturally abun-
dant. Obviously, any conductance of Na+ and K+ across AmtB is prevented
by the hydrophobic pore interior, where AmtB utilizes the titrability of NH+4
and conducts Amm as NH3. However, how and where AmtB differentiates
between the substrates is not yet fully understood. Based on electrostatic
calculations it has been suggested that the hydrophobic constriction func-
tions as a filter selective against Na+ ions while selectivity against K+ could
not be explained [18]. On another hand, calculated relative free energy
differences ∆∆G for binding of NH+4 vs. monovalent alkali cations at the
Am1 site have shown that all the cations have some affinity for this site
though NH+4 is the favored species [74]. Inhibition of AmtB uptake activ-
ity of MeAmm by NH+4 [29, 34], which also is observed in experiments on
other AMT proteins [4, 26, 27, 172, 173], indicates that Amm is a bet-
ter AmtB substrate than MeAmm. Moreover, in the experiments on other
AMT proteins only small or no inhibiton by alkali metal cations is observed
[4, 27, 172, 173], and therefore the Am1 site in AmtB can also be expected
to be highly NH+4 specific.
The focus of the present study is to quantify the relative importance
of intermolecular interactions (among them cation-pi interactions) with re-
spect to substrate binding, to elucidate how AmtB differentiates between
substrates. For that purpose we resort to Car-Parrinello MD (CPMD) sim-
ulations, which in contrast to classical MD simulations, is an ab initio MD
method and inherently allows polarization of atoms, e.g., polarization of
aromatic rings by cations (cation-pi interactions), as well as the breaking
and formation of covalent bonds, e.g., proton transfer. The latter allow us
to address possible proton transfer mechanisms. The limitation of all MD
methods is the accessible time scale. Here, the CPMD simulations will be
limited to lengths of a few picoseconds and hence should be viewed as a
means of “dynamical” optimization of the chosen starting structure rather
than a sampling of distinct configurations. We conducted CPMD simula-
tions with four different substrates; NH3, NH+4 , Na
+, and K+, positioned
either at the Am1 site or at the Am1b site, as well as NH+4 positioned at
the Am1a site.
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6.2 Materials and Methods
This section is divided into subsections covering details of modeling, simu-
lation, calculation of interaction energies and coordination numbers.
6.2.1 Modeling
Classical molecular dynamics simulations of the E.coli AmtB trimer (pdb
1U7G [17]) in a fully hydrated lipid bilayer have been reported elsewhere
(see Chapter 4) [75]. Single monomers with NH+4 positioned either at the
periplasmic binding site (Am1) or at an intraluminal position (Am1a or
Am1b) provided equilibrated starting structures for the present CPMD sim-
ulations (Fig. 6.1A–B). Following the procedure of Jensen et al. an or-
thorhombic simulation box was constructed by stripping off the lipid bilayer
and only including water molecules within the minimum and maximum x,y
coordinates of the monomer (Fig. 6.1A) [174]. Overall neutrality was en-
sured by replacing water molecules with chloride ions. Geometry optimized
structures of NH+4 at Am1 and Am1b positions served as template struc-
tures for introducing NH3, Na+ and K+ at these sites. At the Am1a position
only NH+4 was considered. The simulations will be referred to as the Am1,
Am1a, and Am1b simulations, respectively.
Equilibrated Starting Structures vs. Crystal Structures
In the equilibrated starting structures used for the Am1 simulations, there
are a few differences with respect to the crystal structures of AmtB [17, 18].
A162:C=O is pointing into the substrate binding site and not in-between
the F107/F215 stack (Fig. 6.1B–C, see also Chapter 4) [75]. The hydrogen
bond between W148:H and D160:O is lost due to the intrusion of a water
molecule. This leads to a small displacement of W148 and it allows the
formation of a two-water wire (w4–w5) connecting NH+4 at the Am1 position
to the D160 carboxylate group (Fig. 6.2A), as also observed by Lin et al.
[76].
In the structure used for the Am1a and Am1b simulations pore block-
ing F107 and F215 are rotated into a more open state and consequently
A162:C=O points directly into the pore lumen instead of in-between the
F107/F215-stack (Fig. 6.1D). Additionally, D160 is more solvent exposed
and the distance between a D160 carboxylate oxygen and G163:H is short-
ened [75].
6.2.2 Simulations
Combined first principles MD and classical mechanical MD simulations were
conducted using the quantum mechanical (QM) and molecular mechanical
(MM) hybrid method as implemented in the Car-Parrinello MD program
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(CPMD) [109–111]. Hybrid QM/MM methods allow one fragment of a
system to be treated by QM methods, while the rest of the system can
be treated by computational less expensive MM methods [110].
Choosing the QM fragment
Identical QM fragments were chosen for all four substrates when the sub-
strates were at identical positions in the channel (Fig. 6.1C–D). Besides the
substrate itself, residues (amino acids + water molecules) directly coordinat-
ing to the substrate or within a few A˚ngstro¨ms thereof, i.e., potentially able
to coordinate to the substrate, were included in the QM fragment. Included
were also residues previously proposed to be important for stabilizing the
substrates (see Table 6.1), but within a distance of 5 A˚ with respect to NH+4
in the template structures. One exception is F103 at the Am1 site, which
was excluded since previous ab initio calculations showed that F103 did not
contribute significantly in the stabilization of substrates [73].
Substrate
position
QM fragment
Residue Segment Link atom(s) Assigned charge
Am1
[NH3/NH
+
4 /Na
+/K+] - - [0/+1/+1/+1]
w1–w4 (4×H2O) - -
Q104 side chain Cγ
F107 side chain Cα
W148 side chain Cβ
S219 side chain Cα
A162-G163 peptide bond Cα-Cα
Am1a
[NH+4 ] [0]
otherwise as Am1b below
Am1b
[NH3/NH
+
4 /Na
+/K+] - - [-1/0/0/0]
2×NH3 - -
D160 side chain Cβ
H168 side chain Cα
W212 side chain Cα
F215 side chain Cα
N216 side chain Cα
T273 side chain Cα
H318 side chain Cα
A162-G163 peptide bond Cα-Cα
Table 6.2: QM fragments. The residue segments constituting the overall QM fragment,
the atoms covalently linking the QM and MM fragments, and the overall charge assigned
to a so-called super cell encompassing the QM fragment in the simulation, are listed for
each substrate position. Substrates considered at each position and corresponding super
cell charges are surrounded by brackets.
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The distant D160 carboxylate group was included in the Am1a and Am1b
simulations to allow proton transfer via the A162-G163 peptide bond [75],
but not in the Am1 simulations since water is a better proton acceptor at
that position (see section 6.1). Moreover, in the Am1a and Am1b simu-
lations, H318 and a non-coordinating intraluminal NH3 molecule were in-
cluded to avoid instability encountered when treating them as MM atoms.
The resulting QM fragments given each substrate position are summarized
in Table 6.2.
Computational Details
The QM fragment was treated by ab initio density functional theory based
on plane-wave expansions and the electron density of the ground state was
propagated according to the Car-Parrinello scheme [88, 101, 111]. Utilizing
the Born-Oppenheimer approximation, the dynamics of the atoms in the
QM fragment is then governed by the instantaneous electronic potential.
The dynamics of atoms in the MM fragment was governed by the classi-
cal mechanical force field implemented in GROMOS96 [104], employing the
AMBER PARM99 parameter set distributed with AMBER 7.0 [175–177].
The simulations were performed within a fully Hamiltonian-coupling scheme
between the QM fragment and the MM fragment [110], with the QM-MM
interface modeled by the use of a monovalent pseudopotential that saturates
the QM region [178]. Previous work has demonstrated the reliability of this
method in the description of structural, energetic, and dynamic properties
of systems of biological interest, including protein channels (see for instance
[174, 179–183]).
The QM fragment was treated at the level of Kohn-Sham density func-
tional theory [184]. For the electronic exchange and correlation part of the
Hamiltonian the generalized gradient-corrected approximation, following the
prescription of Perdew, Burke and Ernzerhoff (PBE) [185, 186], was applied
using a 5.0×10−4 density cutoff for the calculation of the gradient correc-
tion. We employed Troullier-Martins norm-conserving pseudopotentials for
the core electrons + nuclei [187]. Kohn-Sham orbitals were expanded in a
plane wave basis set with a kinetic energy cutoff of 70Ry, except for Na+ or
K+ which were modeled with semi-core pseudopotentials requiring a 80Ry
cutoff. For carbon, nitrogen and oxygen the width of the ionic charge distri-
bution was set to 1.0, while 1.2 was used for hydrogen and the carbon atoms
linking the QM to the MM fragment. The Kleinman-Bylander separation
method was used for the calculation of the nonlocal parts of the pseudopo-
tential [188]. Hydrogen atoms were assigned the mass of deuterium to help
prevent an undesired coupling between valence electrons and the core elec-
trons + nuclei. Martyna and Tuckerman’s method was used for solving the
Poisson equation for the QM fragment [189]. In these calculations the frag-
ment was decoupled from its electrostatic images by treating it as an isolated
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system within an orthorhombic super cell. The super cell was assigned a net
charge corresponding to the overall charge of the QM fragment (Table 6.2).
Striving at zero charge density at the cell borders, at least 5 a.u. separation
between the QM fragment and the cell borders was ensured.
In the coupling region between the QM and MM fragments covalent
bonds were described by an optimized link-atom pseudopotential [190]. The
electrostatic interactions between the two fragments were evaluated as fol-
lows: i) a modified Coulomb interaction between the QM electronic density
and the MM atoms within 6 A˚ from any QM atom. ii) Coulomb interac-
tions between point charges centered on the QM atoms and RESP charges
on the MM atoms between 6 A˚ and 8 A˚ from any QM atom. Electrostatic
interactions between a multipole expansion representing the charge distri-
bution of the QM region and the MM atoms beyond 16 A˚ from any QM
atom. Bonded and van der Waals interactions between the QM and MM
parts, as well as within the MM region, were accounted for by the AMBER
force field. The atom lists governing the electrostatic interactions between
the two fragments were updated every 100 steps. Within the MM fragment
long range electrostatic interactions were handled by the particle-particle
particle-mesh (PPPM) method implemented in GROMOS96. A grid spac-
ing less than 1 A˚ was ensured by using a 96 × 96 × 96 mesh. Bonded and
van der Waals interactions between the QM and the MM fragments were
accounted for by the classical force field.
Geometry optimizations of all structures were performed by means of
simulated annealing after a preliminary wavefunction optimization. How-
ever, changing NH+4 to NH3 by hydrogen deletion hindered convergence of
the wavefunction. Therefore, the NH3 structures were subjected to a few
classical MD steps to relax any critical interactions and subsequently the
wavefunction could be optimized successfully.
The geometry optimized structures were assigned velocities according to
a Maxwell-Boltzmann distribution at 525K. After 500 MD steps the tem-
perature had converged in the range 270-300K. Additional 500 steps of tem-
perature control lifted the temperature to the target value 300K. The sub-
sequently conducted MD simulations were run for at least 2 ps, except the
Am1a simulation which was stopped after ∼1.7 ps, since NH+4 had moved
to the Am1b position (Fig. A5–A8 in App. A). The final structures of the
simulations were geometry optimized as well.
The simulations were conducted at constant energy and volume (NVE)
conditions, using an integration time step of 3 a.u. (∼0.0241 fs) and a fic-
titious electron mass of 500 a.u.. With this setup, the total energy and the
fictitious kinetic energy of the electrons in all simulations were conserved
within 6.8×10−6 a.u.·ps−1·atom−1 and 1.5×10−6 a.u.·ps−1·atom−1, respec-
tively.
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6.2.3 Calculation of Interaction Energies
The interaction energy ∆Eint between a specific substrate and selected co-
ordinating residues were obtained by means of single point gas phase DFT
calculations. Coordinates were taken from geometry optimized structures
and ∆Eint was then obtained as:
∆Eint = Ecluster − (Ecavity + Esubstrate), (6.1)
where Ecluster is the energy of the full system (substrate + selected residues,
hereafter named as “cluster”), and Ecavity and Esubstrate are the energies of
the cluster without the substrate and of the substrate by itself, respectively.
The pair interaction energy Eint(R) between the substrate and a specific
residue R, or more precisely the contribution of this specific interaction to
the overall interaction energy ∆Eint(ALL), was obtained as:
Eint(R) ≡ ∆∆Eint(R) = ∆Eint(ALL)−∆Eint(ALL-R) (6.2)
where ∆Eint(ALL-R) is the interaction energy between the substrate and the
diminished cluster devoid of that particular residue. Since we are interested
in relative differences in energies, the structures of the isolated fragments
were not relaxed before calculating Ecavity and Esubstrate.
Interaction energy calculations were performed using the Am1 starting
structures and the Am1 final structures (Fig. 6.2A). All QM treated amino
acids were included in the clusters together with water molecules in the first
solvation shell (see below). Additionally, we included D160 and w5; the
second water in the water-wire connecting NH+4 to the D160 carboxylate
group, since D160 as the only charged residue close to the Am1 site is
expected to provide a substantial electrostatic stabilization [74]. Interaction
energy calculations were also performed using the Am1a and Am1b starting
structures, and the Am1b final structures (as discussed above, the Am1a
final structure was almost identical to the Am1b structures). When referring
to an interaction energy as being smaller or larger than some value, it will
be implicit that it is an attractive interaction Eint < 0, which is numerically
smaller or larger than the given value.
6.2.4 Coordination Number Calculations
Coordination numbers were calculated by applying cutoff distances, which
encompassed the first solvation shell. The distances were determined as first
minimum in radial pair correlation functions obtained from previous CPMD
simulations of the charged substrates in bulk water [191, 192]. Cutoff dis-
tances and the corresponding bulk water coordination numbers of the first
solvation shell are listed in Table 6.3. In bulk water, four water molecules
H-bond to NH+4 forming a rigid tetrahedral cage, while a fifth more mobile
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water is positioned at the tetrahedral faces [192]. This results in a coor-
dination number for NH+4 of about 5.3 (cutoff distance d(N–O)∼3.25 A˚)
or 4.0 (cutoff distance d(HNH+4 –O)∼2.5 A˚) [192]. The first solvation shell
of Na+ forms a distorted trigonal bipyramidal structure. The rigidity of
this structure leads to a well defined cutoff distance of d(Na–O)=3.1 A˚ and
corresponding coordination number of 5.2 [191]. The first solvation shell of
K+ lacks such geometry and is more floppy, which yields a less well defined
cutoff distance [191]. Consequently, the coordination number will be more
sensitive to the applied cutoff distance [191]. Here, the cutoff distance d(K–
O)=3.6 A˚ is chosen, corresponding to a coordination number of ∼6.7 [191].
Similar data were not available for NH3 and we therefore applied a cutoff
distance identical to that of NH+4 .
For cation-pi interactions we applied cutoff distances adopted from gas
phase DFT calculations at the B3LYP/6-31G∗∗ level of theory reported for
complexes between cations and aromatic amino acid motifs (F,W) [193]
(Table 6.3).
Position Type NH3 NH
+
4 Na
+ K+
Am1
n protein 0.6±0.5 1.2±0.6 0.2±0.4 1.0±0.0
prot+wat 2.9±0.8 3.5±0.9 4.3±0.5 5.1±0.5
Am1a prot+wat - 3.4±0.5 - -
Am1b prot+wat 0.8±0.6 2.6±0.7 3.0±0.0 3.0±0.0
Bulk water - 4.0a 5.2b 6.7b
cutoff (A˚)
F:pi - 2.9c 2.4c 2.9c
W(six-ring):pi - 2.9c 2.3c 2.8c
other 2.5 2.5a 3.1b 3.6b
Table 6.3: Average coordination numbers. Average coordination numbers and
standard deviations for the four substrates at the Am1 and Am1b positions and for NH+4
initially at the Am1a position, listed together with the bulk hydration numbers (first
solvation shell) obtained from other CPMD simulations [191, 192]. “Type” denotes the
coordination number to water, protein or both (prot+wat). Additionally, the applied
cutoff distances in A˚ for cation-pi interactions and for all “other” interactions are listed.
a[192], b[191], c[193].
6.3 Results and Discussion
The results presented mainly focus on the optimized (final) structures de-
rived from the Am1, Am1a, and Am1b simulations. Differences in geome-
tries, coordination patterns, and interaction energies between substrates and
coordinating residues will be discussed. We seek to estimate the relative im-
portance of coordinating residues on substrate recognition and recruitment.
Proposed proton transfer pathways will also be discussed. Tables listing co-
ordination distances and interaction energies of the optimized initial struc-
tures as well as figures showing the geometry of the initial structures are
provided in Appendices (Figs. A9–A10 and Tables B1–B3 in App. A and B,
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respectively). Coordination distances and coordination numbers along the
trajectories of all simulations are provided in Figs. A1–A8 in App. A.
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Figure 6.2: Substrates at the Am1 position. (A) Optimized final structures af-
ter ∼2 ps simulation with the four different substrates (ball-and-stick): NH3, NH+4 , Na+
(orange), and K+ (green), initially at the Am1 position. Residues within coordination dis-
tances are connected to the substrates by dashed lines. (B) z-positions of substrate heavy
atoms relative to the Am1 position along the trajectories and z-positions in the optimized
structures (circles). (C) The distances between NH+4 and A162:C=O, and water molecule
w2, along the trajectory reveal a correlation between the loss of a coordinating water
and coordination to A162:C=O. Additionally, the distance between K+ and A162:C=O
is shown.
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6.3.1 The Am1 Site Selects NH+4 over Na
+, K+ and NH3
Figure 6.2B shows the time evolution of substrate positions along the channel
axis (z-axis) for the four substrates considered (NH3, NH+4 , Na
+ and K+).
It reveals that NH+4 and K
+ are the only substrates which reach the Am1
position during the 2 ps simulation. On average NH+4 is buried ∼0.2 A˚ below
the Am1 position, while K+ stays 0.5 A˚ above. NH3 and Na+ both stay
∼1 A˚ above the Am1 position. This time evolution of substrate positions
indicates that NH+4 has the highest affinity for the site, followed by K
+, Na+
and NH3. That NH+4 is the charged substrate with the highest affinity is also
indicated by its higher coordination number relative to bulk water, although
the standard deviation is somewhat larger than for Na+ and K+ (Table 6.3).
On average NH+4 is better coordinated in the second half of the trajectory,
where the average coordination number 3.9±0.7 is very close to the bulk
value (4.0) (see, e.g., Fig. A4 in App. A). This is also reflected by the final
fivefold coordination of NH+4 (Fig. 6.2A). In contrast do the corresponding
coordination numbers of Na+ and K+ not change significantly when only
considering the second half of the trajectories (see, e.g., Fig. A4 in App. A)
or the final structures (Fig. 6.2A).
The total interaction energies (see section 6.2) of the optimized initial
and final structures do not differ significantly for NH3 (0.2 kcal/mol) or
Na+ (0.2 kcal/mol), while NH+4 (-8.1 kcal/mol) gains ∼8 kcal/mol and K+
(4.4 kcal/mol) looses 4.4 kcal/mol (Table 6.4, see also Table B3 in App. B).
Since it is energetically favorable for NH+4 to bury itself below the Am1
position, it supports the above indications that NH+4 has a large affinity for
the Am1 site. This is further emphasized by the fact that it gains the energy
even though a water molecule is stripped off from the first solvation shell,
i.e., NH+4 only coordinates water by two of its hydrogen atoms instead of
three as in the initial structure (Fig. 6.2A,C, water w2). The energy loss
of K+ occurs even though it is located practically at the same position in
both the initial and final structure (Fig. 6.2B). Apparently, this is due to
an increase in the distance from 2.74 to 3.22 A˚ to coordinating water w2.
Since the first solvation shell of K+ is less structured than that of NH+4
and Na+, the number of water molecules to be included in the interaction
energy calculations and thereby the total interaction energy will be more
sensitive to the applied cutoff distance [191, 192]. From visual inspection
of the structures, it could be observed that another water molecule had
approached but not crossed the cutoff distance in the final structure, which
can partly explain the energy loss of K+.
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Position Fragment (R) NH3 NH
+
4 Na
+ K+
Am1
Q104 -2.2 -8.4 -1.8 -4.3
F107 0.7 -3.3 -4.1 -2.6
W148 -0.2 0.9 -4.6 -2.8
D160 -2.7 -49.9 -46.7 -46.2
A162:C=O 0.1 -16.9 -1.8 -5.1
S219 -2.1 -10.1 -5.3 -10.3
w1 -3.5 -16.5 -22.0 -15.3
w2 -12.0 NI -13.7 -4.2
w3 NI -4.7 -12.9 -4.4
w4 -1.6 -9.3 -19.6 -14.0
w5 -1.1 -6.8 -9.1 -7.7
∆Eint(ALL) -21.3 -144.1 -153.8 -128.0
∆Gbind (≈) -13 -55 -46 -40
(Am1a)
Am1b
A162:C=O -0.4 (-13.9) -11.2 -25.0 -16.4
H168 -2.9 (-10.7) -24.1 -26.5 -18.7
W212 0.0 (5.5) -5.1 -2.1 -2.7
F215 -1.1 (-2.8) -4.6 -3.8 -6.0
N216 -0.1 (-13.4) -4.5 -4.8 -5.4
T273 0.2 (-7.0) -2.1 -1.1 -1.6
NH3 0.1 (-22.4) -16.6 -21.2 -13.4
∆Eint(ALL) -5.3 (-91.7) -93.4 -105.7 -84.2
Table 6.4: Interaction Energies. Interaction energies Eint(R) between substrates
and coordinating residues obtained from cluster calculations on the final structures. All
energies are in kcal/mol. ∆Eint(ALL) is the total interaction energy. Since the energies
are not pairwise additive, they do not sum up to a total of ∆Eint(ALL), but to ∼90%
of ∆Eint(ALL) for the charged substrates and ∼120% of ∆Eint(ALL) for NH3. Also
listed is the estimated binding free energy ∆Gbind (see text). Entries in parenthesis are
the energies of the initial structure of NH+4 at the Am1a position. “NI” denote that the
residue was not included in the calculation..
NH3 NH
+
4 Na
+ K+
∆Gsol -4.3
a -82.0b -100.1b -82.5b
∆Hsol -7.9
a -88.8b -107.8b -87.6b
∆H[M(H2O)0→n] - (n=5) -67.3c (n=5) -85.7d (n=6) -79.7d
Table 6.5: Thermodynamic Data for Solvation and Hydration of Substrates.
Free energies ∆Gsol and enthalpies ∆Hsol of solvation are listed for all four substrates (M).
Hydration enthalpies ∆Hhyd[M(H2O)n] associated with formation of the first solvation
shell composed of n water molecules are listed for the three charged substrates. a[194],
b[195], c[196], d[197].
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What is the reason why AmtB seemingly binds NH+4 more strongly than
K+, Na+ and and NH3? According to the solvation free energies (Table 6.5,
∆Gsol), dehydration is more costly for Na+ than for K+ and NH+4 , and
consequently demands a larger compensation from substrate-protein inter-
actions. Of all charged substrates such a compensation seems most inferior
for Na+ (Table 6.3). To rank the substrates in accordance with binding
affinities prerequisites knowledge about the binding free energies ∆Gbind,
which can be calculated as ∆Gbind = ∆Gcom −∆Gsol, where ∆Gcom is the
complexation free energy associated with bringing the substrate from the gas
phase and into the solvated complex (substrate+protein), here into the Am1
site of AmtB. According to Table 6.5 the entropic contribution T∆Ssol to
∆Gsol = ∆Hsol−T∆Ssol is small compared to ∆Hsol and approximately of
the same size (-5.1 to -7.7 kcal/mol) for all charged substrates. Consequently,
we assume that the entropic contributions to ∆Gcom and therefore ∆Gbind
can be expected to be relatively small and of the same size for all charged
substrates as well. Thus, to obtain a gross estimate of ∆Gbind we apply the
approximation ∆Gbind ≈ ∆Hcom −∆Hsol and use for ∆Hcom the calculated
interaction energy ∆Eint(ALL). The results (Table 6.4) show that NH+4
has the largest affinity, followed by Na+ and K+. Additionally, the con-
tribution from substrate-protein interactions to the coordination numbers
relative to the bulk values is largest for NH+4 (Table 6.3). When combined,
the above results indicate that NH+4 is preferred over monovalent cations
such as Na+ and K+ due to a larger compensation of the dehydration cost
from substrate-protein interactions. Seemingly, NH3 also has a low coor-
dination number with respect to substrate-protein interactions (Table 6.3),
and its estimated binding free energy is much smaller than for the charged
substrates (Table 6.4). This implies that differentiation between charged
and neutral species is due to relatively larger stabilization of charged sub-
strates than of neutral substrates at the Am1 site. That is, if NH3 would
enter the Am1 site, it is likely to be protonated, since NH+4 has a larger
affinity for the site.
In conclusion, AmtB already at the Am1 site selects NH+4 over neutral
molecules like NH3 and over monovalent ions such as Na+ and similar sized
K+, by means of a fine tuned balance between charge stabilization and
dehydration cost. This might explain why monovalent cations do not inhibit
MeAmm conduction in experiments on other AMT proteins [4, 27, 172, 173].
6.3.2 D160 Stabilizes Charged Species in The Periplasmic
Vestibule
Table 6.4 lists the interaction energies between the individual substrates and
coordinating residues at the Am1 site. These energies are correlated with
distances in Fig. 6.3. Even though D160 is distant (>6 A˚) from the sub-
strates its carboxylate group provides the largest interaction energy for any
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Figure 6.3: Interaction energies and distances at the Am1 site. For all four
substrates interaction energies Eint(R) (boxes) and distances d(R) (circles) to residues
R are plotted. Dashed lines are individual cutoff distances applied for the calculation of
coordination numbers. Interaction energies are listed in Table 4, while distances are listed
in Table B1 in App. B.
of the charged substrates, i.e., it contributes with -45 to -50 kcal/mol corre-
sponding to ∼30–40% of the total interaction energy or more than twice the
size of any other interaction energy. Hence, it is the single most important in-
teraction for stabilizing positively charged substrates in the binding pocket,
which is in accordance with related observations [74, 77]. Interactions to
Q104, F107, W148, A162-G163, and S219 also provide some stabilization of
the charged substrates. The importance of cation-pi interactions involving
F107 and W148 will be discussed later.
6.3.3 NH+4 Recognition - A162:C=O Plays an Important Role
In all Am1 simulations, A162:C=O rotates toward its crystal structure con-
formation pointing in-between the F107/F215 stack (Fig. 6.2A) and, cor-
respondingly, the interaction energies to the substrates decrease (see, e.g.,
Table B3 in App. B). Only in the NH+4 simulation A162:C=O rotates back
again and a good hydrogen bond to NH+4 is formed in the final structure
(Fig. 6.3). This is associated with a favorable increase in interaction energy
by ∼10 kcal/mol (see, e.g., Table B3 in App. B). Due to the improved
interaction with A162:C=O, NH+4 moves below the Am1 position and con-
currently strips off water w2 from its first solvation shell (Fig. 6.2B–C), as
also seen elsewhere [76]. Hence, A162:C=O provides the main driving force
for the dehydration, i.e., provides the main compensation of the dehydration
cost, which was considered important for the selection of NH+4 above.
The ability of A162:C=O to coordinate NH+4 at the Am1 position, as well
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Figure 6.4: Substrates at the Am1a and Am1b positions. (A) Optimized final
structures after ∼2 ps simulation with the four different substrates(ball-and-stick): NH3,
NH+4 , Na
+ (orange), and K+ (green), initially at the Am1b position. Only the optimized
initial structure of NH+4 at the Am1a position is shown since it translocated to the Am1b
position during simulation. Residues within coordination distances are connected to the
substrates by dashed lines. Interaction energies between substrates and residues shown
are listed in Table 6.4. Interaction energies are correlated with distances in Fig. 6.5, while
distances are listed in Table S2 (Suppl. Mat.). The intraluminal NH3 coordinating to
the substrate is shown in licorice. (B) z-positions of substrate heavy atoms relative to
the Am2 position along the trajectories as well as the z-positions in the optimized Am1a
(empty circles) and Am1b structures (filled circles).
as to reorient from intra- to extraluminal positions, supports its important
role in NH+4 stabilization [74–76], and in guiding NH
+
4 across the F107/F215
stack (see Chapter 4 and 5) [75]. This is further verified, by a comparison of
the optimized initial and final structures of the Am1a and Am1b simulations,
where A162:C=O initially is directed into the pore lumen (Fig. 6.1D); the
conformation is stable for all charged substrates, but not for neutral NH3
where A162:C=O reorients toward the Am1 site (Fig. 6.4A).
A162:C=O does not come within the cutoff distance for the first solva-
tion shell of Na+ nor of K+, even though K+ is positioned at or close to the
Am1 site during simulation (Fig. 6.2C, see also Fig. A1 in App. A). Seem-
ingly the nature of the Am1 site only allows cations capable of donating
hydrogens to interact strongly with A162:C=O. This provides a means of
recognizing NH+4 , as discussed above, from monovalent alkali metal cations
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before translocation of substrate into the channel lumen.
6.3.4 Q104 Stabilizes the Substrate
Comparison of structures, distances and corresponding interaction energies
show that Q104:O has some effect in polarizing w1 and thereby in improving
the interaction between w1 and the substrates. In fact, for all charged sub-
strates w1 provides the largest interaction energy of all coordinating water
molecules (Table 6.4 and Fig. 6.3, w1). In decreasing order, the polarization
effect is most important for the final structures of NH+4 , K
+ and least for
Na+ (Table 6.4 and Fig. 6.3, Q104). Both NH+4 and K
+ are close to the Am1
position and NH+4 has lost water w2 from the first solvation shell as previ-
ously discussed, while for K+ the distance to water w2 is increased. Hence,
the polarization effect seems to become more important as the substrate
comes close to the Am1 position and as it dehydrates.
Thus, in addition to its possible role in substrate differentiation by steric
exclusion effects (see Chapter 4) [75], Q104 may also indirectly play a role in
stabilizing NH+4 along the first part of the translocation pathway by polar-
izing a coordinating water molecule. The Q104 conformation resembles the
conformation encountered in the crystal structures of wild type AmtB [18]
and not of engineered AmtB [17]. Upon superposition of the crystal struc-
tures, it is obvious that the wild type conformation of Q104 is sterically
possible only when NH+4 and not MeNH
+
3 occupies the Am1 site. Hence,
substrate stabilization due to water polarization by Q104 can be expected
to have less effect for MeNH+3 than for NH
+
4 though polarization and steric
exclusion effects are not mutually exclusive. This provides partly an ex-
planation to the fact that NH+4 is a better AmtB substrate than MeNH
+
3
[29, 34].
6.3.5 Are Cation-pi Interactions Important?
None of the charged substrates come within cation-pi interaction distances
to aromatic residue F107 and W148 in the Am1 simulations, nor to F215
and W212 in the Am1a and Am1b simulations (Figs. 6.3 and 6.5, see also
Figs. A3 and A7 in App. A–B). For all charged substrates at the Am1 site the
magnitude of the calculated interaction energies to F107 or W148 are smaller
than 4.6 kcal/mol and when combined, substrate interactions with these
residues account for at most 6 % of the total interaction energies (Table 6.4).
Correspondingly, at the Am1b site the magnitude of the interaction energies
to F215 or W212 are smaller than -6.0 kcal/mol and when combined account
for at most 7% of the total interaction energies (Table 6.4). Compared with
the other interaction energies at the Am1 site (Table 6.4 and Fig. 6.3) and at
the Am1a and Am1b sites (Table 6.4 and Fig. 6.5), cation-pi interactions are
clearly not among the most important interactions. Our results for the Am1
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site contrast with a previous ab initio study, which concluded that cation-pi
interactions provide a large stabilization of substrates at this position [73].
The causes of these discrepancies are discussed below.
In the present study, the interaction energies determined for F107 and
W148 in the initial and final structures are -2.0 (F) and -3.6 (W) kcal/mol,
and, -3.3 (F) and 0.9 (W) kcal/mol, respectively (Table 6.4 and Table B3
in App. B). These energies differ considerably from the values -10.9 (F)
kcal/mol and -17.4 (W) kcal/mol reported by Liu and Hu [73]. In the crys-
tal structure, the shortest distance between the NH+4 nitrogen and W148
is 3.63 A˚ to the six-membered ring, while in our optimized initial and final
structures the distance is 4.67 and 4.91 A˚ to the five-membered ring, respec-
tively (Fig. 6.3, see also Table B1 in App. B). Therefore, the small deviation
of the optimized structures from the crystal structure could be the reason
for this discrepancy. Such an explanation does not apply for F107, where
the crystal structure distance (3.97 A˚) is comparable to the initial (4.29 A˚)
and final (4.14 A˚) structure distances, and consequently similar interaction
energies are expected (Fig. 6.3, see also Table B1 in App. B). Additionally,
NH+4 and K
+ in the Am1b simulations adopt ring centered positions relative
to F215 with even shorter distances but the corresponding interaction en-
ergies of -4.6 kcal/mol and -6.0 kcal/mol, respectively, are still considerably
smaller than those of Liu and Hu [73] (Fig. 6.5 and Table 6.4). This rules
out structural differences as the cause of the observed discrepancies, which
we think rather result from different methods used to calculate interaction
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energies. Liu and Hu calculate the interaction energy between the substrate
A and a coordinating residue B as Eint=EAB-(EA+EB) [73]. Using this
approach, polarization effects from surrounding residues are not explicitly
taken into account, which results in large interaction energies. Furthermore,
only F103, F107, W148 and S219 were included in their calculations, which
thereby neglect the important contributions from Q104, A162:C=O and first
most D160.
In conclusion, we find that cation-pi interactions provide stabilization of
charged substrates at the Am1 site, but in contrast to previous suggestions
they do not provide the main contribution. It is likely that the cation-pi
interaction to F107 gradually becomes more important as NH+4 translocates
below the Am1 position; F107 will then need to rotate and NH+4 may in
turn gain a more optimal position for cation-pi interactions with F107 and,
eventually, F215.
6.3.6 Intraluminal NH3 is Gaseous
According to the small total interaction energy of NH3 (Table 6.4) and
large coordination distances (Fig. 6.5), NH3 is weakly bonded already in
the upper part of the pore lumen (Fig. 6.4A–B). This is also reflected by its
low coordination number relative to that at the Am1 position (Table 6.3).
Only H168 and probably other intraluminal NH3 molecules provide some
stabilization (Table 6.4). This complies with the view that NH3 is in a
gaseous state when occupying the pore lumen [17].
6.3.7 Charged Substrates at Intraluminal Positions!
As argued above, differentiation between NH+4 and Na
+, as well as K+, most
likely occur around the Am1 site. However, consideration of intraluminal
Na+ and K+ can still be useful for investigating a charged substrate, i.e.,
NH+4 , positioned intraluminally.
The final structures of the Am1b simulations show that all charged
species cluster around the Am1b positions (Fig. 6.4A–B). Both Na+ and
K+ are on average localized at ∼0.4 A˚ above, while NH+4 on average is
positioned ∼0.3 A˚ below the Am1b position. In the simulation with NH+4
initially at the Am1a position, NH+4 moves further down in the pore lu-
men after ∼1 ps (Fig. 6.4B, dashed line). Thereby it looses coordination to
N216:Oδ and T273:Oγ , but gains one to H168:N, rendering coordination
patterns and positions similar to those of NH+4 initially at Am1b.
The average coordination numbers of the Am1b simulations (Table 6.3)
and the final coordination (Fig. 6.4A) reveal that NH+4 is again the best
accommodated charged substrate relative to the bulk value. In fact the table
shows that the coordination number calculated for the Am1a simulation is
comparable to that of the Am1 site (see, e.g., Fig. A4 in App. A). Relative
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to the bulk value especially K+ is poorly coordinated and this opposes that
it can be accommodated at intraluminal positions, which could not be ruled
out in previous electrostatic calculations [18]. As previously discussed, the
differentiation between (charged) substrates most likely occur already before
translocation across the F107/F215 stack. Hence, occupation of intraluminal
positions by Na+ and K+ most likely has little or no physiological relevance.
6.3.8 Proton Transfer
Proton transfer from NH+4 to surrounding amino acids or water molecules
was not observed in any of the simulations performed. Therefore, we man-
ually moved the proton to D160 in the Am1a structure to see if the result-
ing proton configuration was energetically stable. The proton transferred
back to NH3 immediately, suggesting that NH+4 is favored over NH3 at the
Am1a and Am1b positions and that proton transfer presumably must take
place above the Am1a site. Alternatively, since H168:N provides the largest
stabilization of charged species around the Am1b position (Table 6.4 and
Fig. 6.5), a different neutral protonation state of intraluminal Histidines, i.e.,
H168:NH-H318:Nδ, is ought to favor NH3 over NH+4 at this position and
may drive the deprotonation of an intraluminally NH+4 positioned around
Am1a. Indeed, previous pKa shifts calculation have shown that the pre-
ferred neutral protonation states of intraluminal Histidines are sensitive to
the presence/absence of intraluminal ammonia and water (see Chapter 4)
[75].
Since we did not include D160 and w5 in the QM fragment of the Am1
simulations, we cannot exclude that a proton can be transferred to D160
via a two-water wire [76]. However, it is unlikely that NH+4 deprotonates
along that pathway (see section 6.1). Regarding the catalytic function of
S219 [77], no proton transfer to S219:Oγ occurred in the Am1 simulation.
In fact, the distance to coordinating water w1 was shorter throughout the
simulation (Figs. A1–A2 in App. A). Hence our simulations do not support
the suggested catalytic function of S219 with respect to proton transfer [77],
at least not for the positions and conformations adopted by NH+4 and S219
in the present study, respectively. Whether the proton then will transfer
from NH+4 directly to periplasmic water [80] or indirectly via the A162-
G163 peptide bond to D160 or eventually to a periplasmic water molecule
[75] remains an open question. The critical point is whether NH+4 is hydrated
or not before the proton transfer takes place. If NH+4 is (partially) hydrated
then the proton will transfer directly to water, otherwise it is more likely to
transfer via the A163-G163 peptide bond. Since cation-pi interactions are not
well represented by additive classical mechanical force fields [160] the optimal
position for deprotonation of NH+4 previously suggested in Refs. [76, 80] and
in Chapter 5, is encumbered with uncertainty. Therefore, further ab initio
MD studies could elucidate at which intermediate position between Am1 and
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Am1b NH+4 becomes deprotonated, how it relates to the neutral protonation
state of H168:N, and what the preferred proton transfer pathway is.
6.4 Conclusion
In this work we have conducted Car-Parrinello molecular dynamics simu-
lations of E.coli AmtB with the four different substrates NH3, NH+4 , Na
+
and K+ positioned at either the periplasmic substrate binding site Am1
or at intraluminal position Am1b. Additionally, one simulation with NH+4
at intraluminal position Am1a was conducted. Our main motivation was
to clarify the relative importance of different interactions with respect to
substrate binding and selectivity, as well as test some recently proposed
proton transfer mechanisms. These are some of the main questions of the
biophysical research on this protein.
CPMD simulations were limited to lengths of ∼2 ps and should be viewed
as means of a “dynamical” optimization. To better resolve effects of accom-
modating different substrates at each position the simulations were started
from identical system configurations.
For each substrate average coordination numbers along the trajectories
were calculated and for each initial and final optimized structure, pair in-
teraction energies as well as total interaction energies between the substrate
and surrounding residues were calculated. Differences in geometries, coor-
dination patterns, and interaction energies between substrates and coordi-
nating residues provided the basis for estimating the relative importance of
coordinating residues on substrate recognition and recruitment.
We find that D160 contributes the most in stabilizing and recruiting
charged substrates at the recruition (Am1) site; it accounts for 30–40% of the
total interaction energy between the substrates and surrounding residues.
Interestingly, previously proposed cation-pi interactions to W148 and F107
only account for ∼6% of the total interaction energy. Thereby, we are able
to shed light on the importance of cation-pi interactions; these do not pro-
vide the main contribution for binding charged substrates at the Am1 po-
sition. This disagreement with previous results from similar studies can be
attributed in part to the fact that the previous calculations did not take
polarization effect from surrounding residues into account, nor did these
calculations include key residues. We also find that Q104 can provide sta-
bilization of substrates through water polarization. The effect is expected
to have less effect for MeNH+4 than for NH
+
4 , and may provide some expla-
nation of the experimentally determined differences in Amm and MeAmm
affinity [29, 34].
Of the four different substrates, we find that NH+4 has the largest affinity
for the Am1 site, while K+, Na+ and NH3 have less affinity. The smaller
affinities of K+ and Na+ are mainly due to less compensation of their dehy-
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dration cost from substrate-protein interactions, while the smaller affinity
of NH3 mainly is due to a larger stabilization of charged substrates relative
to neutral substrates at the Am1 site. We find that AmtB differentiates
between NH+4 and the monovalent alkali metal ions by allowing the car-
bonyl group of A162 to interact strongly with NH+4 but not the other ions.
Thus, A162 may select cations that are capable of donating a hydrogen over
other cations in agreement with inhibition studies on other AMT proteins
[4, 27, 172, 173]. Our findings support that A162 coordinates NH+4 at the
Am1 site as observed in classical MD studies [18, 74–76]. Likewise, we ob-
serve that the coordination to A162 drives a partial dehydration of NH+4
[76]. Additionally, our simulations support that A162 can play an active
role in translocating NH+4 across the F107/F215 stack [75].
At the outer part of the lumen, Na+ and K+ are both poorly coordi-
nated, while NH+4 is reasonably well coordinated. Hence, if not already
deprotonated NH+4 may in principle accommodate the Am1a and/or Am1b
positions. Intraluminally, we find that NH3 is gaseous, which conforms to a
previous view [17].
Since NH3 is the net transported species, it is of great interest to know
how and where NH+4 deprotonates between the Am1 site and the outer part
of the lumen. Here we tried to test our previously proposed proton trans-
fer pathway [75], but no immediate support for this pathway was found.
However, we cannot rule out that NH+4 deprotonates along this pathway at
positions above the Am1a position or, alternatively, that a different neutral
protonation state of intraluminal Histidines H168 and H318 drives the de-
protonation of NH+4 around the Am1a and Am1b positions. Neither, did
our simulations provide any immediate support for a proposed catalytic role
of S219 [77], and they are inconclusive with respect to a proton transfer
directly to periplasmic water [80]. Hence, further investigations based on
ab initio MD simulations are needed to determine the exact position where
NH+4 deprotonates and the preferred proton transfer pathway.
Chapter 7
Conclusion
This thesis summarizes my work on Escherichia coli AmtB; a transmem-
brane protein belonging to the ammonia/ammonium transporter (AMT)
family of proteins. This AMT protein was studied by means of classical and
ab initio molecular dynamics (MD) simulations in order to investigate the
coupling between substrate transport and protein structure dynamics. Con-
cluding remarks have already been provided in the individual conclusions
of Chapters 4–6. Here, I will therefore just briefly summarize some of the
main findings of my work on AmtB and relate them to the questions asked
about AmtB function in the introduction in Chapter 1.
How does AmtB recruit substrate? It has previously been suggested that
the aromatic rings of F103, F107 and W148 and the hydrogen bond ac-
ceptor S219:Oγ constitute a high affinity periplasmic substrate binding site
selective of cations. The simulations showed that cation-pi interactions with
the aromatic rings do not contribute much in the binding of cations, while
S219:Oγ does. However, the most important contribution for stabilizing and
recruiting positively charged substrates was found to be an electrostatic in-
teraction to the negatively charged carboxylate group of D160. Additionally,
the simulations revealed that A162:C=O is important for binding NH+4 and
in guiding NH+4 across the F107/F215 stack.
How does AmtB recognize substrate? From experiments it is known that the
physiologically important monovalent cations Na+ and K+ do not inhibit
MeAmm transport in other AMT proteins, but that Amm does (also in
AmtB) [29, 34]. Although the inhibitory effect of Na+ and K+ on MeAmm
conduction in AmtB can only be deduced from experiments on other AMT
proteins [4, 27, 172, 173], the simulations indicate that the dehydration costs
of Na+ and K+ are less compensated by substrate-protein interactions than
that of NH+4 , suggesting that also in AmtB Na
+ and K+ will have small
or no inhibitory effects on Amm conduction. A162:C=O seems to play an
important role in substrate recognition by selecting cations that are capable
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of donating a hydrogen over other cations. The simulations showed that the
inhibition by Amm might at least partially be explained by two different
effects, which both involve Q104 and both favor NH+4 : 1 ) a stabilization
effect due to polarization of a water coordinating to NH+4 and 2 ) a steric
exclusion effect.
Where and how is NH+4 deprotonated? Experiments have indicated that
protons are not co-transported with NH3 in AmtB, but must be delivered
back to periplasm. In the “equilibrium” classical MD simulations of Chap-
ter 4 two intraluminal binding sites, Am1a and Am1b, providing tetrahedral
coordination of NH+4 were identified. On that background a proton trans-
fer mechanism was proposed. In this mechanism the proton is exchanged at
the A162-G163 peptide bond via an imidic acid mechanism catalyzed by the
D160 carboxylate group and intraluminally positioned NH+4 . Subsequently,
both the localization of the deprotonation region and the mechanism were
subject to further investigations. The localization of the deprotonation re-
gion was estimated from calculated free energy profiles obtained from steered
MD simulations. The mechanism was tested by conducting hybrid QM/MM
MD simulations. These investigations confirmed that the deprotonation re-
gion encompasses an intraluminally positioned NH+4 , but the mechanism
could not be confirmed nor rejected.
The work presented in this thesis have added some pieces to the puzzle
of AMT function, but the puzzle is still not complete. Especially, the exact
mechanism by which NH+4 is deprotonated remains to be established and
requires future investigations.
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Denne afhandling omhandler molekyldynamiske (MD) simuleringer af E.coli
Ammoniakkanalen AmtB, som tilhører AMT familien af transmembrane am-
moniak/ammonium (Amm) transporterende proteiner. Ammoniak (NH3),
som i dets protonerede form er ammonium (NH+4 ), er en vigtig næringskilde
for mikroorganismer og planter. I pattedyr er Amm hovedsagligt et stofskifte-
affaldsprodukt, men har dog ogs˚a nogle vigtige funktioner bl.a. i nyrerne,
hvor udskilning af NH+4 til urinvejene er med til at regulere syre-base balan-
cen i blodet. Dog er Amm giftigt i forhøjede koncentrationer der som oftest
er en følge af nedsatte Amm reguleringsfunktioner i kroppen, f.eks. ned-
sat nyrefunktion, og menes at være en medvirkende a˚rsag til hjernelidelser
s˚a som Alzheimer type II. At Amm-regulering og -transport er fysiologisk
vigtige mekanismer afspejles af, at alle levende organismer har proteiner
tilhørende AMT familien siddende i deres cellemembraner. I mennesket har
det vist sig, at Rhesus proteinerne, som hovedsageligt kendes fra Rhesus-
blodtypesystemet og deres medvirken til røde blodlegemers immunreaktion,
ogs˚a tilhører AMT familien. AMT proteiners funktion i Amm-transport
over cellemembraner gør dem bl.a. interessante i forbindelse med opti-
mering af nitrogenoptagelse/-udnyttelse i mikroorganismer og planter, hin-
dring af nitrogenoptagelse i sygdomsfremkaldende mikroorganismer, samt
i forbindelse med sygdomme, der skyldes en nedsat transportfunktion af
Rhesus-proteiner. Derfor er det vigtigt at forst˚a transportmekanismen i de-
talje, dvs. helt ned p˚a atomart niveau at forst˚a sammenhængen mellem
proteinstruktur og -funktion. I den forbindelse spiller proteinbevægelser
(dynamik) en stor rolle, og MD simuleringer har mange gange tidligere vist
sig som et værdifuldt værktøj til at opn˚a den ønskede forst˚aelse.
Som den første AMT proteinstruktur blev røntgenkrystalstrukturen af
AmtB betemt i 2004. Forst˚aelse af sammenhængen mellem proteinstruktur
og -funktion af et AMT protein kan forventes at give en generel forst˚aelse af
hele familien. Da MD simuleringer forudsætter god strukturel information,
var det oplagt at undersøge disse sammenhænge vha. MD simuleringer af
AmtB. Det blev derfor emnet for mit Ph.D.-projekt, som nu afsluttes med
denne afhandling.
Nogle vigtige spørgsm˚al, som ønskes besvaret omkring funktionen af
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AmtB, og AMT proteiner generelt, er bl.a. følgende: 1 ) Hvordan rekrutterer
AmtB substratet ammoniak/ammonium? 2 ) Hvordan genkender AmtB sub-
stratet? Og da eksperimenter tyder p˚a, at NH+4 rekrutteres, mens NH3
transporteres, s˚a 3 ) hvor og hvordan deprotoneres NH+4 ?
Hovedresultaterne beskrevet i afhandlingen kan sammenfattes i en be-
svarelse p˚a disse spørgsm˚al.
Hvordan rekrutterer AmtB substratet ammoniak/ammonium? Modsat tid-
ligere fremsatte hypoteser om at aromatiske fenylalanin-sidekæder (F107
og W148) vha. s˚akaldte kation-pi vekselvirkninger spiller en meget vigtig
rolle i at rekruttere positivt ladet substrat, s˚asom NH+4 , fremfor neutralt
substrat, s˚asom NH3, viste simuleringsresultaterne, at disse ikke har særlig
stor betydning i s˚a henseende. Modsat viste simuleringerne, at den depro-
tonerede asparaginsyre-sidekæde (Asp160), som tidligere kun var tillagt en
proteinstruktur-stabiliserende funktion, derudover ogs˚a har stor betydning
for at rekruttere NH+4 fremfor NH3. Simuleringerne afslørede samtidigt, at
et karbonyloxygen (A162:O) er vigtig for rekrutteringen af NH+4 og videre
transport.
Hvordan genkender AmtB substratet? Tidligere eksperimenter har indikeret
at de fysiologisk vigtige natrium- og kaliumioner fravælges af AmtB og at
deres tilstedeværelse ikke har betydning for rekrutteringen af NH+4 . Det
er interessant da kaliumionen er af samme størrelse og ladning som NH+4 ,
og derfor skulle formodes at blive rekrutteret. Igen viste det sig A162:O
spillede en vigtig rolle ved kun at binde kationer, som indeholder brint, men
ikke metal ioner. Derudover viste simuleringerne, at en glutamin-sidekæde
(Q104) kan stabilisere NH+4 ved at polarisere et vandmolekyle bundet til sub-
stratet, men muligvis ogs˚a kan hindre større ioner s˚asom methylammonium
(CH3NH+3 ) i at binde liges˚a godt som NH4
+.
Hvor og hvordan deprotoneres NH+4 ? Tidligere eksperimenter har vist, at
den brintion (H+), som spaltes fra n˚ar NH+4 deprotoneres, ikke transporteres
igennem AmtB. P˚a baggrund af indledende simuleringer blev der forsl˚aet
en mekanisme, som kunne forklarer denne observation. Efterfølgende blev
den estimerede position, hvor deprotonering finder sted, bekræftet vha. af
energetiske beregninger baseret p˚a s˚akaldte styrede MD simuleringer, hvor
NH3 og NH+4 blev trukket igennem kanalen. Selve mekanismen, som in-
volverer ovenfor nævnte A162 og D160, blev dernæst testet vha. af en spe-
cial type MD simulering, hvor dele af systemet behandles kvantemekanisk.
Den foresl˚aede mekanisme kunne dog hverken be- eller afkræftes.
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Figure A1: Distances between substrates and nearby residues at the Am1
position. For each substrate, the shortest distances to residues A162, S219, and Q104
are shown. For NH3/NH
+
4 the shortest H-bond distances are reported. For NH3 the
shortest distance to Q104 is to H, while for the other substrates the shortest distance is
to O. Since F161:O comes within 3 A˚ of NH3 during simulation, that distance is also
shown. The dashed line is the cutoff distance used for coordination number calculations.
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Figure A2: Distance between substrates and nearby water molecules at the
Am1 position. For each substrate, the shortest distances to water molecules which
come within the cutoff distance or 3 A˚ during simulation are shown. For NH3/NH
+
4 , the
shortest H-bond distances are reported. The dashed line is the cutoff distance used for
coordination number calculations.
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Figure A3: Cation-pi distances for charged substrates at the Am1 position.
For each charged substrate, the cation-pi distances measured from the substrate center
atom (N, K or Na) to the geometric center of the aromatic rings in F107 and W148 are
shown. In the latter case, it is the distance to the five- or six-membered ring, whichever
is shortest. The dashed lines are reference distances reported for optimized geometries of
substrate interactions with aromatic motifs [193].
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Figure A4: Coordination numbers for substrates at the Am1 position. Coor-
dination numbers calculated using the distance cutoffs listed in Table 6.3 in the article.
The dashed line is the contribution from the protein.
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Figure A5: Distance between substrates and nearby residues at the Am1a and
Am1b positions. For each substrate the shortest distances to residues A162 and W212,
and to the closest intraluminal NH3 molecule are shown. For NH3/NH
+
4 the shortest H-
bond distances are reported. The dashed line is the cutoff distance used for coordination
number calculations.
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Figure A6: Distance between substrates and nearby residues at the Am1a and
Am1b positions. For each substrate the shortest distances to residues H168, N216 and
T273 are shown. For NH3/NH
+
4 the shortest H-bond distances are reported. The dashed
line is the cutoff distance used for coordination number calculations.
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Figure A7: Cation-pi distances for charged substrates at the Am1a and Am1b
positions. For each charged substrate the cation-pi distances measured from the substrate
center atom (N, K or Na) to the geometric center of the aromatic rings in W212 and F215
are shown. In the latter case, it is the distance to the five- or six-membered ring, whichever
is shortest. The dashed lines are reference distances reported for optimized geometries of
substrate interactions with aromatic motifs [193].
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Figure A8: Coordination numbers for substrates at the Am1a and Am1b
positions. Coordination numbers calculated using the distance cutoffs listed in Table 6.3
in the article.
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Figure A9: Substrates at the Am1 position. (A) Optimized structures with the four
different substrates: NH3, NH
+
4 , Na
+ (orange), and K+ (green), at the Am1 position. The
initial structures (thick licorice/ball-and-stick) used as starting points for the simulations
are overlayed with the final structures (thin licorice/ball-and-stick) after ∼2 ps simulation.
All residues included in the cluster calculations in Table B3 are shown. In some cases, one
of the water molecules might have been excluded from the cluster calculation although
all five water molecules are shown on each figure. Distances between the substrate and
coordinating residues are listed in Table B1. (B) z-positions of substrate heavy atoms rel-
ative to the Am1 position along the trajectories as well as the z-positions of the optimized
structures (filled circles). (C) The distances between NH+4 and A162:C=O, and water
molecule w2, along the trajectory reveal a correlation between the loss of a coordinating
water and coordination to A162:C=O.
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Figure A10: Substrates at the Am1a and Am1b positions. (A) Optimized struc-
tures with NH+4 at the Am1a position and the four different substrates: NH3, NH
+
4 , Na
+
(orange), and K+ (green), at the Am1b position. The initial structures (thick licorice/ball-
and-stick) used as starting points for the simulations are overlayed with the final structures
(thin licorice/ball-and-stick) after ∼2 ps simulation. Only the initial structure of NH+4 at
the Am1a is shown since it translocated to the Am1b position during simulation. All
residues which were included in the cluster calculations in Table B3 are shown. Distances
between the substrate and coordinating residues are listed in Table B2. (B) z-positions of
substrate heavy atoms relative to the Am2 position along the trajectories as well as the
z-positions of the optimized Am1a (empty circles) and Am1b structures (filled circles).
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B1
NH3[0/†] NH+4 [0/†] Na+[0/†] K+[0/†]
Q104:O 4.17/3.89 3.64/3.92 4.44/4.34 4.76/4.51
Q104:N 3.59/4.23 3.61/4.83 3.97/4.09 4.07/4.74
W148:N 4.37/6.10 3.78/3.95 4.64/4.62 4.87/5.09
D160:Oδ 7.05/6.56 6.44/5.98 7.37/7.37 7.42/7.48
A162:C=O 4.31/5.25 3.49/1.95 4.44/5.63 4.10/4.62
S219:Oγ 2.24/2.12 2.73/1.95 3.48/3.94 3.03/2.82
w1 1.97/2.13 1.58/1.66 2.26/2.24 2.63/2.67
w2 1.68/1.73 1.88/6.07 2.38/2.36 2.74/3.22
w3 3.21/3.45 2.79/2.47 2.43/2.38 2.91/2.88
w4 2.04/2.44 2.00/2.21 2.41/2.40 2.83/2.82
w5 4.56/3.93 4.03/4.04 4.86/4.83 5.02/5.04
F107 (4.28/4.71) 4.29/4.14 5.01/5.22 4.42/4.46
W148 (4.55/5.61) 4.67/4.91 4.62/4.46 5.02/5.20
Table B1: Coordination Distances at the Am1 position. Distances between co-
ordinating residues/ water molecules and the four substrates in the optimized structures
are listed. For NH3/NH
+
4 the listed distances are the shortest H-bond distances, except
for the last two entries, which are cation-pi distances measured from the substrate center
atom (N, K or Na) to the geometric center of the aromatic rings. All distances are in
A˚ngstro¨ms. 0 and † denote initial and final structures, respectively.
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B2
NH3[0/†] NH+4 [0/†] Na+[0/†] K+[0/†]
A162:C=O 3.34/4.00 (1.80) 1.97/2.49 2.32/2.29 2.67/2.79
H168:N 2.16/2.12 (3.68) 1.75/1.67 2.39/2.39 2.81/2.80
W212:N 3.33/5.06 (2.75) 2.71/2.46 3.97/4.29 3.57/3.86
N216:Oδ 4.44/6.12 (2.16) 4.01/4.70 5.41/5.71 4.88/5.35
N216:Nδ 6.25/7.11 (4.07) 5.65/6.17 7.20/7.56 6.71/7.15
T273:Oγ 4.40/5.14 (2.02) 3.20/3.95 4.37/4.65 4.24/4.64
NH3 2.05/5.06 (1.61) 1.76/1.81 2.47/2.40 2.89/2.89
W212 (3.92/5.85) (3.90) 4.15/4.01 4.57/4.93 4.13/4.41
F215 (2.88/3.02) (4.10) 4.13/3.90 4.15/4.56 3.71/3.69
Table B2: Coordination Distances at the Am1a and Am1b positions. Distances
between coordinating residues and the four substrates in the optimized structures are
listed. The entries in parenthesis are for the the initial Am1a structure. For NH3/NH
+
4
the listed distances are the shortest H-bond distances, except for the last two entries,
which are cation-pi distances measured from the substrate center atom (N, K or Na) to
the geometric center of the aromatic rings. All distances are in A˚ngstro¨ms. 0 and † denote
initial and final structures, respectively.
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B3
Substrate: NH3 NH
+
4 Na
+ K+
Position Fragment Eint[0/†] %[0/†] Eint[0/†] %[0/†] Eint[0/†] %[0/†] Eint[0/†] %[0/†]
Am1
Q104 -2.7/-2.2 12/10 -5.3/-8.4 4/6 -0.2/-1.8 0/1 -0.3/-4.3 0/3
F107 0.4/0.7 -2/-3 -2.0/-3.3 1/2 -3.5/-4.1 2/3 -1.8/-2.6 1/2
W148 0.2/-0.2 -1/1 -3.6/0.9 3/-1 -3.1/-4.6 2/3 -3.5/-2.8 3/2
D160 -2.6/-2.7 12/13 -45.4/-49.9 33/35 -46.1/-46.7 30/30 -45.2/-46.2 34/36
A162:C=O -0.7/0.1 3/-1 -7.1/-16.9 5/12 -6.0/-1.8 4/1 -6.9/-5.1 5/4
S219 -1.9/-2.1 9/10 -5.7/-10.1 4/7 -5.4/-5.3 3/3 -8.3/-10.3 6/8
w1 -2.5/-3.5 11/16 -20.4/-16.5 15/11 -21.6/-22.0 14/14 -15.1/-15.3 11/12
w2 -12.3/-12.0 57/56 -10.5/NI 8/NI -13.5/-13.7 9/9 -9.9/-4.2 7/3
w3 NI/NI NI/NI NI/-4.7 NI/3 -12.8/-12.9 8/8 -6.0/-4.4 4/3
w4 -2.5/-1.6 12/8 -13.3/-9.3 10/6 -18.8/-19.6 12/13 -13.3/-14.0 10/11
w5 -1.3/-1.1 6/5 -6.0/-6.8 4/5 -7.5/-9.1 5/6 -6.9/-7.7 5/6
∆Eint(ALL) -21.5/-21.3 100/100 -136.0/-144.1 100/100 -154.0/-153.8 100/100 -132.4/-128.0 100/100
(Am1a)
Am1b
A162:C=O -0.3/-0.4 4/7 (-13.9) -13.6/-11.2 (15) 15/12 -23.1/-25.0 22/24 -16.6/-16.4 19/19
H168 -3.5/-2.9 47/54 (-10.7) -20.4/-24.1 (12) 22/26 -25.2/-26.5 24/25 -17.4/-18.7 20/22
W212 1.2/0.0 -16/0 (5.5) -3.5/-5.1 (-6) 4/5 -2.1/-2.1 2/2 -3.1/-2.7 4/3
F215 0.1/-1.1 -2/21 (-2.8) -3.5/-4.6 (3) 4/5 -4.4/-3.8 4/4 -5.6/-6.0 7/7
N216 -0.3/-0.1 4/2 (-13.4) -5.6/-4.5 (15) 6/5 -5.2/-4.8 5/5 -6.1/-5.4 7/6
T273 0.4/0.2 -6/-4 (-7.0) -1.0/-2.1 (8) 1/2 -1.2/-1.1 1/1 -2.0/-1.6 2/2
NH3 -3.4/0.1 45/-2 (-22.4) -17.0/-16.6 (24) 18/18 -20.2/-21.2 19/20 -12.0/-13.4 14/16
∆Eint(ALL) -7.5/-5.3 100/100 (-91.7) -93.0/-93.4 (100) 100/100 -105.4/-105.7 100/100 -85.3/-84.2 100/100
Table B3: Interaction Energies. Interaction energies between substrates and coordinating residues obtained from cluster calculations. All
energies are in kcal/mol. Also listed are the percentage each interaction energy comprise of the total interaction energy ∆Eint(ALL). Since they are
not pairwise additive they do not sum up to a total of 100%, but to ∼90% for the charged substrates and ∼120% for NH3. A negative percentage
arise for repulsive interactions. 0 and † denote initial and final structures, respectively. Entries in parenthesis are the energies of NH+4 initially at
the Am1a position.
