Cognitive radio (CR) engines often contain multiple system parameters that require careful tuning to obtain favorable overall performance. This aspect is a crucial element in the design cycle yet is often addressed with ad hoc methods. Efficient methodologies are required in order to make the best use of limited manpower, resources, and time. Statistical methods for approaching parameter tuning exist that provide formalized processes to avoid inefficient ad hoc methods. These methods also apply toward overall system performance testing. This article explores the use of the Taguchi method and orthogonal testing arrays as a tool for identifying favorable genetic algorithm (GA) parameter settings utilized within a hybrid case base reasoning/genetic algorithm CR engine realized in simulation. This method utilizes a small number of test cases compared to traditional design of experiments that rely on full factorial combinations of system parameters. Background on the Taguchi method, its drawbacks and limitations, past efforts in GA parameter tuning, and the use of GA within CR are overviewed. Multiple CR metrics are aggregated into a single figure-of-merit for quantification of performance. Desirability functions are utilized as a tool for identifying ideal settings from multiple responses. Kiviat graphs visualize overall CR performance. The Taguchi method analysis yields a predicted best combination of GA parameters from nine test cases. A confirmation experiment utilizing the predicted best settings is compared against the predicted mean, and desirability. Results show that the predicted performance falls within 1.5% of the confirmation experiment based on 9 test cases as opposed to the 81 test cases required for a full factorial design of experiments analysis.
Introduction
Cognitive radios (CRs) incorporate artificial intelligence with wireless communications devices to enable automated decision making and long term learning. Architectures for cognitive engines (CE) include rules, meta-heuristics, and experientially based as well as hybrid combinations. Even rudimentary architectures generate several configuration parameters that require careful tuning to achieve favorable performance. Realistic constraints of time, manpower, and resources place limitations on the amount of testing available to address this element of CR design and development. The same constraints apply to overall system testing of CR.
Trial and error approaches toward selecting CE parameter values make poor use of available resources. The specific problem addressed here focuses on implementing strategies that limit the number of required tests needed to identify acceptable parameter values. These same methodologies can be applied to overall system testing. The primary goal centers on defining satisfactory ranges of performance rather than identifying computationally optimum values. Several systematic frameworks exist that address this problem from a statistical perspective utilizing empirically measured results. These methods include design of experiments (DOE), response surface methodology (RSM), and the Taguchi method utilizing orthogonal arrays (OA). These methods are well accepted across many fields of science and production environments [1, 2] . However, as the number of configuration variables grows, the benefits of DOE and RSM formalizations diminish due to the significant number of test cases that full factorial designs require. DOE requires testing of all the maximum and minimum values of each combination of parameters, while RSM requires the addition of nominal values. For example, a four-variable configuration with three levels each requires 3 4 = 81 individual test cases. Each test case will require at least two runs to determine variance, increasing the minimum required runs to 162. These trade offs between test case quantities and value-added information gained will be an important issue as CR matures to field deployments.
This article explores the use of the Taguchi method to identify selection of genetic algorithm (GA) configuration parameters within a CR engine. The Taguchi method utilizes an efficient selection of testing configurations based on the concept of OA. Experimenters have utilized OAs since the 1940s; these are based on statistical designs that yield sufficient knowledge to determine a favorable parameter setting with a limited number of experimental runs [3] . The Taguchi method is implemented on the GA module within a CE designed around a railway application for transmission of packet data [4] . This CE utilizes a hybrid architecture of case-based reasoning (CBR) decision making with GA-based optimization. The figure-of-merit (FOM) concept, used in performance analysis of computer network systems [5] , defines a quantification of performance that is an aggregate of several CR metrics as opposed to only the fitness function used within the GA calculations.
This article differs from others that focus on GA parameter optimization by measuring GA performance within the context of an overall CE. The fitness function utilized within the GA is one of several performance metrics that are aggregated for analyzing the data within the Taguchi method framework. While DOE methodologies have been applied within the context of CR [6] , to the best of our knowledge, Taguchi methods have not. The methodology presented contributes a systematic framework that can be applied across other components of CEs regardless of the specific application spaces. Additional unique aspects include the use of aggregate FOM for quantification of performance, the use of Kiviat graphs as a visualization of CE behavior, and formulation of Taguchi methods within a CR application.
The remainder of this article is structured as follows. Section 2 provides background on the use of GAs within CR and efforts for identifying ranges for parameter settings. An overview of the Taguchi method is provided as well as drawbacks and limitations of the method compared to other statistical methods such as DOE and RSM. Section 3 describes the overall CE architecture and process flow between the experientially based CBR and GA. Performance metrics and FOM are described. Section 4 defines the experimental design of the system model and selection of the L9 OA utilized within the Taguchi method. Section 5 discusses the results from running each test case of the OA on the system and the results of the analysis which lead to a predicted best parameter setting. A confirmation experiment is run using the predicted best parameter settings and compared against the calculated performance. Finally, Section 6 summarizes and suggests areas for further research.
Background
This section briefly reviews the GA, past use of the GA in CRs, and efforts to identify parameter settings. One can follow the testing methodology presented here without intimate knowledge of the GA due to the viewpoint that systems being tested can be considered as 'black boxes' where input parameters are defined and performance measures observed. Results are presented only in terms of the input configuration parameters. This concept is important from the perspective of system development and deployment, where only a few key individuals may possess detailed knowledge of how components are designed, and others will most likely test and configure the system. This section also reviews the basics of the Taguchi method, OA, and desirability functions as evaluation tools for Taguchi analysis.
GA background
This section provides a cursory review of the operation of a GA. A more detailed review can be found in [7] . Evolutionary processes provided the inspiration for the GA as a tool for optimization of a function. Biological cells are defined by strings of DNA known as a chromosome. Each chromosome contains a set of genes comprised of blocks of DNA. These genes define physical attributes of the cell or organism, such as hair color. As organisms reproduce, the genetic information from both parents is combined into new chromosomes comprised of genes from both parents. In addition, random mutations occur that change individual genes. A measure of success of an organism is its fitness, or how much it can reproduce before it dies. The concept of 'survival of the fittest' states that the best combination of genes and their resulting chromosomes yields the strongest individual which will survive the longest.
These concepts led to the development of the GA. The first step in implementing the GA requires that a problem be defined such a way that its solutions can be encoded into a chromosome. In the case of CR, the configurable radio parameters, such as transmit power, modulation, coding, or packet size represent genes of a chromosome. GA's typically encode solutions as bit strings of 1's and 0's.
Once the parameters are encoded into genes and combined into a chromosome, the fitness of the individual needs to be quantified. Fitness functions are tools for assessing the strength of an individual chromosome. Section 3.1 describes how fitness is calculated in a CR application of GA. Radio parameter settings and estimations of performance metrics are converted into a normalized scale via a utility function. Each parameter's utility function is then combined into a single fitness value.
The GA starts by creating a population of several individuals. Each individual's fitness is assessed, and individuals are ranked in order of highest fitness. Top individuals become parents for the next generation of the GA, while the weakest performers are discarded. The children of surviving parents are created by crossing over genes between parents. In this manner, strong characteristics from two sets of parents are combined as shown in Figure 1 . In addition, random mutations of single bits within a chromosome are implemented based on a probability density function enable searching more of the variable space.
GA use in CR
CR architectures have gravitated towards GA as potential decision-making algorithms given their capability of solving complex spaces based on multiobjective definitions [8] . Performance in CR must be defined in terms of multiple elements, such as bit error rate (BER), bandwidth, throughput, and transmit power. Utilization of GA within wireless communications application space required modeling the physical (PHY) layer traits of the radio within the context of a genetic chromosome. PHY layer characteristics such as BER, modulation, and frequency were represented as variable bit representations of genes. Nonlinear utility functions were utilized to convert PHY layer meters into values between [0,1]. These utilities were aggregated into weighed fitness functions that could be tuned to emphasize specific radio missions such as minimizing transmit power or maximizing throughput [9] . These initial groundbreaking works spawned many research directions that range from sensitivity analysis [10] of the individual elements of the chromosomes to the incorporation of other bio-inspired algorithms.
A typical process flow for the use of a GA within CR is as follows:
1. The radio parameters each represent a gene which are encoded together to form a chromosome.
2. The initial population is created either from random generation, or from the output of other modules of a cognitive engine, such as a case based reasoner [4] .
3. During each generation, the chromosome's genes are decoded to identify the suggested radio parameters.
4. The radio parameters are used to estimate performance meters. Both the parameters and estimated meters are normalized using utility functions and combined into a single measure of fitness.
5. The next generation is created by crossing over genes from the parents with the highest fitness.
6. Each bit of the population is randomly mutated with a fixed probability.
7. The algorithm repeats the process for a defined number of generations.
While powerful, the heuristic nature of the algorithm was plagued with slow operations. To enhance decision making speed, the GA architecture was hybridized with experientially based decision making such as CBR. Experiential databases provide a faster first attempt to match the current situation with a successful decision made in the past. If a sufficiently similar case is not found, the top retrieved cases can act as partial seeds into a GA with the goal of improving performance [11] . This architecture is utilized within this article and will be discussed in more detail in Section 3.
Identifying GA parameters
The selection of GA configuration parameters will have bearing on the success of the algorithm. The key parameters are crossover rate, mutation rate, population size, and maximum generations.
1. The crossover rate, or probability of crossover, affects the rate at which crossover between parents occur. A higher crossover rate, increases new strings into the population faster. Too low a crossover rate will limit the exploration rate due to lower number of potential solutions. Mutation rate is the probability that each bit of the string undergoes a random flip after the selection of a new parent.
2. Mutation rates affect the speed of searching. Too high a rate makes the search similar to a random search which can be inefficient. Too low a rate limits the diversity of the population making finding the best solution harder. 3. Population size controls the amount of chromosomes that the GA has in each generation. Too big a population size requires a longer search of the current generation to identify the best ones of the generation which will become the parents of the next generation. However, too small a population again limits future diversity.
4. Maximum generations limits the number of iterations that the GA is allowed to make before a final solution is identified. GA's are known to converge to near-optimal solutions, however the time it takes to reach a solution is an important consideration. In CR, the environment may change before the GA has had a chance to fully converge, therefore maximum generations cannot be too high. This leads to having to make some concessions into the final fitness of the solution. It may not have converged on the overall best solution. In this case, a 'good-enough' solution maybe a necessity.
Since the inception of GA, there have been several efforts to identify ideal parameter settings. De Jong's key work evaluated four parameters: population size, crossover rate, mutation rate, and generation gap [12] . His conclusions provided recommended ranges that are considered default settings for basic GAs. The suggested guidelines were population size: 50-100; crossover rate: 0.6; and mutation rate: 0.001. Work by Schaffer et al. [13] investigated interaction effects between parameter settings and suggested an inverse relationship between population size and mutation rate. This effort led to recommendations for parameter ranges of population size: 20-30; mutation rate: 0.005-0.1; and crossover rate: 0.75-0.95. The Taguchi method has been applied to the problem of identifying GA parameters using the same theoretical test objective functions as utilized by DeJong [14] . The results indicated that GA parameter settings were dependent on the specific test application.
With regard to interaction effects between parameters, Rezende performed statistical analysis utilizing the DOE methodology to identify these relationships between population size, number of generations, crossover probability, and mutation probability, as well as the qualitative factors of crossover type and mutation type [15] . Results indicated that crossover type had the most effect on performance, and interaction effects were most prevalent between population size, maximum number of generations, crossover rate and type of crossover, and mutation rate and type of crossover. The statistical value of the interaction effect between population size and maximum number of generations was 0.03 where p = 0.05 is the typical cutoff. Therefore, this interaction is considered relatively weak.
Taguchi method
The Taguchi methods were developed as an alternative to traditional DOE which have been in use since the early 1930s [16] . This section will review the Taguchi method of experimental design. First, the efficient OA representation of test cases is presented, followed by the concepts of Taguchi signal to noise ratio. A top level process flow for the Taguchi method starts with selecting parameters and their levels, running a number of individual test cases containing a unique combination of these parameters, measuring the output, and calculating output means and variations.
DOE methods study the effects of the variation of input parameters on a system or process. Fundamentally, the system or process is viewed as a black box such that input parameters are implemented and output performance measures are tracked. Rather than changing only one variable at a time, multiple variables are changed between experimental runs in order to isolate interaction effects between control parameters. Each parameter is represented as a range of potential values. In a full factorial design, each potential combination of parameter values is tested. As the number of parameters grows, the number of tests required can quickly expand beyond the realistic capabilities of the testers.
Taguchi differed from traditional DOE in a number of ways. First, a more efficient array of test conditions was developed that significantly decreased the number of test cases required in order to draw performance conclusions. Consider a system with P configuration parameters and L levels, and test plans with N total test cases. A traditional full factorial design requires N = L P unique configurations to test each combination of parameters and levels. Consider a system with P = 10 and L = 3. This would require 3 10 = 59, 049 test cases for a full factorial design. The number of runs can essentially be considered a cost. An OA has potential for similar information gain about the system at a much lower cost. Taguchi recognized the need for reduced testing matrices given the realistic constraints on time, manpower, and resources. His perspective was from the manufacturing perspective where these constraints are very prevalent; therefore, his methods centered on OA concepts developed in the 1940s [17] .
Orthogonal array design
This section describes the OA testing matrix that provides an efficient combination of configuration parameters to minimize the resource cost from testing. The notation for this array is defined as OA(N,k,s,t) where an array, A of size N × k is created from k parameters consisting of s levels which are a subset of S and strength t such that (0 ≤ t ≤ k) [18] . The selection of strength is driven by the potential for interaction amongst factors. Pairwise interaction between any two parameters is adequately address with a strength of t = 2. One can increase t to incorporate higher order interactions, at the cost of more tests. Strength of 2 is adequate for this application.
Orthogonality in this context is met when each t-tuple based on S appears the same number of times as there are rows for every N × t sub-array of the overall A matrix. Weng et al. [19] provide an example of an OA (27,10,3,2) utilized in the design of a linear antenna array based on the Taguchi method. Here we utilize an OA(9,4,3,2) which is also known as the L9 array as shown in Table 1 . The "L" is related to the classic Latin Square design which OAs are based upon. The elements of the array are selected from S = 1, 2, 3 representing three discrete levels of the GA control parameters which are mapped to the labels: A,B,C, D.
Following the illustrative example of [19] , any two columns, as defined by t = 2 will always show nine possible combinations in the rows: (1,1), (1,2), (1,3) , ( 
4 unique test cases. Given the small number of test cases compared to full factorial designs, it is common that the resulting best case after the analysis was not among the cases within the OA. Therefore, it is common to run a confirmation experiment on the resulting case.
Taguchi methods are also known for their capability to investigate the response output created from combinations of controllable parameters and uncontrollable parameters. The OAs described above are also known as inner arrays. A second array can also be incorporated around each point of the inner array that includes variations of uncontrollable parameters. For the purposes of testing, these typically uncontrollable parameters are fixed at minimum and maximum values of their uncontrollable parameters' range. This is often called the outer array. This article only considers inner array test cases.
Taguchi signal-to-noise ratio
Another key area in which Taguchi differs from traditional DOE methods focuses on the success of the output. Traditional methods strive to identify and maximize/minimize the mean output of a system. Taguchi's production background trained him to emphasize not only mean output but also to minimize the variation around that target which is a truer measure of overall quality. Taguchi refers to this relationship between variation and the output as signal-to-noise ratio (SNR). To avoid confusion with common wireless communications terminology, this article will refer to this as SNR Tag . There are three distinct formulas for calculation of SNR Tag : (1) lower-is-better (LIB) as shown in 1; (2) higher-is-better (HIB) as shown in 2; and (3) nominal-is-better (NIB) as shown in 3 [20] . Each sample of the metric under consideration is denoted as y i and y is the overall sample mean given from n replicates. The variance in of the sample is denoted as s 2 . In other words, the LIB SNR Tag 
Analysis of Taguchi designs proceeds by testing each case within the OA. A desired target or the overall goal of HIB or LIB must be identified. The output response is measured as a result of each test case. Multiple runs are averaged, and the mean and SNR T ag are calculated. These values are further analyzed utilizing desirability functions and discussed in more detail in Section 5.
Drawbacks and limitations
There are several drawbacks and limitations when following the basic Taguchi methodology. First, each parameter value requires discrete values. Predicted results are only calculated at these discrete values. In contrast, the RSM methodology enables prediction at points not located at dedicated values of the control parameters. Second, the method discussed assumes that interaction effects between parameters are negligible. A complete DOE screening that evaluates every combination of parameter values has the capability of identifying interaction effects amongst parameters. In many cases this is not feasible given the sheer quantity of test cases required. Often, experimenter knowledge of the overall systems enables intuitive judgments about which effects lend themselves towards interaction. The Taguchi method predicts a parameter setting that will result in the best performance based on the initial definition. It is unable to define a model for the system behavior. RSM techniques are suggested for this level of system understanding; however, the cost in terms of increased testing cases can be significant. The analysis process for identifying a favorable parameter set is performed offline and typically is not conducive to an automated process for real-time operations. Therefore, the Taguchi method alone might not provide a real-time solution for CE operations. There are several hybrids of the Taguchi method with heuristic methods, such as a GA, which might provide more real-time functionality [21] . Finally, the resulting solution set of configuration parameters typically requires a confirmation test in which these parameters are run through the testing configuration.
CE architecture
This section overviews the CE architecture utilized within this article. Figure 2 illustrates the process flow [22] . The CE is tethered to a software-defined radio such that it pulls system parameter information from the radio and pushes new configurations. The engine maps the configuration parameters of the radio (commonly known as 'knobs') as well as radio performance metrics (commonly known as 'meters') into a vector representation. This vector enables the use of similarity calculation for CBR-based engines to compare different situations against each other. CBR is founded on the belief that solutions to new situations can be identified based on solutions used in similar situations in the past. This is discussed in more detail in [22] [23] [24] . The decision process utilized in this article first attempts to utilize the CBR. If a past decision does not fall within a defined similarity threshold, then the CE calls the GA. Only GA configuration parameters are changed between test runs, as indicated in Table 1 .
When a CE engine is initialized without a case base, it must rely on the GA to make decisions. Each time a favorable decision is made such that performance improves after the decision, that case is added into the past history as a successful decision. CBR case retrieval is based on a combination of similarity to the current situation as well as the resulting success of the past decision. Therefore, past decisions that also have a high fitness have a better chance of being retrieved as a potential solution to a new situation. Ideally, this case can be retrieved in the event that a future situation matches this past situation.
This article does not take into consideration the interaction effects between CBR configuration parameters and the GA operations as all CBR configuration variables are kept constant between test runs. In addition, the casebased history was erased between each run and between each test configuration. Typically, past history would remain in place across multiple runs. New successful cases augment past history to provide the capability to learn from past experiences.
Utility and fitness definitions
There is a multi-step process for calculating the fitness function utilized within the GA module of the CE. First, knobs and meters are converted to a utility with values between [0,1]. This conversion is not a direct normalization, but rather makes use of dedicated utility functions to place the value on this scale. The utility functions presented in Equations (4)- (6) are based on previous work [11] . 
The fitness function utilized within the GA consists of a weighted sum of the above utility functions, as shown in (7). The weights are driven by user-designated radio missions, as discussed in [9] . These missions include minimize transmit power, maximize throughput, and minimize BER. This article utilizes the minimize-BER mission with weights set to w TX = 0.0725, w BER = 0.8, and w Throughput = 0.0725.
Estimation methods within the GA
The GA must estimate performance metrics of the members of the population in order to calculate the fitness of each individual. The reliance on estimations is one drawback of the GA. The performance parameters estimated include the radio SNR, throughput, BER, and packet error rate (PER), and spectral efficiency. The estimation methodologies are adapted from [8, 25] . The estimations assume an Additive White Gaussian noise (AWGN) channel. It is acknowledged that this is a simplified model that does not take into account fading, or interference. It does however, provide a benchmark environment for characterizing how Taguchi designs perform on a basic wireless system.
Metrics
This article strives to assess the performance of the GA in terms of overall CR performance and not just the fitness function utilized within the GA. Therefore, several performance metrics are aggregated to produce a single quantification of performance. These metrics, as shown in Table 2 , include BER, number of decisions made using the GA, average fitness after a decision is made, average throughput, number of decisions made using CBR, and average time to action. The architecture will Figure 2 Cognitive architecture: The cognitive engine architecture is comprised of a hybrid case-based reasoner and genetic algorithm. If a past experience is falls within a defined similarity of the current situation, then the decision made at that time is implemented. Otherwise the genetic algorithm is called to identify a solution to meet the current situation.
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operate with faster decision cycles the more that it can use the CBR over the GA, and operate with higher fitness performance if better decisions are made. Therefore, the GA parameter settings are judged with regard to improvements of fitness post-decision, how fast decisions are made, and how often the engine is able to rely on the CBR for decisions. These metrics can also be broadly categorized as HIB and LIB. BER can be viewed as a LIB metric in its standard form, or converted to HIB by dividing the BER by a target-goal BER. In this case, BER is converted to HIB. The use of the Merrill's FOM is suggested to combine alternating HIB and LIB metrics into a single quantified value as shown in (8) [5] . Where n is the number of metrics considered, and x i is an individual metric. The metrics are ordered such that when i is odd, the metric is HIB, and when i is even the metric is LIB. The Resulting FOM is a single aggregate quantification of the multiple metrics on a normalized scale.
The FOM is not without its drawbacks. It considers all axes and metrics of equal weighting, and extreme values are viewed as favorable. This may not always be the case. Equal FOM values between two different systems do not mean that the systems are equally as good. There could be imbalances in the system which the FOM calculation does not show.
Experimental design
A transmit-receiver chain and external interference source realized in simulation comprised the system model, as shown in Figure 3 . A data file was transmitted to the receiver utilizing BPSK modulation, forward error correction coding, and additive white Gaussian noise injected into the system. The CE was required to make a decision regarding whether to change transmit power, or coding in response to changes in system performance. Feedback of received BER, presence of and magnitude of external interference power were assumed. A decision cycle consisted of (1) observation of received BER and interference power; (2) making a decision utilizing either the CBR or the GA to change or maintain existing settings of either the transmit power or coding; (3) observing the resultant performance metrics after a decision; and (4) augmenting the existing case-based history if a decision resulted in improved performance. After the tenth decision cycle, a simulated external interference source was engaged. The interference was turned off after the twentieth decision cycle and the test ended after 30 decision cycles. Each decision cycle provided performance measures in terms of overall system fitness and time-to-action for each decision whether the CBR or the GA was utilized. Figure 4 illustrates the results from one example test run. The x-axis represents the decision index. Stars indicate that the GA was utilized to make the decision, while circles indicate that the CBR made the decision. Successful decision made by the GA are saved into the case base history for retrieval by the CBR based on similarity calculations. The resulting metrics across 30 decision indexes are averaged and then combined into the FOM as defined by (8) . This example resulted in a FOM = 0.7833 and is illustrated by the Kiviat graph shown in Figure 5 . These charts are designed to quickly illustrate balanced performance where a symmetrical star shape is ideal.
Typically, a CE would operate in an event-driven cycle such that a decision process is entered only if predefined metrics go outside of defined specifications. In this testing protocol, the engine was operated in a forced decision mode such that decisions were required every cycle to generate a higher number of decisions per test. Even if the engine was selected to not make a change to existing knob settings, this was still considered a decision. The GA parameters manipulated between test runs were (A) crossover rate; (B) mutation rate; (C) population size; and (D) allowable maximum generations. The ranges of values these parameters take were selected based upon findings discussed in Section 2.1.2. The values of each of these parameters were mapped into three discrete values, as shown in Table 3 .
Results
Nine separate testing configurations of GA parameters were tested. Each configuration test was repeated five times. The overall FOM for each replicate of the test was recorded as shown in Table 4 . SAS JMP 9.0 statistical software package was utilized for the analysis of the Taguchi testing matrix. The SNR Tag utilizing an HIB goal per (2) was calculated for each test configuration along with a calculation of desirability on a scale of [0, 1] .
Desirability functions are a common tool for assessing optimization of multiple responses and are crafted to match the desired HIB or LIB goals [26] . Desirability functions are similar to the the utility functions discussed in Section 3.1 in that the functions map the response variable to a [0,1] scale where 0 is least desirable and 1 is most desirable. These mappings, defined as d i , take on different shapes depending on if the goal of the overall response was identified as an HIB, LIB, or nominal. An overall desirability, defined as D, is comprised of a geometric mean of each d i as shown by (9) . In this form, all parameters are and their responses are weighted equally. JMP defined piecewise smooth functions for desirability based on the default settings.
The analysis package calculated a prediction profile for each parameter, as shown in Figure 6 . These profiles illustrate the output response as a single element as varied while the other three are kept constant [27] . This figure also indicates the configuration settings that lead to a predicted best performance, as indicated by the red dotted lines. To read the chart, one identifies the parameter of interest such as crossover rate. As crossover rate varies from value 1, 2, and 3, the output trend tends to increase. This assumes that the other three parameters are kept constant.
The JMP analysis performs an iterative optimization of parameters based upon the prediction profiles. Desirability for every combination of the full-factorial set of Figure 4 Example test run: The cognitive engine in this simulation was set up to continually make a decision. Some decisions resulted in no change to the configuration parameters. Decisions were marked with indexes. Red stars indicate a decision was made by teh GA while blue dots indicate that the decision was made by the CBR.
parameters is generated. The parameter configuration of [A = 3,B = 1,C = 2,D = 2] was identified as the predicted best combination to achieve the desired output response.
Confirmation experiment
The predicted best testing configuration was not one of the original configurations of the L9 orthogonal matrix. Therefore, a confirmation experiment was run implementing the suggested configuration in order to verify performance. Table 5 shows the results of these tests Figure 5 Kiviat graph: The Kiviat graph, also known as a spider chart graphically combines performance across multiple metrics in one figure. Similar to utilities that are normalized between [0,1], each metric is placed on the same scale. Higher-is-better, and lower-is-better metrics are alternated such that a balanced system is star shaped. The FOM is like fitness in that it is an aggregate combination of all metrics. The FOM of this example is 0.7833. and comparison to predicted performance. The confirmation experiment indicated that resulting mean FOM was 1.50% less than predicted, SNR Tag was 14.52% worse than predicted, and desirability was 4.58% less than predicted. Figure 7 shows the resulting Kiviat graph of one of the confirmation experiments for FOM = 0.8612.
Conclusions
This article presented an application of the Taguchi method that utilized orthogonal testing matrices for optimizing configuration parameters of a GA utilized within a CR engine. Testing methodologies like these provide an efficient means for assessing performance without testing across the entire range of potential configurations. Results indicate that a nine fold decrease in the number of required experiments elicited a predicted configuration parameter set that fell within 1.50% of the actual FOM performance metric. While unsuitable for drawing conclusions on true optimality, these methods provide general trends of performance and provide a tradeoff between minimizing testing costs and Figure 6 Prediction profiler: The prediction profiler tool enables simple multi-objective near optimization of response factors based on defined goals. Profile traces are displayed where the X-axis is the factor and the Y -axis is the output response. The profile trace is the predicted response as the X-axis variable changes while the other variables are held constant. The far right column are the defined desirability functions for each response. In this case both are set to a 'higher-is-better' shape. A recursive search function enables identification of the X variables which lead to maximizing the total desirability. knowledge gained on system performance. Further research suggested includes comparing this analysis to one utilizing RSM to develop an overall model of system performance and confirming the state of interaction effects between parameters. In addition, this effort focused on a single module within the cognitive architecture. A similar DOE that considers interaction and performance effects of varying configuration parameters The desirability analysis yields a recommended configuration that will maximize desirability. This configuration was not one of the designs within the L9 matrix. Only a predicted response and desirability is provided in the model. Therefore, the configuration was entered into the simulation and run in order to confirm the prediction. The means were recorded for each run. Results show a 1.5% difference in mean, 14.5% difference in Taguchi-SNR, and 4.5% difference in desirability.
Figure 7
Kiviat graph: Compared to Figure 5 , one can see that this configuration has led to more balanced performance. The axes alternate between higher-is-better and lower-is-better performance metrics so a balanced system is exemplified by a star shape. The FOM of this example is 0.8612 and the shape is more balanced than the previous Kiviat figure. across multiple modules simultaneously, such as the CBR and the GA, will provide even greater insight into performance prediction. These statistical frameworks provide systematic methods to identify favorable configuration parameter settings for CR and for assessing overall system performance.
Abbreviations CBR: case-based reasoning; CE: cognitive engine; CR: cognitive radio; DOE: design of experiments; FOM: figure-of-merit; GA: genetic algorithm; HIB: higher-is-better; LIB: lower-is-better; NIB: nominal-is-better; OA: orthogonal array; PHY: physical layer; RSM: response surface methodology; SNR: signalto-noise ratio; SNR Tag : Taguchi SNR.
