Previous studies have shown that intermediate magnitude of surface tension has a counterintuitive destabilizing effect on two-phase planar jets. In the present study, the transition process in confined two-dimensional jets of two fluids with varying viscosity ratio is investigated using direct numerical simulations (DNS). The outer fluid co-flow velocity is 17% of that of the central jet. Neutral curves for the appearance of persistent oscillations are found by recording the norm of the velocity residuals in DNS for over 1000 nondimensional time units, or until the signal has reached a constant level in a logarithmic scale -either a converged steady state, or a "statistically steady" oscillatory state. Oscillatory final states are found for all viscosity ratios ranging from 10 −1 to 10. For uniform viscosity (m = 1), the first bifurcation is through a surface tension-driven global instability. On the other hand, for low viscosity of the outer fluid, there is a mode competition between a steady asymmetric Coanda-type attachment mode and the surface tension-induced mode. At moderate surface tension, the first bifurcation is through the Coanda-type attachment which eventually triggers time-dependent convective bursts. At high surface tension, the first bifurcation is through the surface tension-dominated mode. For high viscosity of the outer fluid, persistent oscillations appear due to a strong convective instability, although it is shown that absolute instability may be possible at even higher viscosity ratios. Finally, we show that the jet is still convectively and absolutely unstable far from the inlet when the shear profile is nearly constant. Comparing this situation to a parallel Couette flow (without inflection points), we show that in both flows, a hidden interfacial mode brought out by surface tension becomes temporally and absolutely unstable in an intermediate Weber and Reynolds regime. By an energy analysis of the Couette flow case, we show that surface tension, although dissipative, can induce a velocity field near the interface which extracts energy from the flow through a viscous mechanism. This study highlights the rich dynamics of immiscible planar uniform-density jets, where different self-sustained and convective mechanisms compete and the nature of the instability depends on the exact parameter values.
I. INTRODUCTION
Two-phase flows are encountered in numerous industrial applications, such as oil and gas transport, the atomization of jets in fuel injectors or even in microfluidics. Over the past decades, the understanding of the initial stage of transition to turbulence in such two-phase flows has essentially relied on the use of local stability theory. This local approach, based on the parallel flow assumption, allows one to investigate the linear stability of unidirectional base flows toward infinitesimal perturbations having a given streamwise and/or spanwise periodicity. Using this local ansatz, Boomkamp & Miesen [1] have proposed a classification of the different linear instability mechanisms existing in interfacial flows based on a careful inspection of the perturbation energy budget. Their review indicated that, in many of the two-phase flow situations investigated until then, the dominant instability mechanism results from a viscosity stratification which leads to net work being done by the perturbation velocity and stress at the interface separating the two phases.
As for single phase flows, shear-driven linear instabilities (such as Tollmien-Schlichting waves) are also of importance and can even compete with the viscosity stratification mechanism as was shown by Yecko, Zaleski & Fullana [2] for two-phase mixing layers. On the other hand, viscosity stratification may also invoke other instability mechanisms such as the short-wave instability.
One mechanism by which the viscosity stratification causes instability in confined shear flows is the long-wave Yih mechanism [3, 4] . The seminal work of Yih found that Couette and Poiseuille flows become unstable for all Reynolds numbers if the outer fluid is more viscous [3] . Later, Hooper & Boyd [5] showed that Couette flow of two fluids in the absence of surface tension is always unstable to short waves. The mechanism for the short-wave instability due to viscosity stratification was analysed by Hinch [6] .
These studies were based on an initally parallel base flow and rely on a local temporal stability approach to explain the initial stage of transition. In such a local temporal framework, surface tension is often either negligible or has a stabilizing effect on the instability (see e.g. the classification by Boomkamp & Miesen [1] ). However, when investigating the local absolute instability properties of a top-hat wake profile, Rees & Juniper [7] observed that surface tension increases the absolute growth rate of the instability in an inviscid model problem.
Absolute instabilities can be related to what is known as global instability modes in non-parallel flows. Investigating the stability of such non-parallel flows (what is now known as global linear stability) has proven helpful in numerous single-phase flow situations to get a better understanding of the underlying physics. Unfortunately, probably because of its computational complexity, such a global approach to linear instability is still scarcely used to investigate strongly non-parallel two-phase flows. To our knowledge, Tammisola, Lundell & Söderberg [8, 9] were first to use the global approach on two-fluid flows by solving the linearized Navier-Stokes equations numerically in both phases (and not treating either as inviscid in which case analytical solutions could have been found). In [9] , the global instability of two-phase confined co-flowing jets and wakes with constant density and viscosity was investigated. Intermediate values of surface tension were found to cause global instability in jet flows which were robustly globally stable otherwise. For wakes [8, 9] , intermediate surface tension gives rise to global modes with considerably higher growth rates than the von Kàrmàn mode. In both cases, strong enough surface tension eventually stabilises the global instability modes. Biancofiore, Gallaire & Heifetz [10] provided a physical explanation for the counterintuitive destabilization of wake flows by intermediate surface tension. The system was modelled as a broken-line shear layer, where counterpropagating Rossby waves formed at the vorticity discontinuities and capillary waves at the interface. By considering the resulting wave interaction they deduced that intermediate surface tension could cause local temporal and absolute instability.
The global linear predictions [8] on the wake flows were partly confirmed by Biancofiore et al. [11] using direct numerical simulations (DNS). While their calculations reveal relatively good agreements regarding the promotion of wake instability at intermediate surface tension, they did not observe at all the varicose instability modes for wakes predicted by global linear instability [9] . A possible explanation given by the authors [11] was that the base flows in [9] were computed in the absence of surface tension. Also, the observed wake instability due to surface tension saturated nonlinearly to such a low amplitude that the interface remained flat. Hence, the large effects on both jets and wakes indicated by linear global analysis still remained to be confirmed in nonlinear simulations. All that the DNS [11] seemed to show was that the surface tension merely altered the von Karman instability of wakes to another, very weak, instability mode.
Moreover, the above-mentioned studies assumed the same density and viscosity of the two fluids. This assumption hardly holds for a generic two-fluid flow, and raises the question how density and viscosity ratio might alter the global instability behavior. A priori, the influence of viscosity ratio is hard to predict. The viscosity ratio could act by simply changing the effective Reynolds number of the two-fluid flow, thus changing the criti- cal Reynolds number accordingly. However, there could be an interplay of different instability mechanisms. The study of Tammisola et al. [9] identified surface tension and inflow shear as the dominant parameters for viscosity ratio m = 1. However, as shown in numerous local stability analyses, viscosity stratification often drives the local instability properties of parallel flows through either the Yih mechanism [3] or the short-wave instability mechanism [5] . Furthermore, viscosity may affect the instability by changing the spatial development of the two-dimensional base flow, such as, the presence of recirculation regions.
The present study takes on from the previous studies on co-flow jets and wakes, and has two main aims: (i) confirm the surprising destabilization of jet flows in nonlinear simulations, and (ii) investigate how viscosity ratio affects the presence of self-sustained oscillations (global instability). To this end, direct numerical simulations (DNS) are performed using our in-house DNS solver OILS (Optimised Interfacial Level Set), derived from the Two-Phase Level Set (TPLS) open-source code [12] , which was successfully used to study the nonlinear development of the Yih instability recently [13] .
II. PROBLEM STATEMENT
The flow considered is that of two immiscible fluids in a planar channel as depicted on Fig. 1 . In this configuration, an inner fluid stream (fluid 1) is symmetrically sandwiched between two outer streams of fluid 2. The geometry and inflow are symmetric with respect to the centerline (y = 0). In the following, H denotes the channel height,Ū 1 andŪ 2 the bulk velocity of fluid 1 and 2 at the inflow, µ 1 and µ 2 their viscosities, and γ the surface tension between them.
Varying all relevant parameters would result in a huge number of simulations, and hence several of them are fixed. The half height of the inner fluid is fixed to H/2, which means that the confinement parameter (denoted by h in [9, 14] and not to be confused with the interfacial height h in this work) is 1.0 throughout this work. The fluids have the same uniform density ρ. The shear ratio
, withŪ the average inflow velocity of each layer, will be fixed to Λ −1 = 1.4. The flow case considered is thus a co-flow jet [9] -the inner flow stream has the highest velocity. The average inflow velocity of the outer fluid is 17% of that of the inner fluid.
The remaining parameters are:
• The Reynolds number: Re = ρŪ 1 H/2µ 1 .
• The viscosity ratio: m = µ 2 /µ 1 .
• The Weber number: W e = ρŪ 2 1 H/2γ. Varying all three parameters simultaneously in the DNS would still be very expensive and make the visualization of neutral surfaces in such a large parameter space complicated. Hence, we vary the Reynolds number and viscosity ratio, while the Weber number is fixed to W e = 10 in the DNS except in Sec. IV F, but will be varied in the Couette flow model problem. It has to be noted that this jet is globally stable for all shear ratios without surface tension when m = 1, but becomes globally unstable at moderate Reynolds numbers when W e = 10 [9] .
III. GOVERNING EQUATIONS AND NUMERICAL METHODS
The dynamics of this flow is governed by the two-fluid incompressible Navier-Stokes equations with jump conditions at the interface between the two fluids. The previous global instability studies [8, 9] were performed with a sharp interface approach with two different domains for the two fluids, with coupling conditions at the interface. The present DNS study is performed by a diffuse-interface approach. During this work we have developed an in-house solver OILS, which is based on the open-source solver TPLS (Two-Phase Level Set) [12] which was successfully validated against local instability studies in [13] . TPLS/OILS uses a level-set approach along with a continuous surface tension model (see [15] ) to model the interface separating the two phases. The viscosity discontinuity and surface tension force are both smoothed over a region of 1.5 grid cells, and are continuous functions around the interface. In such a formalism, the Navier-Stokes equations governing the dynamics of the two-phase flow are given by:
(1) where U and P are the velocity and pressure fields, respectively. The function φ(x, t) is the level-set function, indicating which fluid occupies the point x at a given instant of time t (φ < 0 for fluid 1, and φ > 0 for fluid 2). Consequently, the height of the interface h(x, t) separating the two fluids is given by the zero level-set contour: φ(x, t) = 0. The level-set function is used to determine the unit vector n normal to the interface and the local curvature κ:
The viscosity jump is expressed as:
where H (φ) is a regularized Heaviside function smoothed across a width = 1.5∆x. Similarly, the function δ (φ) in equation (1) is a regularized Dirac function with a compact spatial support on the interval [− , ].
Computational domain and boundary conditions
The computational domain (shown in Fig. 1 ) has the dimensions [0,
In this study, L y = 4 is given by the nondimensionalisation. In the x-direction, the length was chosen to be L x = 250. This length was found to be sufficient for surface tension-driven linear global modes in [9] , which was also confirmed by our initial DNS.
Several boundary conditions are needed in order to close the system of equations (1) . For the velocity, noslip boundary conditions are imposed on both upper and lower walls of the channel, while a standard outflow boundary condition (i.e. ∂ x U = p = 0) is prescribed at the outlet. The inlet velocity profile results from three Poiseuille streams joining at the inflow such that :
where Λ = 1.4 is the shear ratio defined previously. Regarding the level-set function φ, a Neumann boundary condition is imposed at the outlet while at the inlet
For the sake of illustration, Fig. 2 depicts the inlet velocity profile for Λ −1 = 1.4 along with the inlet level-set profile.
Discretization scheme
The solver OILS uses the same finite difference discretization as TPLS [13] . The Navier-Stokes equations are discretized using a finite volumes method on a MAC grid with uniform grid spacing in all directions of space. The velocities are defined on the cell faces, while the scalars (level-set function φ, pressure P , viscosity µ) are defined at the cell centers. A fully explicit second order Adam-Basforth scheme is used for the temporal discretization of the Navier-Stokes equation and a StrongStability-Preserving Runge-Kutta 3 scheme (SSP-RK3) for the discretization of the level-set advection equation. The pressure and associated divergence-free constraint are treated using the projection method. A Poisson solver based on the Scheduled Relaxation Jacobi method [16] has been used for the two-dimensional simulations in the present work, while the latest version of OILS instead contains a conjugated gradient solver preconditioned by the algebraic multigrid method. Finally, the level-set function φ(x, t) is the signed-distance function such that ∇φ = 1 and is advected using the HOUC5 scheme [17] . The re-distancing of the the resulting level-set function is performed using the PDE-based approach and the algorithm of Sussman & Fatemi [15] . As for the advection of the level-set field, the pseudo-time discretization is based on the SSP-RK3 scheme while the spatial discretization now relies on a WENO5 scheme. Regarding resolution, in initial studies, 128 points in the wall-normal direction (resulting in a grid spacing of δx = δy = 7.8 · 10 −3 ) were found to be sufficient for most parameter values, and used throughout this work, except for the lowest viscosity ratio (m = 0.1), for which 256 points in the wall-normal direction (δx = δy = 3.9 · 10 −3 ) were needed to fully capture the details of the interfacial waves and the wall boundary layer.
IV. RESULTS
A. Presence of a global instability in DNS for uniform viscosity co-flow jets (m = 1)
The first study to be performed is to confirm that the surface tension-induced instability of co-flow jets [9] found by linear global mode analysis also appears in nonlinear simulations (DNS). If very close to a neutral stability boundary, the flow in the DNS first turns towards the base flow, which is a steady solution to the Navier-Stokes equations (here expressed in the level-set formalism):
Close to the neutral global stability limit, and if convective instabilities are not too strong, the appearance of global instability can be quantified in DNS by looking at time traces of the velocity. When an unstable global mode is present, the DNS time signal in any given point in space grows exponentially in time. If the global modes are all stable (σ r < 0 for all modes), then the time trace should exhibit an exponential decay.
In this study, time-dependent oscillations are quantified by recording the spatial average of the time derivative of the velocity magnitude over the whole computational domain, simply termed the residual in the rest of this study, given by:
where D denotes an integration over the whole computational domain. This residual is shown for m = 1, Re = 250 in Fig.3 . It shows a clear initial decay towards a steady state U b (top), and a later exponential growth in the vicinity of the steady state (bottom). Such observation indicates that a linear global mode is growing in the DNS, and the flow at Re = 250 is hence globally unstable. A similar study for Re = 245 shows an exponentially decaying residual, indicating that the flow in DNS is stable. A linear interpolation between the two growth/decay rates gives a neutral point and the critical Reynolds number Re c = 248. The growing eigenmode is depicted in Fig. 4 . The oscillation displays short-wavelength waves localized around the interface, in the upstream part of the computational domain. The unstable global eigenmodes for the jet in figure 6 of [9] (at Λ −1 = 1.2 and Re = 316) also had short-wavelength waves around the interface at a similar wavelength. Knowing that both jets are globally stable without surface tension (observed in the present work as well as in [9] ), the resemblance strongly indicates that we are observing the same surface tensioninduced global instability. It is also worth investigating whether the jet modes saturate at a very low level and without visible interface perturbation, as was indicated especially for the varicose wake mode in [11] . First, figure 5 shows the vertical velocity (V (x, y)) of the final oscillatory state at m = 1 (without subtracting the base flow), at increasing Reynolds numbers, from Re = 250 at the top to Re = 500 at the bottom. When Reynolds number increases, the amplitude of the vertical velocity oscillation increases significantly, and the mode becomes much more elongated in the streamwise direction. The interfacial perturbation amplitudes at different Reynolds numbers can be compared in figure 6 . At bifurcation (Re = 250, top), the maximal interface displacement is |h| = 0.004, which is barely visible, and comparable to the wake modes in [11] at |h| = 0.01. At Re = 500, the global instability perturbs the interface significantly -up to |h| = 0.19.
B. Local stability analysis
It is instructive to find out where the absolute instability driving the global mode is located. A local spatiotemporal analysis has been performed for the jet flow slightly above the onset of instability: m = 1, Re = 250. Exactly one absolutely unstable mode was found; this is a hidden neutral mode destabilized by surface tension, called the interfacial mode in [8, 9] . The mode is symmetric (varicose), in agreement with the DNS shown in the previous subsection. The streamwise evolution of the local absolute growth rate is shown in figure 7 (a), while that of the local absolute frequency is presented on figure 7 (b). The flow displays a pocket of absolute instability between x = 4 and x = 13. The maximum absolute growth σ r,max = 0.06 occurs at x = 6. The approximate global mode frequency and wavemaker position can be found by an analytic continuation of σ 0 to the complex X-plane. This is done here by fitting Padé polynomials around the point of maximum absolute growth, as in [18] . The linear global mode frequency approximated by local spatiotemporal analysis this way is σ g,l = 0.0013 + 0.54i. The angular frequency extracted from the DNS time signal during the exponential growth is 0.53, in very good agreement with the local analysis.
The nonlinear oscillation waves observed in figure 5 all have a similar envelope upstream in the domain. Further downstream, the modes at Re = 250 and Re = 316 (figure 5, top) decay and have negligible amplitudes for x > 30. The mode at Re = 500 (Fig. 6 bottom) on the other hand grows again at x ≈ 30 and remains at a large amplitude at x = 75. In [9] , similar very elongated jet modes were obtained for a range of parameter values for which a coupling was occurring between the upstream absolute instability pocket and a convective instability pocket downstream (the convective instability having "accidentally" the same frequency as the absolute instability). It therefore deserves to be investigated whether the second growth region is due to an absolute or convective instability [19] . Figure 8 shows the absolute instability at Re = 500. This reveals a similar upstream onset of absolute instability as at Re = 250, at the same frequency (σ g,l = 0.016 + 0.54i), but the absolute growth at Re = 500 does not decay. The flow instead exhibits an extremely long pocket of absolute instability -until x ≈ 75. Hence, the long mode observed for Re = 500 is due to a persistent absolute instability, in contrast to the elongated modes in [9] which arose through a coupling of an absolute instability pocket with a second convective instability mode. Long modes of high amplitude can thus arise due to several different mechanisms, further highlighting the rich dynamics exhibited by such a basic flow case as immiscible planar jets with surface tension.
C. Effect of the viscosity ratio on the instability
The influence of the viscosity ratio on the instability and transition to unsteadiness is now investigated. We note that for non-uniform viscosity, we could not always observe a clear exponential growth in our time signals. Strong convective instability bursts could be masking a slow exponential growth in time, especially far away from instability boundaries (unknown a priori). Hence, our classification of stable/steady and oscillatory flow cases is based on the final saturated flow state. To obtain the neutral curve in the Re-m-plane, we have applied the following procedure. First, at each viscosity ratio, we have scanned a range of Reynolds numbers in DNS to approximately locate the neutral curve. Closer to the neutral curve, a steady solution for Navier-Stokes equation (base flow) is obtained using selective frequency damping [20] . Then, a new DNS is started from the base flow and the residual and perturbation norm recorded over a period of at least 1000 (but typically > 3000) non-dimensional time units. At this point, transients have usually decayed and the state of the flow is "statistically steady" -i.e. the average residual over 100 consecutive time units is constant. It should be mentioned that the residual is a time-derivative, and hence may be higher than the actual perturbation amplitude if high-frequency numerical noise is present. In this work, the following threshold has been adopted: if the final residual and the perturbation amplitude both have settled at a level larger than 10 −5 , then the flow is classified as unsteady, otherwise, the flow is classified as steady. A table of all simulation times, parameters, and final residual levels is included in Appendix B.
Fifteen different values of the viscosity ratio have been considered, ranging from m = 0.1 (outer fluid much less viscous than inner fluid) to m = 10 (outer fluid much more viscous than the inner fluid). Regions of steady and oscillatory solutions in the Re-m-plane are shown in figure 9 , as a function of the inner flow Reynolds number. Inside the blue region, the final flow state is stable (steady and symmetric). Inside the white region, the final flow state is unsteady. Inside the green region, the final flow state is steady but asymmetric. The different sets of parameters considered are all depicted by markers. Figure 9 shows that a small viscosity contrast in any direction (the outer fluid more viscous or less viscous) is stabilizing. This indicates that the surface tensioninduced global instability is stabilized by a viscosity contrast in any direction. However, the figure clearly highlights that critical Reynolds number decreases with viscosity ratio. This indicates that other instability mechanisms are active. The highest critical Reynolds number (the most stable case) Re c ≈ 330, is achieved for a viscosity ratio m = 1.5, i.e. when the outer fluid is slightly more viscous than the inner.
Finally, the same trends are observed when the Reynolds number is based on the average viscosity (µ 1 + µ 2 )/2), shown in figure 10 . It is worth noting moreover that the effective Reynolds number at the onset of instability is not constant for different m. Hence, not only does the viscosity ratio changes the effective critical Reynolds number, but it also strongly influences the dominant instability mechanisms.
In the following, the instability mechanisms with more viscous outer fluid (m > 1) and less viscous outer fluid (m < 1) are analysed separately. To examine the nature of the instabilities -absolute or convective -we instead rely on space-time diagrams, similarly to [21] who used such figures to find global instabilities for confined 
D. Low viscosity of the outer fluid
At m = 0.9 − 1.1, when the Reynolds number is increased from zero, the first bifurcation is through the surface tension-induced global mode at Re ≈ 250. At low enough viscosity of the outer fluid however (approx. m < 0.9), a different scenario emerges which is described below. A space-time diagram for an oscillatory state at Re = 250 (inside the white region) at m = 0.5, is shown in figure 12 . Two regions where the instability grows at the source, around x = 20 and x = 40, can be observed as two vertical bars. This indicates that a global instability is present. The latter of those regions moreover seems to trigger strong convective instability bursts, i.e. inclined lines which represent wavepackets traveling downstream through the domain with a front speed close to 1. The nature of the growing global instability is revealed by looking at the streamwise velocity field at t = 3100 (corresponding to the uppermost part of the space-time diagram) in figure 13 , especially its antisymmetric component (bottom). This is a typical stationary Coanda-type global instability mode, which does not oscillate in time but simply deflects the jet from a symmetric position in the middle towards one of the walls. The symmetric jet has two recirculation bubbles placed symmetrically along each wall. As a result of the Coanda instability, one bubbles has grown in size and the one at the opposite wall has shrunk. The result is a new asymmetric steady state. However, the larger bubble may also trigger convective instability bursts; recirculation bubbles are known to exhibit strong convective instabilities [22] . Similar bursts, "intermittency", developed around a Coanda-type asymmetric flow in a stenosis [23] .
By examining the green region in Fig. 9 , it appears that the Coanda instability occurs only for m < 0.9, i.e. when the outer fluid is less viscous than the inner one. This is because the symmetric base flows with lower outer fluid viscosity contain long regions of reverse flow. In [24] , a critical length of base flow recirculation zones (L r ≈ 6) was found at the onset of Coanda instability in a crossjunction, for several different parameters. For our jets at Re = 230, the flow with uniform viscosity contains practically no reverse flow (it has minimum streamwise velocity U = −10 −4 ), and neither do the flow with higher viscosity outside. The length of the recirculation zones as a function of m at Re = 230 is shown in figure 15 , top, blue line, which shows that the recirculation zones severely lengthen towards lower m (up to L r = 60). The red line shows the critical recirculation length at the onset of the Coanda instability for these jets, which stays relatively constant between L r = 6 − 10 [25] . The lengthening of the recirculation zone explains why the flow becomes more unstable at higher viscosity contrasts at the lower end (figure 9). A visual demonstration of the separated flow is provided in figure 15 , bottom, showing the streamwise velocity and its zero contour at m = 0.2.
For m < 0.9, the first bifurcation always happens through a stationary Coanda mode. For 0.7 < m < 0.9, the Coanda instability is supercritical. For m < 0.7, the Coanda instability is subcritical since a hysteresis is observed: at a fixed Re and m, when starting from a symmetric base flow as an initial condition the final state is symmetric, but when starting from an asymmetric solution at higher Reynolds number as an initial condition, the final state is asymmetric. The boundary between blue and green regions denotes the subcritical instability boundary; on the left side (stable flow), the final flow state is symmetric irrespective of the initial condition. In [23] , it was observed that a larger hysteresis region can be obtained when making analytic continuations with respect to other parameters than the Reynolds number. If this was done, the boundary may be pushed further to the left. However, in this study we focus on the nature of the instability at different viscosities, and therefore further parameter studies have been omitted. Results from all simulations are listed in the table in Appendix B, where the hysteresis ranges can be found.
At Reynolds numbers above the first bifurcation, a possible mode competition between oscillatory and stationary global modes can be observed before arriving at the stationary asymmetric flow. This is indicated in figure  14 at m = 0.2, Re = 80, where time increases from top to bottom. The instability starts in the form of highfrequency small-wavelength waves when the flow state is still nearly symmetric (top), but when the asymmetry develops (middle) these waves are slowly suppressed, until the flow arrives at a nearly steady state (bottom). This flow case belongs to the green region in figure 9 , where the final state is a steady and asymmetric jet.
E. High viscosity of the outer fluid
Now we move to the cases where the outer fluid is more viscous than the inner fluid. Also in this regime, a small viscosity contrast increases the critical Reynolds number (figure 9) while for large viscosity contrast the critical Reynolds number decreases. The reason for destabilization at high viscosity outside is however very different from the destabilization at low viscosity outside (described in the previous subsection).
A space-time plot for m = 10, Re = 250, is shown in figure 16 . This shows oblique fronts of convective instability. The visible "front" finally settles at a location around x ≈ 100 − 120, however the front is not stationary. The instability location is far downstream although this jet, being more viscous, reaches a fully developed profile very quickly. Both features indicate that the instability is convective. When looking at logarithmically spaced contours (not shown), the instability is seen to grow monotonously from upstream to downstream until the location where it reaches a visible amplitude and saturates. The shape of the final oscillation (at t = 1100) is shown in figure 17 . This shows a sinusoidal oscillation of large amplitude. A preliminary local stability analysis of these flows showed no absolute instabilities, but a very strong convective instability throughout the flow (with growth rates reaching O(1) upstream), and the sinusoidal mode had a higher growth rate than the varicose mode. This agrees with our hypothesis that the instability observed at m > 1 is convective.It needs to be remembered that also strong enough convective instabilities in noiseamplifier flows may persist nonlinearly without triggering. However, the parameters at which they persist will strongly depend on the level of numerical/experimental noise (cmp. boundary layer instability and transition).
F. Influence of the Weber number and the shear ratio
All results so far were computed with a fixer Weber number (W e = 10). It is worth considering qualitatively how the instability mechanisms change when Weber number varies. To examine this, we have performed simulations at four selected viscosity ratios and four different Weber numbers. Figure 18 (a) repeats the same results at W e = 10 for a visual reference.
We have not observed completely new instability mechanisms when W e varies, but the neutral curves for each of the three modes described in the previous sections can move significantly. The most interesting effect is seen at low W e (high surface tension), at low viscosity of the outer fluid. Figure 18 (b) shows the simulation results at low W e. At W e = 2 (large markers, red online), the first bifurcation is directly time-dependent. This is seen from that the round markers (stable flow) are adjacent to diamonds (unsteady flow). Inspection of the mode shapes (Figure 19 a-b) and the time signal (Figure 19 c) that the first bifurcation in this case is due to the surface tension-induced mode. The time signal is perfectly periodic, and there is no sign of asymmetry. Furthermore, the mode shape is very similar to the low Weber number symmetric instability modes for jets (and wakes) found in global instability analyses [8, 9] . The mode has a long wavelength and is localized close to the inlet.
At W e = 2, there is no indication of asymmetry (Coanda attachment), as there was at W e = 10 ( 18 a), where round markers were followed by squares. This means that the whole bifurcation sequence is altered at high surface tension, and suggests that there indeed is a mode competition when the viscosity of the outer fluid is low. At W e = 10, the growth of the Coanda attachment mode lead to an asymmetric flow, which suppressed the surface tension-induced mode. At W e = 2 on the other hand, the surface tension-induced mode is so strong that it prevents the Coanda mode from growing. The m = 0.5, Re = 80 case (Fig. 19 a) was started from the asymmetric steady flow at W e = 10. Even in this case, the flow developed a surface tension-induced mode oscillating around a symmetric mean. At W e = 5 (slightly weaker surface tension), the first bifurcation is due to the surface tension-induced mode at m = 0.5, but due to the Coanda attachment mode at m = 0.2. At W e = 20 (much weaker surface tension), the first bifurcation is clearly due to the Coanda attachment mode. From this, we conlude that the instability region for the surface tension-induced mode grows constantly when W e decreases to low enough values, on the expense of the Coanda mode. This is logical, as Coanda attachment mode appears in single-phase flows, is related to the recirculation zones, and unrelated to surface tension.
Let us now consider the flows with more viscous outer fluid. Figure 18 (b) shows that at high values of surface tension (W e = 2, W e = 5), the flow is significantly stabilized at both m = 2 and m = 10. Correspondingly, figure  18 (c) shows that without surface tension (W e = ∞), the flow is significantly destabilized at m = 2. Surface tension exerts the usual stabilizing influence on the oscillatory convective instability due to viscosity contrast. When the flow is initiated from an asymmetric steady solution, dissipative effects by surface tension are not important unless curvature is very large. Concluding, the surface tension-induced global instability is likely to stabilize for high and low Weber numbers [9] . The other instability mechanisms remain creating two separate instability regions for high-viscosity jets and low-viscosity jets, respectively. The most unstable viscosity contrast will be at very low viscosity of the outer fluid due to Coanda attachment.
The influence of the shear ratio deserves a brief consideration. A detailed parameter study on the surface tension-induced global instability of uniform-viscosity jets was presented in [9] . There it was shown that increasing shear ratio (a stronger co-flow at the inlet) was stabilizing for all Reynolds numbers studied (Re ≤ 500). However, the largest shear ratio at which the flow was globally unstable increased with increasing Reynolds number. We conclude that increasing shear ratio should be always stabilizing for surface tension-induced mode. We also expect that the Coanda attachment mode is stabilized for high enough shear ratios, as a high co-flow is likely to eliminate the recirculation zones at the walls. The convective instability at high viscosity of the outer fluid is not inflectional, but appears even in channel and Couette flows as well [1, 3, 5] . Hence, the instability at high viscosity of the outer fluid will not be qualitatively affected by changing shear ratio. In conclusion, increasing shear ratio would stabilize except at high viscosity of the outer fluid, and decreasing shear ratio would destabilize except at high viscosity of the outer fluid.
G. Absence of three-dimensionality
We performed a selected number of three-dimensional direct numerical simulations, to investigate whether three-dimensional effects could influence the instability onset or development. These studies were done at W e = 10, for three different viscosity ratios: m = 0.2, m = 1 and m = 5, and three different Reynolds numbers: 4, 4] in the streamwise, vertical and spanwise directions (in the same order). The grid size was N x = 6094, N y = N z = 128, resulting in 67 million grid points. The flow was run for several thousands of nondimensional time units in each case.
The results showed without exceptions a twodimensional flow field with a maximum spanwise velocity magnitude of 10 −14 . A representative flow field from a three-dimensional direct numerical simulation is shown in figure 20 . The spanwise cross-sections show that the flow field remains fully two-dimensional. These results imply we can exclude three-dimensional effects on the instability boundaries, and that secondary threedimensional instabilities such as ligament formation are also unlikely in the investigated parameter regime. Previous studies have found ligament formation in viscositycontrasted flows [13] , but typically at a higher Weber number (W e = 10) and a higher viscosity ratio (m = 30). Here, the surface tension is probably too strong to allow ligament formation. For low viscosity of the outer fluid on the other hand, we might have expected a threedimensional around the wall recirculation zones. However, it appears that the streamlines in our flows are not curved enough for centrifugal instabilties to form around the recirculation zones.
V. PHYSICAL EXPLANATION FOR THE APPEARANCE AND DISAPPEARANCE OF THE SURFACE TENSION-INDUCED INSTABILITY OF JETS
It has been predicted [7] that surface tension may promote absolute instability in inviscid shear layers where Kelvin-Helmholtz instability is already present. The destabilization of wakes by surface tension has been previously explained by an inviscid mechanism using a broken-line shear layer profile [10] . For wakes, the local and global instability is indeed located close to the inlet, where the velocity profile is strongly inflectional, and hence the destabilization of wakes could be explained by this model. However, jets have been observed to have convective instability due to surface tension for nearlyparabolic profiles [9] . In the present work, also the absolute instability was seen to persist until x > 70 (Fig.8) , where the velocity gradient is nearly constant, as shown in figure 21 . This suggests that the destabilization of jets could be due to another mechanism. The aim of the present section is to suggest a mechanism for the surface tension-induced instability of jets, and why it disappears when viscosity contrast is introduced. The aim is to give the simplest possible physical explanation for the neutral curve ( fig. 9) .
Absolute instability can be seen as the counterpart of global instability in parallel flows (unless the instability mechanism itself requires a non-parallel flow, such as recirculation). To become absolutely unstable, the flow also needs to be temporally unstable (or equivalently, convective instability precedes absolute instability). At uniform viscosity and in the absence of surface tension, exactly one branch of local temporally unstable modes (here called the jet mode) exist for our jets. However, the jet mode never becomes absolutely unstable.
In the presence of surface tension however, another branch of modes appears and becomes unstable, both convectively and absolutely. This second mode, the interfacial mode [9] , is a hidden mode in any flow with uniform density and viscosity, which appears as a neutral line in the spectrum only if interfacial perturbations are considered. Since the interface has no influence on the flow without surface tension, the neutral line thus corresponds to a pure convection of the interfacial perturbation by the local mean flow: ∂h ∂t + U ∂h ∂x = 0. However, when even small surface tension or viscosity/density differences are introduced, the interface perturbation starts to interact with the flow, and loses its neutral stability. We should point out that this is the same mode which is responsible for the Yih instability [3] . In that case, the interfacial mode described by Yih [3] as "a hidden neutral mode, ignored in conventional stability analyses" locally destabilizes Couette flow for all Reynolds numbers with even a minor viscosity contrast.
For jets, it is the interfacial mode that is responsible for the global instability [9] , and it was hypothesized in [9] that the interaction of the two jet shear layers was not necessary but that the same instability could occur for a single shear layer. We now investigate this using the simplest possible model with the same main ingredients: shear, interfacial perturbation, viscosity gradient and confinement. The model chosen is a Couette flow with moving upper wall, and two fluid layers occupying half of the channel each. A second reason for chosing this model system was to confirm that no inflection points are needed for surface tension-induced instability: only shear and surface tension are needed for the flow to become locally and globally unstable, as was hypothesized in [8] . This model also covers the mechanisms for Yih instability and short-wave instability, and hence may shed light on what happens for viscosity-contrasted jets.
The Reynolds and Weber numbers are based on the shear, and the channel height. The upper layer has more momentum and hence plays a role similar to the jet inner flow. The nondimensionalisation is thus based on the parameters of the upper layer: Re = (dU/dy) up * H 2 , Re = (dU/dy) up * H 2 . Note moreover that, for m = 1, the velocity gradient for both layers is the same. Representative base flow profiles are shown in figure 21 . The Ansatz for the velocity, pressure and interfacial perturbation is of the form:
h tot = 0.5 +ĥ exp {iαx + σt} ,
where U is the base flow velocity field,û(x, y) is the spatial shape of the velocity eigenmode, σ = σ r + iσ i is the temporal eigenvalue (σ r > 0 unstable), and α is the streamwise wavenumber. For these studies, we solve the same equations as in [9] using the FLUIDSPACK code, with the disturbance x-derivatives replaced by iα and base flow x-derivatives set to zero.
A. Destabilization by surface tension
For our jets, surface tension destabilizes a hidden interfacial mode both locally and globally. The Couette flow model without Kelvin-Helmholtz instability reproduces the latter behavior. The critical shear-based Reynolds numbers for the onset of convective and absolute instability are shown in figure 22 for varying Weber numbers.
Let us first analyse the convective instability. The local temporal (i.e. convective) instability spectrum for an unstable case (W e = 25, Re = 1300, m = 1) is shown in figure 23 for varying α r . Two unstable modes appear, with exactly the same growth rate for the same α r , but with different phase speeds. The eigenmode shape of the slower mode (M1) at the wavelength corresponding to instability maximum (α r = 2.7) is shown in figure 24 . The kinetic energy of the M1 mode is symmetrically distributed above and below the interface (at y = 0.5). The faster mode (M2) has a similar shape but its amplitude maximum is located in the faster fluid, and due to this it seems to have a higher group velocity and never becomes absolutely unstable. Here, we focus on the slower mode (M1), because it also has the lowest group velocity, and is the one which becomes absolutely unstable.
Mode M1 is present for all Reynolds numbers above a critical threshold. We have analysed values up to Re = 500 000. However, the growth rate decays towards zero for high Reynolds numbers. Consequently, surface tension destabilizes the interfacial mode by a viscous mechanism. We can analyse this further by separating the components which cause growth of the per- 
where the work performed by the surface tension is:
and the work performed by viscosity contrast at the interface is:
The sign of each integral component tells us whether it is stabilizing or destabilizing, and their relative magnitudes can be compared as well. The first volumetric integral is the well-known kinetic energy production by base flow shear, and the second and third integral are the viscous dissipation in each domain. The surface term W W e is the energy dissipation due to surface tension. This term is negative whenever the eigenmode growth is positive; it is known that surface tension in itself cannot destabilize parallel flows. The surface term W m is the energy production due to a viscosity contrast, which is zero for m = 1. This means that the surface tensioninduced (temporal) instability must be due to the volumetric terms: the energy production and dissipation inside the domain. It is known that inviscid flows cannot have kinetic energy production (from the base flow shear) without inflection point, and hence it is only logical that the surface tension-induced instability is viscous.
The magnitude of the three terms can be compared to each other for M1. For the unstable cases, production and dissipation are both larger than the term due to surface tension. For instance at W e = 25 (the most unstable Weber number in Fig. 22 ) at Re = 1300 and α = 2.7 (the most unstable wavenumber for this case), the magnitudes are 0.18 for production, −0.13 for viscous dissipation, and −0.026 for dissipation by surface tension. The vertical distribution of production and dissipation is shown in figure 25 , for W e = 100 (a), W e = 25 (b), and W e = 10 (c). This shows that at low surface tension (a), there is not much production neither dissipation. When surface tension increases to W e = 25 (b), there is efficient energy production in the slower fluid, and some dissipation at the surface. When the surface tension increases further (c), the production decreases while the dissipation near the surface increases. In conclusion, the right amount of surface tension destabilizes the M1 mode by regulating the delicate balance between production and dissipation, and the dissipation by surface tension itself is negligible in comparison to this effect.
Based on these figures, the instability mechanism might be hypothesized as follows: A wave-like perturbation of the interface induces a wave-like perturbation of pressure, in order to satisfy the stress balance in the presence of surface tension. The streamwise pressure gradients in turn induce a streamwise velocity perturbation, and vertical velocity perturbation by mass conservation. This is the flow which pulls the interface back to its flat position. Thinking about a stationary situation, a perturbation which pulls the interface back must be symmetric with respect to the interface for the vertical, and antisymmetric for the streamwise velocity. Figure 24 shows that M1 has this symmetry property, and Fig.4 shows clearly that the jet global mode has this symmetry as well. This tendency to pull the interface back results in a situation where u and v have opposite signs in the slower fluid, which makes it possible to extract energy from the mean shear in the slower fluid. The presence of viscosity makes it possible to extract energy through the term −uvU even without inflection points; however, near the surface the mode experiences high level of viscous dissipation at the surface because of the steep gradient of the mode du/dy. Surface tension dictates the vertical scale of M1 -a high surface tension focuses the mode close to the surface resulting in high viscous dissipation near the surface (Fig. 25 c) , while a low surface tension results in a weaker mode with neither production nor dissipation (Fig. 25 c) . Intermediate surface tension (Fig.  25 b) allows the mode to penetrate deep enough in the lower fluid to have efficient production while keeping the surface gradients moderate.
Finally, surface tension introduces damping and hence slows down the oscillation frequency. As waves of high wavenumbers have higher curvature, they seem to be slowed down by surface tension more than low wavenumbers. Near capillary wavelength, the change in phase speed c = ω/k is particularly rapid, and this may result in unstable waves with zero group speed. In inviscid Kelvin-Helmholtz shear layer [7] , surface tension induced absolute instability. Here, we show that in the Couette model system without inflection points, surface tension induces an absolute instability of M1 (the red lines in figure 22 ). This happens only when surface tension is strong enough, at low Weber numbers (W e < 15). The critical (lowest) Reynolds number at which the absolute instability appears is a function of the Weber number. However, there is also a highest Reynolds number above which the absolute instability disappears.
Extrapolating this information from M1 to the observed jet mode with the same structure, we hypothesize that the global surface-tension-driven instability is viscous and disappears when the Reynolds number is increased. Finally, the wavenumber at the onset of convective and absolute instability is depicted in figure 26 . The convective and absolute instabilities of the interfacial mode appear at similar wavenumbers, and the wavenumber α cr at the instability onset increases with Weber number.
B. Effect of a viscosity ratio
Now, a viscosity ratio is introduced while keeping the shear-based Reynolds number of the upper layer constant. Figure 27 shows how the frequency and growth of the two interfacial modes (M1 and M2) changes at W e = 25, Re = 1300, when a viscosity ratio is introduced. The green line shows the m = 1 case.
The blue markers in Fig. 27 show M1 and M2 with a less viscous outer fluid (m = 0.8). The growth of M1 is slightly smaller than for m = 1. The main change, however, is that the phase velocity of M1 (and M2) increases considerably. This is because M1 travels at the surface velocity, and the surface velocity increases to satisfy the base flow stress balance (Fig. 21) . This increase of the convection velocity happens also for the jet. It turns out that this increases the group velocity of the mode. Absolute instability is weakened, and seems to disappear for viscosity ratios m < 0.7. In the DNS, we observed an unstable stationary Coanda global mode. However, the Coanda mode is not due to local absolute instability, but requires an essentially non-parallel flow (it strongly depends on the size of a closed recirculation zone). Hence, we cannot observe Coanda instability in the Couette model. However, the Couette model predicts that the surface tension-induced instability should stabilize at low outer fluid viscosity, which agrees with our observations from the DNS.
The red markers in Fig. 27 show M1 and M2 with a more viscous outer fluid (m = 1.3). Now, both modes have slowed down because the interfacial velocity has decreased. However, the growth rate of M1 has halved. We have done an energy analysis at the point of maximum growth of M1, which is still at α = 2.7. This reveals that the energy production by base flow shear (0.17) is slightly smaller than in the uniform viscosity case, and there is more viscous dissipation: −0.16. The energy dissipation due to surface tension is −0.014, and the energy production by viscosity contrast 0.014. Hence, the surface terms take out each other, and their contributions are an order of magnitude smaller compared to the volumetric terms; the stability is regulated by the balance between production by the base flow shear and viscous dissipation. The production and dissipation distributions are shown in Fig. 28 , illustrating that viscous dissipation increases for m > 1 both near the surface and in the more viscous fluid. The decrease of the temporal growth of M1 also pushes the zero group velocity point to the stable half plane; for m > 1, the absolute instability of M1 soon disappears. It is interesting to note that the growth rate of M2 actually increases. However, M2 does not become absolutely unstable because of its high convection speed. This could explain the strong convective instability of the jets at m > 1.
Summarizing, the viscosity ratio differs from unity, to either direction, the surface tension-driven absolute instability soon disappears. Most cases with lower viscosity of the outer fluid do not have any absolute instability. The cases with high viscosity outside shows the neutral curve display a very strong convective instability. The convective and absolute instability for m = 10 is shown in figure 29 . The flow is convectively unstable for all Reynolds numbers as expected by the Yih and shortwave instability mechanisms (the lowest Reynolds number tried here was Re = 1). The case m = 10 depicts some absolute instability, but with the opposite trend compared to surface tension-driven instability -the absolute instability appears only at very high Weber numbers. This shows that the absolute instability mechanism is viscosity-driven, stabilized by surface tension. Extrapolating this information to our jet, the shear-based Weber numbers are so high that our jet at m = 10 is not likely to have any absolute instability. However, at even higher viscosity ratios, the absolute instability is moved to lower Weber numbers in this Couette model. At m = 30, the Couette flow is absolutely unstable at Re = 100, similarly to the viscous liquid layer by [13] . Hence, while the highviscosity cases presented in this paper are convective, if the viscosity ratio of the jet is increased even more, we are likely to observe another mode of global instability.
VI. CONCLUSIONS
In this study, we have investigated how the viscosity ratio influences the global instability of an immiscible confined co-flow jet, by direct numerical simulations of the two-fluid system using a level-set method. The main focus has been to quantify how the surface tension-induced instability of jets is influenced by a viscosity contrast. We find that a small viscosity contrast in both directions is stabilizing, while at larger viscosity contrasts the critical Reynolds number is decreased due to other instability mechanisms which take over at high viscosity contrast. The instability mechanisms are further analysed using time-space diagrams.
For a co-flow of less viscous fluid outside the jet, when the Reynolds number is increased from zero, the first bifurcation is through a Coanda attachment instability, which makes the jet steady but asymmetric. This is because recirculation zones develop in the less viscous outer phase, and the length of these zones increases as a function of viscosity contrast, further decreasing the critical Reynolds number. When Reynolds number is increased, time-dependent convective bursts develop particularly around the larger recirculation zone. For a coflow of more viscous fluid outside the jet, the first bifurcation is through a very strong convective instability which appears in the unforced DNS.
Finally, we analyse the origin of the local and global destabilization of a "hidden" interfacial mode in the jet flow by means of local stability analysis of a two-layer Couette flow model system. We show that a qualitatively similar local and global destabilization by surface tension is obtained for Couette flow, and that the mode is viscous (vanishes in inviscid flow). We show that the absolute instability occurs at uniform viscosity but vanishes with lower viscosity of the outer flow (due to increase of interfacial convection speed) and with higher viscosity of the outer flow (the mode extracts its energy in the slower fluid). Finally, the viscous instability mechanism found here occurs without inflection points, and is different from the inviscid mechanism found by [10] in immiscible wake flows (by interaction between a Rossby wave at a vorticity discontinuity and a capillary wave). The viscous mechanism could explain the destabilization of these jets, particularly as nearly parabolic [9] and constant-gradient jet profiles were destabilized in this work. However, both mechanisms can exist or co-exist for jets and wakes at different parameter regimes.
For an unstable local linear eigenmode, the kinetic energy and the interfacial energy both grow at the same (exponential) rate. Hence, to find mechanisms of eigenvalue growth we may choose to focus on the kinetic energy, because 
where N j is the outward pointing normal of the steady interface, and several terms were eliminated by applying the continuity equation for the base flow and the perturbation. Hence, this gives the following equation for the evolution of perturbation kinetic energy in each of the two regions:
where N i is the outward pointing normal from each domain. The first term is the well-known energy production in shear flows, the second dissipation due to viscosity (which is always negative). The rest are transport terms, which vanish at outer boundaries, but not necessarily at the interface between the two fluids.
In the Couette flow problem, we have: U 
We are interested in the time-averaged kinetic energy growth of a local stability eigenmode over a period T = (2π/ω) and a wavelength λ = (2π/α) . From now on, all integrals should be interpreted as such averages. The complex temporal modal ansatz for the local analysis is:
and similarly for other variables. The real quantities can be obtained by the transformation: {u} = (1/2)(u + u * ), where * denotes complex conjugate. The average over T and λ means that only the products of one nonconjugated and one conjugate variable survive the integration, whereas products of odd number of perturbation variables do not. This means that the first boundary term will cancel. Furthermore, the boundary terms containing Re will cancel due to continuity. Finally, we obtain:
where ∆f = f (2) − f (1) denotes the jump of f over the interface. Let us develop the remaining boundary term further. We define N (2) = N and n (2) = n in what follows. The kinematic and dynamic interfacial conditions are (cmp. to [9] where the domains are interchanged):
For the Couette problem, the 2nd (dynamic) condition simplifies to:
As n = (−iαh, 0), and ∆U = (1 − m)/m, we obtain:
and similarly for the complex conjugate of this expression. Further, we can make use of the interface kinetic condition:
which gives:
and
a. Summary We have arrived at the final energy equation:
The growth rate of the eigenmode can be recovered from E −1 kin (dE kin /dt), and hence the components of this expression can be used to analyse how different mechanisms contribute to the eigenvalue growth (the sign tells us whether it is stabilizing or destabilizing, and their relative magnitudes can be compared as well).
The work performed by viscosity contrast may be both positive or negative, depending on the sign of viscosity contrast (m < 1 or m > 1) and the relation between Du
(1) and h. The work performed by surface tension has a negative sign; as is known, surface tension in itself is purely dissipative in a local temporal sense. However, in the paper it is shown that the surface tension invokes streamwise and vertical velocities near the surface, and when these two are appropriate phase difference they will extract energy from the mean flow shear even without inflection points, similarly to Tollmien-Schlichting waves in boundary layers.
Appendix B: Table summarizing simulation  parameters The following meshes have been used in the nonlinear simulations, all having the same grid spacing in the • Mesh M1 has 1024000 grid points, domain length L = 250, grid spacing 0.0078 times the channel diameter, resulting in xx degrees of freedom.
• Mesh M2 has 1966080 grid points, domain length L = 120, grid spacing 0.0039 times the channel diameter, resulting in xx degrees of freedom.
• Mesh M3 has 4096000 grid points, domain length L = 250, grid spacing 0.0039 times the channel diameter, resulting in xx degrees of freedom. 
