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G-OPÉRATEURS AU SENS LARGE ET APPLICATION À UN THÉORÈME D’ANDRÉ SUR
LES E-FONCTIONS AU SENS LARGE
GABRIEL LEPETIT
RÉSUMÉ. Nous donnons une nouvelle preuve d’un théorème d’André (2014) affirmant que
toute relation polynomiale sur Q entre des valeurs d’une famille de E-fonctions au sens large
( f1, . . . , fn ) provient d’une relation polynomiale sur Q(z) entre les fi (z). Pour cela, nous prou-
vons un théorème de structure sur lesG-opérateurs au sens large : nous commençons par dé-
montrer un analogue du théorème des Chudnovsky (1984) pour lesG-fonctions au sens large,
puis nous en déduisons que l’opérateur minimal d’uneG-fonction au sens large est fuchsien.
Ceci nous permet d’adapter au cas des E-fonctions au sens large une preuve d’un théorème
de Beukers (2006), qui est un analogue du théorème d’André dans le cas des E-fonctions au
sens strict.
Le but de cet article est d’étudier la structure des G-opérateurs au sens large et d’en dé-
duire une nouvelle preuve d’un résultat d’Y. André sur les E-fonctions (théorème 3) générali-
sant le théorèmede Siegel-Shidlovskii.Nous commençons par donner quelques éléments de
contexte. Les notions de E et deG-fonctions ont été introduites par Siegel dans SIEGEL 1929
pour généraliser le théorème de Lindemann-Weierstrass sur l’indépendance algébrique des
valeurs de la fonction exponentielle.
Définition 1
Une E-fonction au sens large est une série f (z)=
+∞∑
n=0
an
n!
zn ∈Q[[z]] telle que
a) f est solution d’une équation différentielle linéaire à coefficients dansQ(z) ;
b) Pour tout ε > 0, il existe n1(ε) ∈ N tel que ∀n Ê n1(ε), an É (n!)ε, où an est la
maison de an , c’est-à-dire le maximum des modules des conjugués (au sens de
Galois) de an ;
c) Pour tout ε > 0, il existe n2(ε) ∈ N tel que ∀n Ê n2(ε),den(a0, . . . ,an) É (n!)ε, où
den(a0, . . . ,an) est le plus petit d ∈ N∗ tel que da0, . . . ,dan sont des entiers algé-
briques.
Leur étude a ensuite été développée, entre autres, par Shidlovskii, qui a démontré le théo-
rème fondamental suivant (voir SHIDLOVSKII 1989, p. 139).
Théorème 1 (Siegel–Shidlovskii, 1929/1956)
Soit ( f1, . . . , fn) une famille de E-fonctions au sens large. Soit f =t ( f1, . . . , fn), supposons
qu’il existe A ∈Mn(Q(z) tel que f′ = Af. Prenonsα ∈Q tel queαT (α) 6= 0, où T (z) ∈Q[z] est
tel que T (z)A(z) ∈Mn(Q[z]).
Alors le degré de transcendance surQ de ( f1(α), . . . , fn(α)) est égal au degré de transcen-
dance surQ(z) de ( f1(z), . . . , fn(z)).
Ce théorème généralise le théorème de Lindemann-Weierstrass. En effet, si (α1, . . . ,αn) ∈
Q
n
est une famille libre sur Q, alors (eα1z , . . . ,eαnz ) est une famille de E-fonctions au sens
large vérifiant les hypothèses du théorèmedont les composantes sont algébriquement indé-
pendantes sur Q(z), de sorte qu’en évaluant en 1, le théorème 1 nous assure que eα1 , . . . ,eαn
sont algébriquement indépendants surQ.
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L’étude des E etG-fonctions a ensuite été poursuivie par Nesterenko et Shidlovskii (NES-
TERENKO et SHIDLOVSKII 1996), André (ANDRÉ 2000a et ANDRÉ 2000b) et Beukers (BEUKERS
2006).
On dispose d’une notion « moderne », plus restrictive que la définition 1, de E-fonction
au sens strict.
Définition 2
Une E-fonction au sens strict est une série f (z)=
+∞∑
n=0
an
n!
zn ∈Q[[z]] telle que
a) f est solution d’une équation différentielle linéaire à coefficients dansQ(z) ;
b) Il existeC1 > 0 tel que ∀n ∈N, an ÉCn+11 ;
c) Il existeC2 > 0 tel que ∀n ∈N,den(a0, . . . ,an)ÉCn+12 .
On définit de la mêmemanière lesG-fonctions au sens strict (resp. au sens large) qui sont
les séries f (z)=
+∞∑
n=0
anz
n ∈Q[[z]] vérifiant la condition a) de la définition 2 (resp. 1) et telles
que les an vérifient les conditions b) et c) de la définition 2 (resp. 1).
Siegel a étudié les E-fonctions au sens large, mais n’a fait qu’évoquer les G-fonctions au
sens large. Il est conjecturé que les définitions large et stricte sont équivalentes pour les E
etG-fonctions, mais cela n’a pas été prouvé à ce jour. Précisément, on sait que la condition
b) de la définition 1 implique, sous la condition a), la condition b) de la définition 2, car on
peut appliquer des estimation « Gevrey » dues à Perron (cf PERRON 1911, voir aussi RAMIS
1984, pp. 85–86) ; en revanche, on ne sait pas si la condition c) de la définition 1 implique la
condition c) de la définition 2 (cf ANDRÉ 2000a, p. 715).
Un théorème fondamental de D. et G. Chudnovsky (voir D. CHUDNOVSKY et G. CHUD-
NOVSKY 1984) affirme que l’équation différentielle minimale satisfaite par une G-fonction
au sens strict vérifie une condition de croissance modérée appelée condition de Galochkin.
Ceci implique, entre autres, qu’elle est fuchsienne. Par ailleurs, la condition de Galochkin est
équivalente à une condition introduite par Bombieri, qui implique par un théorème de Katz
(DWORK, GEROTTO et SULLIVAN 1994, p. 98) que l’équation différentielle minimale en ques-
tion est à exposants rationnels en tout point deP1(C) (théorèmed’André-Chudnovsky-Katz).
Via la transformée de Fourier-Laplace des opérateurs différentiels (voir preuve de la pro-
position 2), André (cf ANDRÉ 2000a et ANDRÉ 2000b) en a déduit que toute E-fonction au
sens strict était solution d’une équation différentielle dont les seules singularités sont 0 et
∞, la première étant régulière. Pour prouver cela, seule une partie du théorème d’André-
Chudnovsky-Katz est nécessaire.
C’est ce résultat qui a permis à Beukers de prouver le théorème suivant dans BEUKERS
2006. Il constitue un raffinement du théorème 1 dans le cas strict. En effet, le théorème 1 est
vrai quant à lui pour les E-fonctions au sens large.
Théorème 2 (Beukers, 2006)
Soit ( f1, . . . , fn) une famille de E-fonctions au sens strict vérifiant les hypothèses du théo-
rème 1. Alors pour tout polynômehomogèneP ∈Q[X1, . . . ,Xn] tel que P ( f1(α), . . . , fn(α))=
0, il existe un polynômeQ ∈Q[Z ,X1, . . . ,Xn] homogène en les variables X1, . . . ,Xn tel que
Q(α,X1, . . . ,Xn)= P (X1, . . . ,Xn) et Q(z, f1(z), . . . , fn(z))= 0.
Le théorème suivant a ensuite été prouvé par André dans l’article ANDRÉ 2014 dans le-
quel il développe une généralisation de la correspondance de Galois différentielle. C’est une
conséquence du corollaire 1.7.1 p. 6, qui s’applique non seulement, sous certaines hypo-
thèses, à une famille de fonctions de la forme (y, y ′, . . . , y (n−1)) quand y est solution d’une
équation différentielle à coefficients dans Q(z), mais plus généralement à tout vecteur de
fonctions ( f1, . . . , fn) solution d’un système différentiel y ′ = Ay , A ∈Mn(Q(z)), comme Y. An-
dré nous l’a confirmé dans une communication privée. Les hypothèses du corollaire 1.7.1
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sont satisfaites si ( f1, . . . , fn) est un vecteur de E-fonctions au sens large car, d’une part, toute
E-fonction au sens large nonpolynomiale est transcendante surQ(z) puisque c’est une fonc-
tion entière, et d’autre part, le théorème 1 nous assure que le degré de transcendance sur Q
de ( f1(ξ), . . . , fn(ξ)) est égal au degré de transcendance surQ(z) de ( f1(z), . . . , fn(z)).
Théorème 3 (André, 2014)
Le théorème 2 est vrai si l’on suppose que ( f1, . . . , fn) est une famille de E-fonctions au
sens large.
Notre but est de fournir une nouvelle preuve du théorème 3 plus proche de l’esprit initial
de la preuve de Beukers, à l’aide de l’étude des G-opérateurs au sens large. Pour cela, nous
allons dans un premier temps définir la condition de Galochkin pour lesG-fonctions au sens
large et montrer l’existence d’un analogue du théorème des Chudnovsky pour ce type de
fonctions. Dans une seconde partie, nous verrons que la condition de Galochkin au sens
large implique que l’équation différentielle minimale à coefficients dans Q(z) satisfaite par
une G-fonction au sens large est fuchsienne, ce qui suffira pour démontrer le théorème 3
dans la troisième partie.
Remerciements. Je tiens à remercier B. Adamczewski, Y. André, S. Fischler, J. Roques et T.
Rivoal pour leurs remarques pertinentes qui ont permis d’améliorer ce texte.
1. UN ANALOGUE « LARGE » DU THÉORÈME DES CHUDNOVSKY
Soit f=
 f1(z)...
fn(z)
 ∈Q[[z]]n vérifiant f′ =Gf avecG ∈Mn(Q(z)). SoitGs ∈Mn(Q(z)) lamatrice
telle que f(s) =Gsf. Onmontre par récurrence que lesGs , s ∈N, sont liées par la relation
(1) Gs+1 =GsG +G ′s
oùG ′s désigne la matriceGs dérivée coefficient par coefficient. On prend T (z) ∈Q[z] le plus
petit dénominateur commun de tous les coefficients de la matrice G(z). On montre égale-
ment par récurrence sur s que
(2) ∀s ∈N, T sGs ∈Mn(Q[z]).
1.1. ConditiondeGalochkinau sens large. Rappelons tout d’abord la définitionde la condi-
tion de Galochkin au sens strict, introduite dans GALOCHKIN 1974
Définition 3 (Galochkin)
On note, pour s ∈ N, qs le plus petit dénominateur supérieur ou égal à 1 de tous les co-
efficients des coefficients des matrices T (z)m
Gm(z)
m!
, quand m ∈ {1, . . . , s}. On dit que le
système y ′ =Gy vérifie la condition de Galochkin au sens strict si
∃C > 0 : ∀s ∈N, qs ÉC s+1.
On a alors le théorème fondamental suivant (cf D. CHUDNOVSKY et G. CHUDNOVSKY 1984,
p. 17).
Théorème 4 (Chudnovsky)
Sous les mêmes hypothèses que ci-dessus, si pour tout i ∈ {1, . . . ,n}, fi (z) est une G-
fonction au sens strict et ( f1(z), . . . , fn(z)) est une famille libre sur Q(z), alors G vérifie la
condition de Galochkin au sens strict.
Dans ANDRÉ 2000b, p. 747, André a introduit, en la formulant différemment, la condition
suivante, qui est adaptée à notre situation.
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Définition 4 (André)
Avec les notations de la définition précédente, on dit que le système y ′ = Gy vérifie la
condition de Galochkin au sens large si
∀ε> 0, ∃s0(ε) ∈N : ∀s Ê s0(ε), qs É (s!)ε.
Rappelons que si L =
(
d
dz
)n
+ a1(z)
(
d
dz
)n−1
+ ·· · + an(z) 6≡ 0 est un opérateur différentiel
d’ordre n à coefficients dansQ(z), la matrice compagnon de L est
AL =

0 1 (0)
. . . . . .
(0) 0 1
−an . . . −a1
 .
On sait que les solutions du systèmedifférentiel y ′=Gy sont les vecteurs f= t ( f , f ′, . . . , f (n−1))
quand L( f (z))= 0.
Suivant la définition des G-opérateurs au sens strict (cf ANDRÉ 2000a, p. 718), on peut
considérer une notion analogue au sens large.
Définition 5
Soit L ∈ Q(z)
[
d
dz
]
. On dit que L est un G-opérateur au sens large (resp. au sens strict) si
la matrice compagnon de L vérifie la condition de Galochkin au sens large (resp. au sens
strict).
Le but de cette partie est de prouver un analogue au sens large du théorème 4.
Théorème 5
Le théorème 4 est vrai si l’on remplace « strict » par « large ».
Ceci implique en particulier que si f est uneG-fonctionau sens large, tout opérateur diffé-
rentiel non nul L à coefficients dansQ(z) tel que L( f (z))= 0 et d’ordreminimal pour f est un
G-opérateur au sens large. En effet, la condition deminimalité sur l’ordre n de L impose que
( f , . . . , f (n−1)) est libre surQ(z). Le théorème 5 assure donc que la condition de Galochkin au
sens large est vérifiée pour AL.
1.2. Démonstration du théorème 5. La preuve que nous allons présenter est une adapta-
tion de la preuve originale du théorème 4 (D. CHUDNOVSKY et G. CHUDNOVSKY 1984, pp.
38–50) au cas des G-fonctions au sens large. Les six premières étapes de la démonstration
sont identiques dans les cas strict et large puisque les conditions b) et c) de la définition
d’uneG-fonction (définition 1 ou 2) n’y sont pas utilisées, y compris dans le lemme de Shid-
lovskii évoqué dans l’étape 3. Dans BEUKERS 2008, pp. 21–22, Beukers a reformulé les idées
des Chudnovsky en une trame condensée; à des fins de clarification, nous suivrons cette
trame dans les étapes 1 à 6, en la détaillant. La nouveauté de cette démonstration est l’étape
7, dans laquelle les conditions b) et c) de la définition 1, spécifiques auxG-fonctions au sens
large, seront utilisées.
Remarquons tout d’abord que siK est un corps de nombres contenant les coefficients des
coefficients de G(z) et les fi (0), 1 É i É n, alors G ∈ Mn(K(z)) et f ∈ K[[z]]n . En effet, cela
découle de l’équation f′ =Gf en écrivant G comme un élément de Mn(K((z))) et identifiant
les coefficients du développement en série de Laurent de part et d’autre.
Notations et hypothèses :
On a T (z) ∈ K[z], mais quitte à multiplier par un entier adapté, on peut supposer que
T (z) ∈OK[z] et T (z)G(z) ∈Mn(OK[z]).
On noteD = d
dz
la dérivation usuelle surK[[z]].
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Si A ∈K[[z]] et ℓ ∈N, on note A =O
(
zℓ
)
s’il existe B ∈K[[z]] tel que A = zℓB .
On note δ= [K :Q] le degré du corps de nombresK.
Étape 1 : SoientN ,M ∈N. On introduit des approximants de Padé (Q,P) de type II de para-
mètres (N ,M) associés à f dont on laisse les paramètres libres pour l’instant, c’est-à-dire des
polynômesQ,P1, . . . ,Pn ∈K[X ] tels que deg(Q) É N , max
1ÉiÉN
deg(Pi ) É N et si P = (P1, . . . ,Pn),
alors
Qf−P=O
(
zN+M
)
.
On ne discutera des conditions d’existence de tels approximants de Padé que dans l’étape 7.
On apour toutm<N+M , T
m
m!
(D−G)mP ∈K[z], ce qui est immédiat en utilisant la formule
de Leibniz. De plus, on va montrer par récurrence surm que
(3) ∀m ∈N∗, T
m
m!
Q(m)f− T
m
m!
(D −G)mP=O
(
zN+M−m
)
.
Pourm = 1, c’est la définition.
Supposons la relation vraie au rangm. Alors en dérivant (3) et en multipliant par T , on a
(mT ′TmQ(m)+Tm+1Q(m+1)f+Tm+1Q(m)f′
−mT ′Tm(D −G)mP−Tm+1D(D −G)mP=O
(
zN+M−(m+1)
)
.
Or, f′ = Gf donc en multipliant (3) par la matrice polynomiale TG et en retranchant à
l’équation précédente, on obtient
(mT ′TmQ(m)+Tm+1Q(m+1)f−mT ′Tm(D −G)mP
−Tm+1(D −G)m+1P=O
(
zN+M−(m+1)
)
.
Finalement, comme TmQ(m)f−Tm(D −G)mP=O
(
zN+M−m
)
, on a le résultat voulu.
Étape 2 : Montrons que
(4) ∀s ∈N∗, Gs
s!
P=
s∑
j=0
(−1) j
(s− j )! j !D
s− j (D −G) jP.
On procède par récurrence :
• pour s = 1,Gs =G etGP=D(P)− (D −G)P.
• Soit s ∈N∗, supposons la formule (4) vraie pour s.
AlorsGs+1 =GsG +G ′s donc
Gs+1
(s+1)! =
1
s+1
(
Gs
s!
G +G
′
s
s!
)
.
Donc en appliquant l’hypothèse de récurrence au vecteurGP, on a
Gs+1
(s+1)!P=
1
s+1
(
s∑
j=0
(−1) j
(s− j )! j !D
s− j (D −G) j (GP)+G
′
s
s!
P
)
.
Or,
G ′s
s!
P=
(
Gs
s!
P
)′
−Gs
s!
P′ =
s∑
j=0
(−1) j
(s− j )! j !D
s+1− j (D −G) jP−
s∑
j=0
(−1) j
(s− j )! j !D
s− j (D −G) jDP.
Donc, en remarquant que ∀ j ∈ {0, . . . , s}, (D −G) jD = (D −G) j+1+ (D −G) jG , on a
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Gs+1
(s+1)!P=
1
s+1
(
s∑
j=0
(−1) j
(s− j )! j !D
s+1− j (D −G) jP−
s∑
j=0
(−1) j
(s− j )! j !D
s− j (D −G) j+1P
)
= 1
s+1
(
s∑
j=0
(−1) j
(s− j )! j !D
s+1− j (D −G) jP+
s+1∑
k=1
(−1)k
(s−k+1)!(k−1)!D
s+1−k (D −G)kP
)
= 1
s+1
(
s∑
j=1
(−1) j (s+1− j )+ j
(s+1− j )! j ! D
s+1− j (D −G) jP+
s+1∑
k=1
(−1)k
(s−k+1)!(k−1)!D
s+1−k (D −G)kP+ D
s+1
s!
P+ (−1)
s+1
s!
(D −G)s+1P
)
=
s+1∑
j=0
(−1) j
(s+1− j )! j !D
s+1− j (D −G) jP.
Cela conclut la récurrence.
Étape 3 : Utilisation du lemme de Shidlovskii.
Onnote pourh ∈N,Ph =
1
h!
(D−G)hP etR(h) ∈Mn(K(z)) lamatrice dont la j -ième colonne
est
(h+ j−1
j−1
)
Ph+ j−1. Alors la formule (4) implique immédiatement que
Gs
s!
R(0) =
s∑
j=0
(−1) j
(s− j )!D
s− jR( j ).
Selon le lemme de Shidlovskii pour les approximants de Padé de type II (voir ANDRÉ 1989, p.
115), la matrice R(0) est inversible pourvu que M soit assez grand ce qui sera réalisé quand
on spécifieraM et N dans l’étape 7. Donc
(5) T s
Gs
s!
=
s∑
j=0
(−1) jT s+n−1D
s− jR( j )
(s− j )! (T
n−1R(0))−1.
Étape 4 : Soit d le dénominateur commun des coefficients d’ordres inférieurs à N +M
du développement en série entière de f. On suppose trouvés des approximants de Padé
Q,P1, . . . ,Pn ∈K[X ] de df, c’est à dire des polynômes tels que deg(Q)ÉN , max
1ÉiÉN
deg(Pi )É N
et
Q(df)−P=O
(
zN+M
)
avec P = (P1, . . . ,Pn). On fait l’hypothèse supplémentaire que Q est un polynôme à coeffi-
cients entiers algébriques. On peut alors appliquer les résultats des trois étapes précédentes,
dont on conservera les notations, à Q et P puisque df est encore solution du système diffé-
rentiel y ′ =Gy .
Selon (3), on a
(6) ∀m ÉN +M , T
m
m!
Q(m)(df)−TmPm =O
(
zN+M−m
)
.
En remarquant que
Q(m)
m!
∈ OK[z] puisqueQ est à coefficients dans OK, on voit que si N +
M −m > max
1ÉiÉn
deg(Pi ,m), les coefficients de TmPm sont des éléments de OK[z].
Montrons par récurrence surm que
(7) max
1ÉiÉn
deg(TmPi ,m)ÉN + tm.
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• Pourm = 0, il s’agit simplement du fait que les composantes de P sont de degrés inférieurs à
N .
• Pourm = 1, TP′−TGP a des composantes de degrés inférieurs à N + t car les coefficients de
T (z)G sont de degrés bornés par t .
• Soitm ∈N, supposons le résultat vrai au rangm. Alors
(D −G)(Tm(D −G)mP)=mT ′Tm−1(D −G)mP+TmD(D −G)mP−TmG(D −G)mP
=mT ′Tm−1(D −G)mP+Tm(D −G)m+1P.
Donc
Tm+1(D −G)m+1P= (D −G)(Tm(D −G)mP)−mT ′Tm(D −G)mP.
Or, en utilisant à la fois l’hypothèse de récurrence et le cas m = 1, on voit que T (D −
G)(Tm(D −G)mP) a ses composantes de degrés bornés par N +mt + t = N + (m + 1)t ; par
ailleurs, l’hypothèse de récurrence nous assure quemT ′Tm(D−G)mP a des composantes de
degrés inférieurs à t +N +mt =N + (m+1)t . On en déduit le résultat souhaité (7).
Donc à condition que N +M −m ÊN + tm, c’est-à-dire
(8) m É M
t +1,
alors TmPm ∈ OK[z]n . Ceci implique immédiatement que si j est un entier naturel tel que
j +n− 1 É M
t +1, alors T
j+n−1R( j ) est une matrice à coefficients dans OK[z]. En particulier,
T n−1R(0) ∈Mn(OK[z]).
Montrons à présent que
(9) ∀s ∈N, s+n−1É M
t +1, ∀ j ∈ {0, . . . , s},
T s+n−1
(s− j )!D
s− jR( j ) ∈Mn(OK[z]).
Rappelons la formule de Leibniz généralisée : si ℓ ∈N∗ et f1, . . . , fℓ sont l fonctions dérivables
k fois, alors
( f1 . . . fℓ)
(k) =
∑
i1+···+iℓ=k
(
k
i1, . . . , iℓ
) ∏
1ÉtÉk
f
(it )
t .
En particulier, siW ∈OK[z], alors
(W ℓ)(k)
k !
=
∑
i1+···+iℓ=k
∏
1ÉtÉℓ
W (it )
it !
.
Si k < ℓ, pour tout (i1, . . . , iℓ) intervenant dans la somme, chaque terme
∏
1ÉtÉℓ
W (it )
it !
contient
au moins ℓ−k indices de dérivation nuls. Ainsi, comme pour tout entier s,W
(s)
s!
∈ OK[z], on
a
(W ℓ)(k)
k !
∈W ℓ−kOK[z].
Déduisons de cela par récurrence le résultat (9). Pour s = 0, c’est évident.
Soit s ∈N∗, supposons (9) vrai pour s ′ ∈ {0, . . . , s−1}. Par la formule de Leibniz, on a, pour
j ∈ {0, . . . , s},
D s− j (T s+n−1R( j ))
(s− j )! =
s− j∑
k=0
(
s− j
k
)
× 1
(s− j )! (T
s+n−1)(k)D s− j−kR( j )
= T s+n−1D
s− jR( j )
(s− j )! +
s− j∑
k=1
(T s+n−1)(k)
k !
D s− j−kR( j )
(s− j −k)!
= T s+n−1
D s− jR( j )
(s− j )! +
s− j∑
k=1
UkT
s+n−1−k D
s−k− jR( j )
(s−k− j )! ,
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avecUk ∈OK[z], en utilisant la remarque précédente.
Or, d’une part,
D s− j (T s+n−1R( j ))
(s− j )! ∈Mn(OK[z]) puisqueT
s+n−1 = T s− jT j+n−1R( j ) ∈Mn(OK[z]),
et d’autre part, par hypothèse de récurrence, pour k ∈ {1, . . . , s − j }, T s−k+n−1D
s−k− jR( j )
(s−k− j )! ∈
Mn(OK[z]). Par conséquent,
T s+n−1
D s− jR( j )
(s− j )! ∈Mn(OK[z]),
ce qu’il fallait démontrer.
Étape 5 : Lien entre qs et taille des coefficients de det(T n−1R(0)).
Prenons pour s ∈N, qs comme dans la définition 4. Selon (5), on a pour tout s ∈N,
(10) T s
Gs
s!
= 1
V
s∑
j=0
(−1) jT s+n−1D
s− jR( j )
(s− j )! (com(T
n−1R(0)))
T
où V = det(T n−1R(0)) ∈ OK[z], et selon (9), tous les termes de la somme sont à coefficients
entiers algébriques à condition que s+n−1É M
t +1.
Pour estimer qs sous cette condition, il suffit donc d’obtenir une estimation de la maison
des coefficients de V . C’est ce que permet de faire ce lemme :
Lemme 1
Soient U ∈ OK[z], V ∈ OK[z], W ∈ K[z] tels que U = VW . Notons V =
ℓ∑
i=0
vi z
i , alors
NK/Q(v0)W ∈OK[z].
Démonstration. Introduisons la valuation de Gauss associée à un premier p de OK :
vp
(
q∑
i=0
ai z
i
)
= min
0ÉiÉq
(vp(ai ))
où vp est la valuation p-adique associée à l’idéal premier p de OK. En utilisant les propriétés
de valuation, on a vp(U ) = vp(V )+ vp(W ) donc vp(W ) Ê −vp(V ) car, commeU est à coeffi-
cients entiers algébriques, vp(U )Ê 0.
Notons S l’ensemble fini des premiers divisant tous les coefficients de V . Alors si W =
d∑
i=0
wi z
i , pour tout i ∈ {0, . . . ,d} et p ∈ S, on a vp(wi )+ vp(V ) Ê vp(V )+ vp(W ) Ê 0, donc∏
p∈S
pvp(V )(wi )⊂OK. En particulier, comme v0 ∈
∏
p∈S
pvp(V ) = pgcd((v0), . . . , (vl )), on a
∀i ∈ {0, . . . ,d}, (v0)(wi )⊂OK.
D’où comme NK/Q(v0) ∈ (v0)∩Z, on a NK/Q(v0)W ∈OK[z]. 
PourW =
ℓ∑
i=0
wi z
i ∈K[z], on définitσ(W )= max
0ÉiÉℓ
wi , lamaison deW . On a donc ici selon
le lemme 1 appliqué à la formule (10),
(11) ∀s ∈N, s+n−1É M
t +1, qs Éσ(V )
δ.
Étape 6 : Majoration de la taille des coefficients de det(T n−1R(0)) ∈OK[z] en fonction de la
maison deQ.
Par commodité, on s’intéresse à
V˜ = det(P,TP1, . . . ,T n−1Pn−1)= T
n(n−1)
2 det(R(0))= T−
n(n−1)
2 V.
G-OPÉRATEURS AU SENS LARGE 9
Le lemme suivant nous assure que ce changement n’introduit qu’une constante multiplica-
tive dépendant seulement deG dans la majoration recherchée.
Lemme 2
Soient A,B ∈K[X ] etC = AB , alors σ(C )É (deg(A)+deg(B)+1)σ(A)σ(B).
Démonstration. On écrit A =
p∑
i=0
ai z
i et B =
q∑
i=0
bi z
i , de sorte que C =
p+q∑
j=0
c j z
j avec, pour
tout j ∈ {0, . . . ,p+q}, c j =
j∑
i=0
aib j−i .
Soit τ :K ,→Q un plongement. Alors
|τ(c j )| É
j∑
i=0
|τ(ai )||τ(b j−i )| É ( j +1)σ(A)σ(B)É (p+q +1)σ(A)σ(B),
si bien qu’en prenant le maximum sur j et sur τ, on obtient l’inégalité voulue. 
Soitm ∈ {0, . . . ,n−1}. SiQ =
N∑
i=0
qi z
i , alors
Q(m)
m!
=
N−m∑
i=0
(i +1) . . . (i +m)
m!
qm+i zm =
N−m∑
i=0
(
m+ i
i
)
qm+i zm .
De la majoration
(m+i
i
)
É 2m+i É 2N , il s’ensuit que σ
(
Q(m)
m!
)
É 2Nσ(Q). Selon le lemme 2,
σ
(
Tm
Q(m)
m!
)
É 2Nσ(Q)σ(Tm)(mt +N −m+1)
É 2Nσ(Q)σ(Tm)((n−1)(t −1)+N +1)É cN1 σ(Q)σ(Tm),
avec c1 constante dépendant seulement deG pour N suffisamment grand.
En tirant du lemme 2 une estimation de σ(Tm) en fonction de σ(T )m , on obtient pour N
suffisamment grand,
σ
(
Tm
Q(m)
m!
)
É cN2 σ(Q)σ(T )m É cN3 σ(Q)
avec c2,c3 constantes.
Soit θN+M le maximum des maisons des N +M premiers coefficients du développement
en série entière des fi , et dN+M leur dénominateur commun. En répétant le raisonnement
de la preuve du lemme 2, on voit que la maison de la partie polynomiale tronquée à l’ordre
N + tm de TmQ
(m)
m!
(dN+M fi ) est majorée par
cN3 σ(Q)(dN+MθN+M )(N + tm+1)É cN4 σ(Q)(dN+MθN+M ).
Or, si N +M − (n−1)ÊN + t (n−1), selon (6), cette partie polynomiale est TmPm , donc avec
une extension de la notationσ aux vecteurs colonnes,
∀m ∈ {0, . . . ,n−1}, σ(TmPm)É cN4 σ(Q)dN+MθN+M .
On a V˜ = ∑
τ∈Sn
ε(τ)
n−1∏
j=0
T jPτ( j ), j et pour τ ∈Sn ,
σ
(
n−1∏
j=0
T jPτ( j ), j
)
É s(Pτ(0),0)σ
(
n−1∏
j=1
T jPτ( j ), j
)
(n(N + t (n−1)+1)
en utilisant (7). En itérant le procédé, on obtient une constante c5 telle que
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σ
(
n−1∏
j=0
T jPτ( j ), j
)
É cnN4 σ(Q)ndnN+MθnN+M cN5 É cN6 σ(Q)ndnN+MθnN+M .
Donc
σ(V˜ )É cN6 σ(Q)ndnN+MθnN+M É cN7 σ(Q)ndnN+MθnN+M ,
si bien que σ(V )É cN8 σ(Q)ndnN+MθnN+M . D’où selon (11),
(12) ∀s ∈N, s+n−1É M
t +1, qs Éσ(V )
δ É cN9 σ(Q)nδdnδN+MθnδN+M .
Étape 7 : Conclusion à l’aide d’un lemme diophantien.
Rappelons le lemme classique suivant dont une preuve peut être trouvée dans SIEGEL
1949, p. 37.
Lemme 3 (Lemme de Siegel)
SoitK un corps de nombres. Considérons un système dem équations linéaires
(13)
n∑
j=1
ai j x j = 0,∀1É i Ém
où ∀i , j ,ai j ∈ OK. On note A = max
i , j
ai j . Alors si n > m, (13) a une solution non nulle
(x j )1É jÉn ∈OnK vérifiant
max
1É jÉn
x j É c1(c1nA)
m
n−m ,
où c1 > 0 est une constante dépendant uniquement deK.
Soit s ∈ N∗. On pose N = 2n(t + 1)(s + n − 1) et M = N/(2n). Alors l’équation de Padé
Q(dN+M f)−P =O
(
zN+M
)
se traduit par un système linéaire de
nN
2n
= N
2
équations à N +1
inconnues (les coefficients deQ). Selon le lemme 3, il existe une solutionQ ∈OK[z] telle que
σ(Q)É c10(c10(N +1)θN+M )
N/2
N+1−N/2 É cN11θN+M
car
N
2
ÉN +1− N
2
.
C’est à partir de maintenant que l’on va se servir des propriétés b) et c) de la définition 1,
qui sont propres auxG-fonctions au sens large.
Soit ε> 0. Puisque les composantes de f sont desG-fonctionsau sens large, on peut trouver
une constante c12(ε) telles que θk É (k !)ε et dk É (k !)ε pour k Ê c12(ε).
On a s =
⌊
N
2n(t +1)
⌋
− (n−1), d’où M
t +1 Ê s+n−1 donc selon (12),
(14) qs É cN9 (cN11θN+M )nδdδnN+MθδnN+M .
D’une part, les termes géométriques cN
i
peuvent être dominés à partir d’un certain rang
qui dépend de ε par (N !)ε. D’autre part, on a (N +M)É 2N . Or, si α> 1, selon la formule de
Stirling,
(15)
(αk)!
(k !)α
∼
p
2παk
(
p
2πk)α
(
αk
e
)αk
(
k
e
)αk = rkααk
avec (rN )N∈N∗ une suite tendant vers 0. Ainsi, si k est assez grand, (αk)!É (k !)α+1.
Par conséquent, en reprenant l’équation (14), on obtient que qs É (N !)c13×ε pour s plus
grand qu’un certain rang dépendant de ε et de la constante c13.
MaisN É 2n(t+1)(s+n−1)É 4n(t+1)s pour s assez grand, donc à partir d’un certain rang,
selon (15), N !É (s!)4n(t+1)+1 . Finalement, pour s assez grand (relativement à ε), on a
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(16) ∀s Ê s0(ε), qs É (s!)c14ε.
Il suffit d’appliquer ce résultat à ε′ = ε
c14
pour obtenir la majoration désirée.
2. SINGULARITÉS D’UN G-OPÉRATEUR AU SENS LARGE
Le but de cette section est de prouver le résultat de structure sur lesG-opérateurs au sens
large suivant. Pour un G-opérateur au sens strict, le résultat connu est plus fort : il est fuch-
sien avec des exposants rationnels en tout point de P1(C) (voir ANDRÉ 2000a, p. 719). On
ne sait pas si cette affirmation est vraie également au sens large; toutefois, la proposition
suivante est suffisante pour obtenir l’application diophantienne voulue.
Théorème 6
a) Soit L ∈Q(z)
[
d
dz
]
\ {0} unG-opérateur au sens large. Alors L est fuchsien, c’est-à-
dire que tout élément de P1(C) est un point singulier régulier de L.
b) En particulier, si f est une G-fonction au sens large, alors l’opérateur différentiel
d’ordre minimal L ∈Q(z)
[
d
dz
]
\ {0} tel que L( f (z))= 0 est fuchsien.
Dans toute la suite, on appellera « opérateur minimal de f sur Q(z) », ou « opérateur
minimal » quand il n’y a pas d’ambiguïté, tout opérateur différentiel L ∈ Q(z)
[
d
dz
]
\ {0} tel
que L( f (z))= 0, et d’ordreminimal pour f . Demême, l’équation L(y(z))= 0 sera simplement
appelée « équation différentielle minimale de f ». Par abus de langage, on parlera souvent
de « l’ » opérateur minimal de f au singulier, car, à multiplication à gauche par un élément
deQ(z) près, il n’y a qu’un seul opérateur minimal associé à f .
Remarques. i) Dans ANDRÉ 2000b, p. 747, André a esquissé une preuve permettant de
déduire, à partir de la condition de Galochkin au sens large, que l’opérateur minimal
L de f est globalement nilpotent et donc, selon le théorème de Katz (voir DWORK,
GEROTTO et SULLIVAN 1994, p. 98), est fuchsien à exposants rationnels en tout point
de P1(C).
Dans le cas desG-fonctions au sens strict, le passage de la conditiondeGalochkin à
la nilpotence globale se fait par le théorème d’André-Bombieri (DWORK, GEROTTO et
SULLIVAN 1994, p. 228). André indique que ce théorème s’adapte au sens large, mais
nous ne voyons pas comment le faire à l’aide de l’esquisse proposée.
ii) Pour prouver la proposition 2 ci-dessous, qui est à la base de la démonstration du
théorème 3, on n’a en réalité besoin que du fait que L admet 0 pour singularité régu-
lière.
Rappelons la notion d’équivalence de systèmes différentiels (cf SAULOY 2016, p. 120).
Définition 6
Soient A,B ∈ Mn
(
Q((z))
)
. On dit que les systèmes différentiels y ′ = Ay et y ′ = By sont
équivalents sur Q(z) s’il existe P ∈ GLn(Q(z)) tel que B = P [A], où P [A] = PAP−1+P ′P−1.
Ceci est équivalent à dire que y 7→ Py réalise une bijection de l’ensemble des solutions de
y ′ = Ay sur l’ensemble des solutions de y ′ =By .
Le lemme suivant sera utile dans le point b) de la deuxième étape de la démonstration du
théorème 6.
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Lemme 4
Soient A,B ∈Mn(Q(z)) définissant deux systèmes différentiels équivalents y ′ = Ay et y ′ =
By sur Q(z). Alors A satisfait la condition de Galochkin au sens strict (resp. large) si et
seulement si B satisfait la condition de Galochkin au sens strict (resp. large).
Démonstration. Soit P ∈GLn(Q(z)) tel que y 7→ Py induit une bijection de l’ensemble des
solutions de y ′ = Ay sur l’ensemble des solutions de y ′ =By .
Si y ′ = Ay et s ∈N, avec les notations de (1), y (s) = As y et (Py)(s) =BsPy . Or,
BsPy = (Py)(s) =
s∑
k=0
(
s
k
)
P (s−k)y (k) =
s∑
k=0
(
s
k
)
P (s−k)Ak y.
L’égalité étant valable pour toute solution y de y ′ = Ay , on en déduit
Bs =
s∑
k=0
(
s
k
)
P (s−k)AkP
−1.
SoitT (z) ∈O
Q
[z] tel que T (z)A(z) ∈Mn(OQ[z]). Sans perte de généralité, on peut supposer
que T (z)P (z) ∈Mn(OQ[z]) et T (z)P−1(z) ∈Mn(OQ[z]). Onmontre par récurrence sur ℓ que
(17) ∀ℓ ∈N, T ℓ+1P
(ℓ)
ℓ!
∈Mn(OQ[z]).
En effet, c’est clair pour ℓ = 0 et si (17) est vraie au rang ℓ−1 pour un certain ℓ Ê 1, alors
par la formule de Leibniz,
T ℓ
(TP )(ℓ)
ℓ!
= T ℓ+1P
(ℓ)
ℓ!
+
ℓ−1∑
k=0
T ℓ−(k+1)
T (ℓ−k)
(ℓ−k)!T
k+1P
(k)
k !
.
Le membre de gauche est à coefficients dans O
Q
[z] par le cas ℓ = 0 et les termes d’ordre
k É ℓ−1 du membre de droite le sont également par hypothèse de récurrence. On obtient
donc T ℓ+1
P (ℓ)
ℓ!
∈Mn(OQ[z]), ce qui conclut la récurrence.
Ainsi, si qs est le dénominateur des coefficients des coefficients de TA,
T 2A2
2!
, . . . ,T s
As
s!
, et
T˜ = T 3, on a
∀1É ℓÉ s, qs
T˜ ℓBℓ
s!
=
ℓ∑
k=0
T 2ℓ−2
T ℓ−k+1P (ℓ−k)
(ℓ−k)!
(
qℓ
T kAk
k !
)
TP−1 ∈Mn(OQ[z]).
Donc, en notant q˜s le dénominateur des coefficients des coefficients de T˜ B , T˜ 2
B2
2!
, . . . , T˜ s
Bs
s!
,
on obtient que q˜s divise qs pour tout entier s.
On en déduit que si A vérifie la condition de Galochkin au sens strict (resp. large), il en
va de même de B . Par symétrie de la relation d’équivalence des systèmes différentiels, on
obtient l’implication réciproque, ce qui achève la preuve. 
Démonstrationdu théorème6. Remarquons d’abord que le pointb) est une conséquence
du point a). En effet, selon le théorème 5, l’équation différentielle minimale sur Q(z) satis-
faite par une G-fonction au sens large f (z) vérifie la condition de Galochkin au sens large.
Passons donc à la preuve de a).
Étape 1 : montrons que si L ∈ Q(z)
[
d
dz
]
vérifie la condition de Galochkin au sens large,
alors 0 est un point singulier régulier de L.
Nous adaptons la preuve donnée par Beukers dans le cas des G-opérateurs au sens strict
(BEUKERS 2008, pp. 23-24). Ce qui précède l’équation (22) n’est pas spécifique auxG-opérateurs
au sens large.
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Quitte à diviser par un élément deK(z) adapté, on peut supposer que, pour toute fonction
y(z),
L(y(z))= zn y (n)(z)− zn−1Bn−1(z)y (n−1)(z)−·· ·− zB1(z)y ′(z)−B0(z)y(z),
avec ∀k ∈ {0, . . . ,n − 1}, Bk(z) ∈ K(z), où K est un corps de nombres, qu’on peut supposer
galoisien sans perte de généralité.
Par le théorème de Fuchs, 0 est un point singulier régulier de L si et seulement si pour tout
k,
Bn−k (z)zn−k
zn
admet un pôle d’ordre au plus k en 0, c’est-à-dire si Bn−k (z) admet un pôle
d’ordre au plus 0 en 0. Ainsi, en notant v(Bn−k ) l’ordre du pôle de Bn−k (z) en 0 et
λ :=max
(
v(Bn−1),
1
2
v(Bn−2), . . . ,
1
n
v(B0)
)
,
on voit que L est régulier singulier en 0 si et seulement si λÉ 0.
Supposons donc que 0 est un point irrégulier de L et montrons qu’alors la condition de
Galochkin au sens large ne peut être satisfaite.
On considère T (z) ∈ Q[z] le plus petit dénominateur commun des fractions rationnelles
Bk(z)zk−n , k ∈ {0, . . . ,n−1}. On peut supposer, quitte à le multiplier par un entier adapté que
T (z) ∈OK[z].
Pourm Ê n, considérons les fractions rationnelles Am,0(z), . . . ,Am,n−1(z) définies par
(18) zm y (m)(z)=
n−1∑
r=0
zr Am,r (z)y
(r )(z).
Les zr−mAm,r (z) sont les coefficients de la dernière ligne de la matrice itérée AL,m−(n−1) de
la matrice compagnon AL associée à L. Par conséquent, selon (2), pour tout r ∈ {0, . . . ,n−1},
T (z)m−n+1zm−r Am,r (z) ∈Q[z].
Nous allonsmontrer par récurrence surm que
∀m Ê n, ∀r ∈ {0, . . . ,n−1}, A˜m,r (z) := z(m−r )λAm−r (z)
admet une limite en 0. On en déduira des relations entre les quantités lim
z→0
A˜m,r (z).
Pourm = n, par définition de λ, pour tout r ∈ {0, . . . ,n−1}, Br (z) a un pôle d’ordre au plus
(n−r )λ en 0 donc B˜r (z) := z(n−r )λBr (z) admet une limite en 0. Notons que βr := lim
z→0
B˜r (z) est
non nul pour au moins un r .
Soitm Ê n. Dérivons (18) et multiplions-la par z :
z(mzm−1y (m)(z)+ zm y (m+1)(z))=
n−1∑
r=0
(zA′m,r + r Am,r )zr y (r )(z)+
n−1∑
r=0
Am,r z
r+1y (r+1)(z)
=
n−1∑
r=0
(zA′m,r + r Am,r )zr y (r )(z)+ Am,n−1
(
n−1∑
r=0
Br z
r y (r )(z)
)
+
n−1∑
r=1
Am,r−1zr y (r )(z)
=
n−1∑
r=0
(zA′m,r + r Am,r + Am,n−1Br + Am,r−1)zr y (r )(z)
en posant Am,−1 = 0. Donc
zm+1y (m+1)(z)=
n−1∑
r=0
(zA′m,r + (r −m)Am,r + Am,n−1Br + Am,r−1)zr y (r )(z)
de sorte que
Am+1,r = zA′m,r + (r −m)Am,r + Am,n−1Br + Am,r−1 ,
si bien qu’en posant B˜r = z(n−r )λBr , on a
(19) A˜m+1,r = zλ+1 A˜′m,r + (r −m)(λ+1)zλ A˜m,r + A˜m,n−1B˜r + A˜m,r−1.
En effet, (A˜m,r )′ = z(m−r )λA′m,r + (m− r )λz(m−r )λ−1Am,r , d’où
z(m+1−r )λAm+1,r = zλ+1 A˜′m,r −
(m− r )λ
z
A˜m,r + (r −m)zλ A˜m,r + A˜m,n−1B˜r + A˜m,r−1 ,
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ce qui donne après simplification la formule (19). L’hypothèse de récurrence et (19) im-
pliquent alors que A˜m+1,r admet une limite en 0, ce qui achève la récurrence.
De plus, la formule (19) nous assure que si m Ê n, en posant αm,r := lim
z→0
A˜m,r (z) et βr =
lim
z→0
B˜r (z), on a
αm+1,r =βrαm,n−1+αm,r−1 ,
si bien que
αm+1 :=
αm+1,n−1...
αm+1,0
=Bαm , B =

βn−1 1 (0)
...
. . .
β1 (0) 1
β0 0 . . . 0
 .
D’où finalement
(20) ∀m ∈N, αm =Bme, e= t (0, . . . ,0,1).
On en déduit que
(21) ∀σ ∈Gal(K/Q) , ∀m ∈N , σ(αm)=σ(B)me.
en faisant agir σ coefficient par coefficient sur les vecteurs et matrices.
Supposons qu’il existe m ∈ N tel que αm = 0. Alors on aurait pour tout r ∈ {0, . . . ,n − 1},
Bm(B r e) = 0. Mais (e, . . . ,Bn−1e) est la base canonique de Cn donc Bm = 0. En particulier, B
est nilpotente. Le théorème de Cayley-Hamilton permet alors d’affirmer que son indice de
nilpotence est au plus n, d’où Bn = 0. Ainsi, en vertu de (20), (β0, . . . ,βn−1)= 0, ce qui est faux
par définition de λ. Donc les αm sont tous non nuls. Par suite, il en va de même des σ(αm)
quand σ ∈Gal(K/Q) est fixé.
Pour N Ê n, notons qN le dénominateur commun des coefficients des polynômes
T (z)m−n+1
m!
zr−mAm,r (z), 0É r É n−1, n Ém ÉN .
Si T (z) = zuT1(z) avec z ∤ T1(z) et T1(z) ∈ OK[z], on constate que qN est également le dé-
nominateur commun des coefficients des
T1(z)m−n+1
m!
Am,r (z) ∈Q
[
z,
1
z
]
, puisque qN est in-
variant par multiplication des polynômes considérés par une puissance de z.
De plus, si C (z)=
ℓ′∑
k=−ℓ
ckz
k ∈Q
[
z,
1
z
]
a un pôle d’ordre ℓ en 0 et ρ ∈ C, zρC (z) admet une
limite en 0 si et seulement si ρ Ê ℓ et dans ce cas, elle tend vers 0 si ρ > ℓ et vers c−ℓ si ρ = ℓ.
Donc, en passant à la limite en 0, on obtient
wN :=
qNγ
N−n+1αN ,r
N !
∈OK , avec γ := T1(0) ∈OK \ {0}.
Comme les αN sont tous non nuls, il existe r tel que (αN ,r )NÊn soit non nulle pour une in-
finité de N . Quitte à extraire une sous-suite, on peut supposer que ∀N ∈ N,αN ,r 6= 0. Par
ailleurs, si σ ∈Gal(K/Q), selon (21), la suite
(∣∣σ(αN ,r )∣∣)NÊn est bornée par une suite géomé-
trique
(
CN+1σ
)
NÊn . Donc si la condition de Galochkin au sens large était vérifiée, on aurait
pour tout ε ∈]0,1[ et N suffisamment grand,
(22) |σ(wN )| É
∣∣∣∣qNσ(γ)N−n+1σ(αN ,r )N !
∣∣∣∣É N !εN ! CN+1σ −−−−−→N→+∞ 0.
Ceci valant pour tout automorphisme de corps de K, on en déduit en passant à la norme
que NK/Q(wN ) =
∏
σ∈Gal(K/Q)
σ(wN ) est une suite d’entiers non nuls tendant vers 0, ce qui est
impossible.
Par contraposée, on obtient le résultat annoncé.
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Étape 2 : Montrons, en se ramenant au cas précédent, que tout point de P1(C) est une
singularité régulière.
L’opérateur L étant à coefficients dans Q(z), si α ∈ C \Q, c’est un point ordinaire de L, on
s’intéressera donc uniquement aux points de Q∪ {∞}.
On note T (z) ∈ Q[z] le plus petit dénominateur commun des coefficients de L, on peut
supposer sans perte de généralité que T (z) ∈ O
Q
[z] et T (z)G(z) ∈Mn(OQ[z]) . Considérons
G(z) = AL(z) la matrice compagnon de l’opérateur L. On pose t =max(deg(T ),deg(TG)) et
pour s ∈ N∗, on définit qs le dénominateur des coefficients des coefficients des matrices
TG ,
T 2G2
2
, . . . ,
T sGs
s!
, qui sont polynomiales.
a) Si α ∈ Q, α est un point singulier régulier du système y ′(z) = G(z)y(z) si et seulement si 0
est un point singulier régulier du système y ′(u)=Gα(u)y(u) oùGα(u)= A(u+α). Donc avec
les notations de l’équation (1), ∀s ∈ N,Gα,s(u) = Gs(u +α). De plus, le polynôme Tα(u) :=
d tαT (u+α) ∈OQ[u], où dαα ∈OQ, vérifie Tα(u)Gα(u)∈Q[u].
On voit que pour tout s ∈N∗ et p É s,
qs
Tα(u)pGα,p (u)
p !
= dptα
(
qsT
pGp
p !
)
(u+α) ∈Mn(OQ[u])
puisque
qsT (z)pGp(z)
p !
∈ Mn(OQ[z]) et on montre par récurrence que les coefficients de
T pGp sont de degrés au plus pt .
Donc siG satisfait la condition de Galochkin au sens large, Gα également. CommeGα est
lamatrice compagnond’un opérateur différentiel, on obtient par l’étape 1 que 0 est un point
singulier régulier du système y ′ =Gαy , c’est-à-dire que α est une singularité régulière de L.
b) L’étude au point à l’infini est moins directe. Posons, pour y vérifiant y ′ =Gy , y˜(u) := y
(
u−1
)
.
Alors y˜ ′(u)= G˜(u)y˜(u) avec G˜(u)=−u−2G
(
u−1
)
. Montrons dans un premier temps que si G
vérifie la condition de Galochkin au sens large, alors G˜ également.
Remarquons que T˜ (u) := ut+2T (u−1) ∈O
Q
[u] vérifie T˜ (u)G˜(u) ∈Mn(OQ(u)), de sorte que,
selon (2), T˜ (u)sG˜s(u) ∈Q[u] pour tout entier s.
Nous allonsmontrer par récurrence sur s que
(23) ∀s ∈N∗, G˜s(u)= (−1)s
s∑
k=1
cs,k
us+k
Gk
(
1
u
)
où c1,1 = 1 et
(24) ∀s ∈N, ∀1É k É s+1, cs+1,k =

(s+1)cs,1 si k = 1
cs,k−1+ (s+k)cs,k si 2É k É s
cs,s si k = s+1
.
Pour s = 1, c’est la définition de G˜ . Supposons que (23) est vérifiée pour un certain s ∈N∗ ;
alors selon (1),
G˜s+1(u)= G˜s(u)G˜(u)+G˜ ′s(u)=−
1
u2
G˜s(u)G
(
1
u
)
= (−1)s+1
s∑
k=1
cs,k
us+k+2
Gk
(
1
u
)
G
(
1
u
)
+ (−1)s+1
s∑
k=1
cs,k
us+k+2
G ′k
(
1
u
)
+ (−1)s+1
s∑
k=1
(s+k)cs,k
us+k+1
Gk
(
1
u
)
= (−1)s+1
s∑
k=1
cs,k
us+k+2
(
Gk
(
1
u
)
G
(
1
u
)
+ A′k
(
1
u
))
+ (−1)s+1
s∑
k=1
(s+k)cs,k
us+k+1
Gk
(
1
u
)
= (−1)s+1
s∑
k=1
cs,k
us+k+2
Gk+1
(
1
u
)
+ (−1)s+1
s∑
k=1
(s+k)cs,k
us+k+1
Gk
(
1
u
)
= (−1)s+1
s+1∑
k=1
cs+1,k
us+1+k
Gk
(
1
u
)
où les coefficients cs+1,k vérifient la relation (24). Ceci conclut la récurrence.
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Il reste à expliciter les coefficients cs,k . Montrons par récurrence que
(25) ∀s ∈N∗, ∀1É ℓÉ s, cs,ℓ =
(
s−1
s−ℓ
)
s!
ℓ!
Pour s = 1, on a selon (24), c1,1 = 1=
(0
0
)1!
1! . Supposons que (25) est vraie au rang s pour un
entier s donné. Soit k ∈ {1, . . . , s−2}. Selon (23),
cs+1,s+1−(k+1) = (s+ s−k)cs,s−k +cs,s−(k+1) = (2s−k)
(
s−1
k
)
s!
(s−k)! +
(
s−1
k+1
)
s!
(s−k−1)!
triangle de Pascal= (2s−k)
(
s
k+1
)
s!
(s−k)! +
(
s−1
k+1
)[
s!
(s−k−1)! − (2s−k)
s!
(s−k)!
]
= (2s−k)
(
s
k+1
)
s!
(s−k)! −
(
s−1
k+1
)
s
s!
(s−k)!
= s!
(s−k)!
[
(2s−k)
(
s
k+1
)
− s!
(k+1)!(s−k−2)!
]
= s!
(k+1)!
s!
(s−k)!
[
2s−k
(s−k−1)! −
1
(s−k−2)!
]
= s!
(k+1)!
s!
(s−k)!
s+1
(s−k−1)! =
(
s+1
k+1
)
(s+1)!
(s+1− (k+1))!
donc, comme cs+1,1 = (s +1)! et cs+1,s+1 = 1, la formule (25) est vérifiée au rang s +1, ce qui
achève la preuve par récurrence.
Ainsi, si s ∈N∗ et p É s, on a, selon (23),
qs
T˜ (u)pG˜p (u)
p !
= (−1)p
p∑
ℓ=1
cp,ℓ
p !
u−(p+ℓ)
(
u2utT
(
1
u
))p
qsGℓ
(
1
u
)
= (−1)p
p∑
ℓ=1
(
p−1
p−ℓ
)
up−ℓu(p−ℓ)tT
(
1
u
)p−ℓ
qsu
ℓt
(
T ℓGℓ
ℓ!
)(
1
u
)
∈Mn(OQ[u])
de sorte qu’en notant q˜s le dénominateur des coefficients des coefficients de T˜ G˜,
T˜ 2G˜2
2!
, . . . ,
T˜ sG˜s
s!
,
on a ∀s ∈N∗, q˜s É qs . Donc si la condition de Galochkin au sens large est vérifiée par G , elle
l’est également par G˜.
Soit L˜ l’opérateur différentiel sur Q(z) tel que, pour tout f , L( f (z)) = 0 ⇔ L˜(g (u)) = 0
où g (u) = f (u−1). Montrons à présent que le système h′ = G˜h est équivalent au système
h′ = AL˜h, où AL˜ désigne la matrice compagnon de L˜. Cela permettra, à l’aide du lemme 4,
de conclure en utilisant la première étape qui n’est valable que pour des opérateurs différen-
tiels.
Soit µ l’ordre de L. Notons, pour toute solution f de L( f (z))= 0,
y(z)= t
(
f (z), f ′(z), . . . , f (µ−1)(z)
)
et w(u)= t
(
g (u),g ′(u), . . . ,g (µ−1)(u)
)
,
ainsi que y˜(u)= y(u−1). Les solutions de h′ = G˜h (resp. h′ = AL˜h) sont les vecteurs y˜(u) (resp.
w(u)) quand L( f (z))= 0.
Selon (23), pour tout s ∈N∗,
y˜ (s)(u)= G˜s(u)y˜(u)= (−1)s
s∑
k=1
cs,k
us+k
Gk
(
1
u
)
y
(
1
u
)
= (−1)s
s∑
k=1
cs,k
us+k
y (k)
(
1
u
)
,
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de sorte qu’en prenant la première composante des vecteurs de droite et de gauche, on ob-
tient
∀s ∈N∗, g (s)(u)= (−1)s
s∑
k=1
cs,k
us+k
f (k)
(
1
u
)
.
Par conséquent,w(u)= P (u)y˜(u) avec P (u) une matrice triangulaire inférieure de diagonale
sans termes nuls, donc élément de GLn(Q(z)). Ainsi, y˜ 7→ P y˜ réalise une bijection de l’en-
semble des solutions de h′ = G˜h sur l’ensemble des solutions de h′ = AL˜(u)h. Ces deux sys-
tèmes différentiels sont donc équivalents surQ(z).
Selon le lemme 4, comme G˜ vérifie la condition de Galochkin au sens large, il en va demême
de AL˜, c’est-à-dire de L˜. Selon l’étape 1, L˜ admet 0 pour point singulier régulier, ce qui signifie
par changement de variable que∞ est une singularité régulière de L. 
Remarques. i) Dans l’étape 1, si l’on suppose que qN = O (N !ρ) pour un certain ρ ∈
]0,1[ fixé, alors l’inégalité (22) permet encore d’obtenir une contradiction. Cepen-
dant, l’étape 7 de la preuve du théorème 5 ne s’adapte pas. En effet, définissons une
notion de E et G-fonction au sens « très large » en remplaçant dans la définition 2
les conditions b) et c) par : il existe ρ ∈]0,1[ tel que an = O (n!ρ) et den(a0, . . . ,an) =
O (n!ρ), et considérons une condition de Galochkin associée en remplaçant dans la
définition 3 « ∃C > 0 : qs ÉC s+1 » par « ∃ρ ∈]0,1[: qs =O (s!ρ) ». L’obstruction à l’adap-
tation de l’étape 7 à ce cas provient de la constante c14 dans l’inégalité (16), qui n’est
pas a priori dans ]0,1[.
ii) Commenous l’avonsmentionné au cours de la preuve, Beukers avait déjàmontrépar
l’argument de l’étape 1 que 0 est un point singulier régulier de tout G-opérateur au
sens strict, sans passer par le théorème d’André-Bombieri. Une légère adaptation de
la démonstrationdu théorème 6 permet de prouver un énoncé plus fort : la condition
de Galochkin au sens strict implique que toutG-opérateur au sens strict est fuchsien.
De la même manière que pour les G-opérateurs au sens strict, on dispose en tout point
ordinaire d’un G-opérateur au sens large d’une base de solutions qui sont des G-fonctions
au sens large. Ceci constitue une réciproque partielle du théorème 5.
Proposition 1
Soit L ∈ Q(z)
[
d
dz
]
un G-opérateur au sens large non nul d’ordre µ. Soit α ∈ Q un point
ordinaire de L, alors il existe une base de solutions de l’équation L(y(z)) = 0 autour de α
de la forme ( f1(z−α), . . . , fµ(z−α)) où les fi sont desG-fonctions au sens large.
Démonstration. NotonsG(z)= AL(z) la matrice compagnon de L. Commeα est un point
ordinaire, on sait qu’il existe une base de solutions ( f1(z −α), . . . , fµ(z −α)) de l’équation
L(y(z))= 0, où les fi sont holomorphes au voisinage de 0. On sait aussi que lamatricewrons-
kienne de cette base Y (z) ∈Mn(Q[[z]]) a un rayon de convergence non nul et est telle que
Y (α) ∈GLn(Q) et Y ′(z)=G(z)Y (z), de sorte que Y (s)(z)=Gs(z)Y (z) pour tout entier s.
D’où
(26) Y (z)=
+∞∑
n=0
Y (n)(α)(z−α)n =
(+∞∑
n=0
Gn(α)
n!
(z−α)n
)
Y (α).
Puisque α est un point ordinaire, G(z) n’a pas de pôle en α et la condition de Galochkin au
sens large implique qu’il existe une suite d’entiers positifs (qn)n∈N telle que
∀n ∈N, ∀k É n, qn
Gk(α)
k !
∈O
Q
et ∀ε> 0, ∃n0(ǫ) ∈N, ∀n Ê n0(ε),qn É (n!)ε.
Ainsi, selon (26), on a ∀n ∈N,den(Y (α))qnY (n)(α) ∈OQ. Ainsi, les fi (z) vérifient la condition
c) de la définition 1.
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Par ailleurs, soitK un corps de nombres galoisien contenant α tel que L ∈K(z)
[
d
dz
]
. Soit
σ ∈ Gal(K/Q). Si L =
µ∑
k=0
ak(z)
(
d
dz
)k
, ak(z) ∈ K[z], on définit Lσ =
µ∑
k=0
aσ
k
(z)
(
d
dz
)k
en éten-
dant σ à Q[[z]] par l’action coefficient par coefficient.
Alors pour tout i ∈ {1, . . . ,µ}, Lσ( f σ
i
(z−σ(α)))= 0.Deplus, comme aµ(α) 6= 0, on a aσµ(σ(α))=
σ(aµ(α)) 6= 0, de sorte que σ(α) est un point ordinaire de Lσ. Ainsi, f σi est analytique au
voisinage de 0. Ceci valant pour tout σ, on en déduit que, si fi (z) =
∑
i=0
bi ,nz
n , il existe une
constanteC > 0 telle que ∀n ∈N, bi ,n ÉCn+1, ce qui prouve que les fi (z) vérifient la condi-
tion b) de la définition 1. 
Remarque.On sait qu’unG-opérateur au sens strict a autour de toute singularitéα une base
de solutions de la forme ( f1(z−α), . . . , fµ(z−α))(z−α)Cα , où Cα ∈Mn(Q) de valeurs propres
rationnelles et les fi (u) sont des G-fonctions au sens strict (voir ANDRÉ 1989, chapitre V ou
DWORK, GEROTTO et SULLIVAN 1994, chapitre VII). La preuve de ce résultat fait usage du
théorème d’André-Bombieri, ainsi que du théorème de Katz qui ne s’adaptent pas a priori
auxG-opérateurs au sens large. Il pourrait être pertinent de démontrer un résultat analogue
au sens large.
3. E -OPÉRATEURS AU SENS LARGE ET PREUVE DU THÉORÈME 3
Le but de cette partie est de déduire du théorème de structure des G-opérateurs au sens
large (théorème 6) le résultat suivant, à l’aide de la théorie d’André des E-opérateurs (voir
ANDRÉ 2000a, pp. 715–724). Ceci sera un point crucial pour prouver le théorème 3.
Proposition 2
Toute E-fonction au sens large est solution d’une équation différentielle à coefficients
dansQ(z) dont les seules singularités sont 0, qui est un point singulier régulier, et l’infini.
Démonstration. Si f (z) =
+∞∑
n=0
an
n!
zn est une E-fonction au sens large, alors on définit sa
transformée de Fourier-Laplace
F ( f ) : x 7→
∫+∞
0
e−xz f (z)dz = 1
x
g
(
1
x
)
où g (z) =
+∞∑
n=0
anz
n est une G-fonction au sens large. Cette transformation est bien définie,
car, comme mentionné dans l’introduction, la suite (|an |)n est en réalité majorée par une
suite géométrique (Cn+1)n à partir d’un certain rang.
Soit
F
∗ : Q
[
z,
d
dz
]
−→ Q
[
z,
d
dz
]
z 7−→ d
dz
d
dz
7−→ −z,
la transformée de Fourier-Laplace des opérateurs différentiels. Soit L ∈Q
[
z,
d
dz
]
un opéra-
teurminimal de u−1g (u−1). Comme zg (z) est uneG-fonction au sens large, par changement
de variable u = z−1, selon le théorème 6, L admet une singularité régulière en∞.
Or, F∗(L) est un opérateur différentiel annulant f , et les calculs menés dans BEUKERS
2008, p. 25, montrent que ses seules singularités sont 0 et∞, la première étant régulière. 
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Remarque. Si f (z) est une E-fonction au sens strict, le résultat connu est beaucoup plus
fort (cf ANDRÉ 2000a, pp. 721–722) avec notamment davantage d’informations sur la struc-
ture des solutions de l’opérateur différentiel F∗(L) en 0 et∞, qui proviennent du théorème
d’André-Chudnovsky-Katz. Cependant, on n’a pas cherché à savoir si ces précisions sont en-
core vraies au sens large car elles ne seraient de toute manière pas nécessaires pour la suite
de cet article. C’est un problème qu’il pourra être intéressant de considérer.
Passons à présent à la démonstration du théorème 3. Le point central de la preuve est la
proposition suivante, conséquence de la proposition 2. Beukers en a prouvé l’analogue au
sens strict dans BEUKERS 2006, p. 372.
Proposition 3
Soit f une E-fonction au sens large à coefficients rationnels. Alors si f (1)= 0, l’équation
différentielle minimale de f admet 1 pour singularité, et elle est apparente.
Démonstration. Écrivons f (z) =
+∞∑
n=0
fn
n!
zn = (1− z)g (z) où g (z) =
+∞∑
n=0
gn
n!
zn . Alors, pour
tout n ∈N, gn
n!
=
n∑
k=0
fk
k !
=−
+∞∑
k=n+1
fk
k !
, puisque f (1)= 0.
Soient ε> 0 et n0(ε) ∈N tels que ∀n Ê n0(ε), | fn | É (n!)ε. Alors, par unemajoration du reste
de la série
∑
n∈N
1
(n!)1−ε
, on a
∀n Ê n0(ε), |gn| É n!
∣∣∣∣∣ +∞∑
k=n+1
1
(k !)1−ε
∣∣∣∣∣É n!(n!)1−ε É (n!)ε,
et de plus si dn = den( f0, . . . , fn), on a ∀k É n,dngk ∈ OQ, donc den(g0, . . . ,gn) É dn É (n!)ε
pour n suffisamment grand. Ainsi, comme g est solution de L((1− z)g (z)) = 0 si f vérifie
L( f (z))= 0, L ∈Q(z)
[
d
dz
]
, on en conclut que g est une E-fonction au sens large.
Selon la proposition 2, siM(y(z)) = 0 est une équation différentielle minimale de g , alors
elle a une base de solutions holomorphes autour de 1, notée (g1(z), . . . ,gµ(z)). Donc si L =
M ◦ (1− z) ∈Q(z)
[
d
dz
]
, L(y(z)) = 0 est une équation différentielle d’ordre minimal µ pour f
possédant une base de solutions ((1− z)g1(z), . . . , (1− z)gµ(z)) holomorphes s’annulant en 1.
Donc elle possède une singularité en 1, mais elle est apparente. 
En répétantmutatis mutandis la preuve, basée sur des arguments de théorie de Galois dif-
férentielle, de BEUKERS 2006, pp. 373–374, on en déduit le théorème suivant. Les points clefs
qui permettent de généraliser sa démonstration au cas large sont le fait qu’uneE-fonction au
sens large est une fonction entière et la proposition 3, le reste relève d’arguments généraux
sur les groupes algébriques.
Théorème 7
Soit f (z) une E-fonction au sens large d’équation différentielleminimale L(y(z))= 0. Soit
ξ ∈Q∗ tel que f (ξ)= 0. Alors L a une singularité en ξ, qui est apparente.
Le théorème 3 s’ensuit par une preuve identique à celle de BEUKERS 2006, pp. 375–377.
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4. COMPLÉMENTS
Le théorème suivant a été aussi démontré dans BEUKERS 2006. Nous allons en prouver un
analogue au sens large.
Théorème 8 (Beukers)
Soit ( f1, . . . , fn) une famille de E-fonctions au sens strict libre surQ(z) telle que f1...
fn

′
= A
 f1...
fn
 ,A ∈Mn(Q(z)).
Alors il existe des E-fonctions au sens strict e1, . . . ,en et une matriceM ∈Mn(Q[z]) telles
que  f1...
fn
=M
e1...
en

et (e1, . . . ,en) est solution d’un système de n équations différentielles homogènes du pre-
mier ordre à coefficients dansQ
[
z,
1
z
]
.
Théorème 9
Le théorème 8 est vrai si ( f1, . . . , fn) est une famille de E-fonctions au sens large.
La preuve est une conséquence du théorème 7, elle consiste à décrire un algorithme de
désingularisation d’un systèmedifférentiel dupremier ordre, enmontrant qu’à chaque étape
les fonctions obtenues restent des E-fonctions au sens large. C’est ce que la proposition sui-
vante permet de prouver :
Proposition 4
Soient f (z) ∈Q[[z]] une E-fonction au sens large et ξ ∈Q∗ tel que f (ξ)= 0. Alors f (z)
z−ξ est
une E-fonction au sens large.
Démonstration. Quitte à remplacer f (z) par f (ξz), qui est une E-fonction au sens large,
on peut supposer que ξ= 1. En effet, si h(z)= f (ξz), on a
f (z)
z−ξ =
1
ξ
h(ξ−1z)
ξ−1z−1.
Selon le théorème 7, comme f (1) = 0, toutes les solutions de l’équation différentielle mi-
nimale L(y)= 0 de f sont holomorphes et s’annulent en 1.
Soitσ∈Gal(Q/Q). En définissant Lσ commedans la preuve de la proposition 1, on voit que
Lσ(yσ)= L(y)σ pour tout y ∈Q[[z]], donc l’espace des solutionsde Lσ(y)= 0 est l’imageparσ
des solutions de L(y)= 0. En particulier, Lσ a une base de solutions holomorphes s’annulant
en 1 = σ(1). D’où f σ(1) = 0. En répétant l’argument utilisé dans la preuve de la proposition
3, on obtient que si
g (z) := f (z)
1− z =
+∞∑
n=0
gn
n!
zn ,
alors pour tout ε> 0, |σ(gn)| É (n!)ε pour n Ê n0(σ,ε). Comme g (z) est à coefficients dans un
corps de nombres, il n’y a qu’un nombre fini de σ à considérer, si bien que gn É (n!)ε pour
n Ê n1(ε).
La condition sur les dénominateurs étant vérifiée de lamêmemanière que dans la preuve
de la proposition 3, on en déduit que g est une E-fonction au sens large. 
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Une fois cette proposition prouvée, on obtient le théorème 9 en répétantmutatis mutan-
dis la preuve de BEUKERS 2006, p. 378, à l’aide également de la proposition 2 et du théo-
rème 7.
Dans ADAMCZEWSKI et RIVOAL 2018, Adamczewski et Rivoal ont construit, à partir de l’al-
gorithme de la preuve du théorème 8, un algorithme permettant de déterminer les points
auxquels une E-fonction donnée prend des valeurs algébriques.
Théorème 10 (Adamczewski, Rivoal)
Il existe un algorithme qui, étant donnée une E-fonction au sens strict f (z), indique si
f (z) est transcendante sur Q(z) ou non et, si elle est transcendante, fournit la liste finie
des nombres algébriques α tels que f (α) est algébrique, ainsi que la liste des valeurs f (α)
correspondantes.
Proposition 5
L’algorithme du théorème précédent fonctionne si f (z) est une E-fonction au sens large.
En effet, l’algorithme en question est décomposé en trois étapes, les deuxpremières n’étant
pas particulières aux E-fonctions.
• D’abord, il détermine une équation différentielle homogèneminimale surQ(z) satisfaite par
f (z). La preuve de la terminaison de cette étape vient essentiellement d’un théorème de
Grigoriev (GRIGORIEV 1990, p. 8) et d’un lemme de zéros de Bertrand et Beukers (BERTRAND
et BEUKERS 1985, p. 182), qui sont valables sur les opérateurs différentiels en général.
• Puis il détermine, à partir de l’équation de l’étape précédente, une équation différentielle
minimale inhomogène sur Q[z], u0(z)y (s)(z)+·· ·+us(z)y(z)+us+1(z)= 0, avec u0 6≡ 0, dont
f (z) est solution. Là encore, cette procédure est valable pour n’importe quel opérateur diffé-
rentiel.
• La troisième étape détermine, quels éléments α parmi les racines du polynôme u0(z) véri-
fient f (α) ∈ Q. Le fait que les autres nombres algébriques sont exclus est une conséquence
du théorème 2, qui est vrai au sens large selon le théorème 3. Cette étape consiste principa-
lement à appliquer l’algorithme de désingularisation décrit dans la preuve du théorème 8,
qui est valable au sens large selon le théorème 9.
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