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PREFACE 
T h i s  r e p o r t  s u g g e s t s  t h a t  a n a l y s i s  of computer sys tem account ing  
d a t a  can b e  a v a l u a b l e  t o o l  i n  computer performance a n a l y s i s .  m ~ e  
s t u d y  d e s c r i b e s  t h e  d a t a  a v a i l a b l e  from computer account ing  s y s  tern 
and t h e  t e c h n i q u e s  f o r  c o n d i t i o n i n g  and r e d u c i n g  t h e  d a t a .  It then  
d i s c u s s e s  v a r i o u s  a p p l i c a t i o n s  f o r  u s i n g  t h e  d a t a  i n  t h e  measurement 
and e v a l u a t i o n  o f  computer sys tem performance.  
V i r t u a l l y  a l l  A i r  Force and NASA computer i n s t a l l a t i o n s  c o l l e c t  
and r e c o r d  account ing  d a t a  (which, i n  computer sys tems ,  are an account. 
of  computer r e s o u r c e s  used by each job p r o c e s s e d ) .  However, seldom 
a r e  t h e s e  d a t a  used excep t  a t  t h o s e  i n s t a l l a t i o n s  t h a t  u t i l i z e  t h e m  t o  
c h a r g e  f o r  computer s e r v i c e s .  
T h i s  r e p o r t  emphasizes t h e  a p p l i c a t i o n s  of account ing-data  analysis 
t h a t  can b e  performed a t  low m a r g i n a l  c o s t  and s u g g e s t s  t h a t  Air Force 
and NASA computer i n s t a l l a t i o n s  t a k e  f u l l  advantage o f  s u c h  a n a l y s e s  
i n  economizing and /or  improving t h e  performance o f  t h e i r  computer 
sys tems . 
Although t h i s  s t u d y  was i n i t i a l l y  funded b y  NASA, i t s  a p p l i c a b i l i t y  
t o  A i r  Force  computer sys tems l e d  t o  c o n t i n u a t i o n  of t h e  work under Pro-  
j e c t  Rand. 

V i r t u a l l y  a l l  A i r  Force  and NASA computer i n s t a l l a t i o n s  c o l l e c t  
and r e c o r d  account ing  d a t a  (which, i n  computer systems, a r e  an accourrt 
o f  computer r e s o u r c e s  used by each job p r o c e s s e d ) .  However, seldom i s  
any u s e  made of t h e s e  d a t a  e x c e p t  a t  t h o s e  i n s t a l l a t i o n s  t h a t  use  ac- 
coun t ing  d a t a  t o  charge f o r  computer s e r v i c e s .  This  r e p o r t  s u g g e s t s  
t h a t  t h e  a n a l y s i s  o f  computer sys tem a c c o u n t i n g  d a t a  can b e  a  v a l u a b l e  
t o o l  i n  computer performance a n a l y s i s .  
The r e p o r t  d e s c r i b e s  the t y p e s  of account ing  d a t a  g e n e r a l l y  avail- 
a b l e  a t  most computer i n s t a l l a t i o n s - - d i s c u s s e d  I n  the c o n t e x t  of t h e  
account ing  d a t a  c o l l e c t e d  by Rand's IBM 360/65 computer sys tem.  Tech- 
niques  f o r  c o n d i t i o n i n g  and reduc ing  t h e  d a t a  a r e  t h e n  d i s c u s s e d ,  along 
w i t h  v a r i o u s  r e p o r t s  t h a t  can b e  genera ted  from such d a t a .  The balance 
of  t h e  r e p o r t  concern? s p e c i f i c  a p p l i c a t i o n s  of account ing-data  analysis 
i n  computer performance a n a l y s i s .  
The most h e a v i l y  s t r e s s e d  a p p l i c a t i o n  i s  t h e  u s e  o f  account ing  da ta  
t o  measure t h e  e f f e c t  o f  a system m o d i f i c a t i o n .  The volume of account-  
i n g  d a t a  a v a i l a b l e  and t h e  f a c t  t h a t  they a r e  genera ted  from " t y p i c a l n '  
workloads  make i t  p o s s i b l e  f o r  c a r e f u l l y  s t r u c t u r e d  m u l t i p l e  r e g r e s s i o ~  
and c l u s t e r  a n a l y s e s  t o  produce d e f i n i t i v e  conc lus ions  on computer sys-  
tem performance.  Th is  a p p l i c a t i o n  i s  exempl i f i ed  b y  a n a l y z i n g  t h e  
e f f e c t s  (changes i n  sys tem throughput  and e f f i c i e n c y )  of a  c o r e  aug- 
menta t ion  t o  Rand" computer sys tem.  
The r e p o r t  a l s o  d i s c u s s e s  such  o t h e r  a p p l i c a t i o n s  o f  accou~? t ing-  
d a t a  a n a l y s i s  as v a l i d a t i o n  o f  system-performance measurements taken 
by hardware o r  s o f t w a r e  m o n i t o r s ,  and u s e  i n  e i t h e r  deve lop ing  and 
t e s t i n g  a  new computer c h a r g i n g  scheme o r  u p d a t i n g  a n  i n s t a l l a t i o n v s  
c u r r e n t  charg ing  scheme i n  t h e  f a c e  o f  changing workloads o r  changes 
i n  t h e  sys tem.  
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I. INTRODUCTION 
BACKGROUND 
Ana lys i s  of computer sys tem performance can  l e a d  t o  b i g  s a v i n g s  
f o r  a computer i n s t a l l a t i o n .  B o t t l e n e c k s  i n  throughput  can b e  l o c a t e d  
and s i g n i f i c a n t l y  reduced by b a l a n c i n g  t h e  l o a d  o v e r  many sys tem com- 
ponents  i n s t e a d  of one o r  two. The purchase  of a more powerful  (and 
more c o s t l y )  computer sys tem may b e  t e m p o r a r i l y  o r  i n d e f i n i t e l y  p s s t -  
poned by t u n i n g  the p r e s e n t  sys tem s o  t h a t  i t  r u n s  more e f f i c i e n t l y ,  
the reby  i n c r e a s i n g  i ts  th roughput .  Turnaround t i m e  can b e  reduced t o  
d e c r e a s e  t h e  t i m e  u s e r s  spend w a i t i n g  f o r  r e s u l t s .  These a r e  only a 
few o f  t h e  b e n e f i t s  t h a t  can b e  d e r i v e d  from computer sys tem p e r f o r -  
mance a n a l y s i s .  
Such a n a l y s i s  can o f t e n  b e  done most c o s t - e f f e c t i v e l y  w i t h  an 
e x i s t i n g  s o u r c e  of machine-readable d a t a :  a c c o u n t i n g  d a t a .  At present, 
however, v e r y  l i t t l e  u s e  is  made of computer sys tem account ing  da ta  to 
measure and e v a l u a t e  computer sys tem performance.  Three reasons  seen 
t o  account  f o r  t h i s  : 
1. Computer sys tem measurement and e v a l u a t i o n  is  s t i l l  a very new 
f i e l d ;  many computer i n s t a l l a t i o n s  s imply do n o t  measure the 
performance of t h e i r  sys tems . 
2. Computer i n s  t a l l a t i o n s  t h a t  do measure and e v a l u a t e  computer 
performance have n o t  been exposed t o  t h e  p o t e n t i a l  v a l u e  o f  
account ing  d a t a  and u s e  t h e  more p u b l i c i z e d  t o o l s - a n a l y t i c  
o r  s i m u l a t i o n  models o r  hardware  and s o f t w a r e  m o n i t o r s ,  
3 .  The a n a l y s t s  do ing  t h e  measuring e i t h e r  do n o t  know how to use 
account ing  d a t a ,  doubt  t h e i r  a p p l i c a b i l i t y ,  o r  f e a r  that they 
w i l l  have  t o  spend a g r e a t  d e a l  of t i m e  c o n d i t i o n i n g  and re- 
ducing t h e  d a t a  b e f o r e  t h e y  can even b e g i n  t o  a n a l y z e  them, 
This  r e p o r t  s u g g e s t s  t h a t  account ing-data  a n a l y s i s  can b e  a valen- 
a b l e  t o o l  i n  measuring and e v a l u a t i n g  computer sys tem performance,  
The s t u d y  d e s c r i b e s  t h e  d a t a  a v a i l a b l e  f o r  account ing  systems and the 
methods o f  c o n d i t i o n i n g  and reduc ing  t h e s e  d a t a .  It t h e n  d i s c u s s e s  
v a r i o u s  a p p l i c a t i o n s  f o r  u s i n g  t h e  d a t a  i n  t h e  measurement and e v a i u -  
a t i o n  of computer sys tem performance.  
ACCOUNTING DATA 
- 
Computer sys tem account ing  d a t a  a r e  a n  account  o f  t h e  computer 
system r e s o u r c e s  used i n  p r o c e s s i n g  j o b s .  They a r e  p r i m a r i l y  used i n  
charging u s e r s  f o r  computer r e s o u r c e s ,  b u t  they  can a l s o  b e  u s e f u l  i n  
measuring computer sys tem performance and workloads p rocessed .  The 
da ta  a r e  u s u a l l y  broken down i n t o  computer r e s o u r c e s  used p e r  job ( o r  
pe r  job s t e p  w i t h i n  a job)  . 
Accounting d a t a  g e n e r a l l y  c o n s i s t  o f  t h r e e  t y p e s  o f  i n f o r m a t i o n :  
I,, Iden t i f i ca t ion  data ,  which may i n c l u d e  programmer i d e n t i f i c a -  
t i o n ,  a p r o j e c t  number, o r  any o t h e r  i d e n t i f i c a t i o n  informa- 
t i o n  d e s i r e d  by a p a r t i c u l a r  i n s t a l l a t i o n ;  
2 ,  Quant i t ies  of computer system resources used,  s u c h  a s  C e n t r a l  
P r o c e s s o r  U n i t  (CPU) seconds  u s e d ,  t h e  number o f  I n p u t  /Output 
(110) a c c e s s e s  made t o  p e r i p h e r a l  s t o r a g e  equipment,  and t h e  
amount of c o r e  s t o r a g e  r e q u e s t e d ;  
3 ,  The i n i t i a t i o n  and termination times of  t h e  i n t e r v a l  o v e r  
which l a t e r  r e s o u r c e s  were used.  
I n  a d d i t i o n  t o  the account ing  d a t a  c r e a t e d  and recorded by t h e  
computer sys tem,  many i n s t a l l a t i o n s  m a i n t a i n  a s ign- in  l o g  t o  g a i n  a 
measure of turnaround t i m e .  The account ing  sys tem and s i g n - i n  l o g  i n  
u s e  at The Rand Corpora t ion  a r e  d e t a i l e d  i n  Sec.  11. 
imC0RD I N G  ACCOUNTING DATA 
Computer sys tem r e s o u r c e s  used by a job a r e  accumulated from t h e  
t i m e  job p r o c e s s i n g  starts u n t i l  i t  t e r m i n a t e s .  The p r e c i s e  time a t  
which t h e  account ing  sys tem d e s i g n a t e s  a job h a s  s t a r t e d  o r  t e r m i n a t e d  
varies from computer sys tem t o  computer sys tem and account ing  system t o  
accoufit ing system. For example, "start t ime" recorded  b y  t h e  account-  
i n g  sys tem f o r  Rand's I B M  360165 computer sys tem corresponds t o  t h e  
t i m e  the r e q u e s t e d  amount o f  main memory i s  a l l o c a t e d  t o  a job.  "Temi-  
na t ion  t i m e "  co r responds  t o  t h e  t i m e  a job h a s  b o t h  completed proces-  
sing and been unloaded from main memory. The accumulated account ing  
data  are p r i n t e d  on t h e  j o b ' s  o u t p u t  and recorded i n  temporary s t o r a g e  
( u s u a l l y  d i s k )  u n t i l  t h e  end of the day ,  when t h e y  are permanently 
recorded  on e i t h e r  magnet ic  t a p e  o r  punched c a r d s .  
FTIDELY USED MEASUREMENT TOOLS 
Computer sys tem measurement and e v a l u a t i o n  h a s  on ly  r e c e n t l y  
emerged as a s e p a r a t e  f i e l d  i n  computer s c i e n c e .  T h i s  emergence has 
been  s p u r r e d  by t h e  development and re f inement  o f  s o p h i s t i c a t e d  t o o l s  
f o r  measur ing computer sys tem a c t i v i t y  and performance.  Hardware and 
s o f t w a r e  moni to r s  a r e  t h e  most w i d e l y  used t o o l s ;  t h e y  a r e  b r i e f l y  
d e s c r i b e d  below. t 
Hardware Moni tors  
A hardware  moni to r  h a s  a set o f  high-impedance p robes  t h a t  a t t a c h  
d i r e c t l y  t o  t h e  computer 's  c i r c u i t r y .  Each probe g e n e r a t e s  a s i g n a l  
upon a c t i v a t i o n  o f  the c i r c u i t s  t o  which i t  i s  a t t a c h e d ;  t h e  s i g n a l s  
a r e  t h e n  f e d  t o  c o u n t e r s  o r  timers. The most a t t r a c t i v e  f e a t u r e  o f  
hardware  moni to r s  is  t h e i r  a b i l i t y  t o  o b t a i n  a c c u r a t e ,  h i g h - r e s o l u t i o n  
d a t a  w i t h o u t  a f f e c t i n g  the performance o f  t h e  h o s t  system. Their  d i s -  
advan tage  i s  t h a t  t h e y  are l i m i t e d  t o  check ing  o n l y  a few i t e m s  (channel 
usage ,  d i s k  movements, e t c . )  a t  one t i m e .  Although some moni to r s  have 
i n  e x c e s s  of 100 p robes ,  u s u a l l y  ". . . a r e l a t i v e l y  small number of  
c o u n t e r s / t i m e r s  are a v a i l a b l e  ( o f t e n  1 6 ) ,  and on ly  a small number of 
probes  can b e  used ( o f t e n  20) ."' Another d i s a d v a n t a g e  i s  t h e  difficulty 
of  t r a c k i n g  the computer r e s o u r c e s  used by each  job p rocessed  by the 
s y s  tern. 
Sof tware  Moni tors  
A s o f t w a r e  moni tor  c o n s i s t s  of code r e s i d i n g  i n  t h e  c o r e  o f  a com- 
p u t e r .  It f u n c t i o n s  as a moni tor  t h a t  i s  a l lowed t o  b r e a k  i n t o  the  
sys tem and c o l l e c t  d a t a  on hardware  usage ,  disk-head movement, super-. 
v i s o r  r o u t i n e s  used ,  e t c .  A h i g h - d e n s i t y  sampl ing method i s  general1.y 
'see Ref.  1 f o r  a n  in-depth  d i s c u s s i o n  of computer sys tem measuring 
d e v i c e s .  
used i n  which t h e  sys tem is i n t e r r u p t e d  a t  p e r i o d i c  i n t e r v a l s  ( u s u a l l y  
1/60 s e c  o r  a m u l t i p l e  t h e r e o f ) .  Sof tware  moni to r s  a r e  o f t e n  p r e f e r r e d  
t o  hardware moni to r s  because  many more t y p e s  of d a t a  can b e  c o l l e c t e d  
a t  one t i m e .  T h e i r  pr imary d i s a d v a n t a g e  is  t h a t  th.ey e f f e c t  an  appre- 
ciable l o a d  on t h e  system--as g r e a t  a s  20 p e r c e n t  on CPU a c t i v i t y  and 
lC p e r c e n t  on 1 / 0  a c t i v i t y .  f- 
USE OF ACCOUNTING-DATA ANALYSIS AS A MEASUREMENT TOOL 
Accounting d a t a  r e c o r d  t h e  q u a n t i t i e s  of sys tem r e s o u r c e s  used by 
each job r a t h e r  t h a n  t h e  u t i l i z a t i o n  of each  sys tem element .  A s  such ,  
they a r e  more s u i t e d  f o r  e v a l u a t i n g  workload c h a r a c t e r i s  t i c s  t h a n  f o r  
e v a l u a t i n g  computer sys tem performance.  None the less ,  account ing  d a t a  
can be  used t o  measure computer sys tem performance by a n a l y z i n g  s u c h  
g r o s s  performance measures as t h e  degree  t o  which main memory i s  used 
( c o r e  u t i l i z a t i o n ) ,  t h e  p e r c e n t  o f  t o t a l  CPU c y c l e s  a v a i l a b l e  t h a t  are 
used f o r  p r o c e s s i n g  jobs  (CPU u t i l i z a t i o n ) ,  t h e  average  number o f  1 / 0  
a c c e s s e s  p rocessed  p e r  second,  and t h e  average  revenue produced p e r  
hour.  S e c t i o n  111 c o o r d i n a t e s  these g e n e r a l  u s e s  i n t o  s p e c i f i c  u s e s  
for measuring and e v a l u a t i n g  computer sys tem performance.  
11. ACCOUNTING DATA: DESCRIPTION AND RELATED 
DATA-REDUCTION ACTIVITIES 
INTRODUCTION 
As an  example of t h e  t y p e s  of d a t a  t h a t  can  b e  c o l l e c t e d  by c o w  
p u t e r  a c c o u n t i n g  systems and t h e  da ta - reduc t ion  and d a t a - a n a l y s i s  
e f f o r t s  n e c e s s a r y  t o  c o n v e r t  t h e s e  d a t a  i n t o  meaningful i n f o r m a t i o n ,  
t h i s  s e c t i o n  d i s c u s s e s  t h e  account ing-data  a n a l y s i s  performed a t  Rand, 
The account ing  d a t a  c o l l e c t e d  from Rand's I B M  360/65 computer sys tem 
a r e  d e s c r i b e d  and t h e  d a t a - r e d u c t i o n  a c t i v i t i e s  performed on the data 
a r e  d i s c u s s e d .  
I n  o r d e r  f o r  t h e  g e n e r a l  r e a d e r  t o  f o l l o w  t h e  d i s c u s s i o n ,  h e  must 
unders tand  t h e  o p e r a t i o n  of t h i s  p a r t i c u l a r  computer sys tem.  T h e r e f o r e ,  
some background i n f o r m a t i o n  i s  prov ided  t h a t  (1 )  d e s c r i b e s  t h e  mul t ip ro-  
gramming environment i n  which t h e  computer sys tem o p e r a t e s ,  ( 2 )  d e f i n e s  
t h e  v a r i o u s  terms used i n  measuring sys tem u s a g e ,  and (3)  d i s c u s s e s  the 
d i f f e r e n t i a t i o n  between jobs  and job s t e p s  made by t h e  sys tem,  and de- 
s c r i b e s  how t h i s  d i f f e r e n t i a t i o n  a f  f e c t s  t h e  account ing  s y s  tern. 
Multiprogramming Environment 
Multiprogramming i s  most s imply d e f i n e d  a s  t h e  concur ren t  proces-  
s i n g  o f  two o r  more jobs .  Although o n l y  one job i s  u s i n g  t h e  CPU a t  
any one t i m e ,  o t h e r  jobs  can b e  a l l o c a t e d  memory segments and b e  u s i n g  
p e r i p h e r a l  d e v i c e s  ( p r i n t e r s ,  c a r d  r e a d e r ,  t a p e s ,  d i s k s ,  e t c , )  sirnul- 
t a n e o u s l y .  The o p e r a t i n g  sys tem g i v e s  c o n t r o l  ( u s e  o f  t h e  CPU) t o  orie 
job and t h e n  s w i t c h e s  i t  t o  a n o t h e r  job whenever e i t h e r  (1) t h e  one i n  
c o n t r o l  becomes i d l e ,  i . e .  , whenever i t  i s  w a i t i n g  f o r  a  p e r i p h e r a l  de- 
v i c e  t o  complete  some I /O  p r o c e s s i n g ,  o r  (2)  a h i g h e r - p r i o r i t y  job enters 
t h e  sys tem.  Thus, multiprogramming c a p i t a l i z e s  on t h e  f a c t  t h a t  m o s t  
jobs  do n o t  u s e  a l l  t h e  memory o r  a l l  I / O  d e v i c e s .  The o p e r a t i n g  system 
l o a d s  s e v e r a l  jobs  i n t o  memory i n  a n  a t t e m p t  t o  maximize t h e  e f f i c i e n c y  
of t h e  computer sys tem by keep ing  t h e  CPU, memory, and 1 / 0  d e v i c e s  busy 
a t  a l l  t i m e s .  
To o f f s e t  t h e  r e l a t i v e  s lowness  of t h e  b a s i c  110 d e v i c e s  ( c a r d  
reader, card  punch, and p r i n t e r s )  , a job  never  d i r e c t l y  r e a d s  o r  
punches c a r d s ,  o r  p r i n t s  o u t p u t .  I n s t e a d ,  t h e  sys tem r e a d s  i n p u t  
cards o n t o  a d i s k - s t o r a g e  f i l e  a t  t h e  t i m e  t h e  job i s  submi t t ed  and 
stores t h e  i n f o r m a t i o n  on d i s k  u n t i l  t h e  job i s  schedu led  t o  b e g i n  
execu t ion .  During e x e c u t i o n ,  t h e  job r e a d s  t h e  i n p u t  i n f o r m a t i o n  
d i r e c t l y  from t h e  f a s t e r  d i s k - s t o r a g e  d e v i c e s .  S i m i l a r l y ,  any o u t p u t  
genera ted  by t h e  job  i s  w r i t t e n  on a d i s k  f i l e .  A f t e r  t h e  job h a s  
t e rmina ted ,  t h e  sys tem p r i n t s  o r  punches ( o n t o  ca rds )  a l l  o u t p u t  t h a t  
the job s t o r e d  on t h e  d i s k  f i l e .  Th i s  b u f f e r i n g  of i n p u t  and ou tpu t  
onto a d i s k - s t o r a g e  d e v i c e  i s  c a l l e d  "spool ing."  The t a s k s  t h a t  per-  
f o r m  b o t h  s p o o l i n g  and a l l  o t h e r  overhead f u n c t i o n s  a r e  c a l l e d  "system 
tasks." These a r e  accounted f o r  s e p a r a t e l y  from u s e r  j o b s .  
T e r n  Used i n  Measuring System Usage 
Genera l ly ,  t h e  b a s i c  terms used t o  d e s c r i b e  t h e  sys tem r e s o u r c e s  
used by a job a r e  (1) CPU seconds used,  (2) e l a p s e d  t i m e  ( c lock  time) 
on the s y s  t e m ,  (3) memory r e q u e s t e d  ( i n  K-by t e s  , where K e q u a l s  1024) , 
a d  (4)  I/O usage.  The d e f i n i t i o n s  o f  t h e  f i r s t  t h r e e  terms are s e l f -  
e v i d e n t .  But 1 / 0  u s a g e ,  because  i t s  measurement varies s o  wide ly  from 
ins t a l l a t i o n  t o  i n s  t a l l a t i o n ,  r e q u i r e s  f u r t h e r  e x p l a n a t i o n .  I n  account-' 
ing f3r I / O  usage ,  many computer i n s t a l l a t i o n s  i n c l u d e  number of c a r d s  
read, number of c a r d s  punched, number of l i n e s  p r i n t e d ,  and o t h e r  ]C/O 
o p e r a t i o n s .   any o t h e r  i n s t a l l a t i o n s ,  i n c l u d i n g  Rand, u s e  on ly  t h e  
number of EXCPs (Execute - - Channel - Program),  t h a t  i s ,  t h e  number of re-  
ques t s  made by a job ( o r  sys tem t a s k )  t o  110 d e v i c e s .  Because a n  EXCP 
i s  e q u i v a l e n t  t o  a n  1 / 0  r e q u e s t  ( o r  1 / 0  a c c e s s ) ,  EXCPs are h e n c e f o r t h  
r e f e r r e d  t o  as I / O s .  
Jobs  and Job S t e p s  
Each job  i s  made up of one o r  more job s t e p s .  A t y p i c a l  example 
is a t h r e e - s t e p  job c o n s i s t i n g  of (1) a "compile" s t e p ,  which t r a n s -  
lates a s o u r c e  program i n t o  an  o b j e c t  module of machine i n s t r u c t i o n s ;  
(2 )  a "Linkedi t"  s t e p ,  which r e s o l v e s  e x t e r n a l  r e f e r e n c e s  and g a t h e r s  
a d d i t i o n a l  s u b r o u t i n e s  from s u b r o u t i n e  l i b r a r i e s  and p u b l i c  libraries ; 
and ( 3 )  a "GO" s t e p ,  d u r i n g  which computat ion i s  performed. A f t e r  the 
o p e r a t i n g  sys tem i n t r o d u c e s  a job  t o  t h e  computer sys tem,  i t  no longer 
d e a l s  w i t h  t h e  job as a  whole ,  b u t  w i t h  t h e  job s t e p s .  Thus, the ac- 
coun t ing  d a t a  r e c o r d  t h e  r e s o u r c e s  and s e r v i c e s  used by each jab step 
and accumulate  t h e  r e s o u r c e s  used by each t o  de te rmine  t h e  t o t a l  r e -  
s o u r c e s  used f o r  each job.  
AVAILABLE ACCOUNTING DATA 
A l l  d a t a  genera ted  by a computer s y s t e m  f o r  account ing  are a l s o  
a v a i l a b l e  f o r  measuring and e v a l u a t i n g  t h e  computer s y s  tern. en  actual 
f a c t ,  o n l y  a p o r t i o n  o f  t h e  d a t a  c o l l e c t e d  i s  used f o r  charg ing  purposes, 
a l t h o u g h  p r a c t i c a l l y  a l l  t h e  d a t a  are u s e f u l  i n  measur ing and evaluating 
the computer sys tem.  G e n e r a l l y ,  t h e  a c c o u n t i n g  d a t a  a r e  o f  two different 
forms--system account ing  d a t a  and s i g n - i n  l o g  d a t a .  System accounting 
d a t a  u s u a l l y  c o n s i s t  of r e c o r d s  c r e a t e d  a t  t h e  end of each job s t e p  and/ 
o r  a t  t h e  end o f  each  job .  These d a t a  p r i m a r i l y  c o n s i s t  of jab-identi- 
f i c a t i o n  d a t a  p l u s  t h e  q u a n t i t i e s  of sys tem r e s o u r c e s  used.  The s i gn - in  
l o g  u s u a l l y  c o n t a i n s  b r i e f  i d e n t i f i c a t i o n  i n f o r m a t i o n  and s i g n - i n  and 
s ign-ou t  times f o r  each job submi t t ed  t o  t h e  s y s  tern. 
System Accounting Data 
The t y p e s  of sys tem account ing  d a t a  c o l l e c t e d  b y  computer system 
vary  c o n s i d e r a b l y  from i n s t a l l a t i o n  t o  i n s t a l l a t i o n .  The t y p e s  of da ta  
c o l l e c t e d  depend upon (1) t h e  make of t h e  computer sys tem,  ( 2 )  the op- 
e r a t i n g  system under which t h e  sys tem is  runn ing  (and a l s o  t h e  version 
t h a t  is c u r r e n t l y  b e i n g  u s e d ) ,  and (3) any a d d i t i o n a l  d a t a - c o l l e c t i o c  
r o u t i n e s  implemented i n t o  t h e  o p e r a t i n g  sys tem by i n s t a l l a t i o n  system 
p r o g r a m e r s .  
A t  t h e  t i m e  t h e  r e s e a r c h  f o r  t h i s  s t u d y  was performed,  Rand's IBM 
360/65 was o p e r a t i n g  under Kelease 17 of OS1360. The on ly  s t a n d a r d  
account ing  d a t a  genera ted  by t h i s  release o f  OS/360, however, were job 
i d e n t i f i c a t i o n  and t h e  number o f  CPU seconds  used by each  job .' There- 
fore, Rand systems programmers i n s e r t e d  numerous m o d i f i c a t i o n s  i n  t h e  
o p e r a t i n g  system t o  i n c r e a s e  t h e  a c c o u n t i n g  d a t a  c o l l e c t i o n  capab i l -  
i t i e s ,  The modi f i ed  account ing  sys tem g e n e r a t e s  two s e p a r a t e  ( b u t  
shilaar) l o g s  of account ing  d a t a :  an "account ing log"  and a "system 
log. B B  
Accounting Log. I n  g e n e r a t i n g  t h e  account ing  l o g ,  t h e  sys tem gen- 
- 
crates a record  f o r  each job s t e p  p rocessed  by t h e  computer sys tem dur- 
i n g  a d a y ' s  o p e r a t i o n s .  The r e c o r d s  are t e m p o r a r i l y  s t o r e d  on d i s k ,  
and are punched on to  c a r d s  (one r e c o r d  p e r  ca rd)  a t  t h e  end of t h e  day. 
Ea& record  i n  t h e  account ing  l o g  c o n t a i n s  t h e  fo l lowing  i n f o r m a t i o n :  
Date;  
Job number ( a  unique number a s s i g n e d  t o  each r e s e a r c h  p r o j e c t  
f o r  c h a r g i n g  purposes ) ;  
Man n u d e r  ( i d e n t i f i c a t i o n  of programmer s u b m i t t i n g  t h e  job) ; 
Job-s tep number (wi th in  e a c h  j o b ,  t h e  job s t e p s  a r e  sequen- 
t i a l l y  numbered by t h e  s y s  tem) ; 
Core (memory) r e q u e s t e d  ; 
CPU seconds used ;  
Job I / O s  used;  
Time on; 
Time o f f .  
System Log. The sys tem l o g  g e n e r a t e s  a r e c o r d ,  s i m i l a r  t o  account-  
ing-log r e c o r d s ,  f o r  each job s t e p .  However, t h e  sys tem l o g  a l s o  gen- 
erates a r e c o r d  each  t i m e  a system t a s k  e i t h e r  s tarts  o r  ends.  Whereas 
the account ing  l o g  a t  Rand is  used p r i m a r i l y  as a b a s i s  f o r  c h a r g i n g  
computer u s e r s ,  t h e  sys tem l o g  i s  used t o  g e n e r a t e  monthly r e p o r t s  o f  
system usage.  However, t h e  sys tem l o g  h a s  a l s o  been used as a backup 
:for f a u l t y  o r  l o s t  account ing- log r e c o r d s .  Each r e c o r d  i n  t h e  sys tem 
l o g  c o n t a i n s  t h e  fo l lowing  i n f o r m a t i o n  : 
For job s t e p s :  
o Date;  
o Man number; 
t ~ a t e r  r e l e a s e s  of OS/360 ( i  e , Release 1 8  and Re lease  19) can b e  
equ ipped  w i t h  a much more e x t e n s i v e  account ing  system. Th is  new account-  
i n g  system, w r i t t e n  by IBM, i s  c a l l e d  System Management F a c i l i t i e s  (SMF) 
621, Z t  c o l l e c t s  account ing  d a t a  s i m i l a r  t o  t h o s e  c o l l e c t e d  by Rand's 
modified sys tem,  p l u s  a d d i t i o n a l  d a t a .  The a d d i t i o n a l  d a t a  c o l l e c t e d  
by SMF a r e  d e s c r i b e d  l a t e r  i n  t h i s  s e c t i o n .  
Job-s t e p  number; 
Core (memory) requested;  
Core (memory) used; 
CPU seconds used; 
Job 110s used (number of I /O acces ses ) ;  
Processor  program used (FORTRAN compile, L inked i t ,  e t c , ) ;  
Time on; 
Time o f f .  
For system t a sks :  
o Date; 
o I d e n t i f i c a t i o n  of system t a s k ;  
o Time t h a t  t a s k  s t a r t e d  o r  ended; 
o Accumulated system I / O s  ( f o r  a l l  system t a sks )  t h a t  were 
performed s i n c e  the  previous system t a s k  record was 
generated. Excludes job-step I / O s .  
Sign-in Log 
Most computer i n s t a l l a t i o n s  r e q u i r e  u se r s  t o  f i l l  out a. sign-in 
l og  each time they submit a job.  Rand not  only maintains  a sip-in 
l o g ,  b u t  a l s o  punches the  s ign- in  log  d a t a  onto cards f o r  f u t u r e  use 
i n  gene ra t ing  r e p o r t s .  The fol lowing d a t a  a r e  logged f o r  each j spb 
t h a t  e n t e r s  Rand's I B M  360/65  computer system; s i m i l a r  d a t a  are usu- 
a l l y  c o l l e c t e d  a t  o the r  computer i n s t a l l a t i o n s  : 
o Date; 
o Sequence n u d e r  ; 
o Sign-in t ime;  
o Job number; 
o Man number and program i d e n t i f i c a t i o n ;  i 
o Job c l a s s  (scheduling p r i o r i t y )  ; 
o Sign-out time ( f i l l e d  i n  by opera tors  a f t e r  job leaves  
t h e  sys  tem) . 
I n  c o n t r a s t  t o  t h e  accounting-log d a t a  and t h e  system-log da ta ,  
Rand's s ign-in l o g  d a t a  are n o t  permanently s t o r e d .  I n s t e a d ,  they 
a r e  s t o r e d  one month a t  a time and then summarized i n t o  a monthly 
r epo r t  of computer opera t ions .  Therefore,  o r i g i n a l  s ign- in  log data 
a t  Rand a r e  n o t  a v a i l a b l e  f o r  ana lyz ing  computer opera t ions  f u r t h e r  
back than one month. 
'punched onto cards only during s e l e c t e d  periods . 
Expanded Accounting Systems 
Tl~e account ing  d a t a  d e s c r i b e d  above (from t h e  a c c o u n t i n g  l o g ,  t h e  
system l o g ,  and t h e  s i g n - i n  log)  a r e  r e p r e s e n t a t i v e  of t h e  d a t a  t h a t  
can be  c o l l e c t e d  a t  most computer i n s t a l l a t i o n s .  A l l  t h e s e  d a t a  i t e m s  
are e i t h e r  a u t o m a t i c a l l y  c o l l e c t e d  by vendor-supplied account ing  sys-  
tem o r  can b e  c o l l e c t e d  by making minor m o d i f i c a t i o n s  t o  t h e  account-  
i n g  system. A number of i n s t a l l a t i o n s  have modi f i ed  t h e i r  o p e r a t i n g  
system t o  c o l l e c t  much more d a t a  t h a n  a r e  d e s c r i b e d  above. Fur the r -  
more ,  computer manufacturers- - recognizing t h e  v a l u e  o f  account ing  data-- 
are now s u p p l y i n g  more s o p h i s t i c a t e d  account ing  systems w i t h  t h e i r  op- 
erating systems.  
Bsl expanded account ing  system r e c e n t l y  made a v a i l a b l e  i s  I B M ' s  
SMF account ing  package [2]  ( a v a i l a b l e  i n  v e r s i o n s  1 8  o r  h i g h e r  o f  OS/ 
3 6 0 ) .  This  sys tem,  which i s  more s o p h i s t i c a t e d  than  t h o s e  c u r r e n t l y  
i n  use, r e c o r d s  a l l  d a t a  recorded  by Rand's c u r r e n t  account ing  sys tem,  
p l u s  a d d i t i o n a l  d a t a .  Some of t h e  a d d i t i o n a l  d a t a  recorded by SMF a r e  
listed below: 
AdditionaZ data recorded per job s t ep :  
o Completion o r  c o n d i t i o n  codes f o r  abnormal job  t e r m i n a t i o n s .  
o Number o f  d a t a  sets used.  
s Number o f  t a p e s  used.  
o Number of d i s k s  used.  
o Number o f  i n p u t  c a r d s  r e a d .  
o Attach  t i m e  ( t ime  t h a t  i n i t i a t o r  p icked up job s t e p  from 
i n p u t  queue) .  
c Number of 1/0s p e r  d a t a  set.  
AdditionaZ data recorded from sununary of day ' s  operations : 
o T o t a l  CPU 'bait"  t ime.  
o Number of lPI,st and t i m e  of each IPL. 
'h I n i t i a l  Program Load (IPL) i n v o l v e s  l o a d i n g  t h e  o p e r a t i n g  
system i n t o  t h e  computer sys tem.  An IPL i s  performed when t h e  sys tem 
is  s t a r t e d  a t  t h e  b e g i n n i n g  o f  t h e  day and a l s o  each t i m e  i t  is s t a r t e d  
after abnormally going down. 
o Number of jobs  processed. 
o Number of job s t e p s  processed. 
o Number of d a t a  s e t s  and records w r i t t e n  from t h e  p r i n t e r ,  
REDUCTION OF ACCOUNTING DATA 
Reducing computer accounting d a t a  involves condi t ion ing  the raw 
d a t a  i n t o  p roces s ib l e  form and then processing them t o  ob ta in  meanirag- 
f u l  measurements of system performance. The techniques used t o  condi- 
t i o n  and process  t h e  accounting d a t a  from Rand's IBM 360/65 c o q u t e r  
system a r e  descr ibed  below. 
Data Conditioning : Er ro r  Correct ion 
One of t h e  most important  s t e p s  i n  reducing t h e  accounting data 
is  t h e  de t ec t ion  of  any bad d a t a  and subsequent co r r ec t ion  o r  d e l e t i o n  
o f ,  o r  allowance f o r  a l l  such da ta .  I f  t h i s  i s  n o t  done, t h e  da ta  rimy 
b e  mis in t e rp re t ed .  
I f  t h e  accounting d a t a  f o r  a computer system a r e  used f o r  b i l l i n g  
purposes,  most obvious e r r o r s  or  d i screpancies  have very  likelty been 
co r r ec t ed .  Such i s  t h e  case wi th  t h e  accounting-log da t a  a t  U n d ,  81- 
though t h e  d a t a  a r e  reviewed p r imar i ly  t o  s c reen  out  i n v a l i d  project 
numbers, t h i s  reviewing process  a l s o  d e t e c t s  and e l imina te s  bad o r  v o i d  
records .  
Accounting d a t a  no t  used f o r  b i l l i n g  purposes,  such a s  t h e  system 
l og  a t  Rand, a r e  seldom e d i t e d  f o r  i n c o r r e c t  da t a .  Therefore,  even- 
t u a l  use of such d a t a  r equ i r e s  condi t ion ing  i n  t he  form of checking f o r  
e r r o r s  and c o r r e c t i n g  (o r  allowing f o r )  any e r r o r s  de tec ted .  Most errors 
at Rand occur  as d u p l i c a t e  o r  bad (garbage) records  and a r e  caiused by 
procedural  problems. For i n s t a n c e ,  a bug i n  t h e  procedure t h a t  generated 
t h e  system l o g  caused t h e  genera t ion  of numerous dup l i ca t e  records and 
t h e  d e l e t i o n  of blocks of da t a .  The system was gene ra t ing  s o  many dupli- 
c a t e s  of each record t h a t  an e n t i r e  r e e l  of magnetic tape was filled up 
t 
a f t e r  recording d a t a  f o r  only t h r e e  t o  f i v e  days. Custorner engineers 
I Three t o  f i v e  days of system-log d a t a  should only have used about 
75 f t  of tape.  
from the  computer manufacturer and Rand systems p r o g r a m e r s  t r i e d  t o  
solve t h e  problem. However, a l l  e f f o r t s  t o  c o r r e c t  t h e  s i t u a t i o n  
failed and, i n  order  t o  use t h e  d a t a ,  s p e c i a l  code i n  t he  condi t ion ing  
program had t o  be  w r i t t e n  t o  e l imina te  t h e  d u p l i c a t e  records.  However, 
nothing could b e  done about t h e  blocks of d a t a  de le ted .  Rand systems 
p rog ramers  f i n a l l y  so lved  t h i s  problem. However, e r r o r s  occas iona l ly  
occur Ln a l l  accounting systems due t o  t h e  complexity of modem opera- 
ting systems; provis ions  must be  made i n  t h e  condi t ion ing  process  t o  
detect and c o r r e c t  ( o r  a l low fo r )  such e r r o r s .  
Another e r r o r  t h a t  occas iona l ly  occurs  i n  t h e  genera t ion  of ac- 
counting d a t a  i s  a s s ign ing  t h e  wrong d a t e  t o  a po r t ion  of a day" da ta .  
Th i s  occurs  when the  computer ope ra to r s  f o r g e t  t o  r e s e t  t he  d a t e  a t  
the beginning of t he  day (or  s e t  i t  i n c o r r e c t l y ) .  Although such e r r o r s  
are soon cor rec ted ,  a l l  accounting d a t a  generated up t o  t h e  time of 
co r r ec t ion  r e t a i n  t h e  wrong da te .  Such e r r o r s  must b e  de t ec t ed  and 
cor rec ted  i n  condi t ion ing  programs. 
Data Conditioning: Pre-processing 
Af ter  t h e  obvious inaccurac ies  i n  t h e  accounting d a t a  a r e  removed, 
the d a t a  must be  condit ioned f o r  e f f i c i e n t  i npu t  t o  a n a l y s i s  programs. 
For the  accounting log  a t  Rand, t h i s  simply e n t a i l e d  conver t ing  a l l  
past da ta  from cards t o  magnetic tape .  Three months of  accounting 
d a t a  were s t o r e d  pe r  t ape  and t h e  d a t a  on each t ape  were f u r t h e r  div- 
i d e d  i n t o  f i l e s  of one week each. This method of s t o r a g e  w a s  chosen 
over an a l t e r n a t e  method--storing an e n t i r e  yea r ' s  da t a  on one o r  two 
tapes (wi th  no subdiv is ion  i n t o  f i l e s )  --because i t  allowed a p a r t i c u l a r  
day or week of d a t a  t o  be  accessed quickly and e a s i l y  by i n d i c a t i n g  
t h e  proper  t a p e  and f i l e  number. 
A s i m i l a r  readying process  was appl ied  t o  t h e  system-log d a t a ,  
and they w e r e  s to red  on t a p e  i n  t h e  same format a s  t h e  accounting log.  
The readying process  f o r  t h e  system l o g  d i f f e r e d  i n  t h a t  d u p l i c a t e  
and i n v a l i d  records  were de t ec t ed  and e l imina ted  wh i l e  the d a t a  were 
reformatted . 
Processing the  Accounting Data 
Once t h e  accounting d a t a  were condit ioned and s t o r e d  in  an easily 
a c c e s s i b l e  form, they could be processed i n t o  meaningful information,  
A s  discussed e a r l i e r ,  t h e  system l o g  recorded t h e  same d a t a  as the 
accounting l o g  (except f o r  "Job Number") pZus t h e  system processing 
programs used by job s t e p s  and t h e  110s used by system t a s k s ,  Kow- 
eve r ,  system-log d a t a  had n o t  been recorded dur ing  much of t h e  period 
over which measurement and eva lua t ion  of  t h e  computer sys t em was de- 
t 
s i r e d .  Thus, most of t h e  a n a l y s i s  w a s  performed on t h e  accomt ing-  
l o g  da ta .  
Analysis programs were w r i t t e n  t o  process  t h e  accounting data, 
The programs were w r i t t e n  w i t h  two ob jec t ives  i n  mind: 
1. Ex t rac t  or  genera te  as many d i f f e r e n t  types of i n f o r m t i o n  
as poss ib l e  from the  da t a .  
2 .  P r i n t  ou t  t h e  information on an  e a s i l y  readable  r epo r t  that 
could be use fu l  t o  t h e  d i r e c t o r  of a computer c e n t e r ,  
Analysis of System-Log Data. Although very l i t t l e  system-log 
d a t a  were a v a i l a b l e  during t h e  pe r iod  of computer opera t ions  analyzed 
i n  this r e p o r t ,  a program t o  analyze t h e  d a t a  w a s  w r i t t e n  f o r  use i n  
f u t u r e  ana lyses .  This program's primary purpose is t o  c o l l e c t  and 
record t h e  number of system 110s processed by the  system. These data 
can then be  combined with the  job 110s ( ca l cu la t ed  by a program t h a t  
analyzes t h e  accounting log) t o  determine t h e  t o t a l  110s processed by 
t h e  s y s  t e m .  This same program computes workload c h a r a c t e r i s  t ics  in 
terms of which system-processing programs were used over a given time 
i n t e r v a l  and which resources were used by t h e  job s t e p s  processed by 
t h e  programs. A r e p o r t  i s  generated t h a t  inc ludes  (1) a frequency 
d i s t r i b u t i o n  of t h e  n u h e r  of job s t e p s  t h a t  used each process ing  
'The problem of record ing  excess ive  dup l i ca t e  records on the 
system-log t apes  r e s u l t e d  i n  t h e  usage of s o  many tapes  t h a t  t he  re- 
cording of system-log d a t a  w a s  d i scont inued  u n t i l  t h e  problem could 
be  solved.  A s  such ,  very l i t t l e  system-log d a t a  were a v a i l a b l e  for 
t h e  f i r s t  y e a r  o r  s o  of opera t ions  (of t h e  360165). Unfor tuna te ly ,  
t h i s  w a s  t he  same per iod  over  which most of t he  accounting-data 
a n a l y s i s  repor ted  i n  t h i s  s tudy  w a s  done. 
p r o g r m ,  and (2) information p e r t a i n i n g  t o  t h e  number of CPU seconds 
and I / O s  used. Figure 1 i l l u s t r a t e s  an exarllple of t h i s  r epo r t .  
Analysis of  Accounting-Log Data. Two programs were w r i t t e n  t o  
a a l y z e  t h e  accounting-log da t a .  The primary purpose of t h e  f i r s t  
program w a s  t o  e x t r a c t  and record any time i n t e r v a l s  during which t h e  
CPU was e i t h e r  " id le"  o r  "down." Such information was necessary because 
p e r f o m m c e  measures (e .g . ,  CPU u t i l i z a t i o n ,  I / O s  processed p e r  hour) 
were ca l cu la t ed  by summing t h e  t o t a l  resources  used over a s p e c i f i e d  
time i n t e r v a l  and d iv id ing  by t h e  "net" t ime t h e  CPU w a s  processing.  
The idle or down times corresponded t o  t imes during which main memory 
(core) w a s  vacant  of jobs .  These times were determined from t h e  "on 
t h e 3 '  and "off  time" f o r  t h e  job s t e p s .  A t a b l e  w a s  p r i n t e d  (Fig. 2) 
c o n t d n i n g  (1) the  clock time of  t h e  last job t h a t  l e f t  core  be fo re  a 
vacant period (BEGIN OF INTERVAL) , (2) t h e  clock time of t h e  f i r s t  job 
t h a t  en t e red  co re  t o  end the  vacant  i n t e r v a l  (END OF INTERVAL), and 
(3) the l ength  of t h e  vacant  i n t e r v a l  (INTERVAL LENGTH) . 
In add i t i on  t o  recording i d l e  and down times, t h e  f i r s t  program 
nsainkained t h e  number of jobs i n  memory and t h e  amount of memory (core) 
in w e  dur ing  t h e  t i m e  span t h a t  t h e  program analyzed t h e  accounting 
data, It a l s o  accumulated t h e  number of CPU seconds used, t h e  number 
sf jab L/O reques ts ,  and t h e  number of job s t e p s  processed throughout 
the tLme span analyzed. This information could be p r i n t e d  and/or  
plotted, depending upon opt ions  s p e c i f i e d  i n  running t h e  program. The 
Appendix conta ins  graphs, generated by t h i s  program, of system resources 
used,  
A second program uses t he  i d l e  t ime and down time information col- 
lected from the  f i r s t  program and f u r t h e r  analyzes t h e  accounting l o g  
t o  c a l c u l a t e  measures of performance f o r  a given time per iod .  It a l s o  
d e t e w n e s  var ious  workload c h a r a c t e r i s t i c s  f o r  t h e  same time period.  
This program generates  a r e p o r t  of i d e n t i f i c a t i o n  information and 
s y s t e m  resources used by each job s t e p .  A po r t ion  of this r e p o r t  f o r  
Octobel: 28,  1969 i s  shown i n  Fig. 3. The po r t ion  of t h e  r e p o r t  i l l u s -  
trated inc ludes  a l l  job s t e p s  w i t h  a "time on" between 8:32:23 a.m. and 
9 : 24 :00 a.m., whereas t h e  o r i g i n a l  r e p o r t  inc ludes  a l l  job s t e p s  dur ing  
the 9-hr t i m e  per iod between 8:30 a . m .  and 5:30 p.m. (17:30 on a 24-hr 
clock$.  
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F i  y ,  I--Report of Processing Program Usage by Job Step 
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F i g .  2--CPU I d l e  and Down Times 
J J B  STEP ACC[JUt4TINI; HEPI IKT FUR OCT 2 d r  1969 
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F i  y , 3- -Job S t e p  Accounting Report 
The! second program a l s o  genera tes  a s u m a r y  r e p o r t  of system per- 
formnce and workload c h a r a c t e r i s t i c s  f o r  a given t i m e  per iod.  This  
report i s  i l l u s t r a t e d  i n  Fig. 4 ,  which s r i z e s  performance and work- 
load f o r  October 28, 1969. A l l  terms used i n  t h e  r e p o r t  a r e  s e l f -  
e x p l a a t o r y ,  with t h e  p o s s i b l e  except ion of t h e  last  two items--"JOBS 
UmED ElY R.J.E." (Remote Job Entry jobs,  which a r e  ba tch  jobs sub- 
mitted from consoles  remote from t h e  computer room) and "C.P.S. JOBS" 
(Conversational Programming System jobs , which a r e  on-line j obs sub- 
d t t e d  !From remote consoles ) .  Both i tems have zero  jobs i n  t h e  r epo r t  
becawe n e i t h e r  RJE nor  CPS w a s  ope ra t iona l  u n t i l  January 1970. 
Because averages can o f t e n  be  deceiving,  frequency d i s t r i b u t i o n s  
o f  so= "orkload c h a r a c t e r i s t i c s "  were thought h e l p f u l  i n  g e t t i n g  a 
better i d e a  of t h e  workload processed. Therefore,  t he  program a l s o  
generates  frequency d i s t r i b u t i o n s  of t h e  memory (core) requested pe r  
go6 step (Fig.  5 ) ,  t h e  CPU seconds used pe r  job s t e p  (Fig.  6 ) ,  and t h e  
Job T/Os used p e r  job s t e p  (Fig.  7 ) .  
The bulk of resources  expended i n  reducing t h e  accounting d a t a  
was the h u w n  resources  used i n  devzloping t h e  data-reduct ion programs. 
The est imated resources spen t  (1) l e a r n i n g  what accounting d a t a  were 
savail6h:Le and where and h w  they were s t o r e d  and (2) w r i t i n g ,  debug- 
ging, v a l i d a t i n g ,  and documenting t h e  data-reduct ion programs was 
about four  t o  s i x  man-months f o r  an experienced programmer-analyst. 
A l s o  necessary ( p a r t i c u l a r l y  i n  t h e  e a r l y  s t a g e s  of development) were 
the c o n ~ u l t i n g  s e r v i c e s  of a systems progr  r f a m i l i a r  wi th  t h e  
operating system and t h e  methods by which accounting d a t a  were re- 
corded, c o l l e c t e d ,  and s t o r e d .  
The data-reduct ion process  involved running f i v e  programs: two 
conditia)n%ng programs (one f o r  t h e  system l o g  and one f o r  t h e  account- 
ing log) and t h r e e  process ing  programs (one f o r  t h e  system l o g  and two 
f o r  the accounting log ) .  The condi t ion ing  program f o r  t he  accounting 
l o g  w m  = r e l y  a "card-to-tape" conversion r o u t i n e  suppl ied  by t h e  sys- 
tem, The o t h e r  fou r  programs were s p e c i a l l y  w r i t t e n  t o  reduce t h e  
aecount:lng da t a .  
PERF:IHMANCE A h D  k U k K L O A D  SUMdARY KEPOKT 
OCT 289 1969 
L E h G T H  OF ~ I L ~ N I T U K L D  I h T E K V A L  ( I N  H O U k S )  = 9,r)Ll 
( ACT\JnL CLOCK I N T E K V A L  
a : 3 3  T O  1 7 : 3 0  
T I F t E  D U H I F d G  d H I C H  CCMPUTEK k A S  IDLE OK UCWN = 0.56 
NET L E N G T d  3F Mi l i . I I  TORED I N T E R V A L  - S,44 
PEKFOHMPNCE MEASURES 
CPU U T I L I L A T I C h  = 0.267 
JUB I / O %  EXECUTED PER SECCNO = 2 3 . 9  
4 V E R A G t  NUi IBER LIF J O a S  0 %  THE CCMPUTEA = 2.70 
hUMdEH (IF J O B  STEPS PRCICESSEO = 6 4 6 .  
J O B  STEPS PPOCESSELJ PER l iOUR = 76.5 
AUMBEH OF J J d S  PKUCESSEC = 226 .  
JOi3S PRUCESSED PEA hCUK = 26.8 
TOTAL  REVENUE = 83866.31 
REVENUE PCK d 0 U K  = 5 458.09 
WCKKLCAO C H A R A C T E R I S T I C S  
A V E R A G E  I / O %  USEU PER J O B  STEP = 1126. 
AVERAGE CPU SECC,dD5 USED PER J b d  S r t P  = 12 .54  
AVEKPCE CPU SECCtqbS b S t U  P E R  J O B  STEP = 1 5 . 2 2  
( t X C L U D I N G  J U d  STEPS w I T H  Z S A O  CPLI SECiJNDS) 
A V ~ K A G E  CURE HEQUELTEL PER J O B  STEP = 5 7 .  
AVERAGE I\IUIJIBEK UF J o t 3  STEPS PER J03 = 2.9 
J C e S  RUN t N  "STANC-ALONE" MGOE - - 0. 
F i g .  4--Performance and Work1 oad Summary Repor t  
FREQUENCY D I S T R I B U T I 3 N  OF CORE REQUESTED PER JOB STEP 
DATE = 3CT 28, 1969 
T I M E  I V T E R V A L  = 0830 - 1730 
CORE I N T E T V A L  S 
0 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
100 - 110 
110 - 120 
120 - 130 
130 - 140 
140 - 150 
150 - 160 
160 - 170 
170 - 180 
180 - 190 
190 - 200 
200 - 225 
225 - 250 
250 - 275 
275 - 300 
O V E R  300 
NUMBER OF JOB S T E P S  
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0. 
F i g .  5--Core Requested per Job Step 
FKE3UENCY D I S T R I B U T I O N  OF CPU SECONDS USED PEK JOB STEP 
DATE = OCT 28, 1953 
T I M E  I h T E R V A L  = 0830 - 1730 
CPU SECD'VD 
I N T E R V A L S  
0 
0 - 10 
10 - 20 
20 - 30 
30 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
100 - 200 
200 - 300 
300 - 400 
400 - 500 
500 - 600 
600 - 700 
700 - 800 
800 - 900 
OVER 900 
NUMBER OF JOB STEPS C P U  SECONDS 
PER I NTERVAL USED 
1 1 4. 0. 
38 7. 746. 
5 81, 8530 
2 71, 578. 
1 3. 454. 
9. 4 0 5 .  
6.9 328. 
2. 128. 
4. 332.  
3. 248. 
2. 195. 
1 6, 2333.  
4. 94-88 
0. 0. 






P E R  CENT QF T O T A L  
C P J  S E G O V D S  J S E D  
O *  0 
9 e 2  
10.5 
8 - 4  
5 a 6  
5 a 0  
4 ,  L 
l e 6  
3 * 7  
3,1 
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F i g .  6--CPU Seconds Used per Job Step 
FXEPUFNCY D l  S T R I B U T I O N  OF I / r ) ' S  USED PER JOB S T E P  
DATF O C T  2 P ,  1 9 6 9  
T I P t  I NTEHVAL = C830 - 1 7 3 3  
1/[3 I b T E R V A L S  
C - 100 
106 - 200 
20'? - 300 
30C - 400 
40C - 500 
500 - 600 
60C - 700 
700 - 900 
800 - 900 
900 - 1t 000 
lp0OC - 29000 
2,OOC - 39000 
3 r 000 - 4 ~ 0 0 0  
4pC00 - 5,OCO 
59000 - 69000 
tp00@ - 79000 
i"PU00 - 8 , 0 0 0  
6, COC - 9 , 0 3 0  
0 , O O C  - l0,COO 
I0,OOC - 11 ,000  
%lsOOC - 1 2 ~ 3 0 0  
1 Z t C O C  - 13 ,000  
f3,000 - 149?00 
84 ,000  - 15, 000 
959 000  - 1 6 , 0 0 0  
I 6 , C O C  - 17 ,000  
1 7 9  000 - 1899CO 
HB,OOP - 199000 
99~6 '00  - 2OtCOO 
20 ,000  - 30,000 
30q 0 0 6  - 409 000 
4 C  1000 - 509 OOC 
r V E q  50rC00 
NUMBER 
PER 
UF JOB S T E P S  
I N T E  RVAL I / O ' S  U S E D  
120. 7799. 
31 a 12 549. 
62 e 14559. 
65. 23151. 
65 . i'9325a 




23 . 21787. 




2 a 13313. 
8. 523410 
5 38549. 
5.  42151. 
l o  9138. 
4. 41 7660 
2 0 22273. 
l o  12430. 
0. 3.  
2 e 23244. 
0. 3.  
C a 0. 
1. 172580 
2. 37435. 
c. 3 a 
0. 0. 
0. 0. 
0. 0 e 
0. 3.  
PER C E V T  3 F  T J T A L  


































F i g .  7--I/Os Used per Job S t e p  
The programs were w r i t t e n  s o  t h a t  d i f f e r e n t  o p t i o n s  r e g a r d i n g  t he  
c h a r a c t e r i s t i c s  of i n p u t  d a t a  and o u t p u t  r e p o r t s  could  e a s i i y  be  spec- 
i f i e d  through t h e  use  o f  i n p u t  c o n t r o l  pa ramete rs .  Thus, t h e  programs 
were w r i t t e n  i n  t h e  form of p roduc t ion  codes i n  t h a t  (1) they f u l l y  
documented what  f u n c t i o n s  t h e  v a r i o u s  segments o f  t h e  programs per-  
formed, and (2) t h e y  provided t h e  u s e r  w i t h  i n s t r u c t i o n s  f o r  submit:ting 
t h e  programs. 
E x t r a  e f f o r t  was expended w r i t i n g  p roduc t ion  codes i n s t e a d  of 
I t  q u i c k  and d i r t y "  programs because  (1) we i n t e n d e d  t o  u s e  t h e  programs 
c o n t i n u o u s l y  and d i d  n o t  want t o  go through t h e  p r o c e s s  o f  l e a x x i n g  
what t h e  programs d i d  and how t o  submit  them each t ime  we used them, 
and (2)  t h e  programs might b e  used t o  reduce account ing  d a t a  from corn- 
p u t e r  s y s t e m  similar t o  Rand's ( e . g . ,  A i r  Force  o r  NASA computer in -  
s t a l l a t i o n s  equipped w i t h  I B M  360 S e r i e s  computer sys tems)  . 
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111. APPLICATIONS OF ACCOUNTING DATA 
INTRODUCTION 
A f t e r  t h e  account ing  d a t a  have  been cond i t ioned  and reduced ,  t h e y  
can be used t o  measure and e v a l u a t e  sys tem performance i n  a manner 
s i m i l a r  t o  d a t a  from sys tem moni to r s  o r  sys tem models. 
The a p p l i c a t i o n s  d i s c u s s e d  below u t i l i z e  t h e  reduced d a t a  d i s -  
cussed i n  Sec.  11, p a r t i c u l a r l y  t h e  "workload c h a r a c t e r i s t i c s "  and 
'"eerformance measures" p r e s e n t e d  i n  Fig.  5. I n  t h i s  r e p o r t ,  workload 
c h a r a c t e r i s t i c s  a r e  t h e  computer r e s o u r c e s  used by t h e  job s t e p s  pro- 
cessed by t h e  system (averaged f o r  a l l  job s t e p s  p rocessed  d u r i n g  a  
given t i m e  p e r i o d )  . Performance measures ,  i n  t h i s  r e p o r t ,  r e f e r  t o  
e fyiciency when measuring t h e  performance of t h e  CPU ( i  . e . , CPU u t i l i -  
zation) , and t o  throughput f o r  a l l  o t h e r  performance measures ( i .  e .  , 
j o b  s t e p s  p rocessed  p e r  h o u r ,  e t c . )  . 
A number of a p p l i c a t i o n s  f o r  t h e s e  d a t a  were d i scovered  i n  per-  
formance s t u d i e s  of Rand's  computer sys tem.  Some of t h e  a p p l i c a t i o n s  
utilize account ing  d a t a  as t h e  s o l e  s o u r c e  of measurement d a t a .  Others  
use  account ing  d a t a  i n  con junc t ion  w i t h  e i t h e r  system-monitoring de- 
v i c e s  (hardware o r  s o f t w a r e )  o r  sys tem models ( s i m u l a t i o n  o r  a n a l y t i c a l )  . 
Ihe fo l lowing  a p p l i c a t i o n s  were found t o  be  most u s e f u l :  
1, d e a s u r i n g  and e v a l u a t i n g  t h e  e f f e c t s  of a system m o d i f i c a t i o n .  
2 ,  Use i n  c o n j u n c t i o n  w i t h  hardware o r  s o £  tware  moni to r s  t o  
measure and improve computer sys tem performance . 
3 ,  Formulat ing o r  r e v i s i n g  computer c h a r g i n g  schemes. 
4 ,  Prov id ing  background i n f o r m a t i o n  f o r  a performance improve- 
ment e f f o r t .  
5, Prov id ing  i n s t a l l a t i o n  management w i t h  up-to-date r e p o r t s  on 
computer usage  and workload c h a r a c t e r i s  t i c s .  
6 , P r o v i d i n g  measurements and d e s c r i p t i o n s  of workloads pro- 
cessed by t h e  sys tem i n  t h e  des ign  of " t y p i c a l "  job s t r e a m s  
( t o  b e  used i n  making benchmark t e s t s  of a l t e r n a t i v e  computer 
sys tems ,  o r  a s  i n p u t  d a t a  f o r  s i m u l a t i o n  o r  a n a l y t i c a l  models) .  
7 , ,  Compiling t r e n d s  o f  p a s t  usage and performance ( t o  b e  used i n  
f o r e c a s t i n g  f u t u r e  demands on t h e  sys tem).  
Most of t h e  r e s e a r c h  e f f o r t  was d i r e c t e d  a t  t h e  f i r s t  f o u r  appli- 
c a t i o n s  because  t h e s e  were  c o n s i d e r e d  t o  b e  most u s e f u l  i n  measuring 
and e v a l u a t i n g  computer sys tem performance.  Moreover, of t h e s e  four, 
most of t h e  t ime  and e f f o r t  was s p e n t  measur ing and e v a l u a t i n g  the  ef- 
f e c t s  o f  a  s y s  t e m  m o d i f i c a t i o n  because  t h i s  a p p l i c a t i o n  was cons idered  
t o  b e  most v a l u a b l e .  
This  s e c t i o n  d i s c u s s e s  t h e  above a p p l i c a t i o n s  a c c o r d i n g  t o  the 
amount of r e s e a r c h  devoted t o  each.  T h e r e f o r e ,  t h e  pr imary focus  i s  
on t h e  f i r s t  a p p l i c a t i o n ;  t h e  remainder  o f  t h e  d i s c u s s i o n  c e n t e r s  on 
t h e  second ,  t h i r d ,  and f o u r t h  a p p l i c a t i o n s .  
MEASURING THE EFFECT OF A SYSTEM MODIFICATION 
We found t h a t  account ing  d a t a  can b e  v e r y  u s e f u l  i n  measuring the 
e f f e c t  o f  a  sys tem m o d i f i c a t i o n  on t h e  performance of a computer sys -  
tem. I n  u s i n g  them f o r  t h i s  a p p l i c a t i o n ,  we a n a l y z e  performance f ram 
many days of account ing  d a t a  b e f o r e  and a f t e r  t h e  m o d i f i c a t i o n  and then 
measure changes i n  v a r i o u s  performance measures t o  de te rmine  the ef Eect 
of t h e  m o d i f i c a t i o n .  
The u s e  of account ing  d a t a  f o r  t h i s  a p p l i c a t i o n  h a s  d i s t i n c t  ad- 
van tages  and d i sadvan tages  compared t o  t h e  wide ly  used method o f  r u n -  
n i n g  c o n t r o l l e d  tests on t h e  sys tem b e f o r e  and a f t e r  t h e  m o d i f i c a t i o n  
and measur ing performance changes w i t h  hardware  o r  s o f t w a r e  m a n i t o r s ,  
The advantages  of u s i n g  account ing  d a t a  i n c l u d e :  
1. The r e n t a l  o r  procurement c o s t s  of s o p h i s t i c a t e d  h a r d ~ d a r e  o r  
s o f t w a r e  moni tors  are n o t  i n c u r r e d .  
2. The s y s t e m ' s  o p e r a t i o n  i s  n o t  d i s r u p t e d ,  as i t  would b e  i f  
c o n t r o l l e d  t e s t s  were  run .  
3. There  i s  no need t o  d e s i g n  a " t y p i c a l "  job stream t o  .use in. 
runn ing  c o n t r o l l e d  tests. 
4. Workload c h a r a c t e r i s t i c s  f o r  t h e  j obs p rocessed  are prov ided ;  
t h e s e  are n o t  p rov ided  b y  hardware  o r  s o f t w a r e  moni to r s .  
5. Account ing d a t a  are cheap t o  o b t a i n  because  they  are auto- 
m a t i c a l l y  c o l l e c t e d  by most t h i r d - g e n e r a t i o n  computer sys tms ,  
6. Accounting d a t a  can be  used t o  measure t h e  e f f e c t s  of a 
system modif ica t ion  made some time i n  t he  p a s t  merely by 
ana lyz ing  t h e  accounting d a t a  c o l l e c t e d  a t  t h a t  t ime;  using 
hardware o r  sof tware  monitors t o  measure t h e  e f f e c t s  of a  
p a s t  modi f ica t ion  r equ i r e s  cons iderable  e f f o r t  t o  dup l i ca t e  
t h e  workload processed and the  hardware and sof tware  config- 
u r a t i o n s  t h a t  e x i s t e d  a t  t h a t  t i m e .  
?'he use of accounting d a t a  t o  measure t h e  e f f e c t  of a  system mod- 
i f i c a t i o n  has t h e  fol lowing disadvantages : 
1. Accounting d a t a  r e q u i r e  considerably more condi t ion ing  and 
reducing than  do d a t a  from hardware o r  sof tware  monitors.  
2. Accounting d a t a  a r e  n o t  as accu ra t e  as the  d a t a  provided by 
so£  m a r e  o r  hardware monitors.  
3 .  Accounting da t a  do n o t  measure the  usage o r  u t i l i z a t i o n  of 
a s  many system components as do hardware o r  sof tware  monitors.  
4 .  The modi f ica t ion  t o  be  eva lua ted  must have been implemented 
f o r  a  s u f f i c i e n t  amount of time s o  t h a t  enough accounting 
d a t a  have been c o l l e c t e d  t o  perform v a l i d  ana lyses .  
The use  of accounting d a t a  t o  measure t h e  e f f e c t  of a  system 
modif ica t ion  i s  i l l u s t r a t e d  by measuring t h e  e f f e c t  of a  r e c e n t  sys-  
t e m  modi f ica t ion  a t  Rand. The modi f ica t ion  was the  a d d i t i o n  of 256K 
bytes of high-speed core  memory t o  our IBM 360/65 computer system, 
which previously had 512K by te s  of high-speed core  memory. Actua l ly ,  
the n e t  amount of memory a v a i l a b l e  f o r  a p p l i c a t i o n  programs a f t e r  t h e  
modi f ica t ion  was about 520K by te s  because of t h e  memory requirements 
o f  the ope ra t ing  system and o the r  system r o u t i n e s  t h a t  were perman- 
ently s t o r e d  i n  core  memory. Since t h e  n e t  amount of memory ava i l -  
ab l e  be fo re  t h e  modi f ica t ion  was about 320K by te s  (out  of 512K b y t e s ) ,  
the modif ica t ion  r e s u l t e d  i n  a  n e t  i n c r e a s e  of about 200K by te s  o f  
memory, Figure 8 diagrams t h e  computer-system conf igura t ion  a f t e r  t h e  
modi f ica t ion .  
768 K bytes 
Byte = 8 bits = 1/4 word 
BPI = bits per inch 
Nanosecond = 0.000,@iB0,001 sec 
Microsecond =: 0.000,QOI sec 
MTST = magnetic tape sel ectric 
2 drives 4 drives 
-/-track 
bpi 
1000 cards/min read 
300 cards/min write 
F i g .  8 - S y s k m  Configurat ion f o r  Rand's IBM 360/65 Computer System 
I n  p r a c t i c e ,  i t  was much more d i f f i c u l t  t h a n  expected t o  measure 
the e f f e c t s  o f  a system m o d i f i c a t i o n  by a n a l y z i n g  t h e  a c c o u n t i n g  d a t a  
before and a f t e r  t h e  m o d i f i c a t i o n .  We expec ted  a s i t u a t i o n  as i n  F ig .  
9 ,  where v a l u e s  f o r  v a r i o u s  performance measures cou ld  b e  computed f o r  
a number o f  days  b e f o r e  and a f t e r  t h e  m o d i f i c a t i o n  and t h e  change i n  
performance determined b y  comparing t h e  r e s p e c t i v e  performance l e v e l s .  
Such a s i t u a t i o n  a c t u a l l y  d i d  e x i s t  i n  measuring t h e  e f f e c t  o f  t h e  
m o d i f i c a t i o n  upon t h e  average  number of job s t e p s  i n  c o r e .  F i g u r e  1 0  
p l o t s  the average  number of job  s t e p s  i n  c o r e  b e f o r e  and a f t e r  t h e  c o r e  
n o d i f i c a t i o n  and i n d i c a t e s  t h a t  t h e  l e v e l  i n c r e a s e d  by approximately  
one job s t e p  a f t e r  t h e  m o d i f i c a t i o n .  However, t h e  average  number o f  
j ab  s t e p s  i n  c o r e  was n o t  cons idered  a performance measure s i n c e  i t  
neither measured sys tem th roughput  n o r  sys tem e f f i c i e n c y .  I n  c o n t r a s t ,  
p l o t s  of such performance measures as CPU u t i l i z a t i o n ,  job I / O s  pro- 
c e s s e d  p e r  second ,  job s t e p s  p rocessed  p e r  h o u r ,  e t c .  resembled s c a t t e r  
djagram more t h a n  t h e  expec ted  s t e p  f u n c t i o n  d e p i c t e d  i n  F i g .  9 .  Fig- 
ures  II and 12 g i v e  examples of a c t u a l  g raphs ;  t h e r e  i s  no i n d i c a t i o n  
that  the  m o d i f i c a t i o n  had any e f f e c t  upon t h e s e  performance measures.  
At t h i s  p o i n t  i n  our  a n a l y s i s ,  we d i d  n o t  know whether  t h e  modi- 
f i c a t i o n  had l i t t l e  o r  no e f f e c t  upon system performance o r  whether  i t  
actually s i g n i f i c a n t l y  i n c r e a s e d  ( o r  decreased)  sys tem performance b u t  
our  method of a n a l y s i s  was i n a d e q u a t e  t o  d e t e c t  such  changes.  
We t r i e d  u s i n g  more days  of d a t a  i n  t h e  ana lys i s - - in  f a c t ,  we used 
a many days b e f o r e  and a f t e r  t h e  m o d i f i c a t i o n  as p o s s i b l e .  It tu rned  
out that a n  e i g h t - d r i v e  d i s k  s t o r a g e  module ( a n  IBM 2314) had been  added 
t o  the sys tem about  a month and a h a l f  b e f o r e  t h e  m o d i f i c a t i o n ;  t h e  
Christmas s e a s o n  began about  two months a f t e r  t h e  m o d i f i c a t i o n .  There- 
f o r e ,  we were  r e s t r i c t e d  t o  u s i n g  o n l y  d a t a  between t h e s e  two e v e n t s .  
E l i m i n a t i n g  h o l i d a y s ,  weekends, and days  when the computer sys tem was 
down l e f t  34 days  o f  d a t a  b e f o r e  the m o d i f i c a t i o n  and 3 3  days  o f  d a t a  
after , 
Only d a t a  g e n e r a t e d  d u r i n g  t h e  busy  p o r t i o n  o f  each day were  used 
(8:30 a.m.-5 :30 p.m. a t  Rand) because  t h e  measures used i n  a n a l y z i n g  
Level of performance 
measure after 
modification 
Level of performance 
measure before 
modification 
Increase i n  performance 
. e . . .  . 
. . .  
Date of 
modification 
Fig.  9--Expected Comparison o f  Performance Before  and 
After t h e  M o d i f i c a t i o n  
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performance ( i . e . ,  CPU u t i l i z a t i o n ,  I / O s  processed pe r  second, etc,) 
were p r imar i ly  measures of system throughput and as such had l i t t l e  
v a l i d i t y  during nonbusy hours .  However, even dur ing  t h e  busy hours 
our  ana lyses  i nd ica t ed  t h a t  performance and workload va r i ed  consider- 
i- 
ably  ; t he re f  o r e ,  we divided each' day i n t o  t h r e e  independent 3 4 9  t i m e  
per iods  (8  : 30-11 : 30 , 11 : 30-2 : 30, and 2 :30-5 : 30) . Average va lues  fo r  
va r ious  pe r f  omance  measures and workload c h a r a c t e r i s t i c s  were then 
c a l c u l a t e d  f o r  each time period.' Af t e r  e l imina t ing  a l l  per iods  i n  
which the  computer was e i t h e r  down o r  i d l e  f o r  more than 1 h r  during 
each 3-hr pe r iod ,  t h e  t o t a l  number of per iods l e f t  was 8 1  (be£ o8re;b and 
78 ( a f t e r ) .  
The ana lys i s  was then redone, us ing  t h e s e  a d d i t i o n a l  d a t a  and 
average performance measures f o r  3-hr per iods  i n s t e a d  of 9-hr days,  
Unfortunately,  we go t  t h e  same r e s u l t s  as i n  t h e  previous analysis--  
no i n d i c a t i o n  whatsoever of an i n c r e a s e  o r  decrease i n  performance, 
Had we no t  ca l cu la t ed  and p l o t t e d  s e v e r a l  workload c h a r a c t e r i s t i c s  
i n  a d d i t i o n  t o  c a l c u l a t i n g  and p l o t t i n g  va r ious  performance measures, 
w e  probably would have concluded t h a t  accounting d a t a  were too  v a r f h l e  
t o  be  used i n  performance analysis--and discont inued t h e  e f f o r t .  How- 
ever ,  we not iced  s t r i k i n g  s i m i l a r i t i e s  between p l o t s  of var ious  work- 
load c h a r a c t e r i s t i c s  and performance measures. Therefore,  we raw the 
d a t a  through co r re l a t ion -  and regress ion-ana lys is  programs t o  d e t e r d n e  
1 Figures  5 ,  6 ,  and 7 and t h e  graphs i n  t h e  Appendix i l l u s t r a t e  this 
v a r i a b i l i t y .  
' ~ a t u r a l l ~ ,  s i n c e  average va lues  were used t o  r ep re sen t  t h e  work- 
load c h a r a c t e r i s t i c s  and performance measures over each 3-hr pe r iod ,  the 
use  of s h o r t e r  t i m e  per iods  would have increased  t h e  v a l i d i t y  of these 
average va lues .  However, overlapping j obs (due t o  t h e  mult iprogr  
environment) r e s u l t  i n  a number of job s t e p s  s t a r t i n g  i n  one time period 
and te rmina t ing  i n  t h e  next  consecut ive time per iod .  Since the  resources 
used by each job s t e p  a r e  recorded when t h e  job s t e p  t e rmina te s ,  errors 
i n  a l l o c a t i n g  resources  t o  t h e  proper  time per iods  a r e  in t roduced  because 
t h e r e  i s  no way of knowing which q u a n t i t i e s  of resources a r e  used before  
one t ime per iod  ends and t h e  next  one begins.  Thus, although we would 
have p r e f e r r e d  t o  u se  t i m e  per iods  of less than 3 h r ,  i n  s h o r t e r  time 
per iods  t h e s e  "overlapping" e r r o r s  were too  g r e a t  w i t h  respect t o  the 
t o t a l  resources used. 
h m  c lose  t h e  r e l a t i o n s h i p s  were. U e  found t h a t  average CPU seconds 
used per  job s t e p  w e r e  very h ighly  c o r r e l a t e d  wi th  CPU u t i l i z a t i o n .  
This is  i l l u s t r a t e d  i n  Fig.  1 3 ,  where l i n e a r  r eg re s s ion  a n a l y s i s  i s  
used t o  e s t ima te  CPU u t i l i z a t i o n  from average CPU seconds used per  job 
step. Figure 14 i l l u s t r a t e s  t h e  high degree of c o r r e l a t i o n  between 
average I / O s  used per  job s t e p  and average job s t e p s  processed p e r  hour.  
These c o r r e l a t i o n  and r eg res s ion  ana lyses  showed t h a t  t h e  f l uc tu -  
ations i n  performance were caused almost completely by f l u c t u a t i o n s  
i n  t h e  c h a r a c t e r i s t i c s  of t h e  workloads processed. We a l s o  learned  
that i f  accounting d a t a  were t o  b e  used t o  measure t h e  e f f e c t s  of a 
system modif ica t ion ,  t h e  in f luence  of workload c h a r a c t e r i s t i c s  upon 
pe r fo rmnee  had t o  be e i t h e r  e l imina ted  o r  s i g n i f i c a n t l y  reduced. 
I n  subsequent s t u d i e s ,  we developed two independent methods of  
analyzing t h e  accounting data--both of which overcame t h e  problem of 
comparing performance measures when d i f f e r e n t  workloads were processed 
by the system. Both methods involve  s t a t i s t i c a l  a n a l y s i s  of t h e  d a t a .  
The f i r s t  uses mul t ip l e  r eg re s s ion  a n a l y s i s ;  t h e  second u t i l i z e s  c l u s t e r  
ana lys i s .  
Regression Analysis  Method 
B a i c a l l y ,  t h e  r eg re s s ion  a n a l y s i s  method uses a l i n e a r  m u l t i p l e  
r eg re s s ion  of workload c h a r a c t e r i s t i c s  t o  e s t ima te  each performance 
measure. A modif ica t ion  v a r i a b l e  was added t o  t h e  workload charac te r -  
istics and assigned a va lue  of 0 b e f o r e  t h e  modi f ica t ion  and 1 a f t e r  
the m s a f i c a t i o n .  Therefore,  t h e  va lue  of t h e  r eg re s s ion  c o e f f i c i e n t  
c a l c u l a t e d  f o r  t h i s  v a r i a b l e  w a s  t h e  es t imated  change i n  t h e  p a r t i c u l a r  
performance measure r e s u l t i n g  from t h e  modi f ica t ion .  The fol lowing 
d ig  cuesion d e t a i l s  t h i s  method. 
The uork b a d  characteristics ( t r e a t e d  as independent v a r i a b l e s  
i n  the regress ion  a n a l y s i s )  were 
1 = Average number of 110s used pe r  job s t e p .  
x = Average CPU seconds .used pe r  job s t e p .  2 

Average job steps processed per hour for each day (3:30 AM-5:30 PM) 
x = Average CPU seconds used per  job s t e p ,  excluding job steps 
using 0 CPU seconds ( i . e .  , excluding those  job s t e p s  not 
a c t u a l l y  running) . t 
x4 = Average co re  requested pe r  job s t e p .  
x = Average number of job s t e p s  per  job. 5  
x6 = Trend v a r i a b l e  ( i .  e  . , t he  time w i t h i n  a  3-112 month period 
i n  which t h e  3-hr time per iods  were ex t r ac t ed ) .  
x6 = 1, ..., 8 1  ( sequen t i a l l y  on time of day and d a t e  for 
each t i m e  per iod  be fo re  t h e  modi f ica t ion) .  
x6 = 82,  . . . , 159 ( sequen t i a l l y  on time of day and da . te  
f o r  each time per iod  a f t e r  t h e  modi f ica t ion) .  
x7 = Modificat ion v a r i a b l e ,  
x7  = 0 be fo re  t h e  modi f ica t ion ,  
x7  = 1 a f t e r  t h e  modif icat ion.  
The perfomance measures ( t r e a t e d  as dependent v a r i a b l e s  i n  the 
r eg re s s ion  ana lys i s )  were 
x8 = Average number of job s t e p s  i n  core.  
x  = Average CPU u t i l i z a t i o n .  9  
x = Average 110s processed pe r  second. 10 
X1  = Average job s t e p s  processed pe r  hour.  
x  = Average jobs processed p e r  hour .  12 
x = Average revenue produced per  hour.  1 3  
It was no t  c l e a r  whether v a r i a b l e  x should be included as a 8 
performance measure. The modi f ica t ion  a f f e c t e d  t h i s  v a r i a b l e  more 
than  any of t h e  performance v a r i a b l e s ,  i n c r e a s i n g  i t s  average value 
from 1.99 jobs i n  core  be fo re  t h e  modi f ica t ion  t o  3.01 jobs i n  core 
a£ ter t h e  modif icat ion.  However, such an  i n c r e a s e  w a s  expected be- 
cause t h e  modi f ica t ion  involved i n c r e a s i n g  t h e  computer system's 
t Often,  an e r r o r  i n  a  previous job s t e p  w i t h i n  a  job cancels  the 
job from f u r t h e r  execut ion.  Therefore,  a l l  subsequent job s t e p s  i n  
such a job do no t  use t h e  CPU ( they  use  zero CPU seconds) .  However, 
t h e s e  job s t e p s  must b e  considered i n  t h e  a n a l y s i s  because they  are 
s t i l l  loaded on and o f f  t h e  computer system and, i n  t h e  process ,  use 
I/o resources. 
core s to rage .  Therefore,  s i n c e  t h i s  v a r i a b l e  was more a  measure of 
sgsteln capac i ty  than  a  measure of s y s  tem throughput o r  e f f i c i e n t y ,  i t  
was excluded from t h e  ana lys i s .  
The regress ion  equat ion  took t h e  fol lowing form: 
where y r ep re sen t s  t h e  cond i t i ona l  mean of t h e  dependent v a r i a b l e  
(taken t o  be  x 9, X109 Xii9 X129 X i 3  a t  d i f f e r e n t  t imes) a s  a  func- 
t i o n  of t he  workload c h a r a c t e r i s t i c s  xl,  x2 ,  x3, x4,  x5, x6,  x7. 
A . . 
is  the i n t e r c e p t ,  and t h e  o t h e r  {Ai> ( - 7  a r e  t h e  r eg re s s ion  co- 
A 
e f f i e i e n t s  f o r  t h e i r  r e spec t ive  workload c h a r a c t e r i s t i c s ,  Ai be ing  t h e  
cond i t i ona l  r eg re s s ion  c o e f f i c i e n t  between y and xi when the  o t h e r  x  
A j ' 
j # i a r e  he ld  f ixed  ( a s  i n  a  l abo ra to ry ) .  A. i s  t h e  sample e s t ima te  
1 
of the t r u e  b u t  unknown c o e f f i c i e n t  Ai. 
Since x = 0 be fo re  t h e  modi f ica t ion  and x7 = 1 a f t e r  t h e  modifi- 7  
cation, then f o r  any f ixed  {xl, x2 ,  x3, x4 ,  x5, x  > workload charac- 6 
A 6 A h A f i  
' a f ter  = % + Aixi + A7 (Since A7x7 = A ~ )  i=l 
represen t  t he  expected performance be fo re  and a f t e r  t he  modif icat ion.  
:Since x7 is  0 be fo re  t h e  modi f ica t ion  and 1 a f t e r  t h e  modi f ica t ion ,  
A h 
- 
A ' a f te r  'before = A, 
i s  the es t imated  change i n  performance f o r  t h e  given workload. 
"Bus, even though t h e  workload was n o t  t h e  same f o r  t h e  two pe r i -  
ods ,  t h e  major po r t ion  of t he  d i f f e r e n c e  has  been accounted f o r  by t h e  
A 
six workload v a r i a b l e s  used. Thus, t h e  measured d i f f e r e n c e  A r e f l e c t s  
t h e  change i n  system performance r e s u l t i n g  from t h e  modi f ica t ion  and 
no t  t h e  change c rea t ed  by d i f f e r e n t  workload condi t ions  (unless  some 
o the r  workload c h a r a c t e r i s t i c  bes ides  x - x6 was c r i t i c a l ,  which. i s  1 
u n l i k e l y ) .  
To cons ider  a s p e c i a l  ca se ,  le t  y = x (CPU u t i l i z a t i o n ) .  :f ie 
h 
9 
es t imated  regress ion  c o e f f i c i e n t s  A were c a l c u l a t e d ,  t o  g ive  i 
wi th  a mu l t ip l e  c o r r e l a t i o n  of 
The es t imated  mean change i n  CPU u t i l i z a t i o n  ( r e s u l t i n g  from t h e  mod- 
i f i c a t i o n )  was t h e  ca l cu la t ed  va lue  of  A or  + 0.03495.  7 ' 
The e f f e c t  of t h e  t rend  v a r i a b l e  x12 tended t o  be s m a l l  f o r  all 
performance c h a r a c t e r i s t i c s  and was negat ive  f o r  a l l  performance char- 
a c t e r i s t i c s  o the r  than x (revenue).  Therefore,  had t h e  t rend  variable 11 
been ignored,  conclusions concerning t h e  mod i f i ca t in  would have been 
s u b s t a n t i a l l y  t h e  same although t h e  improvements i n  A would have appeared 
t o  be  s l i g h t l y  l e s s  f o r  performance c h a r a c t e r i s t i c s  o t h e r  than  xll (rev- 
enue) and s l i g h t l y  g r e a t e r  f o r  v a r i a b l e  x 11 ' 
The r e s u l t s  of t h e  r eg re s s ion  a n a l y s i s  were p r imar i ly  i nd ica t ed  b y  
t h e  va lues  of A ( r eg re s s ion  c o e f f i c i e n t  f o r  t h e  modi f ica t ion  v a r i a b l e )  7 
i n  t h e  r eg re s s ion  equat ions f o r  t h e  var ious  performance v a r i a b l e s ,  D i s -  
cussed i n  context  wi th  t h e  average va lues  f o r  t hese  v a r i a b l e s  be fo re  t h e  
modi f ica t ion ,  t h e  modi f ica t ion  r e s u l t e d  i n  a f r a c t i o n a l  i nc rease  i n  pe r -  
formance of about 17 percent  f o r  t h e  5 performance measures eva lua ted ,  
However, t h e r e  is some doubt a s  t o  t h e  s i z e  of t h e  inc rease  f o r  each 
v a r i a b l e  when t h e  change i n  performance is  expressed i n  t e r m  of csn- 
f idence  i n t e r v a l s  (see Table 1 )  . 
Table 1 
EFFECTS OF THE MODIFICATION AS MEASURED 
BY REGRESS I O N  ANALYSIS 
Performance 
Var iab le  
CPU u t i l i z a t i o n  (xg) 
P / O s  processed/  
second (xlO) 
Job s t e p s  processed/  
hour (Xll) 
Jobs  processed/hour 
6x,2) 











I n t .  f o r  A 
Clus t e r  Analysis Method 
I n  t h i s  method, c l u s t e r s  of time per iods  were s e l e c t e d ,  each clus-  
te r  conta in ing  time per iods  i n  which s i m i l a r  workloads were processed . 
For a l l  c l u s t e r s  t h a t  contained a t  l e a s t  one time per iod  be fo re  and one 
after t he  d a t e  of t he  modi f ica t ion ,  t h e  inc rease  (o r  decrease)  i n  per- 
formance t h a t  r e s u l t e d  from t h e  modi f ica t ion  could b e  ca l cu la t ed .  The 
performance changes f o r  a l l  such c l u s t e r s  were s t a t i s t i c a l l y  analyzed 
t o  determine confidence i n t e r v a l s  of  improvement ( o r  degradat ion)  re-  
s u l t i n g  'from t h e  modif icat ion.  
The c l u s t e r  a n a l y s i s  method i s  more "robust" t han  the  r eg re s s ion  
ana lys i s  method i n  t h a t  i t  gives a good a n a l y s i s  over a wider  c l a s s  of 
a s u q t i o n s .  Therefore,  t h e  r e l a t i v e  mer i t s  of t h e  two methods depend 
on the appropr ia teness  of t h e  r eg re s s ion  model. I f  t h e  assumptions t 
'The assumptions f o r  u s ing  t h e  r eg re s s ion  a n a l y s i s  method were 
(1) l i n e a r  r e l a t i o n s h i p s  between the  independent and dependent va r i -  
ables, (2) additivity among t h e  independent v a r i a b l e s  i n  e s t ima t ing  
dependent v a r i a b l e s ,  and (3) equal  var iances  f o r  t h e  dependent v a r i a b l e s .  
of  t h e  r e g r e s s i o n  a n a l y s i s  method are a p p r o p r i a t e ,  i t  g i v e s  b e t t e r  re- 
s u l t s  because  (1) i t  uses  a l l  the d a t a ,  and (2) i t  g i v e s  s m a l l e r  con- 
f i d e n c e  i n t e r v a l s  because  i t  matches the workload c h a r a c t e r i s  t i c s  i n  
a n  o p t i m a l ,  con t inuous  manner. On t h e  o t h e r  hand,  c l u s t e r  a n a l y s i s  
g i v e s  b e t t e r  r e s u l t s  when t h e  assumptions  of r e g r e s s i o n  a n a l y s i s  are 
i n v a l i d .  
The c l u s t e r  a n a l y s i s  method i s  a  l i t t l e  more d i f f i c u l t  t o  app ly  
because  i t  r e q u i r e s  an  i n i t i a l  a n a l y s i s  t o  form c l u s t e r s  o f  t h e  data 
(time p e r i o d s )  and t h e n  an  a n a l y s i s  o f  t h e  c l u s t e r s .  The r e g r e s s i o n  
a n a l y s i s  method o n l y  r e q u i r e s  a n a l y s i s  o f  t h e  d a t a  ( t ime p e r i o d s ) ,  
The u s e  of a c l u s t e r  a n a l y s i s  method of measur ing changes in per -  
formance may n o t  r e q u i r e  deve lop ing  a  s p e c i a l  method f o r  forming c lus -  
ters. I n  f a c t ,  i f  c l u s t e r  a n a l y s i s  programs a r e  a v a i l a b l e  a t  a computer 
i n s t a l l a t i o n  ( u s u a l l y  i n  t h e  form of  a package of s t a t i s t i c a l  a n a l y s i s  
programs) , t h e i r  u s e  may r e s u l t  i n  s u b s t a n t i a l  s a v i n g s  i n  t i m e  and 
e f f o r t .  Although such a program was a v a i l a b l e  a t  Rand, t h e  f a c t  that 
we knew a  g r e a t  d e a l  abou t  how t h e  workload c h a r a c t e r i s t i c s  a f f e c t e d  
t h e  v a r i o u s  performance measures i n f l u e n c e d  us  i n  d e v e l o p i n g  o u r  own 
method. 
Developing a Method t o  Form C l u s t e r s .  The p r i n c i p a l  problem asso- 
c i a t e d  w i t h  t h e  c l u s t e r  method was forming c l u s t e r s  o f  time p e r i o d s  that 
processed  similar workloads--and do ing  t h i s  from t h e  l i m i t e d  a m u n t  o f  
d a t a  a v a i l a b l e .  These d a t a  c o n s i s t e d  o f  t h e  workload c h a r a c t e d s t i c s  
f o r  each 3-hr t i m e  p e r i o d  ( t h e  same workload d a t a  t h a t  were used i n  the 
r e g r e s s i o n  a n a l y s i s  method) , p l u s  f requency d i s t r i b u t i o n s  f o r  each 3-hs 
p e r i o d  of (1) c o r e  r e q u e s t e d  p e r  job s t e p ,  (2) CPU seconds used p e r  job 
s t e p ,  and ( 3 )  110s used p e r  job s t e p .  
W e  found t h a t  performance measures were  ve ry  u s e f u l  i n  developing 
a method f o r  forming c l u s t e r s  because  they  cou ld  b e  used t o  test t he  
s i m i l a r i t y  o f  t h e  workloads : p r o c e s s i n g  similar workloads r e s u l t s  i n  
similar performance--given t h a t  no sys tem m o d i f i c a t i o n s  have  been made 
and no t r e n d s  e x i s t  t h a t  a f f e c t  sys tem performance.  The only restric- 
t i o n  i n  u s i n g  performance measures t o  test t h e  s i m i l a r i t y  o f  the work- 
l o a d s  was t h a t  a l l  t i m e  p e r i o d s  i n  each  test c l u s t e r  had to b e  either 
b e f o r e  o r  a f t e r  the m o d i f i c a t i o n .  
The development of a c l u s t e r  s e l e c t i o n  method cons is ted  p r imar i ly  
of t r i a l  and e r r o r  s t u d i e s  i n  which w e  u t i l i z e d  many combinations of 
the a v a i l a b l e  workload information.  Although a t  f i r s t  we thought t h a t  
the frequency d i s t r i b u t i o n s  of t h e  workload c h a r a c t e r i s t i c s  would be 
o f  ~ m s t  u se  a s  i n d i c a t o r s  of t h e  workload processed during a time 
pe r iod ,  they proved t o  b e  very i n c o n s i s t e n t  i n  p r e d i c t i n g  performance. 
Even3tually, they were discarded i n  favor  of us ing  only average work- 
l o a d  c h a r a c t e r i s t i c s .  Linear  c o r r e l a t i o n  ana lyses  of workload va r i a -  
b l e s  versus  each of t h e  performance v a r i a b l e s  were a l s o  very use fu l  i n  
developing a method f o r  forming c l u s t e r s .  From these  analyses  (sum- 
marized i n  Table 2 ) ,  we could s e e  which workload v a r i a b l e s  had t h e  
most e f f e c t  upon each performance v a r i a b l e .  The ana lyses  were used 
t o  a t t a c h  t o  each of t h e  workload v a r i a b l e s  a range of values w i th in  
which the  corresponding workload c h a r a c t e r i s t i c s  f o r  each time per iod  
i n  a c l u s t e r  were allowed t o  vary. These ranges were then  used as a 
set of requirements t h a t  two o r  more time per iods  had t o  s a t i s f y  i n  
order t o  form a c l u s t e r .  
These ranges were i n i t i a l l y  s e t  very narrowly f o r  t h e  workload 
v a r i a b l e s  we f e l t  t o  be most important  (average I/OS per  job s t e p ,  
average CPU seconds used pe r  job s t e p ,  and average CPU seconds used 
per job s t e p  excluding jobs us ing  zero CPU seconds) ,  and s e t  a t  broad 
va lues  f o r  t he  less- important  workload v a r i a b l e s  (average core re-  
quested p e r  job s t e p ,  and average job s t e p s  per  j ob ) .  For convenience 
i n  t r y i n g  out  many d i f f e r e n t  ranges f o r  each workload v a r i a b l e ,  t h e  
ranges f o r  each workload v a r i a b l e  were s e t  as mul t ip l e s  (or  f r a c t i o n s )  
sf  t h e i r  r e spec t ive  s tandard  dev ia t ions .  
In  experimenting wi th  var ious  combinations of "range of values ," 
we aimed a t  achiev ing  a balance--on t h e  one hand, ranges s e t  narrow 
enough s o  t h a t  t h e  t i m e  pe r iods  w i t h i n  each c l u s t e r  processed very 
s i m i l a r  workloads and, on t h e  o t h e r  hand, ranges s e t  broad enough s o  
that a good po r t ion  of t h e  t ime per iods  could be  f i t t e d  i n t o  c l u s t e r s .  
The c l u s t e r  s e l e c t i o n  method t h a t  evolved i s  descr ibed  below i n  
terms of (1) a range of va lues  f o r  each workload c h a r a c t e r i s t i c  (Table 
3 1 ,  and (2) r e s t r i c t i o n s  t h a t  apply when us ing  these  ranges t o  form 
clus it ers . 
Table 2 
LINEAR CORRELATION COEFFICIENTS BETWEEN WORKLOAD CHARACTERISTICS AND 
PERFORMANCE MEASURES (BEFORE/ AFTER THE MODIFICATION) 
Avg. I / O s  used p e r  job s t e p  
Avg. CPU seconds used pe r  
job s t e p  
Avg. CPU seconds used pe r  job 
s t e p  (minus 0-sec jobs) 
Avg. core  reques ted  pe r  job 
s t e p  
Mult iple c o r r e l a t i o n  of a l l  
workload c h a r a c t e r i s  t i c s  
Table  3 
RANGES OF VALUES FOR WORKLOAD CHARACTERISTICS 
Average I / O s  used p e r  job s t e p  
Average CPU seconds used p e r  job  s t e p  
Average CPU seconds used p e r  job s t e p  
( e x c l u d i n g  job s t e p s  u s i n g  0  CPU s e c )  
Average c o r e  r e q u e s t e d  p e r  job s t e p  I 
Average job s t e p s  p e r  job 
a  Range o f  Values 
1 f 4  sDb (66 110s)  
1 f 4  SD (0.76 CPU s e c )  
1 / 4  SD (0 .87 CPU s e c )  
2 SD (13.8K b y t e s )  
2 SD (0.60 job s t e p s / j o b )  
%ange of v a l u e s  w i t h i n  which t h e  cor responding  workload charac- 
t e r i s t i c s  f o r  each t ime p e r i o d  i n  a c l u s t e r  can v a r y .  
b~ t andard  d e v i a t i o n .  
i n  u s i n g  Tab le  3  t o  form c l u s t e r s ,  t h e  f o l l o w i n g  r e s t r i c t i o n s  
a p p l y  : 
1. No t i m e  p e r i o d  may appear  i n  more t h a n  one c l u s t e r .  
2.  I f  a t i m e  p e r i o d  can f i t  i n  more t h a n  one c l u s t e r ,  i t  is  
a s s i g n e d  t o  t h e  c l u s t e r  w i t h  t h e  fewes t  number o f  t ime  
p e r i o d s  on t h e  same s i d e  of t h e  m o d i f i c a t i o n  as t h e  t i m e  
p e r i o d  i n  q u e s t i o n .  (Although t h i s  r e s t r i c t i o n  appears  
a r b i t r a r y ,  t h e  ranges  were set  narrow enough s o  t h a t  i t  
was on ly  used two o r  t h r e e  t imes . )  
R e s u l t s  of t h e  C l u s t e r  A n a l y s i s .  2nce t h e  c l u s t e r s  were formed, 
ir was much e a s i e r  t o  a n a l y z e  them f o r  performance changes r e s u l t i n g  
from t h e  m o d i f i c a t i o n .  For each  performance measure ,  t h e  e s t i m a t e d  
change i n  performance ( b e f o r e  v e r s u s  a f t e r  t h e  m o d i f i c a t i o n )  was c a l -  
c u l a t e d  as a weighted average  t o  account  f o r  unequal  c l u s t e r  s i z e s  and 
to g ive  more weight  t o  c l u s t e r s  w i t h  more t ime p e r i o d s .  The s t a n d a r d  
d e v i a t i o n  of t h e  change i n  performance was a  measure o f  t h e  randomness 
caused by workload f l u c t u a t i o n .  This randomness r e s u l t e d  n o t  o n l y  
because t h e  time periods i n  each c l u s t e r  (though s i m i l a r )  were no t  iden- 
t i c a l ,  b u t  a l s o  because performance changes were measured f o r  different 
l e v e l s  of workloads (each c l u s t e r  process ing  a  d i f f e r e n t  workload).  
F i n a l l y ,  t h e  t - d i s t r i b u t i o n  was used t o  c a l c u l a t e  confidence i n t e r v a l s ,  
Table 4 gives r e s u l t s  of t h e  c l u s t e r  ana lys i s .  
Table 4 
EFFECTS OF THE MODIFICATION AS MEASURED 
BY CLUSTER ANALYSIS 
CPU u t i l i z a t i o n  
.218 1 +.038 
Job s t e p s  processed/hour 
Jobs processed/hour 
Revenue ($) producedlhour 
Comparison of Resul t s  of t h e  Two Methods 
I n  comparing r e s u l t s  of t h e  two methods, t h e  confidence i n t e r v a l s  
of change from the  c l u s t e r  a n a l y s i s  method were much smaZZer than those 
from t h e  regress ion  a n a l y s i s  method. This  does not  mean t h a t  t h e  cPus- 
t e r  a n a l y s i s  method i s  a b e t t e r  method; i t  does mean t h a t  c l u s t e r  maly- 
sis was b e t t e r  f o r  t h e  da t a  used. For d i f f e r e n t  d a t a ,  r eg re s s ion  
a n a l y s i s  may b e  a  b e t t e r  method. 
Another unexpected d i f f e r e n c e  i n  r e s u l t s  between t h e  two methods 
was t h a t  c l u s t e r  a n a l y s i s  measured a  s l i g h t l y  h igher  i nc rease  i n  over- 
a l l  performance than  r eg res s ion  a n a l y s i s .  I n  re-evaluat ing t h e  t w o  
methods, we found t h a t  t h i s  was because (1) Rand's computer system was 
e s s e n t i a l l y  an I/O-bound system, and (-2) t h e  c l u s t e r  method used very 
few time per iods  wi th  h i g h  average I / O s  used per  job s t e p .  t 
Because t h e  system was 1 /0  bound, t h e  co re  added by t h e  modifica- 
t i o n  had l i t t l e  e f f e c t  upon performance when t h e  system processed 
heavily I/O-oriented jobs.  Therefore,  t h e  c l u s t e r  method ind ica t ed  
h ighe r  i nc reases  i n  performance than the  r eg re s s ion  method, which used 
all t h e  time per iods  i n  i t s  a n a l y s i s .  
i n t e r p r e t a t i o n  of Resul t s  from t h i s  Applicat ion 
o f  Accounting Data 
"She regress ion  a n a l y s i s  and c l u s t e r  a n a l y s i s  methods i l l u s t r a t e  
Zaow accounting d a t a  can be used t o  measure t h e  e f f e c t  of a  system mod- 
i f i c a t i o n .  I n  t h i s  p a r t i c u l a r  case ,  we measured t h e  e f f e c t  of t h e  modif- 
ication by measuring t h e  changes i n  5 i n d i c a t o r s  of system throughput 
and eEficiency.  A l l  5 showed an i n c r e a s e  of between 15 and 20 percent  
over t h e i r  r e spec t ive  performance l e v e l s  be fo re  t h e  modi f ica t ion .  
Note t h a t  t h i s  a n a l y s i s  provides information about i nc reases  ( o r  
decreases)  i n  system performance a t t r i b u t a b l e  t o  t h e  modi f ica t ion ;  i t  
does  not  eva lua t e  t he  modi f ica t ion  i n  terms of comparing i t  w i t h  a l t e r -  
nat-ive modi f ica t ions ,  analyzing cos t - e f f ec t iveness ,  e t c .  I n s t a l l a t i o n  
management must use t h i s  information t o  eva lua t e  t h e  modi f ica t ion  w i t h  
r e spec t  t o  such f a c t o r s  as t h e  cos t  of t h e  modi f ica t ion ,  t he  ob jec t ives  
o f  the computer i n s t a l l a t i o n  (profit-making, cost-supported, overhead- 
suppor ted) ,  and p o t e n t i a l  i nc reases  i n  programmer p roduc t iv i ty  through 
faster job turnaround. 
USE OF ACCOUNTING DATA I N  CONJUNCTION WITH 
HAmRE OR SOFTWARE MONITORS 
With t h e  inc reas ing  popu la r i t y  of hardware and sof tware  monitor ing 
devices  t o  measure computer system performance, t h e  use of accounting 
- ' ~e ry  few of t hese  time per iods  had s u f f i c i e n t l y  s i m i l a r  workload 
c h a r a c t e r i s t i c s  t o  be  f i t t e d  i n t o  c l u s t e r s ;  none of t h e  h i g h e s t  20 time 
per iods  could b e  f i t t e d  i n t o  c l u s t e r s  and only 7 of t h e  next  20 were 
fitted. 
d a t a  has  taken on new r o l e s .  I f  a monitor ing device  is  p e r i o d i c a l l y  
used t o  measure performance, account ing d a t a  are very  u s e f u l  i n  deter- 
mining the t y p i c a l n e s s  of the workload processed du r ing  the monitored 
t i m e  i n t e r v a l .  Also, comparing performance measures obtained f r o m  hard- 
ware o r  sof tware  monitors t o  those  ca l cu l a t ed  from account ing da t a  i s  
use fu l  i n  determining how much system resources  a r e  consumed by unre- 
corded system overhead. 
Determining t h e  Typicalness  of  t h e  Workload 
Accounting d a t a  can be  used t o  v e r i f y  t h a t  a t y p i c a l  workload of 
jobs was run dur ing  a monitored per iod .  This  i s  determined by comparing 
workload and performance c h a r a c t e r i s t i c s  du r ing  t h e  monitored period 
with  workload and performance c h a r a c t e r i s t i c s  du r ing  prev ious ly  moni- 
t o r e d  pe r iods .  
A scan of t h e  computer resources  used by each job s t e p  (as r e p o r t e d  
i n  Fig.  3 ,  p.  1 7 )  i s  u s e f u l  i n :  
1. Checking t h e  CPU-boundness of jobs by observing (a)  t h e  number 
of  CPU seconds used by each job s t e p ,  and (b) t h e  r a t i o  o f  
CPU seconds t o  t o t a l  t i m e  on t h e  computer. 
2. Checking t h e  110-boundness of jobs by observing t h e  number sf 
I/OS used by each job s t e p .  
3. Checking t o  s e e  i f  a job unusual ly  dominated t h e  computer 
system over  t h e  monitored i n t e r v a l .  
Summary f i g u r e s  f o r  t h e  monitored i n t e r v a l  ( a s  repor ted  i n  F ig ,  4 ,  
p .  19) a r e  u s e f u l  i n  comparing t h e  workload and performance charac te r -  
i s t i c s  w i t h  prev ious ly  monitored per iods .  Performance measures that 
proved u s e f u l  a t  Rand inc lude :  
o Average CPU u t i l i z a t i o n .  
o Average job I / O s  processed p e r  second. 
o Average job s t e p s  processed p e r  hour.  
o Average number of jobs  i n  core .  
o Average revenue produced p e r  hour .  
Workload measures t h a t  proved use£ u l  a t  Rand inc lude  : 
o Mean and frequency d i s t r i b u t i o n  of  CPU seconds used pe r  job s t e p .  
o Mean and frequency d i s t r i b u t i o n  of 110s used per  job s t e p .  
o Mean and frequency d i s t r i b u t i o n  of core  memory requested per  
job s t e p .  
With t h e s e  s imple measures, we o f t e n  determined t h a t  impressive re- 
sults were due t o  s h i f t s  i n  job-stream c h a r a c t e r i s t i c s  r a t h e r  than i m -  
provements i n  t h e  system. For example, one change (making some supe rv i so r  
p rog ram core-resident  i n s t e a d  of s t o r i n g  them on d i sk )  seemed t o  r e s u l t  
i.3 a doubling of CPU a c t i v i t y  when a sof tware  monitor was used t o  measure 
performance under a c t u a l  opera t ion .  However, ana lys i s  of t h e  accounting 
d a t a  f o r  t he  same time per iod  ind ica t ed  t h a t  an abnormally heavy load  of 
CPU-bound jobs had caused t h e  s h i f t .  Had we n o t  checked t h e  accounting 
dzta ,  we would have made unwarranted conclusions.  
D e t e r d n i n g  Computer Resources Unaccounted f o r  
by t h e  Accounting System 
Another use  of accounting d a t a  i n  conjunct ion with hardware o r  s o f t -  
ware monitors i s  determining how much of  t h e  computer resources a r e  being 
accounted f o r  and how much a r e  be ing  absorbed by system overhead. An 
example of t h i s  a p p l i c a t i o n  i s  i l l u s t r a t e d  by some t e s t s  r ecen t ly  per- 
formed a t  Rand t o  determine what e f f e c t  some of t h e  r e c e n t l y  implemented 
on-line systems had on the  computer system.+ Only CPU u t i l i z a t i o n  was 
measured, b u t  i t  was measured bo th  by a sof tware  monitor and by ana lys i s  
of the accounting d a t a .  P r i o r  t o  t h e  f u l l  ope ra t ion  of on-line f a c i l -  
ities, software-monitor measurements of CPU u t i l i z a t i o n  va r i ed  between 
10 and 15 percentage po in t s  h igher  than accounting-data measurements. 
This discrepancy w a s  a t t r i b u t e d  t o  gene ra l ,  unrecorded system overhead. 
Hmever ,  software-monitor measurements performed during f u l l  ope ra t ion  
of  on-line f a c i l i t i e s  measured CPU u t i l i z a t i o n  a t  85 pe rcen t ,  whereas 
accounting d a t a  dur ing  t h e  same time period measured only 32 percent .  
"r These t e s t s  were performed because t h e  resources used by on-l ine 
systems a t  Rand a r e  v i r t u a l l y  unaccounted f o r  by t h e  cu r r en t  accounting 
T h e r e f o r e ,  we deduced that d u r i n g  t i m e s  o f  h i g h  on- l ine  usage  as mch  
as 40 p e r c e n t  o f  CPU t i m e  was used b y  on- l ine  sys tems.  
USE OF ACCOUNTING DATA I N  THE DEVELOPMENT AND 
REVISION OF COMPUTER CHARGING SCHEMES 
The use  o f  c h a r g i n g  systems on in-house computer sys tems can pro- 
v i d e  both  a c o n t r o l  a g a i n s t  overuse  of computer r e s o u r c e s  and a n  in-  
c e n t i v e  f o r  programmers t o  w r i t e  more e f f i c i e n t  programs. Another 
b e n e f i t  o f  c h a r g i n g  f o r  computer usage i s  t h e  c a p a b i l i t y  o f  e l i m i n a t i n g  
p o s s i b l y  m a r g i n a l  d a t a  p r o c e s s i n g  t h a t  i s  o f t e n  run  on computers oper-  
a t e d  as " f r e e  goods." 
However, i n  o r d e r  t o  reap  t h e  b e n e f i t s  o f  a c h a r g i n g  sys tem,  the 
p a r t i c u l a r  scheme used t o  charge f o r  s e r v i c e s  must b e  v e r y  c a r e f u l l y  
fo rmula ted .  I f  t h e  computer sys tem i s  t o  b e  o p e r a t e d  as a cost - -support -  
i n g  s e r v i c e ,  i t  must produce t h e  d e s i r e d  amount of revenue w h i l e  charg ing  
u s e r s  e q u i t a b l y .  Added t o  t h e  complexi ty  o f  f o r m u l a t i n g  an e f f e c t i v e  
c h a r g i n g  scheme i s  t h e  economic c o n s i d e r a t i o n  o f  c h a r g i n g  more for s c a r c e  
computer r e s o u r c e s  and l e s s  f o r  abundant r e s o u r c e s .  Without an e f f e c -  
t i v e  charging scheme, programs t h a t  seem e f f i c i e n t  t o  t h e  p rogrmmers  
may r u n  i n e f f i c i e n t l y  on t h e  computer sys tem.  An example o f  an inef- 
f i c i e n t  charg ing  system is  one t h a t  charges  a g r e a t  d e a l  f o r  memory an 
a computer sys tem t h a t  has a major 110 b o t t l e n e c k .  The r e s u l t  of such 
a c h a r g i n g  sys tem i s  t h a t  u s e r s  w i l l  w r i t e  programs t h a t  r e q u i r e  as l i t t l e  
memory as poss ible--but  t o  do t h i s  t h e y  may have t o  use  o v e r l a y s  t o  re- 
duce t h e  s i z e  o f  t h e i r  programs and s t o r e  a l l  d a t a  on t a p e s  and disks 
i n s t e a d  o f  i n  memory. Thus, t h e  memory r e q u e s t e d  i s  h e l d  a t  a mininnem, 
which a l l o w s  more programs i n t o  memory (necessa ry  t o  a c h i e v e  m u l t i ~ r o -  
gramming). However, t h e  1 / 0  o p e r a t i o n s  r e q u i r e d  t o  execu te  t h e  overEzys 
and t o  t r a n s f e r  t h e  d a t a  i n  and o u t  of c o r e  compound t h e  1/0 bot-tZeneck, 
I n  deve lop ing  an  e f f e c t i v e  charg ing  a l g o r i t h m ,  many i n s t a l l a t i o n s  
compromise s o  that ,  on t h e  one hand ,  computer r e s o u r c e s  a r e  costed-out 
and ,  on t h e  o t h e r  hand,  u s e r s  a r e  encouraged t o  u t i l i z e  t h e  sys tem e f f i c -  
i e n t l y .  One does  n o t  n e c e s s a r i l y  want u s e r s  t o  r e w r i t e  t h e i r  programs t o  
maximize u s e  o f  more abundant r e s o u r c e s  and minimize u s e  of t h e  resonrces  
t h a t  a r e  s y s  tem b o t t l e n e c k s  because  such b o t t l e n e c k s  may change over eine , 
e l ther  through system improvements or  changes i n  workloads processed. 
Howevier, u se r s  should b e  encouraged t o  w r i t e  e f f i c i e n t  programs and 
t o  u s e  d i s c r e t i o n  when submi t t ing  jobs s o  t h a t  they do n o t  overload 
the system ( p a r t i c u l a r l y  during t h e  prime s h i f t ) ,  f o r  example, by 
tying up l a r g e  amounts of c o r e  f o r  long per iods  o r  running long CPU- 
or I/0-bound j obs--part icular ly when one of t hese  resources is a system 
bo t t l eneck .  
Accounting da t a  can be  very  u s e f u l  both i n  t he  i n i t i a l  formulat ion 
of a charging a lgor i thm and i n  l a t e r  r e v i s i o n s  of t h e  a lgor i thm t o  
maintain i t s  e f f e c t i v e n e s s  i n  t he  f ace  of changing use r  demands, system 
modif ica t ions ,  and a l t e r a t i o n s  i n  management ob jec t ives  f o r  sys  tem op- 
e r a t i o n .  The accounting d a t a  a r e  used i n  two d i f f e r e n t  ways f o r  t h i s  
app l i ca t ion :  (1) as an a n a l y s i s  t o o l  t o  gain information about t he  
system i n  t h e  development of a l t e r n a t i v e  charging a lgor i thms,  and ( 2 )  
as inpu t  da t a  t o  t e s t  t he  e f f e c t i v e n e s s  of t he  a l t e r n a t i v e  charging 
algori thms . 
Use of Accounting Data i n  t h e  Development of 
AJ. t e r n a t i v e  Charging Schemes 
As discussed e a r l i e r ,  accounting d a t a  can be very use fu l  (along 
with o the r  measurement t o o l s )  i n  measuring such performance v a r i a b l e s  
as CPU u t i l i z a t i o n ,  I / O s  processed pe r  second, and t h e  average number 
of jobs i n  memory over a given time per iod .  These measurements can 
then be  used t o  g ive  an i n d i c a t i o n  of which resources  a r e  be ing  under- 
used and which a r e  ope ra t ing  a t  capac i ty .  Fur ther  a n a l y s i s  of t h e  
accounting d a t a  can determine which workload c h a r a c t e r i s  t i c s  have t h e  
gseaees t e f f e c t  upon t h e  var ious  performance v a r i a b l e s .  This a n a l y s i s ,  
combined wi th  t h e  measurements i n d i c a t i n g  which resources were sca rce  
arid which were abundant, can provide an i d e a  of how much weight t o  as- 
s i g n  each workload c h a r a c t e r i s t i c  i n  t h e  charging scheme. 
h example of how accounting-data a n a l y s i s  can b e  appl ied  t o  t h e  
formulat ion or  r e v i s i o n  of an accounting scheme is i l l u s t r a t e d  by some 
ana lyses  done t o  t e s t  t h e  e f f e c t i v e n e s s  of t h e  charging scheme f o r  
Rmd ' s  IBM 3 6 0 / 6 5 .  I n  Table 5 ( a  subse t  of Table 2), "average I / O s  
used pe r  Job s tep"  has  v i r t u a l l y  no e f f e c t  upon CPU u t i l i z a t i o n  
( c o r r e l a t i o n  c o e f f i c i e n t  ( r )  = -0.171 - .02 b e f o r e l a f t e r  the  modif icat ion)  , 
b u t  has  cons iderable  e f f e c t  upon bo th  I/OS processed per  second (r = 
,651.66) and job s t e p s  processed pe r  second ( r  = -.60/-.76). Also note 
t h e  e f f e c t s  of "average CPU seconds used pe r  job s tep1 '  and "average 
co re  requested pe r  job s tep"  on the  t h r e e  performance v a r i a b l e s .  Ex- 
amine t h e  c o r r e l a t i o n  c o e f f i c i e n t s  of a l l  t h r e e  workload c h a r a c t e r i s t i c s  
wi th  "average revenue produced pe r  hour" and n o t e  t h e  low va lue  f o r  
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average 110s used pe r  job s t ep"  i n  c o n t r a s t  with t h e  r e l a t i v e l y  h igh  
values f o r  t h e  o the r  two. This  a n a l y s i s  i n d i c a t e s  t h a t  t h e  charging 
algori thm used by Rand may n o t  be  charging enough f o r  I / O  usage--partic- 
u l a r l y  s i n c e  t h e  system is  considered t o  be  1 /0  bound. 
Table 5 
CORRELATION ANALYSIS BETWEEN WORKLOAD CHARACTERISTICS AND 
PERFORMANCE MEASURES BEFOREIAFTER THE MODIFICATION 
Workload 
C h a r a c t e r i s t i c s  U t i l i z a t i o n  
Average 2 T O s  used -.17/-.02 
per  job s t e p  
Average CPU seconds .84 / .77 
used per  job s t e p  
Average co re  re- .26 / .38  
quested per  j ob 
s t e p  
Performance Measures 
I I 
Use of Accounting Data t o  Tes t  A l t e r n a t i v e  
Charging Schemes 
Although accounting d a t a  a r e  u s e f u l  i n  developing a l t e r n a t i v e  
charging schemes, t h e i r  mist va luable  use  is a s  a source  of d a t a  t o  
t e s t  t h e  e f f e c t i v e n e s s  of a l t e r n a t i v e  schemes. The d a t a  a r e  e a s i l y  
a c c e s s i b l e ,  r e q u i r e  l i t t l e  condi t ion ing  o r  reduct ion ,  and a r e  very 
r ep re sen ta t ive  of t h e  d a t a  t h a t  wPll be  recorded from computer opera-, 
ticpns i n  the foreseeable  fu tu re .  The data  can be used to evalu~e~te 
a l t e r n a t i v e  charging schemes t o  see (1) i f  they produce a  des i r ed  
moun t  of revenue, and (2) how d i f f e r e n t  types of u se r s  a r e  charged 
under t h e  var ious  schemes. Schemes can a l s o  b e  developed t o  pena l ize  
users who abuse t h e  system and t o  reward u s e r s  who w r i t e  e f f i c i e n t  
programs. 
This approach takes  t h e  guesswork and r i s k s  out  of adopt ing o r  
modifying a  charging scheme because i t  can be  f u l l y  t e s t e d  on v a l i d  
data before  implementation. 
PROVIDING BACKGROUND INFORMATION FOR A 
CE-IMPROVEMENT EFFORT 
lChe f i r s t  phase of a  performance-improvement e f f o r t  ( f o r  a  computer 
system) o f t e n  involves i n i t i a l  d a t a  ga ther ing  i n  o rde r  t o  gain an under- 
s t and ing  of t h e  system. Such d a t a  inc lude  workload c h a r a c t e r i s t i c s  and 
data on t h e  use of var ious  system components, as w e l l  a s  such d e s c r i p t i v e  
info-mat ion  a s  o rgan iza t iona l  s t r u c t u r e s ,  hardware conf igu ra t ion ( s ) ,  
and sof tware  programs i n  use.  For most i n s t a l l a t i o n s ,  use  of accounting 
data is not  only t h e  e a s i e s t  way t o  ga in  such information b u t ,  i n  many 
cases, t h e  only way. 
For example, accounting-data a n a l y s i s  can provide  t h e  fol lowing 
infonmation on workload c h a r a c t e r i s t i c s  : 
o Histograms of CPU usage p e r  job.  
o Histograms of t h e  number of tapes  used p e r  job.  
o Charts i n d i c a t i n g  number of jobs run,  CPU seconds used, 
and number of I/OS used f o r  each language used. 
o  Percentage of t o t a l  CPU t ime used by product ion jobs . 
Resource-u t i l i za t ion  information ob ta inab le  through accounting 
data  inc lude  : 
o Core (memory) maps. 
o His tog ram of CPU u t i l i z a t i o n  over va r ious  l eng ths  of time 
(e .g. ,  over a two-day span,  over a month). 
o  Nistograms of  t h e  average number of jobs i n  core.  
o Histograms of I / O s  executed pe r  second by t h e  system. 
IV . CONCLUSIONS 
Accounting-data a n a l y s i s  can provide i n s i g h t s  lead ing  t o  imjos 
savings or  revenue inc reases  on computer s y s  tems--at low marginal  cos t , 
The accounting d a t a  a r e  a v a i l a b l e  a t  v i r t u a l l y  a l l  computer i n s t a l l a -  
t i o n s ;  USAF and NASA computer i n s t a l l a t i o n s  should t ake  f u l l  advantage 
of t h i s .  
The volume of accounting d a t a  a v a i l a b l e  and t h e  f a c t  t h a t  they are 
generated from " typica l"  workloads make i t  p o s s i b l e  f o r  c a r e f u l l y  struc- 
tu red  mul t ip l e  r eg re s s ion  and c l u s t e r  analyses  t o  produce d e f i n i t i v e  con- 
c lus ions  on computer system performance. Measuring t h e  e f f e c t  o f  core  
augmentation ( s e e  Sec. 111) i s  an example. Moreover, t h e  information 
produced by such analyses  (changes i n  throughput and e f f i c i e n c y )  can b e  
used by i n s t a l l a t i o n  management t o  eva lua t e  major system modif ica t ions  
w i t h  r e spec t  t o  t h e  opera t ing  ob jec t ives  of t h e  i n s  t a l l a t i o n .  
Measurements of system performance o r  system component u t i l i z a t i o n  
taken by hardware o r  sof tware monitors o r  generated by s imula t ion  or  
a n a l y t i c a l  models can b e  va l ida t ed  through accounting-data a n a l y s i s ,  
Such a n a l y s i s  can a l s o  supply a d d i t i o n a l  information no t  c o l l e c t e d  ( o r ,  
i n  t h e  case  of models, no t  generated) by these  more expensive and so- 
ph is  t i c a t e d  t o o l s .  
Accounting-data a n a l y s i s  can po in t  out major mismatches between 
incen t ive  s t r u c t u r e s  of cu r r en t  charging algori thms and user  contri- 
but ions  t o  system i n e f f i c i e n c y .  The c o r r e l a t i o n  a n a l y s i s  on p ,  S l  
i s  an example. Accounting-data a n a l y s i s  can be very u s e f u l  i n  develop- 
i n g  and t e s t i n g  a  new charging scheme o r  i n  updat ing t h e  cu r r en t  charg- 
i n g  scheme i n  t h e  f a c e  of changing workloads o r  changes i n  t h e  system, 
As  f u t u r e  opera t ing  systems become more complex, they should ex- 
pand t h e i r  accounting systems t o  c o l l e c t  a  wider  range of da ta .  IBMs 
SMF accounting package i s  an example of such an expanded accounting 
system. Future  ope ra t ing  systems should a l s o  have f a c i l i t i e s  for per-  
forming such ana lyses  and f o r  a d j u s t i n g  algori thms t o  match t h e  needs 
of  i n d i v i d u a l  i n s t a l l a t i o n s .  The Air Force and NASA should inc lude  
such cons idera t ions  i n  f u t u r e  procurement s p e c i f i c a t i o n s .  

Appendix 
GRAPHS OF COMPUTER SYSTEM USAGE AND THROUGHPUT CREATED 
BY ACCOUNTING-DATA PROCESSING PROGRAMS 
F i g u r e s  1 5  th rough  1 8  p r e s e n t  graphs  o f  sys tem usage and through- 
p u t  c r e a t e d  when p r o c e s s i n g  t h e  account ing- log d a t a  a t  Rand. Data 
p o i n t s  on t h e  graphs correspond t o  e i t h e r  average  v a l u e s  o r  accumulated 
v a l u e s  computed e v e r y  20 job s t e p s .  I n  o t h e r  words ,  a d a t a  point cor-  
responds t o  e i t h e r  an  accumulated v a l u e  f o r  the p a s t  20 job s t e p s  pro- 
cessed ( e . g . ,  accumulated job s t e p s  p r o c e s s e d ) ,  o r  an  average  value 
d u r i n g  t h e  t ime  p e r i o d  t h a t  the p a s t  20 job s t e p s  were p rocessed  Q e , g , ,  
high-speed c o r e  (memory) i n  use) . 
". 
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