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EVALUATION O F  A NEW I"HOD O F  INTERATIE  THE ORBITAL 
EQUATIONS OF MOTION FOR USE I N  SPACE NAVIGATION 
By John D. McLean 
Ames Research Center 
SUMMARY 
The a p p l i c a b i l i t y  of a new method of i n t eg ra t ing  t h e  o r b i t a l  equations of 
motion, developed by D r .  J. M. A. Danby of Y a l e  University Observatory, to t h e  
problem of space navigat ion i s  inves t iga ted .  The inves t iga t ion  is  c a r r i e d  out 
by means of a d i g i t a l  computer program w r i t t e n  f o r  t h e  method. The t r a n s e a r t h  
and t r ans luna r  phases of a circumlunar t r a j e c t o r y  are taken as sample problems, 
but t h e  method can a l s o  be appl ied  t o  any o r b i t a l  mission. The g r a v i t a t i o n a l  
e f f e c t s  of t h e  sun, moon, ea r th ,  and e a r t h ' s  oblateness  are considered. 
A d e t a i l e d  desc r ip t ion  of t h e  computer program, including l i s t i n g s ,  i s  
presented. D a t a  show t h e  e f f e c t s  of var ious e r r o r  sources and t h e  t r a d e  of f  
between computing speed and accuracy. The method i s  compared with Cowell's 
method on t h e  b a s i s  of computer s torage,  i n t eg ra t ion  t ime, and accuracy. 
INTRODUCTION 
I n  recent  years  considerable  study has been devoted to t h e  problems of 
navigation and guidance f o r  manned space missions. Except f o r  near-ear th  sat­
e l l i t e s ,  t h e  as t ronaut  w i l l  probably be provided with t h e  capab i l i t y ,  at least 
a s  a secondary system, f o r  carrying out t hese  t a s k s  without t h e  a i d  of ground-
based equipment. If such an on-board navigation and guidance system i s  not t o  
be r e s t r i c t e d  t o  l imi t ed  emergency procedures, a d i g i t a l  computer w i l l  be 
requi red  aboard t h e  spacecraf t .  
One of t h e  more demanding funct ions of such a computer i s  t o  solve t h e  
veh ic l e ' s  equations of motion. The most commonly proposed method i s  t h e  numer­
i c a l  i n t e g r a t i o n  of t h e  d i f f e r e n t i a l  equations of motion, although t h e r e  a r e  
other  p o s s i b i l i t i e s  such as t h e  i n t e r p o l a t i o n  of s to red  data .  Two well-known 
methods of s e t t i n g  up t h e  equations t o  be in t eg ra t ed  a r e  Cowell's method i n  
which t h e  t o t a l  acce le ra t ions  ac t ing  on t h e  spacecraf t  are in tegra ted ,  and 
Encke's method i n  which  d i f f e r e n t i a l  equations f o r  per turba t ions  from an oscu­
l a t i n g  conic are solved. Both of t hese  methods r equ i r e  a complex i n t e g r a t i o n  
rout ine ,  and any a l t e r n a t i v e  which w i l l  s u b s t a n t i a l l y  reduce t h e  t i m e  and s t o r ­
age requirements i s  des i rab le .  For on-board use t h e  reduct ion i n  s torage  
requirements i s  p a r t i c u l a r l y  des i r ab le  because t h e  decrease i n  t h e  number of 
components enhances r e l i a b i l i t y  and reduces weight and power requirements. I n  
addi t ion ,  t h e  problem of accura te ly  s t a r t i n g  t h e  numerical s o l u t i o n  of a system 
of d i f f e r e n t i a l  equations i s  q u i t e  complicated. Since t h e  estimated t r a j e c t o r y  
f o r  a navigat ion system must be r e s t a r t e d  every t i m e  new observat ional  da t a  a r e  
obtained, it would be des i r ab le  to avoid or minimize t h i s  d i f f i c u l t y .  
I 
The purpose of t h i s  r epor t  i s  to present  a n  evaluat ion,  from t h e  s tand­
point  of app l i ca t ion  to on-board computation, of a new approach to t h e  problem 
of in t eg ra t ing  t h e  equations of motion. This  i n t e g r a t i o n  procedure was devel­
oped by Dr. J. M. A. Danby of Yale Universi ty  Observatory and i s  described i n  
detai l  i n  references 1and 2.  A s  i n  Encke's method, t h e  per turba t ions  of t h e  
t r u e  o r b i t  from a re ference  conic are computed, but t h e  method reduces t h e  i n t e ­
g r a t i o n  of t h e  per turbing acce lera t ions  from t h e  so lu t ion  of a set of d i f f e ren ­
t i a l  equations t o  simple quadratures.  Although a well-known mathematical 
technique i s  used to obta in  t h e  per turba t ions ,  Danby was, to t h e  au thor ' s  
knowledge, t h e  first t o  recognize t h e  advantage of applying t h i s  technique to 
o r b i t a l  equations.  This method of solving t h e  equations of motion will be 
r e f e r r e d  to i n  t h e  remainder of t h e  r epor t  as "Danby's method." It w i l l  be 
shown how Danby's method can be used t o  reduce t h e  problems discussed i n  t h e  
preceding paragraph. 
The o r i g i n a l  app l i ca t ion  of Danby's method, as described i n  references 1 
and 2,  f i t s  t h e  t r a j e c t o r y  with a small number of conics ,  c a l l e d  mean o r b i t s .  
These mean o r b i t s  c lose ly  approximate t h e  t r u e  o r b i t  , including per turba t ions ,  
thereby allowing it t o  be s tudied  using closed form equations.  The advantages 
of t h i s  procedure for many t h e o r e t i c a l  s t u d i e s  are obvious, but t h e  accura te  
mean o r b i t s  are unnecessary for t h e  spec ia l i zed  app l i ca t ion  of space navigation. 
Since t h e  ca l cu la t ion  of t h e  mean o r b i t s  requi res  each po r t ion  of t h e  t r a j e c ­
t o r y  t o  be in t eg ra t ed  seve ra l  t imes,  it i s  des i r ab le  to avoid such ca lcu la t ions .  
Likewise, t h e  method, as described i n  re ference  2,uses eccent r ic  anomaly as t h e  
independent va r i ab le  i n  order t o  avoid inve r t ing  Kepler ' s  equation. Since 
space navigation requi res  frequent processing of da ta  at accura te ly  known t i m e s ,  
it would be des i r ab le  to use t i m e  as t h e  independent va r i ab le .  I n  t h i s  study 
seve ra l  modifications have been made t o  Danby's method,as presented i n  t h e  r e f ­
erences, i n  order t o  e l iminate  these  two d i f f i c u l t i e s  without s a c r i f i c i n g  com­
puter  s torage  requirements and speed. These modifications are described i n  
d e t a i l  and t h e  modified system i s  compared with Cowell's method' f o r  t rans lunar  
and t r a n s e a r t h  t r a j e c t o r i e s .  
NCEATION 
a semimajor a x i s  of conic 
AL lower bound on AQ 
AQ, measure of v a l i d i t y  of Simpson's rule 
AR upper bound on pos i t i on  per turba t ion  
As lower bound on p o s i t i o n  per turba t ion  
Au upper bound on 
~~ ~ 
'Throughout t h i s  r epor t  "Cowell's method" w i l l  r e f e r  to Cowell's method of 
s e t t i n g  up t h e  o r b i t a l  equations of motion f o r  i n t eg ra t ion  r a t h e r  than  Cowell's 
numerical i n t eg ra t ion  method. 
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funct ions,  of increment i n  eccent r ic  anomaly 
parameters of c losed form conic equations 
increment i n  t i m e  
increment i n  eccen t r i c  anomaly 
a 3x3 u n i t  matrix 
p o s i t i o n  vec tor  
PI 

vector  of small deviat  ion i n  p o s i t  ion 
I Fl 
t o t a l  number of i n t eg ra t ion  s t eps  
t i m e  
6x1 matrix of per turbing acce lera t ions  
g r a v i t a t i o n a l  p o t e n t i a l  
p o t e n t i a l  of c e n t r a l  body t o  which conic i s  r e fe r r ed  
ve loc i ty  vec tor  (equivalent  t o  k) 
I TI 
vec tor  of small devia t ion  i n  ve loc i ty  
I TI 
Cartesian components of veh ic l e ' s  pos i t i on  
6x1 matrix ( s t a t e  vector  of pos i t i on  and ve loc i ty  deviat ions 
from conic) 
transformed forc ing  func t ion  
gradien t  operat  or 
increment i n  time 
magnitude of te rmina l  pos i t i on  and ve loc i ty  deviat ions of 
Danby s o l u t i o n  from Cowell so lu t ion  
e increment i n  eccen t r i c  ( o r  hyperbolic) anomaly 
3 
(D state t r a n s i t i o n  matrix 
(p l , (p .~ , (p3 , (p4  submatrices of (D 
Superscr ip ts  
T t ranspose of a matrix 
de r iva t ive  with respec t  to t ime 
a vec tor  o r  3x1 matrix 
Subsc ri p t  s 
i , n  i n t ege r s  
0 i n i t i a l  value,  usua l ly  r e f e r r i n g  t o  t i m e  of last  r e c t i f i c a t i o n  
THE IWERATION i"HOD 
The bas ic  p r inc ip l e s  of Danby's method as presented i n  re ference  1are 
summarized here  f o r  t h e  convenience of t h e  reader .  A more genera l  coverage of 
t h e  mathematical p r inc ip l e s  involved can be found i n  r e fe rence  3 o r  i n  t e x t s  
deal ing with vec tor  and matrix d i f f e r e n t i a l  equations o r  multidimensional con­
t r o l  theory.  
The bas i s  of t h e  method i s  t h e  s o l u t i o n  of t h e  o r b i t a l  equations of motion 
i n  terms of a re ference  conic and a s e t  of a s soc ia t ed  pe r tu rba t ions .  The com­
pu ta t ion  of t h e  per turba t ions  i s  accomplished by simple quadratures through 
t h e  use of t h e  s t a t e  t r a n s i t i o n  matrix, i n  con t r a s t  t o  Encke's method which 
r equ i r e s  t h e  s o l u t i o n  of a system of d i f f e r e n t i a l  equat ions.  The t r a n s i t i o n  
matrix,  O ( t ,  to) ,i s  t h e  matrix of f i rs t  p a r t i a l  de r iva t ives  of t h e  components 
( a l l  t h e  t r a j e c t o r y  ca l cu la t ions  discussed i n  t h i s  r epor t  a r e  c a r r i e d  out i n  
Cartesian coordinates)  of p o s i t i o n  and v e l o c i t y  a t  t ime t with respec t  to 
t h e  same q u a n t i t i e s  a t  t i m e  to. It can be shown t h a t  i f  x i s  a 6x1 matrix, 
o r  s t a t e  vec tor ,  of p o s i t i o n  and ve loc i ty  devia t ions  from t h e  re ference  t r a j e c ­
t o r y  then 
x ( t >  = dt ,  t o ) x ( t o )  (1) 
The use of t h i s  matrix i n  t h e  in t eg ra t ion  i s  explained as follows: 
The o r b i t a l  equations of motion may be w r i t t e n  as 
+ F = vu(8 + F) + u(E + F, t) ( 2 )  
where U i s  t h e  g r a v i t a t i o n a l  p o t e n t i a l  due to t h e  c e n t r a l  body of t h e  refer--
ence conic,  a i s  t h e  p o s i t i o n  vector  on t h e  conic,  r i s  t h e  vec tor  of 
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pos i t i on  deviat ions of t h e  t r u e  o r b i t  from t h e  conic and u i s  t h e  vector  of 
per turbing acce lera t ions .  If  it i s  assumed t h a t  r i s  s u f f i c i e n t l y  s m a l l ,  
t h e  t r u e  o r b i t  may be approximated i n  terms of l i n e a r  (first order) per turba­
t i o n s  from t h e  re ference  conic.  I n  t h i s  case 
where F1 is  t h e  3x3 matrix of f irst  p a r t i a l  der iva t ives  of VU with respect  
t o  t h e  components of E. 
Since i s  a func t ion  on ly  of pos i t i on  on t h e  re ference  conic, hence of 
t i m e ,  equation ( 3 )  represents  a system of t h r e e  l i n e a r  second-order d i f f e ren ­
t i a l  equations which can be r ewr i t t en  as a f i r s t - o r d e r  system t o  g ive  
? = F X +  u (4) 
where 
and 
It can be shown t h a t  t h e  s o l u t i o n  of t h e  homogeneous p a r t  of equation (4)  i s  
given by equation (1)and t h a t  t h e  complete so lu t ion  i s  
Since t h e  re ference  t r a j e c t o r y  i s  a conic , the elements of d, can be 
computed i n  c losed form.2 Furthermore, u i s  a func t ion  only of t h e  pos i t i on  
vec tor  on t h e  conic and t i m e ;  t h a t  i s ,  it does not depend e x p l i c i t l y  on t h e  
per turba t ions .  Thus t h e  integrand i n  equation (5)  i s  a known funct ion  of t ime 
and a simple quadrature formula, such as Simpson's rule, can be used t o  solve 
f o r  each component of x separa te ly .  
. 
2Since d, a l s o  satisfies t h e  homogeneous p a r t  of equation ( 4 ) ;  t h a t  i s ,  
6, = Fd, 
where @ ( t o )  = I, d, m y  be found by numerical i n t eg ra t ion .  I n  t h i s  case t h e  
re ference  o r b i t  need not be a conic and t h e  e f f e c t s  of per turbing acce lera­
t i o n s  on t h e  t r a n s i t i o n  matr ices  may be included. This i s  t h e  method used t o  
obta in  d, i n  Cowell program B discussed later i n  t h e  r e p o r t .  
5 
I n  addi t ion ,  t h e  problems involved i n  s t a r t i n g  o r  r e s t a r t i n g  a numerical 
i n t e g r a t i o n  of a d i f f e r e n t i a l  equation are el iminated.  The e l imina t ion  of a 
complex restart procedure is  p a r t i c u l a r l y  important i n  a navigat ion system 
because t h e  i n t e g r a t i o n  i s  stopped and r e s t a r t e d  f requent ly  t o  a l low processing 
of observed data and r e v i s i o n  of t h e  est imated t r a j e c t o r y .  
A s  t h e  i n t e g r a t i o n  proceeds, t h e  pe r tu rba t ions  w i l l  grow u n t i l  r is  so 
l a r g e  t h a t  equation (3) i s  no longer v a l i d .  When t h i s  o c c w s  it i s  necessary 
t o  obta in  a new reference  conic (a process  c a l l e d  r e c t i f i c a t i o n )  for which 
equation (3) is  v a l i d .  It i s  customary i n  most i n t e g r a t i o n  schemes t o  r e c t i f y  
only after r becomes t o o  l a rge ,  i n  which case t h e  i n t e g r a t i o n  must be 
r e s t a r t e d  a t  a po in t  where r i s  s t i l l  below t h e  des i r ed  bound. It i s  pos­
s i b l e ,  however, t o  r e c t i f y  any t ime before  r exceeds i t s  bound. 
APPLICATION TO ON-BOARD COMPUTATION 
The purpose of t h e  present  study is  t o  eva lua te  t h e  u t i l i t y  of Danby's 
method f o r  use i n  on-board space navigation systems, and a d i g i t a l  computer 
program w a s  w r i t t e n  f o r  t h a t  evaluat ion.  The d e t a i l s  of t h e  program, which 
w a s  designed t o  be incorporated i n t o  a complete (s imulated)  guidance and navi­
ga t ion  system at a later date, are presented i n  t h e  appendixes. Appendix A 
contains  t h e  formulas used f o r  t h e  re ference  conic and a der iva t ion  of t h e  
equations ( d i f f e r e n t  from t h e  equations of r e f s .  1and 2) f o r  t h e  t r a n s i t i o n  
matr ices .  The equations f o r  t h e  components of t h e  forc ing  func t ion  and t h e  
quadrature formula are given i n  appendixes B and C,  respec t ive ly ,  and t h e  pro­
gram listings a r e  given i n  appendix D. 
A s  w a s  s t a t e d  e a r l i e r ,  c e r t a i n  modifications w e r e  made i n  t h e  mechaniza­
t i o n  i n  order  t o  use Danby's method t o  bes t  advantage i n  t h e  space navigat ion 
problem. These modifications a r e  discussed i n  d e t a i l  i n  t h e  following para­
graphs. 
The Reference Orbi t  and R e c t i f i c a t i o n  
The f i rs t  modification i s  i n  t h e  choice of t h e  re ference  conic and t h i s  
i n  t u r n  r equ i r e s  a d i f f e r e n t  r e c t i f i c a t i o n  procedure.  I n  t h e  app l i ca t ion  
described i n  re ferences  1and 2, t h e  in t eg ra t ion  i s  s t a r t e d  a t  time to using 
t h e  oscula t ing  conic as t h e  re ference  o r b i t  and r e c t i f i c a t i o n  i s  c a r r i e d  out 
at some time, t l ,  when r exceeds a predetermined value.  A t  t h a t  time a new 
reference  conic i s  computed which has a d i f f e r e n t  i n i t i a l  ve loc i ty  and passes  
through t h e  p o s i t i o n  on t h e  per turbed o r b i t  a t  t l .  The in t eg ra t ion  and r e c ­
t i f i c a t i o n  are repea ted  severa l t imes ,a lways  s t a r t i n g  a t  to and going t o  
progress ive ly  l a t e r  values  of t l ,  u n t i l  a re ference  conic,  or  mean o r b i t ,  i s  
obtained which approximates a l a r g e  segment of t h e  t r u e  o r b i t  very c lose ly  ( i n  
p o s i t i o n ) .  Because of t h i s  repeated in t eg ra t ion ,  it i s  unnecessary t o  con­
s t r a i n  r t o  very small values ,  and a l a r g e  number of i n t e g r a t i o n  s t eps  a r e  
made between r e c t i f i c a t i o n s .  
b 
Since t h e  determination of a n  accura te  mean o r b i t  i s  not necessary f o r  
space navigat ion,  it w a s  decided t o  e l imina te  t h e  repea ted  in t eg ra t ion  and use 
t h e  oscula t ing  conic as t h e  only re ference  o r b i t .  I n  t h i s  case a more s t r i n ­
gent r e s t r i c t i o n  m u s t  be put  on r i n  order  t o  obta in  t h e  des i red  accuracy, 
and it w a s  found t h a t  over most of t h e  t r a j e c t o r y  r e c t i f i c a t i o n  must Occur 
a f t e r  each i n t e g r a t i o n  i n t e r v a l .  If t h e  va lue  of r i s  used t o  determine 
when t o  r e c t i f y ,  t h e  maximum allowable va lue  must be exceeded before  it i s  
known whether r e c t i f i c a t i o n  i s  necessary.  Thus t h e  new conic must o r i g i n a t e  
a t  t h e  beginning of t h e  last i n t e g r a t i o n  s t ep ,  and t h e  in t eg ra t ion  over t h i s  
last  s t e p  must be repeated.  If t h i s  r e c t i f i c a t i o n  procedure i s  used with t h e  
oscula t ing  conic as t h e  re ference  t r a j e c t o r y ,  most of t h e  t r a j e c t o r y  w i l l  be 
in t eg ra t ed  twice.  For t h i s  reason t h e  program was arranged t o  r equ i r e  r e c t i ­
f i c a t i o n  after each in t eg ra t ion  s t e p .  There i s  neg l ig ib l e  penal ty  i n  computing 
time o r  s torage  f o r  such frequent  r e c t i f i c a t i o n ,  bu t  it w a s  found, .as  w i l l  be 
discussed later,  t h a t  excessive round-off e r r o r s  are encountered near t h e  ten­
t e r s  of a t t r a c t i o n .  T h i s  d i f f i c u l t y  can be avoided w h i l e  s t i l l  maintaining 
e f f i c i e n t  use of computing time by t h e  use of  double p rec i s ion  f o r  t h e  computa­
t i o n  of t h e  re ference  conic .  An a l t e r n a t e  method would be t o  t ake  seve ra l  
i n t eg ra t ion  s t eps  between r e c t i f i c a t i o n s  near t h e  cen te r s  of a t t r a c t i o n  while 
r e c t i f y i n g  after every in t eg ra t ion  s t e p  elsewhere. 
Choice of t h e  Independent Variable 
The  second modification i n  t h e  use of Danby's method w a s  i n  t h e  choice of 
t h e  independent va r i ab le .  Danby ( r e f .  2) recommended t h a t  t h e  eccen t r i c  anom­
a l y  of t h e  Keplerian o r b i t  be used i n  order  t o  avoid t h e  i t e r a t i o n  necessary 
f o r  t h e  invers ion  of Kepler ' s  equation. While t h i s  choice has obvious advan­
tages  f o r  a t r a j e c t o r y  s tudy,  it i s  not p a r t i c u l a r l y  s u i t a b l e  f o r  an on-board 
navigation system. Such a system requ i r e s  t h a t  q u a n t i t i e s  from which t h e  t ra­
j ec to ry  can be determined be observed at i n t e r v a l s .  By some method a t r a j e c ­
t o r y  i s  est imated and t h e  values  t h a t  t h e  observat ions would have i f  t h e  space­
c r a f t  were on t h e  estimated t r a j e c t o r y  a r e  computed. Because of observa t iona l  
e r r o r s  t h e  a c t u a l  t r a j e c t o r y  can never be known, and t h a t  estimated t r a j e c t o r y  
which minimizes t h e  d i f fe rences  or r e s i d u a l s  between t h e  a c t u a l  and computed 
observations i s  found. Since t h e  t imes of t h e  observat ions a r e  f ixed ,  they 
w i l l  occur a t  d i f f e r e n t  eccen t r i c  anomalies for each estimated t r a j e c t o r y .  
Hence, t h e  eccen t r i c  anomalies at t h e  t imes of t h e  observations a r e  unknowns 
t o  be determined, w h i l e  t h e  t imes a s soc ia t ed  with them can be known q u i t e  
accura te ly .  
This d i f f i c u l t y  presumably could be overcome by some s o r t  of i n t e rpo la ­
t i o n  scheme, but t h e  cos t  i n  computer s to rage  would be l a rge .  I n  add i t ion ,  i f  
a Kalman f i l t e r  type  ( ref .  4) of t r a j e c t o r y  determination i s  used, t h e  t r a n s i ­
t i o n  matrices between observat ions would be needed, and t h e s e  must r e l a t e  t h e  
s t a t e s  a t  t h e  two d i f f e r e n t  t imes.  For t h e s e  reasons,  t i m e  w a s  chosen as t h e  
independent v a r i a b l e .  However, i n  order  t o  minimize t h e  number of so lu t ions  
of Kepler ' s  equation, t h e  i n t e g r a t i o n  w a s  s e t  up as ou t l ined  below. 
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The In t eg ra t ion  
Although t h e  program i n  i t s  f i n a l  form w a s  set up to r e c t i f y  after each 
i n t e g r a t i o n  s t e p ,  t h i s  d i scuss ion  i s  presented so as to be equal ly  app l i cab le  
to t h e  case where several i n t e g r a t i o n  s t eps  are made between r e c t i f i c a t i o n s .  
(The program presented  i n  appendix D can be modified f a i r l y  e a s i l y  to t a k e  
seve ra l  s t eps  between r e c t i f i c a t i o n s . )  A s  an  a i d  to c l a r i t y  i n  discussion,  to 
i s  def ined as t h e  t ime of  t h e  last r e c t i f i c a t i o n  while 8 i s  t h e  change i n  
eccen t r i c  anomaly between to and a subsequent t i m e .  
Assume t h a t  equat ion (5)  has been in t eg ra t ed  from to to tn and it i s  
des i red  to continue t h e  i n t e g r a t i o n  to tn+,. This  i n t e g r a t i o n  proceeds as 
follows : 
(1) At tn, t h e  elements of U(tn) and @ ( t n , t o )  have been computed i n  
t h e  previous s t e p  unless  t n  = t o .  I n  t h e  l a t t e r  case  @ i s  t h e  un i t  matrix 
and u ( tn )  must be computed. 
(2 )  The forc ing  func t ion  u i s  transformed to time to by 
where t h e  transformed forc ing  funct ion y i s  t h e  integrand i n  equation ( 5 ) .  
(3) The angle  8 i s  increased from 8, to (8, + hE) and t h e  a s soc ia t ed  
pos i t i on  and v e l o c i t y  are computed along with t h e  t i m e ,  t n + l ,  t h e  t r a n s i t i o n  
matrix @ ( t n + l ,  to),and U( tn+l ) .  Then 
(4)  The angle  8 i s  increased to ( e  + 2 h ~ )and t h e  conic i s  extended t o  
tn+2. If tn+, i s  smaller than  ( o r  equal to) t h e  next t i m e  a t  which an  obser­
va t ion ,  ve loc i ty  cor rec t ion ,  o r  terminat ion of t h e  f l i g h t  i s  t o  occur 
i s  computed. This  amounts to making two equal  increments i n  8 and accept ing 
t h e  assoc ia ted  change i n  t i m e .  If tn+2 i s  g r e a t e r  t han  t h e  next des i red  t ime 
of stopping, t h e  value of - 0,) which w i l l  make t h e  two increments equal  
i s  found by i t e r a t i o n .  This  change i n  eccen t r i c  anomaly i s  halved to give  a 
new hE and t h e  process i s  repeated from ( 2 ) .  ( I n  t h e  remainder of t h e  r epor t  
t h e  t e r m  "s tep  s i ze"  W i l l  r e f e r  t o  hE and " in t eg ra t ion  s tep"  to t h e  i n t e r v a l  
t n  S t  < t n + 2 - )  
(5)  The yn, which c o n s t i t u t e  a set of values  of t h e  forc ing  func t ion  at 
t imes t n ,  tn+l,and tn+2 transformed to t h e  r e c t i f i c a t i o n  t ime, to, a r e  
in t eg ra t ed  by quadratures .  
These are s u f f i c i e n t  data for t h e  quadrature of each component of  t h e  
forc ing  func t ion  by Simpson's rule to give  
8 
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t n  
but t h e  quadrature i s  complicated by t h e  f a c t  t h a t  t h e  t i m e  increments are 
unequal. Simpson's r u l e  i s  der ived on t h e  assumption t h a t  t h e  curves to be 
in t eg ra t ed  can be f i t  with a quadra t ic  polynomial i n  t h e  independent v a r i a b l e  
which, i n  t h i s  case,  i s  t ime. If t h e  t ime i n t e r v a l s  a r e  equal,  t h e  coef f i ­
c i e n t s  of t h e  polynomial are constants ,  but f o r  unequal i n t e r v a l s  they must be 
ca l cu la t ed  each t i m e .  Expressions f o r  t hese  c o e f f i c i e n t s  are der ived i n  
appendix C.  
Adjustment of t h e  S tep  S ize  
The incremental  eccen t r i c  anomaly hE over which t h e  quadrat ic  approxi ­
mation i s  v a l i d  changes markedly over t h e  length  of a lunar  t r a j e c t o r y .  T h i s  
change i s  most r a d i c a l  near t h e  cen te r s  of a t t r a c t i o n  and can be a t t r i b u t e d  
mainly t o  t h e  r a p i d  change of t h e  elements of t h e  t r a n s i t i o n  matrices i n  t h i s  
region ( s e e  r e f .  5 ) .  Thus, f o r  g r e a t e s t  e f f i c i ency  it i s  des i r ab le  t o  ad jus t  
t h e  s t e p  s i z e  as t h e  i n t e g r a t i o n  proceeds. I f  t h e  eccen t r i c  anomaly were t h e  
independent va r i ab le ,  t h e  f o u r t h  d i f fe rences  of t h e  yn could be computed and 
would g ive  a good i nd ica t ion  of t h e  accuracy of t h e  quadrature ( s e e  r e f .  6 ) .  
The s t e p  s i z e  could then  be ad jus t ed  t o  be t h e  maximum s i z e  which would 
r e s t r i c t  t h e  magnitude of t h e  f o u r t h  d i f fe rence ,  and hence, of t h e  e r r o r ,  t o  
t h e  des i red  l i m i t .  
It i s  poss ib l e  t o  der ive  an expression which i s  equivalent  t o  t h e  f o u r t h  
d i f fe rence  f o r  unequal t i m e  increments, but t h e  r e s u l t i n g  computation i s  
r a t h e r  cumbersome. Since s impl i c i ty  i s  one of t h e  objec ts  of t h i s  i nves t iga ­
t i o n ,  it w a s  decided t o  t r y  a simpler procedure which w a s  found empir ical ly  t o  
be q u i t e  s a t i s f a c t o r y .  T h i s  procedure i s  explained with t h e  a id  of ske tch  ( a ) .  
t n t t  t n + 2  
Sketch (a) 
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The area under t h e  quadrat ic  curve i n  the  ske tch  represents  t he  i t h  

component of t h e  i n t e g r a l  given by equation (10). S ince  t h e  per turbing acce l ­ 

e ra t ions  are known t o  be smoothly varying func t ions  of t ime, it w a s  reasoned 
t h a t  t h e  amount of curvature  i n  t h e  quadra t ic  curve passing through t h e  yn , i
could be used as a measure of t h e  s i z e  of higher order f luc tua t ions .  To assume 
yn,i t o  be a constant would be t h e  simplest approximation and would result i n  
an  i n t e g r a l  equal  t o  t h e  a r e a  Ci. A l i n e a r  approximation would add t h e  area 
Bi t o  t h i s  i n t e g r a l  while t h e  quadrat ic  curve would add t h e  area given by t h e  
a lgebra ic  sum ( A i  + B i ) .  A measure of t h e  curvature  of t h e  quadrat ic  curve i s  
the re fo re  t h e  r a t i o  of A i  t o  ( A i  + B i ) .  The s ix  components of t h e  i n t e g r a l  
were considered c o l l e c t i v e l y  as fol lows:  Let rQ2 be t h e  sum of t h e  squares 
of t h e  Ai represent ing  pos i t i on  devia t ions  while V Q ~  i s  t h e  sum of t h e  
squares of t h e  Ai represent ing  ve loc i ty  devia t ions .  S imi la r ly ,  l e t  r 6  and 
v$ represent  t he  sums of squares of ( A i  + B i ) .  F ina l ly ,  def ine  AQ as 
rQ2 vQ2
=:+ -AQ 2 
rT vT 
The s t e p  s i z e  i s  automatical ly  ad jus ted  so t h a t  t h e  AQ remains i n  t h e  range 
where AL and Au a r e  input  cons tan ts .  
The s t e p  s i z e  must be small enough f o r  t h e  l i n e a r i t y  assumption ( t h a t  t h e  
t r u e  o r b i t  can be expressed accura te ly  i n  terms of small per turba t ions  from 
t h e  re ference  conic)  t o  s t i l l  be v a l i d .  This  means t h a t  t h e  e r ro r ,  6F, i n  t h e  -
pos i t i on  pe r tu rba t ion  vec tor ,  r ,  must be small compared t o  t h e  p o s i t i o n  vec tor  
of t h e  re ference  conic.  If one uses t h e  e r r o r  ana lys i s  of re ference  1 on a 
simple one-dimensional example, it i s  seen t h a t  over most of t h e  t r a j e c t o r y  
6r w i l l  be roughly propor t iona l  t o  r2/R2, where R 2  i s  t h e  d is tance  from 
t h e  veh ic l e  t o  t h e  per turbing body. However, when t h e  d is tance ,  R1, t o  t h e  
c e n t r a l  body i s  small compared t o  R z  ( p a r t i c u l a r l y  when t h e  e a r t h  i s  t h e  cen­
t r a l  body), 6r may become propor t iona l  t o  r2/R1. Since it i s  des i red  t o  
bound 6r/R1, which i s  propor t iona l  e i t h e r  t o  r2/R22 o r  r2/R1R2, it w a s  
decided f o r  s impl i c i ty  t o  r equ i r e  
where R i s  t h e  smaller  of R 1  and R 2 ,  and As and AR a r e  input cons tan ts .3 
The program i n  appendix D i s  arranged so  t h a t  i f  e i t h e r  AQ o r  r / R  
exceeds i t s  upper bound after a given i n t e g r a t i o n  s tep ,  t h e  s t e p  s i z e  i s  halved 
and t h e  i n t e g r a t i o n  s t e p  i s  repeated.  If both q u a n t i t i e s  drop below t h e i r  
lower bounds, t h e  s t e p  s i z e  is doubled f o r  t h e  next i n t e r v a l .  P a r t  of t h e  
d i g i t a l  computer study discussed i n  t h e  next s ec t ion  w a s  devoted t o  t h e  problem 
of choosing values  f o r  t h e  parameters AS, AR, AL, and AU which con t ro l  t h e  
va lue  of hE. - -~ -. -.. . . 
31f it i s  not des i r ed  t o  r e c t i f y  every i n t e g r a t i o n  s t ep ,  then  a good 
c r i t e r i o n  i s  t o  r e c t i f y  when r / R  exceeds AR. 
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THE DIGITAL COMPUTER STUDY 
T h i s  s ec t ion  of t h e  r epor t  p resents  t h e  results of a d i g i t a l  computer 
study used t o  eva lua te  t h e  app l i ca t ion  of Danby's method ou t l ined  i n  t h e  p re ­
vious sec t ion .  The f irst  p a r t  of t h e  discussion dea ls  with t h e  choice of 
des i r ab le  values  f o r  t h e  parameters AS, AL, and Au and some of t h e  data used 
i n  e s t ab l i sh ing  t h e s e  values  are used t o  i l l u s t r a t e  t h e  e f f e c t s  of round-off 
e r r o r .  It w a s  found t h a t  AR must be chosen on t h e  bas i s  of a t rade-of f  
between speed and accuracy, and t h e  second part of t h e  d iscuss ion  dea l s  with 
t h i s  t rade-of f  and with t h e  t i m e  r equ i r ed  t o  inve r t  Kepler's equation. 
F ina l ly ,  Danby's method i s  compared with Cowell's method i n  terms of t h e  t i m e  
and computer s to rage  requi red  t o  perform various t a s k s .  
Choice of System Parameters 
The f i r s t  s t e p  i n  t h e  numerical study w a s  t o  determine des i r ab le  values  
f o r  t h e  upper and lower bounds, AS, AR, AI,, and Au discussed e a r l i e r .  These 
bounds e s t a b l i s h  a band of allowable e r r o r  f o r  each i n t e g r a t i o n  step, but t h e  
loca t ion  of t h e  a c t u a l  e r r o r  wi th in  t h i s  band i s  random. For example, t h e  
p o s i t i o n  devia t ion ,  F, from t h e  re ference  conic and t h e  corresponding e r r o r  -i n  r increase  nonl inear ly  w i t h  time and t h e  r a t e  of increase  a l s o  v a r i e s  
along t h e  t r a j e c t o r y .  Sketch ( b )  i l l u s t r a t e s  how t h i s  can a f f e c t  t h e  accuracy 
of t h e  in t eg ra t ion .  Suppose t h e  n th  i n t e g r a t i o n  s t e p  covers t h e  t i m e  from 
r /R 
Sketch (b )  
to t o  t3 so  t h a t  t h e  pe r tu rba t ion  (shown i n  t h e  sketch by t h e  s o l i d  l i n e )  
from t h e  re ference  conic ,  and hence t h e  e r r o r  due t o  nonl inear i ty ,  near ly  
a t t a i n s  i t s  maximum al lowable value.  Now consider a change i n  AI,. This  
might a f f e c t  t h e  previous part of t h e  t r a j e c t o r y  s o  t h a t  t h e  n th  i n t e g r a t i o n  
s t e p  covers t h e  t i m e  i n t e r v a l  from tl t o  t 4  (dashed l i n e )  i n  which case r/R 
exceeds AR, and hE i s  reduced. With hE reduced t h e  n th  i n t e g r a t i o n  
s t e p  terminates  a t  t2 while t h e  ( n + l ) t h  s t e p  (do t t ed  curve) covers t h e  t ime 
from t2 t o  t 5 .  With t h e  reduced value of hE t h e  pe r tu rba t ion  and co r ­
responding e r r o r  due t o  non l inea r i ty  remain much smaller  than  when t h e  n th  
i n t e g r a t i o n  s t e p  begins a t  to. On t h e  other  hand, while reducing hE 
reduces t h e  e r r o r  due t o  nonl inear i ty ,  it increases  t h e  p o s s i b i l i t y  of round-
o f f  e r r o r .  When t h e  s t e p  s i z e  and corresponding per turba t ions  a r e  made q u i t e  
small, t hen  part  of t h e  pe r tu rba t ion  i s  smaller than  t h e  least s i g n i f i c a n t  
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f i g u r e  i n  t h e  corresponding component of t h e  conic p o s i t i o n  o r  v e l o c i t y  and 
is  l o s t  as round-off e r r o r  during r e c t i f i c a t i o n .  ( I n  f a c t ,  t h e  pe r tu rba t ion  
could be made so small t h a t  t h e  conic p o s i t i o n  and v e l o c i t y  would not be 
a l t e r e d  by r e c t i f i c a t i o n . )  
I n  t h e  in te res t  of e f f i c i e n t  use of computing t i m e  it would be des i r ab le  
t o  make t h e  width of t h e  e r r o r  band zero and set t h e  upper bounds t o  g ive  t h e  
maximum e r r o r  cons i s t en t  with t h e  des i r ed  accuracy. If one attempts t o  
approach t h i s  s i t u a t i o n  by t h e  use of upper and lower bounds which a r e  near ly  
equal, t h e  program will back up an  excessive number of t imes f o r  s t e p  s i z e  
reduct ion.  On t h e  o ther  hand, if t h e  upper and lower bounds a r e  t o o  far apart 
hE w i l l  be kept unnecessar i ly  small. Thus it w a s  decided t o  choose t h e  lower 
bound which would g ive  t h e  most e f f i c i e n t  opera t ion  f o r  each corresponding 
upper bound and t o  use t h e  l a t t e r  parameters t o  e s t a b l i s h  t h e  accuracy of 
i n t eg ra t ion .  The following paragraphs descr ibe  t h e  method used i n  e s t ab l i sh ing  
AS, AL, and A u  and show t h e  e f f e c t  of round-off e r r o r  on accuracy. 
Choice of lower bounds. - To e s t a b l i s h  a reasonable  value f o r  A s ,  a number 
of t r a n s e a r t h  t r a j e c t o r i e s  were computed with t h e  s t e p  s i z e  ad jus ted  only by 
r / R .  (Reasonably accura te  r e s u l t s  could be obtained by proper choice of t h e  
i n i t i a l  s t e p  s i z e . )  Figure 1 shows ST, which i s  def ined as t h e  t o t a l  number 
of i n t e g r a t i o n  s t eps  including repea ts  f o r  t h e  reduct ion  of hE, p l o t t e d  as a 
func t ion  of As/& f o r  var ious values  of AR. The value of ST i s  propor­
t i o n a l  t o  t h e  i n t e g r a t i o n  t i m e  and thus  i s  a measure of t h e  e f f i c i ency  of t h e  
program f o r  a given value of AR; ST i s  not extremely s e n s i t i v e  t o  A s / A ~  
f o r  t h e  l a r g e r  values  of AR, but as t h a t  parameter i s  reduced, a d e f i n i t e  
minimum i s  obtained f o r  a r a t i o  of about l / 5 .  A s  a result of t hese  da ta ,  
w a s  constrained t o  be 1/5 of t h e  value of AR f o r  t h e  remainder of t h e  study. 
With ASIAR f ixed ,  it i s  now poss ib l e  t o  determine a s imi l a r  r e l a t i o n ­
sh ip  between AL and Au. I n  f i g u r e  2 ST i s  p l o t t e d  f o r  t h e  t r a n s e a r t h  t ra­
j ec to ry  as a func t ion  of AL/AU f o r  var ious values  of AR and Au. N o  optimum 
value of ALIAu can be seen from t h e s e  data ,  but  it i s  c l e a r  t h a t  t h e  smaller 
r a t i o s  r equ i r e  an  excessive number of s t e p s .  Likewise, most of t h e  curves 
f l a t t e n  out o r  r i s e  s l i g h t l y  f o r  t h e  l a r g e s t  r a t i o .  These r e s u l t s  imply t h a t  
AL should be about 1/10 t h e  value of Au. 
Choice of A u . - Because of t h e  randomness of t h e  e r r o r s  i n  i n t e g r a t i o n  
discussed previouzly,  one i n t e g r a t i o n  i s  not s u f f i c i e n t  t o  e s t a b l i s h  t h e  accu­
racy assoc ia ted  with a given s e t  of values  of AR and AU and it i s  des i r ab le  
t o  obta in  some est imate  of t h e  maximum l i k e l y  e r r o r .  I n  t h e  t r a j e c t o r i e s  used 
f o r  f i g u r e  2, it w a s  found t h a t  f o r  given values  of A u  and AR, t h e  g r e a t e s t  
d i f fe rences  i n  te rmina l  p o s i t i o n  and ve loc i ty  usua l ly  occurred between t ra ­
j e c t o r i e s  having t h e  maximum and minimum values  of AL. For t h i s  reason t h e  
only values  of AL/Au used i n  determining AU w e r e  0.01 and 0.25. The V a l ­
ues of AR and Au were t h e  same as those  f o r  f i g u r e  2, except f o r  one addi ­
t i o n a l  value (0.01) f o r  A u .  This s e t  of t r a j e c t o r i e s  w a s  i n t eg ra t ed  with t h e  
oscula t ing  conic computed i n  double p rec i s ion  because when s i n g l e  p rec i s ion  i s  
used t h e  inf luence  of Au i s  obscured by round-off e r r o r s .  The X component 
nX ( see  appendix B f o r  t h e  d e f i n i t i o n  of t h e  coordinate  system) of t h e  termi­
n a l  p o s i t i o n  devia t ion  from t h e  Cowell s o l u t i o n  f o r  t h e s e  sets of t r a j e c t o r i e s  
i s  p l o t t e d  i n  f i g u r e  3 as a func t ion  of A u  f o r  d i f f e r e n t  values  of AR. The 
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X component comprises most of t h e  deviat ion for t h i s  p a r t i c u l a r  t r a j e c t o r y  
and w a s  used to preserve s ign  information. The r e s u l t s  f o r  t h e  s ing le -
p rec i s ion  re ference  conic are a l s o  presented fo r  use l a t e r  i n  t h e  discussion 
of round-off e r r o r .  
Since t h e  use of double p rec i s ion  e s s e n t i a l l y  e l iminates  round-off e r ro r s ,  
t h e  e r ro r s  i n  these  so lu t ions  must be a t t r i b u t e d  to nonl inear i ty  and inaccu­
r a c i e s  a r i s i n g  from t h e  use of Simpson's rule. For AR 5 lom4t h e  deviat ions 
of t h e  so lu t ions  f o r  Danbg's method (double prec is ion)  from t h e  Cowell so lu­
t i o n  are always l e s s  than  0.5 km. The question of a "correct"  so lu t ion  when 
t h e  deviat ions are so small i s  somewhat nebulous and ne i the r  method can be 
considered as more accura te  than  t h e  o ther .  A considerably more d e t a i l e d  
study of both Cowell's and Danby's methods would be requi red  t o  r e so lve  t h e  
accuracy quest ion f u r t h e r ,  and t h i s  study was not made s ince  t h e s e  results are 
s a t i s f a c t o r y  f o r  navigation and guidance. 
The lack of an absolu te ly  cor rec t  answer does not prevent t h e  use of 
t hese  da ta  i n  es tab l i sh ing  t h e  e f f e c t s  of var ious e r r o r  sources and determin­
ing a reasonable value for Au. For t h e  two smallest  values  of AR it i s  
evident t h a t  reducing AU from 0.2 to 0.1 improves t h e  accuracy of t h e  so lu ­
t i o n ,  but  f u r t h e r  reduct ion has negl ig ib le  e f f e c t s .  The same t r e n d  i s  a l s o  
seen i n  t h e  curves f o r  AR = but it i s  obscured by increased spread 
between t h e  so lu t ions  f o r  maximum and minimum AL t h a t  r e s u l t s  from nonl in­
e a r i t y .  On t h e  basis of t hese  r e s u l t s  it was decided t h a t  t h e  values  of AU 
should be s e t  a t  0 .1  f o r  bes t  accuracy and ef f ic iency .  
Ef fec ts  of round-off e r r o r s .  - W e  now compare t h e  r e s u l t s  of t h e  s i n g l e  
p rec i s ion  computations (of  t h e  reference conic) with those  of using double 
p rec i s ion  i n  order t o  assess t h e  e f f e c t s  of round-off e r r o r .  The double and 
s i n g l e  p rec i s ion  so lu t ions  corresponding t o  t h e  same combinations of AR, A u ,  
and AL used i d e n t i c a l  sequences of hE over t h e  e n t i r e  t r a j e c t o r y .  For 
t h i s  reason t h e  per turba t ions  computed a t  each s t e p  f o r  t h e  two so lu t ions  a r e  
nearly t h e  same, and t h e  t e r m i n a l  dev ia t ion  of t h e  s i n g l e  p rec i s ion  so lu t ion  
from t h a t  f o r  double p rec i s ion  must be a t t r i b u t e d  mainly t o  round-off. 
The d i f fe rences  between these  curves a r e  within t h e  accuracy l i m i t s  of 
t h e  Cowell i n t eg ra t ion  f o r  most of t h e  t r a j e c t o r i e s ,  but a d e f i n i t e  inaccuracy 
due t o  round-off i s  evident f o r  a l l  s i n g l e  p rec i s ion  so lu t ions  w i t h  A ~ = ~ X ~ O - ~  
( f i g .  3 ( a ) ) .  On t h e  other  hand, when AR i s  increased t o  P x ~ O - ~( f i g .  3 ( d ) ) ,  
t h e  s ing le  p rec i s ion  r e s u l t s  a r e  more accurate  than  those f o r  double prec is ion .  
t h e  e r ro r s  i n  t h e  per turba t ions  r e s u l t i n gThis ind ica tes  t h a t  f o r  AR = Z X ~ O - ~  
from nonl inear i ty  have become comparable t o  t h e  l e a s t  s i g n i f i c a n t  f i g u r e  of 
t h e  s ing le  p rec i s ion  conic p o s i t i o n  or ve loc i ty .  I n  t h i s  case t h e  p a r t  of t h e  
per turba t ion  l o s t  i n  round-off i s  e n t i r e l y  erroneous so t h a t  t h e  round-off 
"errors"  sometimes improve t h e  accuracy. 
Consequently, it appears t h a t  by t h e  proper choice of AU and AR, it i s  
poss ib le  to obta in  good accuracy without r e so r t ing  to double prec is ion .  How­
ever ,  i n  t h e  v i c i n i t y  of t h e  centers  of a t t r a c t i o n ,  t h e  cons t r a in t  on AQ
reduces r/R wel l  below t h e  value of AR because of t h e  r a p i d  change i n  t h e  
t r a n s i t i o n  matrices mentioned e a r l i e r .  The round-off e r r o r s  caused by t h i s  
reduct ion i n  s t e p  s i z e  are evident i n  t h e  curves f o r  f i g u r e  3 when Av = 0.01 
This  round-off e r r o r  has no s i g n i f i c a n t  e f f e c t  i n  t h e  t r a n s e a r t h  case ( i f  
AU > 0.01). For t h e  t r ans luna r  case,  however, t h e  round-ofr e r r o r s  f o r  
Au = 0.1 a r e  l a r g e  enough to cause s i z a b l e  e r r o r s .  
This  phase of t h e  d i g i t a l  computer study r e s u l t e d  i n  t h e  choice of con­
s t a n t  values  of 0.2 f o r  As/AR, 0.1 f o r  AL/Au, and 0.1 f o r  Au. The next data 
to be presented w i l l  show how, with these  parameters f ixed ,  it i s  poss ib l e  t o  
e s t a b l i s h  a t rade-of f  between speed and accuracy by changing t h e  value of AR. 
Accuracy and In t eg ra t ion  Times  
U s i n g  t h e  values  of As, AL, and Au determined i n  t h e  previous sec t ion ,  
it i s  now poss ib l e  t o  consider t h e  t rade-of f  between in t eg ra t ion  t i m e  and accu­
racy.  It should be pointed out t h a t  t h e  i n t e g r a t i o n  t imes t o  be presented 
here were obtained from a 7094 l i b r a r y  clock subrout ine which has a minimum 
measurable t i m e  increment of 0.6 second. 
Accuracy and i n t e g r a t i o n  t i m e  for t r a n s e a r t h  case.  - The in t eg ra t ion  t imes~ -__ ~ 
f o r  t h e  t r a n s e a r t h  t r a j e c t o r y  are p l o t t e d  bn f i g u r e  4 as a func t ion  of AR f o r  
both s i n g l e  and double p rec i s ion  so lu t ions .  The p o s i t i o n  deviat ions of tcese 
so lu t ions  from t h e  Cowell r e s u l t s  are a l s o  presented t o  g ive  an ind ica t ion  of 
t h e  t rade-of f  between accuracy and in t eg ra t ion  time.* The ve loc i ty  deviat ions 
i n  m/sec are near ly  t h e  same as t h e  pos i t i on  devia t ions  i n  km and have been 
omitted. Note ' t ha t  very good r e s u l t s  are obtained f o r  AR 5 and t h e  
in t eg ra t ion  t i m e  i s  about 5.5 sec f o r  s i n g l e  p rec i s ion  and 6.5 sec for double 
p rec i s ion .  Some time can be saved a t  t h e  expense of e r r o r s  i n  t h e  order of 1 
or 2 km (and m/sec) by r a i s i n g  AR as high as It i s  doubtful whether 
one would wish t o  use higher values  of AR because of t h e  r a p i d  r i s e  i n  e r r o r  
f o r  a very small decrease i n  in t eg ra t ion  t i m e .  
Accuracy and in t eg ra t ion  t ime f o r  t r ans luna r  .... - - _ _ _ _ . .. . case . - Figure 5 presents  t h e  
i n t e g r a t i o n  time and p o s i t i o n  and ve loc i ty  deviat ions f o r  t h e  t rans lunar  t ra ­
j e c t o r i e s  using t h e  same values  of Au, AL, and AR as f o r  t h e  data of f i g ­
ure 4. The e r r o r  i n  t h e  s i n g l e  p rec i s ion  so lu t ion  due t o  round-off i s  g rea t e r  
than  5 km f o r  a l l  values  of AR. The r e s u l t s  f o r  t h e  double p rec i s ion  case 
a r e  e s s e n t i a l l y  t h e  same as f o r  t h e  t r a n s e a r t h  t r a j e c t o r y ,  but t h e  deviat ion 
from t h e  Cowell so lu t ion  f o r  small values  of AR i s  s l i g h t l y  l a r g e r  f o r  t h e  
t r ans luna r  case.  This  result probably arises from t h e  i n i t i a l  ve loc i ty  being 
used d i f f e r e n t l y  i n  t h e  two programs. Since t h e  i n i t i a l  ve loc i ty  i s  much 
l a r g e r  f o r  t r ans luna r  i n j e c t i o n ,  t h e  las t  binary d i g i t  represents  a ve loc i ty  
s u f f i c i e n t  t o  produce p o s i t i o n  deviat ions of t h e  order  of 0.5 km at t h e  moon. 
The corresponding devia t ion  f o r  t h e  t r a n s e a r t h  case i s  about 1/4 t h i s  amount. 
_ _ _ ~  - - -- - - . 
4"he i n t e r a c t i o n  of var ious parameters and i n i t i a l  condi t ions sometimes 
causes t h e  cance l l a t ion  of e r r o r s .  Such cance l l a t ion  produced u n r e a l i s t i c a l l y  
small e r r o r s  f o r  t h e  two l a r g e s t  values  of AR i n  t h e  single p rec i s ion  case 
and f o r  AR = 5x10m4 i n  t h e  double p rec i s ion  case.  For t h i s  reason t h e  pos i ­
t i o n  deviat ions given i n  f i g u r e  4 f o r  t h e  s i n g l e  p rec i s ion  cases  are t h e  max­
i m u m  encountered i n  t h e  da ta  f o r  f igu res  2 and 3 with Au set t o  0.1, while 
t h e  one poin t  f o r  double p rec i s ion  i s  omitted. 
14 

It w a s  found t h a t  t h e  l a r g e r  e r r o r s  i n  t h e  single p rec i s ion  case a r i s e  
because near t h e  e a r t h  t h e  upper bound on AQ produces very s m a l l  s t e p  s i z e s ,  
hence, very small per turba t ions  which are mostly l o s t  during r e c t i f i c a t i o n .  
This  d i f f i c u l t y  could be remedied by t ak ing  s e v e r a l  i n t e g r a t i o n  steps between 
r e c t i f i c a t i o n s ,  but it w a s  pointed out earlier t h a t  t h i s  procedure i f  done 
over t h e  e n t i r e  t r a j e c t o r y  r equ i r e s  excessive i n t e g r a t i o n  t imes.  S ing le  p re ­
c i s i o n  could be used e f f i c i e n t l y  i f  t h e  program w e r e  made t o  t a k e  seve ra l  
i n t eg ra t ion  s t eps  between r e c t i f i c a t i o n s  near t h e  cen te r s  of a t t r a c t i o n  and 
t o  r e c t i f y  every i n t e g r a t i o n  s t e p  elsewhere. The l o g i c  and computations f o r  
t h i s  procedure would r e q u i r e  more a d d i t i o n a l  s to rage  t h a n  t h e  use of double 
prec is ion ,  but  t h e r e  might be a small saving i n  i n t e g r a t i o n  t i m e .  
Time requirements f o r  i terative s o l u t i o n  of Kepler's equation. - It w a s  
pointed out e a r l i e r  t h a t  one of t h e  b ig  advantages of Danby's method over 
o thers  f o r  space navigat ion i s  t h e  ease of r e s t a r t i n g  t h e  in t eg ra t ion .  If t h e  
in t eg ra t ion  i s  t o  be stopped p r e c i s e l y  a t  a given t i m e  i n  order  t o  process 
observat ional  da ta ,  an a d d i t i o n a l  computation, namely, t h e  invers ion  of 
Kepler ' s  equat ion by i t e r a t i o n ,  i s  requi red .  The computation t i m e  requi red  
f o r  t h i s  i t e r a t i o n  w i l l  be d i f f e r e n t  f o r  each ind iv idua l  so lu t ion ,  but some 
rep resen ta t ive  values  were obtained as follows: The i n i t i a l  condi t ions f o r  
t h e  t r ans luna r  t r a j e c t o r y  were used as a s t a r t i n g  po in t ,  and t h e  i n i t i a l  
increment of eccen t r i c  anomaly w a s  s e t  a t  0 .1  rad ian .  The program w a s  
requi red  t o  f i n d  t h e  change i n  eccen t r i c  anomaly corresponding t o  a time 
increment of one hour t o  an accuracy of one p a r t  i n  lo7 ( i - e . ,  t o  0.00036 see 
i n  t h i s  c a s e ) .  The time f o r  100 so lu t ions  w a s  measured, and t h e  process w a s  
repeated f o r  t r a n s e a r t h  i n j e c t i o n .  The same da ta  were a l s o  obtained t o  an 
accuracy of one p a r t  i n  lo8 and a l l  t h e  r e s u l t s  were presented i n  t a b l e  I .  
The data f o r  t h e  higher accuracy were computed using double p rec i s ion  because 
when d t /& i s  small t h e  accuracy of one p a r t  i n  lo8 cannot be achieved with 
s i n g l e  prec is ion .  The accuracy a c t u a l l y  needed remains t o  be es tab l i shed ,  but 
one p a r t  i n  lo7 should be ample f o r  most app l i ca t ions .  Even an a d d i t i o n a l  
order of magnitude i n  accuracy does not r equ i r e  an  excessive amount of compu­
t a t i o n  t ime.  
Comparison With  Cowell's Method 
Two Cowell programs were used f o r  comparison with Danby's method. Cowell 
program A computes only a single t r a j e c t o r y  (no t r a n s i t i o n  matr ices)  w h i l e  
Cowell program B computes t h e  i d e n t i c a l  re fe rence  t r a j e c t o r y  p lus  t h e  t r a n s i ­
t i o n  matr ices .  All programming f o r  Danby's method, except for subrout ine for 
multiplying matr ices ,  w a s  done i n  t h e  For t ran  I V  computer language but could 
probably be done more e f f i c i e n t l y  i n  assembly language ( M A P ) ,  commonly c a l l e d  
machine language. On t h e  other  hand, t h e  Cowell i n t e g r a t i o n  subrout ine,  which 
comprises near ly  ha l f  of Cowell program A and over 1/4 of Cowell program B, i s  
wr i t t en  i n  machine language. 
It should be pointed out t h a t  t h e  navigat ion and guidance t a s k  r equ i r e s  
t h e  in t eg ra t ion  t o  be stopped f requent ly  f o r  t h e  processing of observed da ta  
and f o r  t h e  computation of several v e l o c i t y  co r rec t ions .  These operat ions 
r equ i r e  the  use of t h e  t r a n s i t i o n  matrices so t h a t  it i s  l o g i c a l  t o  compare 
Cowell program B, including an  appropr ia te  number of restarts, with Danby's 
method. However, it i s  of i n t e r e s t  t o  know t h e  requirements of var ious opera­
t i o n s  so t h a t  data f o r  comparison of t h e  performance of t h e  following t a s k s  
have been obtained. 
(1) The i n t e g r a t i o n  of a s i n g l e  t r a j e c t o r y  without intermediate  restarts. 
(2 )  The computation of a t r a j e c t o r y  and i t s  a s soc ia t ed  t r a n s i t i o n  
matrices without restarts. 
(3) The computation of a t r a j e c t o r y  and i t s  a s soc ia t ed  t r a n s i t i o n  
matrices with restarts at appropr ia te  t i m e s  to simulate a naviga­
t i o n  problem. 
The problem of computing ve loc i ty  co r rec t ions  i s  q u i t e  complicated and 
has been l e f t  f o r  a f u t u r e  study except f o r  t h e  following cursory examination: 
Danby' s method inherent ly  includes computing of t h e  two-body t r a n s i t i o n  
matrices.  These matrices a r e  known t o  be accura te  enough f o r  use i n  t r a j e c t o r y  
determination, but  introduce l a r g e  e r r o r s  i n  v e l o c i t y  cor rec t ions  computed a t  
g rea t  d i s tances  from t h e  te rmina l  po in t .  There are s e v e r a l  poss ib l e  ways of 
cor rec t ing  f o r  t h i s  inaccuracy, including t h e  use of i t e r a t i o n .  I t e r a t i o n  
would s a c r i f i c e  some of t h e  speed advantage of Danby's method over Cowell's, 
but would e l imina te  t h e  need f o r  a guidance re ference  t r a j e c t o r y .  (Such a 
re ference  t r a j e c t o r y ,  discussed i n  re ference  7,  i s  co r rec t  from i n j e c t i o n  t o  
t h e  te rmina l  po in t  and should not be  confused w i t h  t h e  re ference  conics of 
Danby's or  Encke's method.) Thus, some of t h e  speed of t h e  Danby i n t e g r a t i o n  
would be t r aded  f o r  a reduct ion i n  s torage  requirements.  Other p o s s i b i l i t i e s  
include t h e  computation of t h e  t r a n s i t i o n  matrices by t h e  method of refer­
ence 5, compensation f o r  t h e  e f f e c t s  of per turba t ions  on t h e  t r a n s i t i o n  
matrices ( ref .  8), o r  t h e  use of precotquted two-body a i m  p o i n t s .  
Time requirements.- Cowell programA requ i r e s  about 18 sec ,  exclusive of 
computer output t i m e ,  to i n t e g r a t e  t h e  t r a n s e a r t h  t r a j e c t o r y  and 17 sec  i n  t h e  
t r ans luna r  case o r  about 2.5 t imes t h e  requirement f o r  equivalent  accuracy 
using Danby's method. Cowell program B r equ i r e s  about 43 see f o r  t h e  same 
in t eg ra t ion ,  t h a t  i s ,  about 6.5 times more than  i s  requi red  by Danby's method. 
The t ime requirements r e s u l t i n g  from a l a r g e  number of r e s t a r t s  w i l l  be d i s ­
cussed later.  
Storage requirements. - The program using Danby's method and s i n g l e  p r e c i ­
s ion  throughout r equ i r e s  a t o t a l  of 2775 words of computer s torage  of which 
2398 words a r e  program and 377 are data. These f i g u r e s  do not include t h e  
For t ran  monitor system o r  t h e  subrout ines  f o r  obtaining t h e  ephemerides of t h e  
sun and moon. The ephemerides computation, which i s  t h e  same f o r  both methods 
of i n t eg ra t ion ,  r equ i r e s  about 1700 words of s torage .  Since it i s  known t h a t  
t h i s  requirement can be reduced by about an  order  of magnitude (by use of a 
more spec ia l i zed  method), it has been el iminated from comparison. When t h e  
oscula t ing  conic i s  computed i n  double prec is ion ,  t h e  s torage  requirement 
increases  by 72 data words f o r  a t o t a l  of 2849. 
For comparison, Cowell program A r equ i r e s  2568 words of s torage  of which 
237 are f o r  da ta ,  while Cowell program B r equ i r e s  4172 words, of which 814 
16 
are f o r  data .  Thus, when used as p a r t  of a navigat ion system, Danby's method 
requi res  about l / 3  l e s s  s torage  than  t h e  Cowell program. 
Ef fec t s  of r e s t a r t i n g . - Cowell program B and t h e  s ing le  p rec i s ion  vers ion  
of Danby's method w e r e  modified s l i g h t l y  t o  allow t h e  in t eg ra t ion  t o  be 
stopped and r e s t a r t e d .  The t r ansea r th  t r a j e c t o r y  was then  in tegra ted  with 
each program, t h e  in t eg ra t ion  being stopped and r e s t a r t e d  a t  45 t i m e s  which 
was considered s u f f i c i e n t  for  making observations f o r  t r a j e c t o r y  est imat ion.  
The r e s u l t i n g  change i n  terminal  pos i t i on  w a s  0.02 km f o r  Cowell's method and 
0.34 km f o r  Danby's method (using AR = lo-*, Au = 0.1, and AL = 0.01). The 
in t eg ra t ion  t i m e  f o r  t h e  Cowell program increased t o  about 2.4 m i r ~ , ~w h i l e  
t h a t  f o r  Danby's method increased t o  about 8 sec .  
The data i n  t a b l e  I ind ica t e  t h a t  45 add i t iona l  so lu t ions  of Kepler 's  
equation cont r ibu te  no more than  about 1 sec of t h e  add i t iona l  i n t eg ra t ion  
t i m e  f o r  Danby's method. This f igu re  i s  confirmed when it is  noted that t h e  
t o t a l  number of i n t eg ra t ion  s teps ,  including repea ts  f o r  reducing s t e p  s i z e  
or stopping a t  t h e  des i red  time, i s  increased from 83 t o  126. The t o t a l  nun­
ber of i n t eg ra t ion  s t eps  could probably be reduced by t h e  use of add i t iona l  
program log ic .  However, t h e  in t eg ra t ion  time i s  s t i l l  small, and it i s  doubt­
f u l  whether t h i s  complication i s  worthwhile unless  a considerably g rea t e r  nun­
ber of observations i s  t o  be made. 
~~~~~~Further improvements f o r  use i n  space navigat ion systems.- For t h e  sample 
navigation problem j u s t c o n s i d e r e d ,  it has been found t h a t  Cowell's method 
requi res  about 17.5 t imes as much computing time as Danby's method. The 
Cowell program can be modified t o  reduce t h i s  f a c t o r  t o  between 8 and 10 a t  
t h e  s a c r i f i c e  of accuracy. Likewise, t h e  in t eg ra t ion  time fo r  Danby's method 
could probably be reduced fu r the r  by programming improvements including t h e  
use of machine language. However, i n  t h e  p a r t i c u l a r  problem considered, it i s  
known t h a t  t h e  in t eg ra t ion  t i m e  required by Danby's method i s  no g rea t e r  than  
t h e  time required t o  process t h e  data from 45 observations.  Further i n v e s t i ­
ga t ion  i s  needed t o  e s t a b l i s h  whether t h e  complete navigation system can b e s t  
be improved by a more r e f ined  in t eg ra t ion  method or by more e f f i c i e n t  da ta  
processing. 
CONCLUDING REMARKS 
The da ta  presented here show t h a t  for i n t eg ra t ing  a s ing le  re ference  
t r a j e c t o r y  and computing t h e  assoc ia ted  t r a n s i t i o n  matrices Danby's method 
requi res  only about two-thirds t h e  s torage  requi red  by Cowell's (program B) 
method and about one-sixth t h e  computing t ime. If t h e  t r a n s i t i o n  matrices are 
omitted, t h e  s torage requirement f o r  Cowell's method i s  s l i g h t l y  less than  f o r  
'Other Ames programs using t h e  Cowell i n t eg ra t ion  f o r  simulation of 
guidance and navigation systems ( e . g . ,  see  r e f .  7)  use f ixed  s t e p  mode between 
those  observations which a r e  scheduled a t  reasonably shor t  i n t e r v a l s .  These 
programs r equ i r e  less in t eg ra t ion  time than t h e  above f igu re ,  but t h e  s tops  
f o r  observations r e s u l t  i n  terminal  e r r o r s  of about 6 km f o r  t h i s  number of 
observations.  
Danby's method, but t h e  in t eg ra t ion  t ime is  s t i l l  about t h r e e  times t h a t  
requi red  fo r  Danby's method. The accuracies  of t h e  two methods a r e  (as far as 
could be ascer ta ined)  comparable and are s a t i s f a c t o r y  f o r  space navigat ion.  
The in t roduct ion  of a number of s tops  and restarts to al low f o r  es t imat ion 
of t h e  t r a j e c t o r y  from observed data increases  t h e  time requi red  by both 
methods. However, t h e  increase  f o r  Cowell's method i s  so g rea t  t h a t  i n  t h e  
sample problem considered, t h e  Cowell i n t e g r a t i o n  requi red  17.5 times as much 
computing t i m e  as Danby's method. The restarts have l i t t l e  e f f ec t  on t h e  
accuracy of e i t h e r  so lu t ion ,  but it i s  poss ib l e  to reduce t h e  in t eg ra t ion  t ime 
f o r  Cowell's method by a f a c t o r  of about 2 a t  t h e  expense of f a i r l y  l a r g e  t e r ­
minal e r r o r s .  
A s u i t a b l e  Encke program w a s  not a v a i l a b l e  for comparison. However, 
Encke's method r equ i r e s  t h e  so lu t ion  of t h e  same conic equations,  while t h e  
computation of t h e  per turba t ions  i s  more complex than  f o r  Danby's method. 
Also, s ince  Encke's method r equ i r e s  t h e  s o l u t i o n  of a set of d i f f e r e n t i a l  
equations f o r  t h e  per turba t ions ,  a complex procedure i s  requi red  t o  r e s t a r t  t h e  
t h e  in t eg ra t ion .  On t h i s  bas i s ,  Danby's method can be assumed to be a t  least 
competit ive with Encke' s, p a r t i c u l a r l y  i f  t h e  t r a n s i t i o n  matrices are needed. 
F ina l ly ,  while t h e  equations for t h e  conic so lu t ions  and t h e  t r a n s i t i o n  
matrices are r a t h e r  complex, they r equ i r e  only a knowledge of t h e  ca lcu lus  and 
elementary matrix theory f o r  t h e i r  formulation. Furthermore, no d e t a i l e d  
knowledge of numerical methods i s  requi red  t o  set up t h e  quadrature of pe r tu rb ­
ing acce le ra t ions .  For these  reasons,  Danby's method o f f e r s  a s impl i c i ty  and 
v e r s a t i l i t y  which seems p a r t i c u l a r l y  w e l l  s u i t e d  to engineering appl ica t ions .  
Ames Research Center 
National Aeronautics and Space Administration 
Moffett F i e ld ,  C a l i f . ,  June 21, 1966 
125-17-05 -01-21 
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APPENDIX A 
EQUATIONS FOR THE CONIC TRAJECTORY AND TRANSITION MATRICES 
Laplace's  f and g formulation, which i s  summarized below, w a s  used t o  
ca l cu la t e  t h e  re ference  conic.  (See ref.  9 f o r  a d e t a i l e d  explanation.)  Fol­
lowing t h e  discussion of t h e  re ference  conic,  t h e  de r iva t ion  of t h e  equations 
f o r  t h e  t r a n s i t i o n  matrix i s  presented. This  de r iva t ion  i s  intended t o  cor­
respond as c lose ly  as poss ib l e  with t h e  program l i s t i n g  (SUBROUTINE PARTS) 
given i n  appendix D and f o r  t h i s  reason may seem r a t h e r  awkward from a mathe­
matical  po in t  of view. Reference 10 presents  d i f f e r e n t  formulations of t h e  
equations f o r  t h e  conic t r a j e c t o r y  and t h e  t r a n s i t i o n  matrix which are v a l i d  
f o r  a l l  conics,  w h i l e  t h e  ones given here  break down i n  t h e  parabol ic  case.  
The formulas i n  re ference  10 may a l s o  r equ i r e  l e s s  computer t i m e  and s torage  
and t h e i r  use should be considered i n  f u t u r e  app l i ca t ions .  
The equations f o r  t h e  re ference  conic a r e  based on t h e  assumption t h a t  
t h e  pos i t i on  and ve loc i ty  vec tors ,  go and yo,respec t ive ly ,  a t  t ime to are 
given. Then a t  t i m e  t 
- -R = mo + gvo 
( A l )  
v = iRo + gvo 
The following s e t  of formulas (eqs .  (A2) through ( A 9 ) )  f o r  t h e  s c a l a r s  f ,  g,  
f ,  and and appropr ia te  vers ion  of Kepler 's  equation are given by Pines' i n  
an unpublished work. 
f:- m f3 
RoR 
g = l - -la1 fz = 1 -R-R O  (1 - f )  
IPines ,  Samuel: Analyt ic  Mechanics Associates,  Uniondale, New York. 
where p i s  t h e  product of t h e  universa l  g r a v i t a t i o n  constant  and mass of t h e  
c e n t r a l  body. The semimajor axis, a, is  given by 
This  equation i s  v a l i d  f o r  both e l l i p t i c  and hyperbolic o r b i t s  and g ives  a 
negative value f o r  a i n  the hyperbolic case.  
The d e f i n i t i o n s  above a r e  v a l i d  for both e l l i p s e s  and hyperbolas, p ro­
vided fi a r e  defined as follows: 
(1) For e l l i p t i c  o r b i t s  
fl = 8 - s i n  8 
f2 = 1 - cos 0 
f3 = s i n  0 
f4 = COS e 
I
I
(2 )  For hyperbolic o r b i t s  
f, = s inh  0 - 8 
f2 = COSh 0 - 1 
f3 = s inh  8 
Here 8 i s  t h e  change i n  eccen t r i c  anomaly (E - Eo) or  i n  hyperbolic anomaly 
( F  - Fo),  whichever i s  appropr ia te .  
A s e r i e s  i s  used f o r  evaluat ing fl and f,; then  f3 and f4 can be com­
puted by use of t h e  def ining equations.  The s e r i e s  f o r  fl and f2 a r e  given 
The f a c t o r  (-a/lal) automatical ly  changes t h e  series from c i r c u l a r  t o  hyper­
b o l i c  funct ions.  This  formulation i s  s i m i l a r  to t h e  one used i n  re ference  10 
(Herr ick’s  v a r i a b l e ) ,  but i s  not v a l i d  f o r  t h e  parabol ic  case.  
20 
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If equation (A7)  i s  to be solved f o r  t h e  value of 0 corresponding to a 
given A t ,  it i s  necessary to use an  i t e r a t i o n .  The i t e r a t i o n  method used i n  
t h i s  study can be understood b e s t  by examination of t h e  l i s t i n g  of SUBROUTINE 
LAPLCE i n  appendix D and w i l l  not be discussed here .  
The t r a n s i t i o n  matr ices  w e r e  obtained i n  c losed  form by d i f f e r e n t i a t i n g  
equations ( A l )  wi th  respec t  t o  t h e  i n i t i a l  components of p o s i t i o n  and ve loc i ty .  
For convenience, t h e  following no ta t ion  is defined: 
OR grad ien t  operator  with t h e  components of p o s i t i o n  as t h e  inde­
pendent v a r i a b l e  
vV grad ien t  operator  with t h e  components of v e l o c i t y  as t h e  inde­pendent v a r i a b l e  
Using these  d e f i n i t i o n s ,  we can wr i t e  t h e  t r a n s i t i o n  matrix i n  p a r t i t i o n e d  
form as 
ag a~ 
ago avo 
@ =  
av av 
ago avo 
From equation (AI) 
where I i s  a 3x3 un i t  matrix. 
21  

- -  
From t h e  de f in i t i ons  of t h e  fi it can be seen t h a t  
dfl = f2  d6 
df2 = f3  d6 
df3 = f4 d6 
-adf4 = ­
1.1 
Using equations (~13),one can write 
-la1V f  = f3VO + -a2 R o  
RO Ro2 la(f2 
vi = - V f  I - f  - R o  -T -RO 
RRO 
mo + 
R3 
- (1 - f ) ( m  ) R
R 
The no ta t ion  dR i s  used here to mean or  aE//To whichever i s  
appropriate .  F ina l ly ,  i f  At i s  held constant,  t hen  
22 
This expression can be solved f o r  VG t o  g ive  
v%, = -
For convenience i n  programming, two one-dimensional a r r ays  l abe led  Q and C 
a r e  defined. The p a r t  of the Q a r r ay  which depends only on t h e  values of 
Ro and vo ( i . e . ,  not on At o r  e )  i s  computed i n  SUBROUTINE CNSTNT while t h e  
remainder i s  computed i n  SUBROUTINE LAPLCE. These a r r ays  are defined below i n  
t abu la r  form. Note t h a t  t h e  elements a r e  given i n  numerical order and not i n  
t h e  order i n  which they are computed i n  program. 
Index Q a r r ay  
1 f1 

2 f2  
3 f3  
4- f 4  
5 f 

6 

7 

8 

9 

10 

11 

12 

1-3 

14 

15 R 2  
16 R 
17 I4 /Ro 

18 

19 

20 

21 

22 

23 

23 

It can be shown t h a t  formulas for t h e  grad ien ts  i n  equations ( A l 4 )  through
(~18)which apply f o r  both e l l i p t i c  and hyperbolic o r b i t s  are as follows: 
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= - (Cl5C1. + -)Q3 Eo - Q l l Q 1 3 Q  -
VO&9&16 Q 1 6  
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APPENDIX B 
EQUATIONS FOR PERTURBING ACCELERATIONS 
The per turbing acce lera t ions  a r e  cowputed on t h e  basis of t h e  four-body 
equations of motion given i n  re ference  7. The coordinate  system i s  Cartesian 
with t h e  X axis p o s i t i v e  toward t h e  ve rna l  equinox, t h e  Z axis p a r a l l e l  to 
t h e  e a r t h ' s  po lar  axis ,and t h e  Y a x i s  completing a r i g h t  handed orthogonal 
set .  When t h e  veh ic l e  i s  wi th in  66,000 km of t h e  moon a se lenocent r ic  system 
i s  used w h i l e  otherwise it i s  geocentr ic .  The v e h i c l e ' s  equations of motion 
i n  t h e  geocent r ic  system a r e  as follows: 
where (Xm, Ym, Zm) and (Xs, Ys, 2 s )  are t h e  pos i t i ons  of t h e  moon and sun, 
respec t ive ly .  Other q u a n t i t i e s  are def ined as follows: 
Re = ,/X2 + Y2 + Z2 
x, 2 + Y s2 + zs2 
2 2 2(x - x,) + (Y - Ys) + (z - zs) 
pe = 3.986031~10~km3/sec2 
28 

where RQ is  t h e  mean equa to r i a l  rad ius  of t h e  ea r th .  
The three components of t h e  vector  U of per turbing acce lera t ions  
(eq. ( 2 ) )  a r e  obtained by subt rac t ing  t h e  f irst  harmonic t e r m  ( t h e  two-body 
por t ion)  of t h e  acce le ra t ion  from t h e  t o t a l .  Thus, i n  geocentr ic  coordinates:  
I n  se lenocent r ic  coordinates,  t h e  terms involving J are omitted and 
X, Y ,  and Z now denote t h e  v e h i c l e ' s  p o s i t i o n  with respec t  t o  t h e  center  of 
t h e  moon. I n  t h i s  case 
(Note t h a t  i n  t h e  program l i s t i n g s  t h e  p o s i t i o n  vec to r s  of t h e  moon E 
and t h e  sun ps and t h e  ve loc i ty  vec tor  of t h e  moon always refer t o  
geocentr ic  coordinates . )  
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APPENDIX c 
SIMPSON'S R W  FOR UNEQUAL TIME INCR-S 
It is  des i red  to i n t e g r a t e  t h e  transformed forc ing  func t ion  y over t h e  
t i m e  i n t e r v a l  from toto t2. W e  assume t h a t  each coqonen t  yi can be f i t  
over t h e  i n t e r v a l  with an  equation of t h e  form 
y = a2(t - to)2+ al( t  - to)+ a. (Cl) 
The subscr ip t ,  i, ind ica t ing  t h e  component of y has been omitted and equa­
t i o n  (Cl) may be taken  as represent ing any of t h e  six components of y. 
L e t  tl be some t i m e  between to and t 2  and def ine  
. 
h = t - t o  
h2 = t 2  - to 
then  equations ( C l )  and (C2) can be combined t o  g ive  
Yo = a0 

y1 = a2h12 + alhl + a. 

y2 = a2h22 + alh2 + a. 

- -  
I 

The coe f f i c i en t s  of t i n  equation ( C l )  can be found by t h e  simultaneous 
so lu t ion  of equations ( ~ 3 ) ~and are 
I 

a0 = Yo 
2
( Y 1  - Y0)h2 - ( Y 2  - Yo)hl
ai = 
hlhz2 - h12h2 
a2 = 
( Y 2  - YJhl - ( Y 1  - Y0)h2 
hlh22 - h12h2 
The i n t e g r a l  of equation ( C l )  i s  
&2 
y d t  = Lh2(a2h2 + alh + a,)& = -3 h23 + 3 hZ2 + a0h2 ( C 5 )2 
0 
Subs t i t u t ion  for t h e  a i  from equations ( C 4 )  gives 
+ Y0h2 
Col lect ing terms i n  Yn changes equation ( ~ 6to 
The coe f f i c i en t s  of t h e  yn are funct ions only of t i m e  and are v a l i d  f o r  each 
component of y. They a r e  s tored  i n  the  A I  a r r a y  i n  t h e  program. 
APPENDIX D 
PROGRAM LISTINGS 
The following pages present  t he  Fortran I V  l i s t i n g s  of t he  main program 
and subroutines used f o r  Danby's i n t eg ra t ion  method. The s ingle  prec is ion  
vers ion i s  presented here ,  bu t  t h e  program i s  s e t  up for easy conversion t o  
double prec is ion  computation of t h e  osculat ing conic,  t o  more than one in t e ­
g ra t ion  s t ep  between r e c t i f i c a t i o n s ,  and f o r  inclusion i n  a complete guidance 
and navigation program. For t h i s  reason a l l  common da ta  a r e  s tored i n  
"labeled common," and s torage is provided f o r  a number of superfluous var i ­
ab le s .  Comment cards have been inser ted  a t  appropriate  po in ts  t o  explain the  
operation of t h e  program. 
In  addi t ion  t o  the  subroutines for which complete l i s t i n g s  a r e  provided, 
t he  program uses f i v e  general  purpose subrout ines .  Only enough l i s t i n g  is  
presented t o  explain the  use of these  subrout ines .  
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C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 
W C 
W C 
ACCUMULATE T O T A L  I N T E G R A T I O N  T I M E  I N  D O U B L E  P R E C I S I O N  

DOUBLE P R E C I S I O N  T A P R S v T A D P  

D E F I N I T I O N  OF V A R I A B L E S  

T S = S T O P  T I M E  

T A = T I M E  FROM I N J E C T I O N  T O  P R E S E N T  

(JE,UM,US = MU OF EARTH,SUN,MOON 

HT=+1.0 F O R  FORWARD I N T E G R A T I O N ,  -1.0 FOR BACKWARD 

H E =  S T A R T I N G  I N C R E M E N T  I N  E C C E N T R I C  ANOMALY 

RR= P O S I T I O N  VECTOR 

VV= V E L O C I T Y  VECTOR 

K ( l ) = - l  FOR MOON C E N T E R E D  C O O R D I N A T E S ,  +1 FOR E A R T H  C E N T E R E D  

K ( 2 )  NOT U S E D  

K ( 3 ) =  L I M I T  ON NUMBER OF P A S S E S  THROUGH I N T E G R A T I O N  LOOP 

K ( 4 ) =  ZERO E X C E P T  WHEN C O O R D I N A T E S  ARE T O  B E  S W I T C H E D  

K ( 5 ) =  ZERO EXCEPT WHEN TRAJECTORY I S  COMPLETED 

K ( 6 )  NOT U S E D  

D A T E =  J U L I A N  D A T E  OF S T A R T  OF SUN-MOON T A B L E S  

DAYS= NOT U S E D  

ACCREC= A S U B  R -- S E E  T E X T  

A C C U I =  A SUB U 

A C C L I =  A S U B  L 

CJZ= J * ( R  S U B  Q ) * + 2  -- S E E  A P P E N D I X  B 

CHOVER = RANGE F R O k  MOON OF C O O R D I l v A T E  S W I T C H  

T I =  I N J E C T I O N  T I M E  

PS= P O S I T I O N  VECTOR OF SUN 

PM= P O S I T I O N  VECTOR OF MOON 

C V M = V E L O C I T Y  VECTOR OF MOON 
C DELM= V E H I C L E - M O O N  D I S T A N C E  
C AE I S  T R A N S I T I O N  M A T R I X  F R O M  S T A R T  OF T R A J E C T O R Y  TO P R E S E N T  
C A L L  C L O C K ( T X 1  
C FROM H E R E  TO S T A T E M E N T  100 I h I T I A L I Z E S  PROGRAM FOR ONE T R A J E C T O R Y  
C I N T E G R A T I O N  
200 R E A D ( 5 , l l l )  TS,TA,UEI,UMI,HTI,HEI,(RR(I)~I=l,3)t(VV(I)~I=l,3) 
111 F O R M A T ( 3 E 1 6 o 8 1  
R E A D ( 5 y 9 0 1 )  (K(J ) y J = l 9 6 )  
R E A D ( 5 9 1 1 1 )  DATE,DAYS,TIME,ACCREC,ACCUI,ACCLI,CJZ,US,CHOVER 
901 	F O R M A T ( 6 1 5 )  
T M S T O P = T S  
T I M E I z T I M E - T A  
T I M E A = T A  
T A P R S = T A  
T A D P = T A  
UE=UE I 
U M = U M I  
H T = H T I  
HE=HE I 
DO 810 I = l , 3  
R Z E R O (  I) = R R ( I  1 
810 V Z E R O ( I ) = V V ( I I  
WRITE(6,902)TMSTOP,TIMEA,'JE 
902 F O R M A T ( 1 H 1 ~ 7 H T M S T O P = , D Z 5 o l 6 ~ 6 H T I M E A = ~ D 2 5 o l 6 , 3 H H E ~ ~ D Z 5 ~ 1 6 ~  
W R I T E ( 6 , 9 0 3 )  UM,HTyHE 
903 F O R M A T ( 1 H  ,3HUM=,D25o16,3HHT=,DZ5ol6,3HHE=~D25ol6) 
W R I T E ( 6 , 9 0 4 )  ( R Z E R O ( I ) , I = l , 3 )  
904 F O R M A T ( 1 H  ,ZHX=,D25o16,2HY=,D25o16yZHZ=,D25.16) 
W R I T E ( 6 , 9 0 5 ) ( V Z E R O ( I f r I = l t 3 )  
905 F O R M A T ( 1 H  ~ 3 H X D ~ , D 2 5 0 1 6 ~ 3 H Y D ~ ~ O Z 5 0 1 6 ~ 3 H Z D ~ ~ D Z 5 0 1 6 ~  
WRITE(6,906)(K(I),I=l,6) 
118 F O R M A T (  1H-, 5x9 S H T I M E A ,  12x9 5 H X  ( K M )  9 1 2 X v 5 H Y  ( K M  1 9 1 2 X  ,5HZ ( K M  1 ,1 O X  
lD(KM/SEC),7X,lOHYD(KM/SEC),?X,lOHZD(KM/SEC),5X,9HSTEP S I Z E )  
l O H X  
W R I T E ( 6 , 1 1 9 )  

119 F O R M A T ( 1 H  ,6X,4HDELX,13X,4HDELY, l3X,4HDE~Z, l3X,4HDELR,~4X, lHR, l6X,  
1 1 H V , l 5 X , 4 H D E L M )  
C A L L  M S L O A D ( T M O O N ~ 1 ~ 1 ~ ~ 3 2 ~ T S U ~ ~ l ~ l ~ ~ 4 ~ D A T E ~ N O M ~ P T S ~ N O S P T S ~  
C A L L  C L O C K ( T X ( 2 ) )  
IMOON=O 
I S U N = O  
KERR=O 
H E P = H E  
I C Y C L E = O  
DO 10 1 ~ 1 7 3 6  
10 A E ( I , l ) = O o O  
DO 11 1 ~ 1 9 6  

D E L X ( I ) = O o O  
11 A E ( I , I ) = l o O  
C B E G I N N I N G  O F  I N T E G R A T I O N  L O O P  
100 DO 7 I = l , 3  
7 R P R E S ( I ) = R Z E R O ( I )  
C A L L  MOON( T I  ME, P M (  1) TMOON(  1 9 1 )  32 ,NOF.IPTS 9 K E R R  ,3HPOS, I M O O N  1 
9 C A L L  S U N P ( T I M E ~ P S ( 1 ) ~ T S U N ( l ~ l ~ ~ 4 ~ N O S P T S ~ K E R R ~ I S U N l  
8 C A L L  GVEC 
C G V E C  COMPUTES F O R C I N G  F U N C T I O N  
D E L M P = D E L M  
v=o.o 
D O  6 1 ~ 1 9 3  
6 V = V + V Z E R O ( I ) * * 2  
C O U T P U T S  T I M E  I N  D A Y S  
V = S Q R T (  V )  

T I M E B = T I M E A / 8 6 4 0 O O 0  
103 FORMAT(lHO,E16~8,6E17o8,E13o4/7El7~8,I5) 
I . F ( K ( 5 )  1 221,2219200 
w 
Ln 
W C C N S T N T  COMPUTES PART OF Q ARRAY A F T E R  R E C T I F I C A T I O N  
2 2 1  CALL C N S T N T  
DO 2 1  I t 1 9 3  
2 1  G C ( I , l ) = O . O  
DELTE=O.O 
ESTOP=1.0  

T P R S = T I M E  
T A P R S = T A D P  
212 M A = l  
12  I C Y C L E = I C Y C L E + l  
I F ( I C Y C L E - K ( 3 ) )  1 1 0 ~ 2 0 0 9 2 0 0  
110 GO T O  ( 2 4 9 1 7 9 1 7 ) t M A  
2 4  K ( 5 ) = 0  
C E A C H  TRANSFORMED F O R C I N G  F U N C T I O N 9  Y I N  T E X T 7  IS ONE COLUMN OF GC 
C S T O R E  I N I T I A L  V A L U E  OF G I N  F I R S T  COLUMN OF GC 
DO 25 1 ~ 1 9 3  
25 G C ( I + 3 9 l l = G ( I )  
2 4 1  MA=2 
GO T O  1 2  
C I N C R E M E N T  D E L T E  ONE S T E P  
17 D E L T E = D E L T E + H E  
C 	 COMPUTE NEW 2 BODY P O S I T I O N 9  R P R E S y  AND V E L O C I T Y ,  V P R E S  
C A L L  L A P L C E  
C 	 COMPUTE T R A N S I T I O N  M A T R I X 9  A 0 9  FROM R E C T I F I C A T I O N  T O  P R E S E N T  
C A L L  P A R T L S  
H ( M A - 1  )=Q ( 23 1 
T A P R S = T A D P + Q ( 2 3 )  
T P R S = T A P R S + T I M E I  
C A L L  S U N P ( T P R S , P S ( ~ I ~ T S U N ( ~ T ~ ) ~ ~ ~ N O S P T S , K E R R T I S U N )  
19 C A L L  M O O N ( T P R S , P M ( l ) , T M O O N ( L 1 1 ) , 3 2 1 N O M P T S , K E R R ~ 3 H P O S ~ I M O O N )  
C COMPUTE NEW F O R C I N G  F U N C T I O N  
20  CALL GVEC 
C 	 TRANSFORM G TO L A S T  R E C T I F I C A T I O N  T I M E  AND STORE I N  GC 
C A L L  X P Y X M ( G ( l ) , A A ( l , l , l ) , G C ( 4 r M A )  t l r 3 , 3 ~ 3 , 1 )  
DO 22 I = l t 3  
22 	G ( I ) = - G ( I )  
C A L L  X P Y X M ( G ( l ) r A A ( l r l , 2 ) , G C ( 1 , M A ) , 1 1 3 r 3 1 3 1 1 )  
C 	 T E S T  WHETHER GC ARRAY H A S  B E E N  F I L L E D  
GO T 0 ( 2 0 0 , 2 3 0 , 1 3 ) , M A  
230 M A = 3  
GO TO 12  
13 I F ( K ( 5 ) o G T o O )  GO TO 30 
C T E S T  WHETHER STOP T I M E  H A S  B E E N  EXCEEDED, I F  SO 
213 T S T = H T * ( T M S T O P - T A P R S )  
I F ( T S T )  14,18,30 
C COMPUTE E X A C T  VALUE OF HE T O  STOP A T  CORRECT T I M E  
14 	Q ( 2 3 ) = T M S T O P - T I M E A  
ESTOP=O.O 
DE L T E = O  0 
C A L L  L A P L C E  
H E = ( E S T O P - D E L T E ) / 2 , 0  
K ( 5 ) = 1  
GO T O  241 
18 K ( 5 ) = 1  
w 
-4 
w co 

C D E L X  I S  U S E D  ONLY WHEN NOT R E C T I F Y I N G  E V E R Y  S T E P  
243 G P ( I ) = G P ( I ) + D E L X ( I )  
C 	 D E L Y =  P E R T U R B A T I O N  S T A T E  VECTOR AT P R E S E N T  
C A L L  X P Y X M ( A O , G P T D E L Y I ~ T ~ , ~ , ~ ~ ~ )  
C CHECK C O N S T R A I N T S  ON M A G N I T U D E  OF P E R T U R B A T I O N  
CALL R O O T ( D E L Y ( ~ ) ~ D R S Q T R D E L , ~ )  
449 I F ( R - D E L M )  450,450,451 
450 T S T 7 = R D E L / R - A C C R E C  
T S T 8 = R D E L / R - O 0 2 * A C C R E C  
GO TO 452 
451 T S T 7 = R D E L / D E L M - A C C R E C  
TST8=RDEL/DELM-Oe2%ACCREC 
452 I F ( T S T 7 o L E e O o O )  GO T O  247 
C T H I S  S E C T I O N  U S E D  WHEN S T E P  S I Z E  MUST B E  REDUCED 
41  H E = H E / 2 e 0  
2 5 1  	K ( 5 ) = 0  
D E L T E = O o O  
GO TO 2 4 1  
C UPDATE T I M E  AND AE AFTER R E C T I F I C A T I O N  
250 	K ( 6 ) = 1  
DO 5 1  1 ~ 1 9 6  
5 1  	D E L X  ( I)=O 00 
T I M E = T P R S  
T A D P = T A P R S  
T I M E A = T A P R S  
60 CALL X P Y X M ( A O t A E t A A t 6 t 6 t 6 t 6 t l )  
DO 6 1  1 ~ 1 9 3 6  
6 1  A E ( I t l ) = A A (  I t  1t1) 
C RETURN TO B E G I N N I N G  OF LOOP U N L E S S  T R A J E C T O R Y  I S  T O  B E  T E R M I N A T E D  
62 I F ( K ( 5 1 o L E o O )  GO TO 100 
C A L L  C L O C K ( T X ( 3 ) )  
W R I T E ( 6 t 2 )  ( T X ( I ) ~ I = ~ ~ ~ ) T I C Y C L E  
2 F O R M A T ( l H Q t 1 7 H E N D  OF T R A J E C T O R Y T ~ X , ~ H T X ? ~ E ~ ~ * ~ , ~ X ~ ~ H I C Y C L E , I ~ )  
W R I T E  ( ~ ~ ~ ~ ~ ) T I M E B ~ ( X Z E R O ( J ) , J = ~ ~ ~ ) ~ H E T ( D E L Y ( J ) ~ J = ~ ~ ~ ) ~ R D E ~ ~ R ~ V ~ D E  
1 L M t I C Y C L E  
GO TO 100 
C CHECK FOR C O O R D I N A T E  S W I T C H  AND A D J U S T  HE SO T H A T  D E L M  WILL L I E  
C W I T H I N  5000 KM OF CHOVER 
247 	T S T 2 = K (  1) 
T S T 2 = T S  T2;: ( D E LM- CHOV ER ) 
K ( 6 ) = 0  
T S T 3 = A B S ( T S T 2 ) - 5000.0 
I F ( T S T 2 . L T . O . O )  GO TO 39 
IF(TST3.GT.O.O) GO TO 37 
33 	S H F T = K ( l )  
GO TO 38 
37 	RATIO=ABS(DELMP-CHOVER)/ABS(DELMP-DELM) 
H E = H E * R A T I O  
GO TO 2 5 1  
38 K ( 4 ) = 1  

GO TO 47 

C CHECK WHETHER S T E P  S I Z E  SHOULD I N C R E A S E  
39 I F ( T S T 6 o G T o O . O )  GO T O  47 
I F ( T S T 8 o G T o O o O )  GO T O  47 
4 5  HE=HE*2.0 
C T H I S  S E C T I O N  R E C T I F I E S  C O N I C  AND S W I T C H E S  C O O R D I N A T E S  I F  N E E D E D  
47 DO 48 1x196 
48 XZERO(I)=XPRES(I)+DELY(I) 
DELMP=DELM 
I F ( K ( 4 )  1 2 5 0 , 2 5 0 ~ 5 2  
52 C A L L  M O O N ( T P R S ~ V M ( ~ ) , T M O O N ( ~ ~ ~ ) , ~ ~ , N O M P T S , K E R R T ~ H V E L T I M O O N )  
I F ( K E R R o N f o 0 )  GO T O  200 
53 DO 5 4  1 ~ 1 9 3  
XZERO(I)=XZERO(I)+SHFT*PM(I)
5 4  XZERO(I+3)=XZERO(I+3)+SHFT*VM(I) 
K ( 4 ) = 0  
I F ( S H F T o G T o O . 0 )  GO T O  56  
55 K ( l ) = l  
W R I T E  (6,102) 
102 F O R M A T ( l H 0 , 5 9 H T H E  F O L L O W I N G  S E T S  O F  D A T A  ARE I N  MOON C E N T E R E D  COOR 
1D I N A T E S  1 
GO T O  57 
56 K ( 1 ) z - l  
W R I T E  (6,101)
101 F O R M A T ( l H O v 6 0 H T H E  F O L L O W I N G  S E T S  OF D A T A  ARE I N  E A R T H  C E N T E R E D  COO 
1 R D I N A T E S  1 
57  	HE=HEP 
GO T O  250 
E N D  
d I B F T C  T G 0 5 0 V  NOREF 
C S U B R O U T I N E  L A P L C E  J D MCLEAN COMPUTES TWO BODY P O S I T I O N  AND 
C 	 V E L O C I T Y  
S U B R O U T I N E  L A P L C E  
COMMON / D N B Y /  R Z E R ~ ( ~ ) , V Z E R ~ ( ~ ) , P M ( ~ ) , V M ( ~ ) , Q ( ~ ~ ) , P S ( ~ ) T G ( ~ ) , K ( ~ ) ,  
~ A C C R E C , A C C U I , A C C L I , U S , U E , U M ~ C J ~ ~ D E L M , R , V , D E L S , D M ( ~ ) , T M S T O P T  
2TIMEA,TIME,CHOVER,HT1HE,RPRESo,VPRES(3),VPRES(3),ESTOP,DELTE,AA(3,3,5),  
3 I P R I N T , A 0 ~ 6 , 6 ~ , I C Y C L E ~ I ~ ~ O O N , I S U N ~ T M O O N ~ 3 2 ~ 2 5 ~ ~ T S U N ~ 4 ~ 1 6 ~ ~ D E ~ 3 ~  
C 	 E I S  I N C R E M E N T  I N  E C C E N T R I C  ANOMALY 
E = D E L T E  
E P=DE L T E  
DTP=OoO 
E I N C = H E  
DO 15  I = 1 9 2 0  
C I F  E S T O P  I S  ZERO K E P L E R S  E Q U A T I O N  I S  S O L V E D  T O  G E T  D E L T E  FOR STOP 
C A T  CORRECT T I M E ,  O T H E R W I S E  OUTER LOOP I S  O M I T T E D  
I F ( E S T O P 1  9,899 
8 E = E P + E I N C  
C KD=O U N L E S S  E I N C  I S  T O  B E  S U B T R A C T E D  FROM E 
KD=O 
10 I F ( E - E P )  9,1499 
9 Q ( l ) = O o O  
Q(21=0.0 
C 	 S I S  A DUMMY V A R I A B L E  
S=l.O 
C 	 T H I S  LOOP S O L V E S  S E R I E S  FOR Q ( 1 )  AND Q ( 2 )  -- S E E  A P P E N D I X  A 
DO 11 J=1,50 
R N = J  
R N = 2  O*RN 
S= S*Q ( 22 1 *E 3 ~ + 2/ ( RN*  ( R N - 1  0 1 1 
H=Q ( 22 1 * S  
QZ=Q ( 2 1 
Q ( 2 1 = Q ( 2 ) + H  
41 Q ( l ) = Q ( l ) + H * E / ( R N + l o O )  
C 	 S E R I E S  I S  C A R R I E D  OUT U N T I L  L A S T  T E R M  DOES NOT CHANGE Q ( 2 )  
I F ( Q ( Z ) - Q Z I  11,12911 
11 C O N T I N U E  
W R I T E  ( 6 9 1 0 1 ) S  
101 F O R M A T ( Z H 0 , 3 8 H Q l - Q 2  S E R I E S  H A S  F A I L E D  T O  CONVERGE S= ,E15 .81  
C COMPUTE T I M E  I N C R E M E N T  
12  Q ( 4 ) = 1 . O + Q ( 2 ) * Q ( 2 2 )  
Q ( 3 ) = E + Q ( l ) + Q ( 2 2 )  
42 S=Q(14I*(Q(l)+Q(l8)*Q(3)+Q(l9)~Q(Z)) 
C 	 I F  N O T  I T E R A T I N G  F U R  S T O P  T I M E  L E A V E  LOOP 
I F ( E S T O P 1  14,23914 
C T E S T  WHETHER T I M E  I N C R E M E N T  H A S  B E E N  FOUND T O  7 P L A C E S ,  I F  N O T  
2 3  T S T 1 =  A B S ( l * O - S / Q ( 2 3 ) ) - . 1 E - 6  
I F ( T S T 1 )  14,14913 
C T E S T  WHETHER T I M E  I N C R E M E N T  I S  TOO LARGE,  I F  N O T  
13  T S T 2 =  A B S ( S ) - A B S ( Q ( 2 3 ) )  
I F  ( T S T 2  130 9 30 T 3 1  
C I N C R E M E N T  E AND R E P E A T  I T E R A T I O N  
30 EP=E 
D T P =  A B S ( S I  
GO TO 15  
C I F  E I S  TOO L A R G E  A N D  KD=O COMPUTE R A T I O  OF A C T U A L  T I M E  I N C R E M E N T  
C T O  D E S I R E D  ONE 
3 1  I F ( K D )  34,34938 
34 R A T I O = (  A B S ( Q ( 2 3 ) ) - D T P ) / (  A B S ( S ) - D T P )  
C I F  R A T I O  I S  L E S S  T H A N  0.1 M U L T I P L Y  E I N C  BY 0.1 AND S T A R T  A T  
C B E G I N N I N G  O F  L A S T  I N T E R V A L  
I F  ( R A T I O - 0 . 1 1  35,359 36 
35  EINC=EINC;kO.l  
GO T O  a 
C I F  R A T I O  I S  GREATER T H A N  0.9 M U L T I P L Y  E I N C  B Y  0.1, S E T  K D = l  AND 
C B E G I N  R E D U C I N G  E 
36 I F ( R A T I 0 - 0 . 9 )  3 9 9 3 7 ~ 3 7  
37  E I N C = E  INC*O. 1 
38 E = E - E I N C  
KD= 1 

GO T O  10 

C I F  R A T I O  L I E S  BETWEEN 0.1 AND 0.9 U S E  L I N E A R  I N T E R P O L A T I O N  
39 T I N C = T I N C * K A T I O  
GO T O  8 
1 5  	E=E 
W R I T E  ( 6 , 1 0 2 ) T S T l  
102 F O R M A T ( l H 0 , 4 3 H T I M E  I T E R A T I O N  H A S  F A I L E D  T O  CONVERGE T S T l = , E 1 5 . 8 )  
C I f  I T E R A T I l v G  FOR STOP T I M E  RETURN TO M A I N  PROGRAM 
14 I F ( E S T 0 P )  25 ,24925  
24 	ESTOP=E 
GO T O  33 
C COMPUTE NEW P O S I T I O N  AND V E L O C I T Y  
25  Q ( 2 3 ) = S  
R O A = Q ( Z ) + Q ( 1 8 ) * Q ( 4 ) + Q ( 1 9 ) * Q (  31 
Q ( 5  1=1.0-61( 1 7 P Q (  2 )  
Q ( 6 ) = Q ( 2 3 ) - Q ( 1 4 ) + g ( l )  
Q ( 7 ) = - Q (  1 7 ) * Q ( 3 ) / ( R O A * Q (  14)  1 
Q ( 8 1 = 1.0-Q ( 2 1 /ROA
Q ( 1 6 ) = R O A * Q ( l l l  
4 3 Q ( 15 1 =Q ( 16 1 $:* 2 
100 DO 16 1 ~ 1 1 3  
RPRES(I)=Q(S)*RZERO(I)+Q(6)*VZERO(I) 
16 VPRES(I)=Q(7)*RZERO(I)+Q(8)*VZERO(I) 
33 R E T U R N  
END 
-F 
W 
$ I B F T C  T G 0 5 0 W  NOREF 
C S U B R O U T I N E  C N S T N T  J D M C L E A N  COMPUTES C O N S T A N T S  FOR L A P L C E  
C 
S U B R O U T I N E  C N S T N T  
COMMON / D N B Y /  R Z E R O (  3 )  1 V Z E R O (  3 )  T P M  ( 3  T V M  ( 3  T Q  ( 2 3  q P S (  3 )  T G  ( 3  T K (  6 )T 
~ A C C R E C T A C G U I T A C C L I T U S T ~ J . E T U M T C J ~ T D E L M T R ~ V T D E L S T D M ( ~ ) ~ T M S T O P ~  
Z T I M E A T T I M E T C H O V E R T H T ~ H E ~ R P R E S ~ , V P R E S ( ~ ) , V P R E S ( ~ ) T E S T O P T D E L T E T A A ( ~ T ~ T ~ ) ~  
~ I P R I N T T A O ( ~ T ~ ) T I C Y C L E , I M O O N , I S U N , T M O O N ( ~ ~ T ~ ~ ) T T S U N ( ~ T ~ ~ ) T D E ( ~ )  
I F ( K ( 1 ) )  1 7 ~ 1 7 9 1 8  
17 Q ( 1 2 ) = U E  
GO T O  19 
18 Q ( 1 2 ) = U M  
19 Q ( 1 9 1 = 0 o O  
Q ( 20 1=O00 
Q ( 2 1 ) = 0 0 0  
DO 10 1 ~ 1 ~ 3  
Q(19)=Q(19)+RZERO(I)*VZERO( I) 
Q ( 2 0 ) = Q ( 2 0 ) + V Z E R O ( I  )*%\2 
10 Q ( 2 1 ) = Q (  2 11 +RZERO(  I) * # ~ 2  
Q ( 9 ) =  S Q R T ( Q ( 2 1 ) )  
Q(1)=(2oO/Q(9))-(Q(2O)/Q(l2)) 

Q ( l O ) = l . O / Q ( l )  
Q ( 1 1 ) =  A B S ( Q ( 1 0 ) )  
Q ( 1 3 ) = 1 * 0 / (  S Q R T ( Q ( l l ) * Q ( 1 2 ) )  
Q ( 2 2 ) = - Q ( l O ) / Q ( l l )  
Q ( 17 )=Q ( 111 / Q  ( 91 
Q ( 1 8 ) = 1 o O / Q ( 1 7 )  
Q ( 141 =Q ( 13 1 *Q ( 111 w 2 
40 	 Q ( 1 9 ) = Q ( 1 9 ) * Q ( 1 3 )  
R E T U R N  
E N D  
1 

$ I B F T C  TGOSOX NOREF 
C S U B R O U T I N E  GVEC COMPUTES F O R C I N G  F U N C T I O N  -- S E E  A P P E N D I X  6 
S U B R O U T I N E  GVEC 
D I M E N S I O N  0 5 ( 3 ) ~ 0 2 ( 3 )  
COMMON / D N B Y /  R Z E R O (  3 )  9 VZERO(  3 1 9 PM ( 3  1 ,  VM ( 3  1 t Q  ( 23 I t  P S  ( 3 1 t G  ( 3  t K ( 6 )T 
~ A C C R E C ~ A C C U I ~ A C C L I ~ U S ~ U E ~ U M ~ C J ~ ~ D E L M , R ~ V T D E L S ~ D M ( ~ ) T T M S T ~ ~ P ~
2TIMfA~TIME~CHOVER,HT~HE,RPRES(3)tVPRES(3),ESTOPtDELTEtAA(3t3t5)t 

3 I P R I N T ~ A 0 ~ 6 ~ 6 ~ ~ I C Y C L E ~ I M O O N ~ I S U N ~ T M O O N ~ 3 2 t 2 5 ~ ~ T S U N ~ 4 ~ 1 6 ~ t D E ~ 3 ~  

C DM= VEHICLE-MOON P O S I T I O N  VECTOR 
C D E z V E H I C L E - E A R T H  P O S I T I O N  VECTOR 
C A L L  R Q O T ( P M ( 1 ) t R M S Q t R M t l )  
RM3=RMSQ*RM 
I F ( K ( 1 ) )  1 0 ~ 1 0 ~ 1 2  
10 DO 11 I = 1 t 3  
D M ( I ) = R P R E S ( I ) - P M ( I )  
11 D E ( I ) = R P R E S ( I )  
GO T O  14 
12 DO 13 1 ~ 1 ~ 3  
D M ( I ) = R P R E S ( I )  
13 D E ( I ) = R P R E S ( I ) + P M ( I )  
14 DO 1 5  1 ~ 1 ~ 3  
D S ( I ) = D E ( I ) - P S ( I )  
15 D Z ( I ) = P M ( I ) - P S ( I )  
G A L L  R O O T ( O E ( 1 ) t R S Q t R t l )  
C A L L  ROOT(DM(1)tDELMSQtDELMtl) 
C A L L  ROOT(DS(1)tDELSQtDELStl) 
C A L L  R O O T ( D 2 (  ~ ) ~ D E L ~ S Q I D E L Z T ~ )  
D E L S 3 = D E L S Q * D E L S  
U 3 = - U S / D E L S 3  
R3=R SQ*R 
I F ( K ( 1 ) )  1 6 ~ 1 6 ~ 1 7  
16 DELM3=DELMSQ*DELM 
C A L L  R O O T I P S ( l ) , R S S Q t R S t l )  
RS3=RSSQ*RS 
U l = - U M / D E L M 3  
UZ=-UM/RM3 
U4=-US/RS3 
GO TO 18 
17 	DEL23=DELZSQ*DEL2 
Ul=-UE/R3 
U2=UE/RM3 
U4=US/DEL23 
18 DO 19 1 ~ 1 9 3  
19 G ( I )=UZ*PM( I)+U3*DS I I1 
I F ( K ( 1 ) ) 2 0 9 2 0 9 2 2  
2 0  	B R K = l o O - S o O * R P R E S ( 3 ) * * 2 / R s Q  
CO=-UE*CJZ/(R3*RSQ) 
DO 2 1  1 ~ 1 9 3  
2 1  	G ( I ) = G ( I ) + D E ( I ) * B R K * C O  + U l * D M ( I ) + U 4 * P S ( I )  
G ( 3 ) = G ( 3 ) + 2 , O * D E ( 3 ) ~ C O  
GO TO 2 4  
2 2  DO 2 3  11193 
23 G(I)=G(I)+Ul*DE(I)+U4*DZ(I) 
2 4  	R=R 
RETURN 
END 
f 

D O  1 2  K = 1 9 5  
I F ( K - 3 )  10912910 
10 D o l l  1 ~ 1 9 3  
DO 5 1  J=1,3 

5 1  A A ( I , J ~ K ) = ( C ( K ) ~ ~ R Z E R O ( I ) + D 3 ( K ) * V Z E R O ( I ) ) ~ R Z E R O ( J )+ 
1 ( D 2 ( K ) * R Z E R O ( I ) + D 4 ( K ) * V Z E R O ( I ) ) : ~ V Z E R O ( J )  
I F ( K - 3 J  5 3 9 1 2 9 5 2  
5 2  A A ( I , I ~ K ) = A A ( I ~ I T K ) + U R ( K )  
GO TO 11 

53 A A ( I , I I K ) = A A ( I , I T K ) + ~ Q ( K )  

11 C O N T I N U E  

1 2  C O N T I N U E  

DD 41 1 ~ 1 9 3  

41 S(I)=C(7)*RZERO(I)+C(l4):~VZERO(I) 
DO 13 1 ~ 1 9 3  
S R = O * O  
sv=o*o  
DO 14 J=1,3 
S R = S R + R P R E S ( J ) * A A (  J T I , ~ )  
14 S V = S V + R P R E S ( J ) * A A ( J T I , ~ )  
DO 1 3  K = 1 9 3  
A A ( K , I T ~ ) = A A ( K , I ~ ~ ) + S ( K ) ~ S R  
1 3  A A ( K , I , S ) = A A ( K , I 9 5 ) + S ( K ) ~ S V  
DO 17 1 ~ 1 7 3  
DO 17 J=1,3 
A O (  1 9  J ) = A A (  1 9  J, 1) 

A O (  I+39  J + 3 ) = A A (  I TJ, 5 )  

A 0  ( I 9 J + 3 ) =  A A (  I9 J, 2 I 

17 A O ( I + ~ , J ) = A A ( I , J T ~ )  
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E N D  
C GENERAL PURPOSE SUBROUTINES 
$ I B F T C  TGOSOB NODECKqNOREF

C MATRIX MULTIPLY ROUTINE 

CTG050B SUBROUTINE X P Y X M  J D MCLEAN J = l  C=A*B J=2 C=A*BT J=3 C=AT*B 

SUBROUTINE X P Y X M ( A T B T C ~ N R A , N C A T N R B T N C B T J )
C NRA=NOo O f  ROWS I N  A 
C NCA= NO, OF COLUMNS I N  A 9  ETC 
$ I B F T C  TGO5OD 

CTG050D SUBROUTINE ROOT J D MCLEAN 

SUBROUTINE R O O T ( X ~ R S Q T R T N F C A )
C SUBROUTINE ROOT COMPUTES MAGNITUDE9 R T  AND SQUARE, R S Q 9  OF VECTOR 
C GIVEN BY ANY 3 CONSECUTIVE TERMS OF A R R A Y 9  X T  STARTING WITH 
C X l N F C A )  
$ I B F T C  TG050S 

C LOADS COEFFICIENTS FOR MOON AND SUN POLYNOMIALS L MCGEE 

SUBROUTINE M S L O A D ( T M O O N ~ L T A B M ~ T S U N ~ L T A B S , D A T E ~ K M T K S )
C THE CALL ING PROGRAM W I L L  ORDINARILY HAVE TMOON DIMENSIONED AS 
C TMOON(LTABM925) AND TSUN DIMENSIONED A S  TSUN(LTABS916)  WHERE 
C LTABM AND LTABS ARE THE NUMBER OF ROWS I N  THEIR RESPECTIVE TABLES, 
$ I B F T C  TG050T 
C COMPUTES SUN P O S I T I O N  FROM POLYNOMIAL COEFFICIENTS C MCGEE 
S UBR 0UT I NE SUNP ( T IM E 9 PS 9 T S Ub! 9 LT A BS 9 NOS PT S 9 K ERR 9 I1 
C PS I S  P O S I T I O N  VECTOR OF SUN, T IME I S  FROM START OF TABLE I N  SECo 
$IBFTC TG050U 
C COMPUTES MOON P O S I T I O N  AND VELOCITY FROM POLYNOMIAL L MCGEE 
SUBROUTINE MOON ( T I M E ~ Q M ~ T M O O N T L T A B M , N O M P T S ~ K E R R ~ P O V ~ I )  
C QM I S  POSIT ION OR VELOCITY VECTOR OF MOON DEPENDING ON WHETHER 
C POV I S  POS OR VEL I N  CALLING PROGRAM 
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TABLE I * - TIME REQUIRED FOR ITERATIVE SOLUTION O F  KEPLER'S EQUATION 
Precision of Accuracy t o  Time for 100 
conic solut ion one pa r t  i n  - solutions,  sec 
Transearth Single 107 3.2 
Translunar Single 107 2 .o 
Transearth Double lo8 8.0 
Translunar Double lo8 4.4 
I I I I I I I1111I11111111111I1111 
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Figure 1.-Total nurdber of integration steps with step s ize  adjusted only by 
constraint  on r /R.  
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Figure 2.- Total ntlldber of integrat ion s teps  with s tep  s i ze  adjusted by 
constraints  on r/R and AQ. 
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VI Figure 3.- Deviations in X component of position. 
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Figure 5.- Accuracy and integrat ion t i m e  for  translunar t ra jec tory .  
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