Abstract. In this note, we study an E k /E m /1 queueing model where interarrival and service times are Erlang distributions with parameters k and m respectively. We prove that the roots of the characteristic polynomial associated with Erlang distributions are simple if the arrival and service rates are real. Based on this result, a general solution space of vectors for stationary probabilities is easily constructed.
Introduction
We study an E k /E m /1 queueing model where interarrival and service times are Erlang distributions with parameters k and m respectively. Customers are served under the First-come First-served discipline (FCFS). A state of system is denoted by (n, i, j) where n is the number of customers in the service or in the waiting room, n ≥ 0, and i (resp. j) is the phase of the customer presenting in the interarrival fictitious center (resp. the service center), 1 ≤ i ≤ k, 1 ≤ j ≤ m. Denote by F T a (·) and (β 1 , S 1 ) the interarrival time distribution and its representation of dimension k respectively where the β 1 = (1, 0, . . . , 0) is a 1 × k row vector and S 1 is a squared matrix of dimension k, i.e.,
The average arrival rate is simply λ/k. The distribution function is given by
where 1 is a column vector of all entries equal to 1. Denote by f * Ta (x) the Laplace Stieltjes Transform of F T a (t).
Similarly, the service time distribution F T s (·) has average service rate µ/m and representation (β 2 , S 2 ) of dimension m, where β 2 is a 1 × m row vector and S 2 is the squared matrix of dimension m. The distribution is given by
This model is known as a classic Quasi-Birth-and-Death (QBD) process with phase-type probability distributions. We arrange the states (n, i, j) in lexicographic order, i.e., (0, 1), . . . , (0, k), (1, 1, 1) , . . . , (1, 1, m), (1, 2, 1), . . . , (1, 2, m) , . . . . Then the transition rate matrix (or infinitesimal generator) Q is of the blocktridiagonal form and can be written as
The submatrices can be written as Kronecker products and Kronecker sums which were defined by Bellman [2] and denoted by ⊗ and ⊕ respectively. They are expressed by
where A i , i = 0, 1, 2 are squared matrices of dimension mk, B 0 is a squared matrix of dimension k, C 0 a matrix of dimension mk by k, and A 0 a k by mk matrix. Suppose the stationary probability of system state is denoted by π as
where π n is a row vector of stationary probability when there are n customers in the system. To assure a stable system we assume λ/µ < k/m implying the existence of π. For solving π which satisfies the state balance equations πQ = 0 and the normalization condition π1 = 1, it gives the following equations:
There are a number of methods to find the stationary probabilities of recurrent QBD processes. Matrix analytic methods have been proved useful in the study of Markov chains of phase-type distributions, providing a solution tool which is relevant for queueing theory and computing probability distributions in many applications. The general approach was introduced by Neuts in [11] where the matrix-geometric method relies on determining the minimal nonnegative matrix solution R of a matrix-quadratic equation; some stationary probability vectors are expressed in terms of powers of R. Recently, instead of solving R, one solves (3) as a homogeneous difference equation in which the coefficients are no more scalars. To use this method, one must compute the spectral expansion of the stationary state distribution of the system. This representation requires explicit knowledge of eigenvalues and eigenvectors. It requires finding all singularities of a given matrix function in the unit disk and then plugging them into (4) to obtain a set of linear equations in a finite number of unknown boundary probabilities in (1) . The remaining probabilities and other measures of interest are then computed from the boundary probabilities. Based on this approach, unboundary state probabilities can be written as a linear combination of vector product-forms, thereupon considerably reducing the computational complexity of solving a complicated problem in QBD processes.
A fundamental idea of this approach is to substitute independent identical distributions by conditional independence and conditional distributions given a QBD process. The efficiency of the method is derived from an algebraic theory which gives the exact decomposition of the eigenvalue problem into small coupled problems and expresses the eigenvectors in Kronector product form. Thus, when the arrivals and servers are identical or can be grouped into classes, the eigenvalues are given as roots of polynomials of small degree and the eigenvectors are given in closed form. A number of authors have given different names for this method. Liefvoort [8] introduced a coupling matrix whose eigenvalues are solutions to the functional equation
Bertsimas [3] used (5) which is deduced in C k /C m /s where both interarrival times and service times have phase type probability distributions and proved that the stationary probability of n customers in system is a linear combination of geometric terms when n ≥ s. Le Boudec [4] studied a P H/P H/1 queue. He showed that the stationary solution is a linear combination of Kronecker productforms which can be expressed in terms of roots of the associated characteristic polynomial. Luh [9] used a similar approach to derive stationary probabilities in terms of linear combinations of product-forms in studying a system of two stations in tandem. In short, we concentrate on what will be called the Kronecker vector approach. These results are useful in deriving bounds as well as approximations of tail probabilities. Particularly, it will greatly reduce the computation time.
In general, (5) may induce multiple roots. However, there was no theoretic discussion of such a case in [1, 3, 4, 9] . They all presented that the transforms of interarrival and service times distributions satisfy an equation of a simple form, and used the roots of the equation to express the stationary solution under the assumption all the roots are distinct. Lately, Grassmann adopted (5) to find zeros in order to study two specified queueing models [5, 6] . Again, it was assumed that there is no multiple root in (5) . In order to investigate the property of (5), we study a specific queueing model of QBD process in this note. We prove that for any positive integer k and m, except zero there are only simple roots in (5) derived from E k /E m /1. For the case of multiple roots arising in general queueing models, readers may refer to [10] .
Singularities of Q(w) in the Open Unit Disk
We consider the equations of the stationary states for n ≥ 1 and study the special solution in (3) of the homogeneous difference equations. We assume the associated stationary probabilities are of the form
where w = 0 is a complex number and y is a 1×mk vector. Initially, set π n =ϕ n . From (3), we have for n ≥ 1
Define a fundamental matrix polynomial
Denote by w i and y i the singularities and corresponding left vectors of Q(w), respectively. It implies
where d is the degree of detQ(w). At the study in [8] , it has been proved that d is a finite number. Clearly, for every w i and a corresponding vector y i , the sequence {w n i y i : n ≥ 1} satisfies (6) .
In what follows, we look for the nonzero roots of detQ(w) = 0 and the corresponding vectors. Replace A 0 , A 1 , A 2 in (6) by γ 1 β 1 ⊗ I 2 , S 1 ⊕ S 2 and I 1 ⊗ γ 2 β 2 , then (6) becomes
which is equivalent to
Our goal is to find nonzero w satisfying the condition in which the determinant of Q(w) is zero. Define σ(A) = the set of eigenvalues of A.
is an eigenvalue whose corresponding eigenvector is u ∈ C k and if ξ ∈ σ(wS 2 + w 2 γ 2 β 2 ) is also an eigenvalue whose corresponding eigenvector is v ∈ C m , then +ξ is an eigenvalue of the Kronecker sum,
The proof is given in Theorem 4.4.5 in section 4.4 of [7] . Define
Thus, it is easy to prove Q(w) = a(w) ⊕ b(w). Given w, there is a close connection between the singularity of Q(w) and an equation involving the Laplace transforms which is defined by (5) 
Proof.
A similar argument is applied to prove (2) . It may be skipped here. (5) by Lemma 1. To show it holds for x = −λ i or µ i , one needs to consider S 1 − εI 1 or S 2 + εI 2 in place of S 1 and S 2 with a small constant ε, and by continuity argument, the lemma is proved.
Simple Roots in
In this section, we show that in E k /E m /1 system nonzero roots of (5) are simple. Without loss generality, we assume that the arrival rate λ and service rate µ are positive real numbers. The following theorem holds true. Before proving this result, we first recall the Jensen's inequality theorem. 
Proof of Theorem 2:
It is sufficient to consider the function
it follows that the possible multiple roots only occur at x = −λ, µ, and Then t is a positive real number and
Since λ, µ, and t are real, g(x 0 ) = 0 leads to
That is, g(x 0 ) = 0 if and only if λ, µ, and t satisfy the equation
In the following argument, we use the Jensen's inequality to verify that (8) holds for any properly selected positive real numbers λ, µ, and t.
Given any t > 0, let
Because of φ (x) = (t + 1)e (t+1)x > 0 and
, and p 2 = t t+1 . Jensen's inequality theorem implies
Left of (9) = φ 1 t + 1 ln λ
. Right of (9) 
We obtain
Since φ(x) is convex, the equality holds in (9) It implies if there exists any multiple root of (5), it must be x = 0. Hence, any other nonzero root of (5) is simple. 
Then the stationary probability π n is easily constructed by
where c i are determined such that the boundary equation (1) and the normalized condition (4) are satisfied.
Illustrative Examples
To describe the theorems presented before, we give numerical examples for showing the solution procedure in this section.
An Example of M/M/1 System
The system has the following features:
Step 1: Solve equation (5), f * Ta (x)f * Ts (−x) = 1. Let x be a solution with the positive real part of (5). Because
(−x) = 1 is x 1 = 1.0000.
Step 2: For solutions w, u, v defined in Theorem 1. Obtain w = 0.8000, u= 1.0000, and v= 1.0000.
Step 3: Compute ϕ n (w) defined in Theorem 4, i.e., ϕ n (w) = w n (u ⊗ v), n ≥ 1. Step 4: Let π n be a linear combination of ϕ n (w) that is π n = cϕ n (w), c ∈ C.
Step 5: Set a linear nonhomogeneous system consisting of equations (1), (2), and (4). 
An Example of E 2 /E 2 /1 System
The second example pertains to the E 2 /E 2 /1 System. The system has the following features:
Step 1: Let x i be a solution with positive real parts of (5), i = 1, 2.
Because . . .
Step 4: Let π n be a linear combination of ϕ n (w i ) that is π n = 2 i=1 c i ϕ n (w i ), c i ∈ C.
Step 5: Set a linear nonhomogeneous system consisting of equations (1), (2), and (4). . . .
