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ABSTRACT
We use a radial velocity survey of 141 early-type stars in the Cygnus OB2 Association
over a 6-year time baseline to statistically describe the binary properties among massive
stars. The observed radial velocity variations permit an estimate of the binary fraction,
f , the power law index of the distribution of companion masses, α (where P (q) ∝ qα
and q ≡M2/M1), and the power law index of orbital separations, β (where P (log r) ∝
(log r)β). The most probable values of α and β depend upon the true binary fraction, f ,
which we constrain to be > 0.6 and in the probable range 0.7 – 1.0. Comparison of the
data to populations of binary systems simulated by Monte-Carlo methods indicates a
firm lower limit of α > −0.8 regardless of assumptions about the true binary frequency.
If the true binary fraction is f = 1.0, the simulations and data are consistent at the
> 60% level for a range of values: −0.5 < α < 2 and −1.4 < β < 1.5. However, the most
probable values of α and β are coupled in the sense that larger α requires larger β, and
the best-fitting pairs occupy only a narrow portion of parameter space. Subpopulations
of O, B, and main-sequence primaries show nearly identical results, indicating that their
secondary characteristics are similar. The post-main-sequence primaries show marginal
evidence for a smaller α in the range −1.1 < α < −0.5. If the true binary fraction is
f ≤ 0.9, then the data require mass ratios peaked toward unity with α > 0.0. The most
probable corresponding values of β imply a preference for small orbital separations with
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−1.0 < log β < 0.0 over the range 0.06 AU < a < 30 AU . If the simulated distribution
of orbital separations is log-normal instead of a power law, the most probable mean
semi-major axis is r ≃ 0.15− 1 AU. These data indicate that the mass ratios in O and
early B type systems are approximately flat or peaked toward unity, broadly consistent
with earlier results of Garmany, Conti, & Massey (1980). Our analysis rules out, with
a high degree of confidence, the possibility that the companions to massive stars are
drawn from the field star mass distribution with α ≤ −2. The probable values for
α match many of the current population synthesis calculations and allow for a high
production rate of high mass X-ray binaries, double neutron star mergers, and black
hole neutron star mergers. However, even assuming the lowest reasonable value of α,
the classic low-mass X-ray binary formation scenario falls short, by at least an order of
magnitude, from producing enough of these binaries. Alternate scenarios, such as those
invoking intermediate mass companions, must be the dominate formation scenario for
low-mass X-ray binaries. The large binary fraction poses a severe problem for single-star
progenitors for type Ib/c supernovae and strengthens the case for binaries dominating
the progenitors of this class of supernovae.
Subject headings: techniques: radial velocities — (stars:) binaries: general — (stars:)
binaries: spectroscopic — stars: early-type — stars: supernovae — gamma rays: bursts
— X-rays: binaries —
1. Introduction
Massive binary stars are being increasingly called upon to explain a wide variety of astrophysi-
cal phenomena, from short and long gamma-ray bursts (Fryer et al. 1999), type Ib/c and blue type
II supernovae (Podsiadlowski 1992), to the fastest runaway O/B stars (Blaauw 1961) and the entire
menagerie of binary systems with compact remnants: X-ray binaries, millisecond pulsar systems,
and double neutron star systems (see Fryer et al. (1998) for a review). Whether or not binaries
truly are necessary for the formation of these objects is often a matter of debate. For instance,
although many authors propose that type Ib/c supernovae, short- and long-duration gamma-ray
bursts are produced in binaries, it is still argued that the progenitors of these explosions are pri-
marily produced by single stars (Hirschi et al. 2005). Revealing the relative fraction of close binary
systems to single stars is one of the ways observations can address this debate.
Although debates on the role of binaries continue, it is generally agreed that most of the
progenitors of X-ray binaries and double neutron star binaries in the Galactic disk must arise
from massive binary systems. Population synthesis studies of these objects, however, argue for
very different properties of the individual stellar components of these stars. These studies begin
with 4 assumptions regarding the binary characteristics: the distribution of primary masses (or
more massive star component), the distribution of secondary masses (lower mass companion),
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the distribution of orbital separations, and the distribution of eccentricities. Population synthesis
studies all choose some analytic form these distributions, generally basing them on observational
constraints on the initial and final binary systems.
One significant source of disagreement in these initial distributions is the choice of the secondary
mass distribution. Typically, the primary star mass distribution is chosen using an initial mass
function (IMF) (e.g., Scalo (1986)). The secondary can be chosen through the same IMF or, more
commonly, from a distribution in ratio of primary to secondary masses: Prob(q), where q ≡M2/M1.
In this latter formalism, the distribution is chosen to be proportional to the mass ratio to some
power: Prob(q) ∝ qα. Population studies disagree on the choice of α, primarily because the choice
of α strongly affects the formation rate of these objects. High values maximize the formation rate
of double neutron star binaries whereas low values maximize the formation rate of low-mass X-ray
binaries. Generally, population synthesis studies of low-mass X-ray binaries have assumed α values
closer to -2.7 (Kalogera & Webbink 1998), whereas studies of double neutron star binaries tend to
set α = 0 (Belczynski et al. 2002). Resolving this ambiguity is important because the choice of this
value can change formation rates of, for example, neutron star binaries by nearly a factor of 100
(Fryer et al. 1999)! This is the difference between advanced LIGO detecting 10 binary inspirals per
year versus 1 inspiral in 10 years.
The second critical parameter is the distribution of orbital separations, Prob(r). This distri-
bution is often taken to be a power law such that Prob(log r) ∝ (log r)β where β > 0 indicates a
preference for large orbital separations and and β < 0 indicates a preference toward small separa-
tions. However, there is also observational evidence for a broad log-normal distribution of orbital
period and semi-major axis for solar type stars (Duquennoy & Mayor 1991).
To date, stellar observations of massive stars have allowed a range for these key input pa-
rameters for population synthesis models. Garmany et al. (1980) found α = 0 − 1 for massive
stars, meaning that the mass ratio distribution is either flat or peaked toward massive companions.
However, Hogeveen (1992) found that α ≤ −2 for systems with mass ratios q > 0.3. This is roughly
equivalent to secondary masses being drawn from the field star initial mass function (Salpeter 1955;
Scalo 1986; Kroupa et al. 1991). Among B2–B5 primaries, Abt et al. (1990) report a secondary
star mass distribution consistent with the Salpeter (1955) IMF, corresponding to α ≃ −2.3. For
solar type field stars, (Duquennoy & Mayor 1991) conclude α ≤ −2, consistent with the field star
IMF. However, for extreme mass ratios q < 0.3, Hogeveen (1992) finds a flat distribution of mass
ratios (i.e., α ≃ 0).
In principal, observations of massive star binaries should be able to reconcile these differing
results. However, despite a wealth of literature on the binary fraction and companion mass distribu-
tion (Petrie 1960; Trimble 1974; Abt & Levy 1976, 1978; Abt et al. 1990), (reviewed in Abt (1983);
Larson (2001)), few studies contain sizable samples of early-type stars and most studies are subject
to significant selection biases. Garmany et al. (1980) considered 67 O stars and found that 36%±7%
contained close binaries binaries with mass ratios exceeding 0.4. Hogeveen (1992), analyzing much
– 4 –
of this same data, including catalogs of spectroscopic binaries covering a range of masses, argued
that Garmany et al. (1980) underestimated the number of binaries with low-mass companions and
instead found a mass ratio distribution peaked toward extreme mass ratios (α = −2.7), consistent
with the secondaries being drawn from the field star initial mass function. However, the Hogeveen
(1992) sample did not include O star binaries. The discrepancy may also arise, in part, from the
interpretation the data in the low V sin(i) measurements, and whether low-mass binary systems are
hidden in this data. For massive stars, line broadening makes making such measurements difficult,
and the Garmany et al. (1980) sample may have missed binaries below velocities of 50 kms−1. More
than half of their sample consisted of double-lined spectroscopic binaries, thereby introducing a bias
in favor of high inclination systems with large relative radial velocities. Furthermore, about half of
the sample consisted of evolved O stars, selected on a magnitude-limited basis from throughout the
sky. Given the selection biases and lack of a common origin and age for this sample, the conclusions
of Garmany et al. (1980) may not apply to the general population of zero-age massive binaries.
In this paper, we use a new survey of 141 O and early-B stars in one Galactic association
(Cygnus OB2) over a 7 year time baseline to help resolve these disparate conclusions regarding the
binary characteristics of massive stars. These new data more than double the sample size of the
Garmany et al. (1980) study, include massive stars down to early B spectral types, and involve
more epochs of observations. Although we have not yet measured orbital periods for many of the
systems, we use the observed distribution of radial velocities, in conjunction with Monte Carlo
models, to infer the binary characteristics of the parent population. We find that we are able to
constrain the probable values for α and β to a narrow region of parameter space. Our immediate
intent is to provide improved input parameters for population synthesis models which predict the
rates of energetic phenomena in the Milky Way and at cosmic distances. We also expect that these
results will have implications for the formation scenarios of massive stars which are currently under
debate (Bonnell et al. 1998; Wolfire & Cassinelli 1987; Krumholz et al. 2005).
2. The Data
Kiminki et al. (2006) report on a multi-epoch radial velocity survey of 141 early-type members
of the Cygnus OB2 Association spanning 7 years. Cygnus OB2 was chosen as a target for long
term radial velocity study to determine the binary fraction and mass ratio distribution among
massive binaries in a populous young OB association where the stars are of comparable age and
stellar evolutionary effects are minimized. However, even in the ∼ 2 − 3Myr old Cygnus OB2,
the presence of a variety of evolved stars suggests that the star formation process was non-coeval
(Massey & Thompson 1990; Hanson 2003). The sample consists of 41 O stars and 100 B stars of
type B0 through B5. Of the 141 total, 36 are post-main-sequence stars, while 105 are dwarfs.
Spectroscopic observations from the Lick Observatory Shane telescope, the Keck Observatory
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Keck I telescope1, the Kitt Peak National Observatory2 WIYN3 telescope, and Wyoming Infrared
Observatory 2.3 m telescope (WIRO) over the period 1999 July to 2005 October were used to
measure radial velocity variations of stars earlier than spectral type B3 which had photometry
consistent with membership in the Association (Massey & Thompson 1990). Sample stars were
observed on at least 3 epochs over this period. Some stars have as many as 19 epochs of data. The
mean and median number of epochs are 10 and 11 respectively. The time sampling is irregular,
as imposed by telescope schedules and weather conditions. Sampling is additionally modulated by
the observing season for Cygnus (June through November).
The data were reduced and analyzed as described by Kiminki et al. (2006). Relative radial
velocities were measured using three different methods and the results compared. In the first case,
relative velocities at each epoch were found by comparing a template spectrum from each star (a
high quality Keck/HIRES spectrum of the object itself) with the spectrum at each epoch using cross
correlation techniques4. For the second method, we used a model stellar atmosphere (TLUSTY;
Lanz & Hubeny (2003)) spectrum of the appropriate effective temperature and gravity as the
template spectrum in the cross correlation. Although the models are not rotationally broadened
to match each star in our sample, this method produced stronger correlation peaks and smaller
velocity uncertainties owing to the large signal-to-noise of the templates. We tried varying the
effective temperature and gravity of the template and found that the results were not sensitive to
the choice of model spectrum. Most of the power in the cross correlation results from the strong
H and He lines which do not vary greatly with small changes in temperature or gravity. As a
third method we constructed a template “spectrum” by fitting Gaussian profiles to the strong H
and He lines in an observed Keck spectrum of each star and then velocity shifted the “template”
to minimize the χ2 statistic between the template and the data from subsequent epochs. This
method had the advantage of minimizing sensitivity to noise near the edges of the spectral orders
in the echelle data, but it yielded larger velocity uncertainties, in most cases. Nevertheless, the
relative velocities and velocity uncertainties were consistent with the cross correlation analysis. The
remainder of the discussion in this paper is based upon the cross correlation analysis using model
(TLUSTY) template spectra.
Figure 1 shows the analytical two-body relationship between velocity semi-amplitude and or-
1Some of the data presented herein were obtained at the W.M. Keck Observatory, which is operated as a scientific
partnership among the California Institute of Technology, the University of California and the National Aeronautics
and Space Administration. The Observatory was made possible by the generous financial support of the W.M. Keck
Foundation.
2NOAO is the national center for ground-based nighttime astronomy in the United States and is operated by the
Association of Universities for Research in Astronomy (AURA), Inc., under cooperative agreement with the National
Science Foundation.
3The WIYN Observatory is a joint facility of the University of Wisconsin, Madison, Indiana University, Yale
University, and the National Optical Astronomy Observatories.
4We used the IRAF task XCSAO which is part of the RVSAO software (Kurtz & Mink 1998).
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bital period for binary systems with a 10 M⊙ primary. Solid lines indicate the loci of systems with
equivalent mass ratios, q ≡ M2/M2=1.0, 0.1, 0.01. Dotted lines indicate loci of common orbital
separations, a = 0.1, 1.0, 10 AU. The dark gray area in the upper right demarcates a prohibited
region of parameter space since, by definition, q ≤ 1. The light gray area indicates the portion of
parameter space sampled in this survey. We are sensitive to primary velocity amplitudes ≥ 10 km
s−1, periods shorter than ∼ 2× 6 years, and orbital separations ≤∼ 2× 10 AU.
The data reveal at least several dozen stars with strong radial velocity variations at the level
of > 20 km s−1 and dozens of additional velocity-variable candidates with semi-amplitudes down to
the survey sensitivity of ∼ 5 − 10 km s−1. There are also ∼ 5 probable double-lined spectroscopic
binaries, but the individual components are poorly resolved in most of our data, so these systems
are, for present purposes, treated as single-lined binaries. For this analysis, we removed from
the main sample 27 stars which either had fewer than three observations (3 stars), stars later
than B4 or of uncertain spectral type (14 stars), and objects with exceptionally large velocity
uncertainties ≥ 50 km s−1, which were typically the faintest in the sample (V > 14.8; 10 stars).
The remaining sample used for analysis consists of 114 stars consisting primarily of stars with
photometric distances between 0.6 and 3.4 kpc, which are probable members of the Association.
These include all of the stars identified as probable members by Massey & Thompson (1990)
plus additional early B type members identified by Kiminki et al. (2006). Given the significant
uncertainties in the photometric distances, we have undoubtedly included a few foreground or
background stars. However, including a handful of such objects does not measurably impact the
conclusions, even if the binary characteristics of field OB stars were somehow different than the
Cygnus OB2 members.
Figure 2 plots the log of the assigned spectroscopic masses (Martins et al. 2005; Humphreys &
McElroy 1984(@) for each primary star versus the quantity Vh ≡ 0.5|Vmax−Vmin|, where Vmax and
Vmin and the maximum and minimum observed velocity for a given star. Vh is a measure of the
velocity semi-amplitude of the primary, albeit an imperfect one because the velocity curves are not
generally well sampled at all phases. One might regard Vh as a lower limit on the true projected
velocity semi-amplitude. Filled circles in Figure 2 denote main sequence OB stars, while triangles
denote evolved stars. The error bars show the mean uncertainty in the velocity measurements over
all epochs for a given star. A small dispersion has been added to a few heavily populated discrete
mass bins to improve clarity. One O3If star (MT457 in the nomenclature of Massey & Thompson
(1990)) at M=80M⊙ falls outside the maximum plot range. The typical velocity precision is∼ 5−15
km s−1, and it varies somewhat with source luminosity and observatory/instrument combination
used. For example, the radial velocity uncertainties obtained with the WIYN telescope + Hydra
spectrograph are often better than those obtained with the Lick 3 m telescope + Hamilton echelle
spectrograph because of the higher signal to noise ratio achievable with the latter. Kiminki et al.
(2006) provide a more complete description of the data and analysis. Figure 2 shows that for a
significant fraction of stars, the observed radial velocity excursions exceed the uncertainties. These
are the best candidates for being massive binaries. Stars which lie near the zero velocity in this
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Figure may be single systems, they may be multiple systems with very low mass secondaries, they
may be multiple systems viewed at low inclination angles, or they may be multiple systems with
very large orbital separations.
Figure 3 shows a histogram of the observed velocities and errors. This Figure illustrates the
distribution of velocity dispersions, Vrms, calculated from the multiple measurements of the 114
OB stars (solid line) along with the distribution of mean velocity uncertainties, σv (dashed line).
The dotted line shows the distribution of Vh. The lowest velocity bin from 0 to 5 km s
−1 is sparsely
populated because observational errors scatter the data into higher velocity bins. The maximum
observed semi-amplitudes fall mostly between 10 and 40 km s−1, with a significant tail toward
higher velocities out to ∼200 km s−1. The uncertainties lie in the characteristic range 5 – 15 km
s−1.
For comparison, Figure 4 shows the distribution of properties for O-type systems from Gar-
many et al. (1980). The left panel shows a histogram of the velocity semi-amplitudes for the new
observations of O stars presented in Table 3 and Figure 1 of Garmany et al. (1980). Note the
differences compared to our Figure 3. Most striking in the Garmany et al. sample is the relative
lack of stars in the velocity range 20–80 km s−1 and the relative excess of stars in the range 80–
120 km s−1. Significant selection affects may drive these differences. The Garmany et al. (1980)
sample was magnitude limited and contained stars at a variety of evolutionary stages, including a
large fraction of supergiants. For such systems, mass exchange and transfer of angular momentum
between orbital and rotational may have altered the original binary mass ratios and separations.
Therefore, the Garmany et al. (1980) sample may not be representative of the general population
of massive binaries at zero age. The middle panel of Figure 4 is a histogram of mass ratios, q, for
the O type binaries from Table 3 of Garmany et al. (1980).5 The histogram shows a preference
for mass ratios near unity and is consistent with a flat (α = 0) or rising distribution (α > 0) with
increasing mass ratio. The right panel of Figure 4 shows a derived semi-major axis distribution
for the O type binary systems from Table 3 of Garmany et al. (1980) assuming an average orbital
inclination of 60◦. The dashed line is a best fit Gaussian curve which peaks near log(a) = −0.8
or ∼ 0.15 AU. This panel shows that the O-type binaries from Garmany et al. are preferentially
those with small orbital separations, as might be expected since these are the easiest to detect.
Garmany et al. (1980) did consider whether the lack of systems with small velocity amplitudes
implied a true absence of such systems or a merely limitation on their detection. They concluded
that such low-amplitude systems should have been detected as part of their survey, and that the
preference for equal mass components was a real effect. While we do not claim to offer an explana-
tion for their result, we speculate that perhaps the large proportion of evolved stars selected on a
magnitude-limited basis could introduce significant biases. Herein, we offer a new investigation of
a larger sample of massive star systems consisting of mostly main-sequence primaries selected from
a single young OB association.
5Here, we have included only the stars with new observations from their Table 3 denoted by an asterisk.
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3. Analysis of Binary Characteristics
3.1. Monte Carlo Modeling
Beginning with the observed distribution of primary star radial velocity amplitudes and pri-
mary star masses6 inferred from the spectral classification (Martins et al. 2005; Humphreys &
McElroy 1984(@), we wrote a Monte-Carlo code to estimate the probable parent distribution of
binary mass ratios and orbital separations from which our sample is drawn. We initially assumed
a binary fraction of f = 1.0 so that every primary star has a companion. Statistically, this means
that single stars get treated as systems with very low mass companions, very large separations,
or very low inclinations. However, this is a useful approach to obtain an initial lower limit on α.
For each primary star of mass M1 and observed velocity variations characterized by two different
metrics, Vh and Vrms, the Monte-Carlo simulations randomly assign a secondary star of mass M2
based upon a distribution of mass ratio, q ≡M2/M1. The mass ratios are drawn from a population
described by Prob(q) ∝ qα where α is the power law index of the mass ratio distribution over
the range 0.01 < q < 1. We consider all values of α between -3.0 and 2.0. α > 0 describes a
secondary star mass distribution peaked toward the primary mass. α = 0 corresponds to a flat
distribution of secondary masses, indicating equal probability of having a massive companion or a
low mass companion. α = −2.7 corresponds to a secondary mass distribution roughly represen-
tative of the field star mass distribution above ∼ 1 M⊙ (Salpeter 1955; Scalo 1986; Kroupa et al.
1993). The Monte-Carlo code assigns an orbital separation, r drawn from a distribution described
by Prob(a) ∝ log(a)β with rin < r < rout. β = 0 corresponds to a parent population of orbital
separations uniformly distributed between log(rin) and log(rout). β = ±3 corresponds to a distri-
bution peaked toward large/small separations, respectively. We adopt ain = 0.07 AU and aout = 30
AU. In the interest of minimizing free parameters, we assume that the orbits have zero eccentric-
ity. The resulting period, P , and velocity semi-amplitude, Vmax, of the simulated binary system is
computed Niter times, where Niter is typically 100 Monte-Carlo iterations. For each simulated
system, the velocity curve is sampled at a random phase angle Nobs times, where 3 < Nobs < 19,
the actual number of observations of a given star. A mean observational velocity uncertainty, nor-
mally distributed about zero, is added to the simulated velocity semi-amplitude. The code then
assigns a random inclination angle, i, for each system, where i is generated by allowing the angular
momentum vector of the simulated system to lie anywhere on a sphere. For each Monte Carlo run
with a given pair of α and β, the simulated distribution of Vh and Vrms for 114 stars is compared
to the observed distribution using a K-S test. The probabilities that the simulated and observed
distributions of Vh and Vrms (Prob(Vh) and Prob(Vrms), respectively) are drawn from the same
population are averaged over 100 Monte Carlo iterations and tabulated for later analysis. We found
that both velocity metrics, Vh and Vrms, yield similar results and provide similar probabilistic con-
straints on the binary characteristics. While Vh is a better measure of the true semi-amplitude, it
6Actually, the assumed primary star masses have little consequence for our present study because we are only
interested in the binary mass ratios and not the secondary masses themselves.
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is also less robust than Vrms against outliers or measurements with large uncertainties. Therefore,
in subsequent discussion and figures we use the average probability obtained from the arithmetic
mean of the two descriptors: Prob(avg) = 0.5 × [Prob(Vh) + Prob(Vrms)].
3.2. Inferred Binary Parameter Characteristics Assuming a Binary Fraction of
f = 1.0
Working under the assumption that the true binary fraction is f = 1.0 (i.e., every massive
star has exactly one companion), we compared the simulated distribution of radial velocities for
the 114 -star sample to the observed distribution. This is not an unreasonable assumption given
the conclusions of numerous authors that the true multiplicity fraction may be very close to unity
once corrections for detection incompleteness are made (Abt 1983; Poveda et al. 1982). Figure 5
shows probability contours depicting the likelihood, Prob(avg), that a given combination of α and
β reproduce reproduce the distribution of velocities in the data. The ridge of highest likelihood
(Prob(avg) > 60%) is almost linear and runs between α=-0.6, β = −3.5 to α=0.2, β = 1.0. Values
outside of this region drop to probabilities < 10% for much of the plotted parameter space. In
other words, simulations with mass ratios biased slightly toward low mass ratios coupled with close
orbital separations are about likely as a flat distribution of mass ratios coupled with a distribution of
separation peaked mildly toward larger values. This situation can be seen another way by examining
the histograms of two specific pairs of α, β. Figure 6 shows the distribution of observed and
simulated velocity semi-amplitudes (solid and dashed lines, respectively) for models with α = −0.6,
β = −3 (left panel) and α = −0.1, β = −0.2 (right panel). Each panel is labeled with the probability
that the two histograms are drawn from the same parent population. Both combinations of α, β
yield probabilities of Prob(avg) ≥ 0.60 and lie along the ridge line of peak likelihood in Figure 5.
The most probable distributions of mass ratios and orbital separations Figure 5 are inconsistent
with the Hogeveen (1992) results of α ≃ −2 (for q > 0.3) and β = −1.7. They are however,
marginally consistent with the Hogeveen (1992) estimates for systems with q < 0.3, namely that
α ≃ 0 and β ≃ −1.3. Our results are also marginally consistent with the results of Garmany et
al. (1980) (see Figure 4) where α ≥ 0 and orbital separations are peaked toward small semi-major
axes (i.e., β < 0). In our results, α > 0 is only probable if β > 0, and even then, the agreement
with the data is at the level of < 50%.
Motivated by the possibility that the binary characteristics may vary from the most massive
O stars to B stars (Garmany et al. 1980; Abt & Levy 1978; Larson 2001) we next consider subsets
of the data: the 35 O stars, the 79 B stars, the 31 evolved stars, and the 83 main sequence stars.
Figure 7 shows probability contours for a set of Monte Carlo simulations of only the 35 O stars
in the sample. The ridge of highest likelihood peaks in excess of 70% and has a broad crescent-
shaped morphology. The contours allow for a wider range in α and β, reflecting the comparatively
looser constraints provided by such a much smaller sample. A distribution of mass ratios peaked
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slightly toward low q coupled with a semi-major axis distribution favoring small separations is as
likely as a distribution of mass ratios peaked toward unity (α = 0− 2) coupled with a semi-major
distribution peaked toward larger separations (β = 0− 1).
Figure 8 shows probability contours for a set of Monte Carlo simulations of only the 83 main
sequence stars in the sample. The crescent-shaped ridge of highest likelihood peaks in excess of 70%
and has a very similar morphology to the contours in Figures 5 and 7 illustrating the correlation
between preferred values of α and β.
Figure 9 shows probability contours for a set of Monte Carlo simulations of only the 79 B stars
in the sample. The ridge of highest likelihood peaks in excess of 60% and looks very similar to that
in Figure 5. The most probable region of parameter space allows −0.7 < α < 0.1 and −4 < β < 1.
The differences between this plot and Figure 7 are subtle but significant, indicating a preference
for larger α and smaller β among O stars compared to B stars.
Figure 10 shows probability contours for a set of Monte Carlo simulations of only the 31
post-main-sequence stars in the sample. These contours differ more significantly than any of the
preceding diagrams. The peak contours are shifted by -0.3 dex toward lower α and the inflection
toward larger α and with larger β seen in previous figures is not seen here. This shift is consistent
with the evolved systems having systematically smaller mass ratios for a given orbital separation
compared to the O stars subsample or the main-sequence subsample. It is difficult to understand
this small, but marginally significant difference in terms of plausible evolutionary effects. If the
primary star in evolved systems loses mass through winds or mass transfer to the secondary, then
we would expect, a priori, the mass ratios to systematically shift toward unity (i.e., larger α).
Given the lack of theoretical motivation, we do not offer, at this time, a physical explanation for
this trend.
In summary, the most probable values for α lie in the range α > −0.8 and β ≤ 1 for all
subsamples except the post-main-sequence subsample. Because we have assumed a binary fraction
of f = 1.0, the most probable value of α in this analysis constitutes a firm lower limit. This is
because single primary stars with no velocity variations become interpreted statistically as systems
with very low mass companions (i.e., extreme mass ratios), thereby artificially shifting the most
probable values of α toward more negative values (i.e., more low mass secondaries). Therefore, we
can rule out, with a high degree of confidence, values of α < −0.8, and thereby, a secondary mass
distribution drawn from the field IMF. In the following analysis, we consider the effect of allowing
a binary fraction less than unity.
3.3. Inferred Binary Parameter Characteristics Assuming a Binary Fraction of
f < 1.0
With the present data, we cannot specify with a high level of certainty which systems are
binaries and which are single. Although several dozen systems show strong evidence of velocity
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variability, we can only interpret the observed velocity curves statistically with the aid of Monte
Carlo simulations (at least until secure periods are measured for a large fraction of the sample).
Systems showing no velocity variability may be single stars, or systems that are viewed at small
inclination angles, or systems with very long orbital periods.
Despite this uncertainty, we can make a plausible estimate for the fraction of single systems by
considering those objects where the observed velocity dispersion, Vrms, is smaller than the mean
observational uncertainty, σv. There are 30 such systems in our sample of 114 . These are the
systems most likely to be single stars, although they may also include low-inclination systems or
long-period systems. In Figure 2, these objects lie within the error bars of the x-axis. There is no
preference for these to be either high-mass over low-mass primaries, or main sequence stars over
evolved stars. Based on these numbers, one might infer a tentative estimate for the binary fraction
of f = (114 − 28)/114 ) = 0.75. A second estimate of the binary frequency may be made by
considering the fraction of stars where Vh < 2σv. There are 54 such stars in our sample, leading to
an estimate of f = (114 − 54)/114 ) = 0.53. By comparison, Gies (1987) find a binary fraction of
56% for stars in clusters and associations, versus 26% for field stars. Garmany et al. (1980) report a
binary fraction of 36%±7% among a sample of O stars brighter than V = 7. Abt et al. (1990) find
a binary fraction of 74% for B2-B5 primaries. Among solar type F3-G2 stars Abt & Levy (1976)
report a multiplicity frequency of 55%. Studies suggest a binary frequency > 50% among low mass
stars (Kroupa et al. 1991, 1993). Nearly all of these authors admit that the real binary fraction will
be higher due to detectability limits. Thus, adopting a binary fraction of f = 0.75 can be regarded
as a realistic estimate of f when compared to previous results. We defined a subsample of 86 stars
with these 28 ‘’non-variable”stars removed. This subsample is termed the F86 subsample.
Figure 11 shows probability contours for a set of Monte Carlo simulations which include only
the 86 stars in the F86 subsample. The ridge of highest likelihood has now shifted toward larger
values of α compared to the previous analyses and Figures. The contour of greatest likelihood
peaks in excess of 60% in the vicinity of α ≃ 1.8, β ≃ 0. The peak contour ridge is crescent-shaped,
running between α=-0.1,β = −3 and α =2.0,β = 0.5. This Figure shows that the simulations are
consistent with the data only when semi-major axis distributions flat or slightly peaked toward
small separations and when the mass ratio distributions peaked strongly toward unity. In this case
our data shows good agreement with the results of Garmany et al. (1980) and very poor agreement
with the studies which report secondary mass distributions consistent with the field IMF (e.g., Abt
et al. (1990); Hogeveen (1992); Duquennoy & Mayor (1991)).
Some of the 28 systems with no velocity variations which we removed to construct the F86
subsample could, of course, be binaries but fall below the limit of detectability. As an alternative
approach to estimating the binary fraction, we ran a series of Monte Carlo simulations for the full
114-object sample where 25% of the primaries were assigned, at random, no companion. This is
equivalent to a binary fraction of 75% without regard for which primaries are single versus binary.
Figure 12 shows that the probability contours for this set of simulations are similar to those in
Figure 11, and the peak probability exceeds 60%.
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Monte Carlo simulations using a plausible binary fraction of f = 0.75 produce a comparable
level of agreement with the data relative to f = 1.0 but imply a larger value of α. To the extent
that the population of Cygnus OB2 systems can be characterized by power laws describing the
slope of the mass ratio distribution and the semi-major axis distribution, we conclude that a binary
fraction of f = 0.75 is as consistent with the data as f = 1.0. However, the agreement with the
data becomes increasingly poor as the binary fraction drops below f = 0.70. Figure 13 shows that
the model probability contours peak at ≃ 30% when the binary fraction is f = 0.6. We find that
any simulations with f < 0.55 produce unacceptably poor (Prob(avg) < 10%) agreement with the
data, and we therefore conclude that the binary fraction must lie between f = 0.7 and f = 1.0.
For any 0.7 < f ≤ 0.85, the best fitting binary parameters are 0.0 < α < 2.0 and −2.0 < β < 0.5.
3.4. Alternative Semi-Major Axis and Mass Ratio Distributions
There is some observational evidence that the distribution of orbital separations in binary sys-
tems is log-normal rather than a power law. Duquennoy & Mayor (1991) show that the distribution
of orbital periods for nearby binaries containing a G dwarf primary is broad and approximately
Gaussian in logP having log P = 4.8 and σlogP = 2.3 with P in days. Therefore, the distribution of
orbital separations should be approximately log-normal as well, with a mean of ∼ 25 AU. Motivated
by this result, we ran a series of Monte Carlo simulations where the semi-major axis distribution is
log-normal having a width of σlog r = 0.6 with r in AU. Figure 14 shows the resulting probability
contours which peak in excess of 60% in the range α =-1.0 – -0.5 and log r =-0.3 – -1.0. Values of
α > 0 are considerably less probable. Interestingly, the distribution of orbital separations from the
Garmany et al. (1980) sample in Figure 4 shows a peak in this range as well, having log r ≃ −0.7.
However, the distribution of mass ratios from the Garmany et al. (1980) sample requires α ≥ 0.
If we keep the same parameterization as in Figure 14 but allow the binary fraction instead to be
f = 0.75, then Figure 15 shows the consequent probability contours. The peak exceeds 60% and has
now shifted to 0.5 < α < 2.0 with −0.3 < log r < 0.0. This combination of parameters is broadly
consistent with the results of Garmany et al. (1980), although the preferred orbital separations are
somewhat larger, r ≃ 0.5 AU in our results compared to r ≃ 0.15 in their sample.
Duquennoy & Mayor (1991) further show that mass ratios in G dwarf binaries are consistent
with a normal distribution having q = 0.23 and σq = 0.42. Figure 16 shows probability contours for
a simulation with a log-normal distribution of semi-major axes and a normal distribution of mass
ratios. The peak likelihood exceeds 60% at values of q ≃ 0.35 and log r ≃ −0.3, but a range of mass
ratios from q = 0.2 to q = 0.5 provide good fits to the data. This figure suggests that the mass ratio
distribution is not highly peaked toward unity when the entire sample of 114 systems is considered.
The distribution of orbital separations is constrained to lie between −1.0 < log r < −0.4, indicating
that separations less than 1 A.U. are highly preferred. When we allow the binary fraction to be
f = 0.75, Figure 17 indicates that the peak likelihood exceeds 60% when q > 0.5 and log r ≃ 0.0.
In conclusion, our simulations with a log-normal form of the semi-major axis distribution with
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σlog r = 0.4 fit the data as well as, but no better than, the power law semi-major axis distribution.
Simulations with a normal distribution of mass ratios also produce similarly good agreement. As we
saw with the power law simulations, the most probable values of key parameters log r and q depend
upon the assumptions about the true binary fraction. On the basis of the current data, we cannot
discriminate between a power law and a normal distribution of orbital separations or mass ratios.
However, it is noteworthy that log-normal distribution of orbital separations produces more tightly
bunched contours and a smaller allowed portion of parameter space while maintaining a similar
peak likelihood exceeding 60%. Given the observational evidence for a log-normal distribution
of semi-major axes in low-mass systems, our result might understood to constitute support for a
preferred range of separations in high-mass binaries of r ≃ 0.5 − 1 AU. Regardless of assumptions
about the true binary fraction, the mass ratio distribution peak must be q > 0.30, and binary
fractions of f < 0.6 produce unacceptably poor agreement with the data.
3.5. A Bi-Modal Mass Ratio Distribution?
Some authors have speculated that the distribution of mass ratios is bi-model, with peaks near
q = 0.25 and q = 1.0 (Trimble 1974; Abt & Levy 1978). The latter peak was supposed to arise from
systems in which the two components formed in close proximity from a common gaseous structure.
The former peak was hypothesized as the result of gravitational capture of field stars, resulting
in the production of wide binaries. Scarfe (1986) and Halbwachs (1987) dismissed the notion of
two binary populations as an artifact of selection effects. We investigated whether our data could
be modeled as a collection of two distinct populations. We fixed one hypothetical population
comprising 30% of the sample to have q ≃ 1.0 and and small orbital separations log r ≃ −0.8
characteristic of the Garmany et al. (1980) sample. We allowed the key parameters of the second
hypothetical population to vary throughout the usual range of q and log r. We found that the
addition of a second population did not improve or degrade the level of agreement between the
models and the data. The present data cannot discriminate between a unimodal and a bimodal
distribution of mass ratios. Guided by simplicity arguments, we do not give further consideration
to multiple populations of companions.
3.6. Limitations of the Modeling
In order to compare the observations to the modeled velocity distributions we have made a
number of simplifying assumptions. Some of these assumptions may account for the result that the
best models agree with the data at only the 60-70% level. Nevertheless, we contend that none of
these assumptions affect the major conclusions.
We assume that all orbits are circular. Although this is unlikely to be the case for the majority
of systems, it provides a reasonable way to estimate the mean properties of an ensemble of systems
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with a minimum of free parameters, especially in the absence of well-sampled velocity curves which
would be required to measure eccentricities. It is also a reasonable approximation for close, massive
binaries where the orbits are likely to have circularized. Early-type systems with periods less than
several days are observed to have eccentricities near zero (Giuricin et al. 1984) as are systems with
large fraction radii, R∗/r > 0.24 where r is the semi-major axis and R∗ the stellar radius (North
& Zahn 2003; Pan et al. 1998; Zahn 1977). Low-mass binary systems have eccentricities near zero
for periods shorter than ∼ 11 days (Meibom & Mathieu 2005). Without additional data to provide
secure periods for much for our sample, we can only say that ∼ 10 systems appear to be in such
short period orbits.
We assume that each primary star has a single companion which dominates the observed
primary kinematics. In reality, triple and quadruple systems probably exist among the sample, but
they are likely to be a small fraction of all systems. Among solar type stars the fraction of triple
and quadruple systems is ≤ 4% (Duquennoy & Mayor 1991). The tertiary components, if any,
are statistically likely to have wide orbital separations and long periods, making their observable
dynamical influence minimal given the present 6 year maximum time baseline and ∼10 km s−1
velocity precision.
We assume that the measured velocity variations are due to orbital kinematics of the primary
star. Stellar photospheric line profile variations may be present among some of the most massive
stars, especially the evolved stars in our sample (31 of 114 or about 27% are post-main-sequence
stars). Line profile variations attributed to atmospheric pulsations are observed in ≥77% of evolved
O stars and in some Be stars Penrod (1986); Vogt & Penrod (1983) but rarely among dwarfs
(Fullerton et al. 1996). These phenomena could mimic the effects of bona fide orbital velocity
variability. Neglecting this possibility would lead to an overestimate of the binary fraction and
bias the conclusions in favor a larger α and/or smaller β. Since our sample consists predominantly
of dwarfs and non-Be stars (there are 3-5 Be stars), the impact of line profile variations may be
marginally significant, but is unlikely to dominate the results. The similarity of Figures 5, 7, 9,
and 8 in which the data are split into O-star, B-star, and dwarf-star subsamples provides some
assurance that line profile variations do not dominate the results.
Finally, we caution that the binary characteristics within a single OB association may not
be representative of the binary properties in other massive starforming regions. The fraction of
binaries, the distribution of mass ratios, the initial orbital separations, and their eccentricities may
depend upon the global conditions in the molecular cloud from which they formed. For example,
the dense, massive molecular clouds with densities ne > 10
7 cm−3 which can produce a super star
cluster with M > 106 M⊙ within a diameter of a few pc (O’Connell et al. 1994; Elemgreen &
Efremov 1997; Kobulnicky & Johnson 1999; Billett et al. 2002) may produce a different population
of binaries than the those which generate the relatively diffuse OB associations. This would be
especially true if binaries result primarily from gravitational encounters between cloud cores and/or
massive protostars early in the star formation episode. On the other hand, it might be argued that
the production of binaries is primarily a local effect driven by physics on the scale an individual
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cloud core (< 10 AU). If massive stars form primarily through merger of intermediate mass stars in
a dense core as suggested by Bonnell et al. (1998), then perhaps characteristics of massive binaries
are set by the masses and separations of subclumps which fail to complete the merger process.
Krumholz (2006) provides a review of the predictions and consequences of competing theories for
massive star formation.
4. Discussion
Using the 114 best-studied stars in the Kiminki et al. (2006) survey with its velocity resolution
down to 5− 15km s−1, we have a placed firm lower limit on the mass ratio distribution parameter
α at -0.8. We also place a lower limit on the binary fraction of f = 0.6. The best-fit values for
the mass ratio distribution parameter are: −0.8 < α < −0.3 for a binary fraction of f = 1.0 and
−0.1 < α < 2.1 for f = 0.75. We can not yet constrain the orbital separation distribution of
binaries, and it is possible that β can differ from the canonical value of 0, although a distribution
peaked toward large separations can be ruled out. Continued observations will allow us to better
constrain this parameter. Also we find that the binary fraction of massive stars is at least 60% and
can be as high as 100%.
These limits place constraints on a wide range of stellar systems. Such a high value for α makes
it impossible to make enough low-mass X-ray binaries under the classic formation scenario. The
classic LMXB formation scenario argues that the progenitors of these objects are binary systems
with extreme mass ratios containing a low-mass star and an extremely high mass star (Bhattacharya
& van den Heuvel 1991; Kalogera & Webbink 1998). The binary system must survive the collapse
of the high mass star to a neutron star or black hole and remain in a tight enough orbit so that the
evolving low-mass star will shed matter onto this compact remnant. Even assuming our absolute
lowest limit for α, the rate predicted by this formation scenario is > 1 order-of-magnitude too low
to explain the observed systems (Kalogera & Webbink 1998; Fryer et al. 1998).
We are thus forced to look at alternative formation scenarios for low-mass X-ray binaries.
Podsiadlowski et al. (2002) proposed that most low-mass X-ray binaries are actually initially formed
as ”intermediate” mass (secondary mass less than 7 M⊙) binaries. For reference, the lowest mass
primaries in our sample are M ≃ 8 M⊙. Pfahl et al. (2003) have studied the dependence of such
a scenario on the value of α for a range −1 < α < 1. The rate of formation of ”low-mass X-
ray binaries” under this scenario is now much less dependent on the value of α, varying by less
than a factor or 4 over the -1 to 1 range. Throughout this range, the theoretical formation rate is
comparable to the rates predicted by observations of low-mass X-ray binaries. Based on our results,
the Podsiadlowski et al. (2002) formation scenario for low-mass X-ray binaries seems much more
likely.
For many of the massive binary systems (e.g., GRB progenitors and double neutron star
progenitor systems) it has long been assumed that α = 0 and this assumption is consistent with
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our observed limits. It is interesting, nevertheless, to see how the rates of these binaries change
with α. We have used the population synthesis code described in Fryer et al. (1998) and Fryer et al.
(2006) to estimate the rate of compact object binaries (double neutron star and black hole/neutron
star binaries) as a function of α. We have reduced the wind mass-loss considerably to focus on
binary effects. Here, we have run 35× 3 simulations for α values ranging from -2. to 1.5 and for 3
separate values of β: -4,0,4.
If GRB progenitors are made in single stars, then their modeled frequency will not depend on
the value of α. Let us focus on one specific GRB progenitor: the helium-merger model (Fryer &
Woosley 1998). Panel a of Figure 18 shows the relative rate of He-merger systems (normalized to
the α = 0., β = 0. value) as a function of α. The solid line corresponds to β = 0 and the dotted,
dashed lines correspond to β = −4, 4 respectively. For the case of β = 0.0, the dependence on α
over this entire range is less than a factor 2 and, for the the most extreme case of β = −4, the range
is roughly a factor of 3. If we restrict ourselves to the most-likely range of α and β values from our
observations, we see that the uncertainty introduced in the relative GRB rate by the uncertainty in
these two parameters is now quite low: 0.832 (α = −0.6, β = −4) to 1.1 (α = 0.4, β = −1). Other
uncertainties, such as wind mass-loss in stars, now dominate the uncertainty in the rate of this
GRB progenitor. Unfortunately, we still do not know the progenitor class (single versus binary)
or subclass (e.g., subset of all helium-merger models) that makes GRBs, so we can not strictly
determine dependence of the GRB rate on α and β, and some progenitors, e.g., tidally-locked
systems, may depend more sensitively upon the value of α or β.
Panel b of Figure 18 shows the resulting production rate of double neutron star systems. The
difference in rates over this range of α can be large, up to a factor of 5. Note also that the rate varies
also as a function of β: a factor of 8 in the most extreme case. If we again restrict ourselves to the
range of most likely values, we find the DNS rate ranges from 6.7− 14 Myr−1 for the Milky Way.
These uncertainties are comparable to (or lower than) many of the other uncertainties plaguing
population synthesis studies of these compact binaries and we must understand all of them better
to get exact rates for these systems.
Our observational constraints are also now poised to address the issue of supernova progenitors.
Mass transfer phases in binary evolution will eject matter from a prospective supernova progenitor.
With our high inferred binary fraction (f > 0.6), these binary effects must occur in nature. We
expect binaries to produce peculiar and narrow-line type II (type IIn) supernovae with low-mass
hydrogen envelopes like SN 1993J. Panel c of Figure 18 shows the fraction (with respect to all core-
collapse supernovae) of these peculiar and IIn supernovae produced in binaries as a function of α and
β assuming a binary fraction of f = 0.6. We define “IIn/peculiar” supernovae as those stars that
lose at least 70% of their hydrogen envelopes without losing their entire hydrogen envelope prior
to collapse. Depending upon the values of α and β, the fraction of these binary-induced peculiar
supernovae can range from 2 to 30%! Currently, the relative rates of such peculiar supernova
(especially considering our ad-hoc value for mass-loss) is not well constrained and such systems
demand further study.
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Podsiadlowski (1992) argued that most Ib/c supernovae are the explosions of binary systems
where the companion removes the hydrogen envelope of the supernova progenitor prior to collapse.
The relative fraction of type Ib/c supernovae is much better constrained than that of IIn supernovae.
Cappellaro et al. (1997) found the type Ib/c supernova rate to be roughly 15% of all stellar collapses.
If so, we find that binaries can account for all type Ib/c supernovae if α . 0 or if the values for
α and β lie within our most likely values (Figure 18, panel d). Here again, we have assumed
the lower limit for our binary mass fraction, 60%. Even for α = 1.5, >80% of all type Ib/c
supernovae are formed in binaries. Although uncertainties in such population synthesis calculations
make it difficult to assert unequivocally that most type Ib/c supernovae are produced in binaries,
observational evidence seems to continue to back up the assertions of Podsiadlowski (1992). For
those that believe that most type Ib/c supernovae are produced in single stars (Hirschi et al. 2005),
they must then also argue how these binary systems do not produce supernovae.
A number of characteristics of Ib/c supernovae may exist to distinguish between single and
binary progenitors of type Ib/c supernovae. First, binary type Ib/c supernovae can occur over
the entire mass range of supernova progenitors (i.e., all stars > 8 M⊙). In contrast, single Ib/c
stars are limited to stars above > 25 M⊙. The structures of these stars are different and may be
distinguishable in supernova spectra. An easier observation would be to just determine the rate of
Ib/c supernovae as a function of metallicity. If binaries dominate, the only effect of metallicity is
to alter the radii of the stars in the giant phase, and presumably this will be a small effect as a
function of metallicity. By contrast, if single stars dominate the progenitors, the rate of type Ib/c
supernovae should drop dramatically as the metallicity decreases (Heger et al. 2003).
Detailed stellar observations can place a number of constraints on the initial distribution of
binaries and the binary mass fraction. With the Kiminki et al. (2006) data, we have constrained
the mass ratio distribution and have shown the potential for constraining the distribution of orbital
separations and binary mass fraction. The initial binary characteristics must be understood in
order to predict the contribution of binary populations to the formation of a wide range of objects.
Continued study of these systems will place further constraints on our understanding of binaries
and the objects and explosions they produce.
5. Conclusions
We have analysed the radial velocity data spanning 6 years on a large sample of OB stars
from the Cygnus OB2 Association to measure probable values for the key parameters f , α and β
describing the binary fraction and distributions of mass ratios and semi-major axes among young
massive stars. The data improve upon prior studies by including a larger number of objects over
more observational epochs. Our sample also consists of a young population with a (mostly) uniform
age of 2-3 Myr, thereby minimizing evolutionary and selection effects.
1) A binary fraction of f < 0.6 cannot produce the level of velocity variations observed in the
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data for any combination of α, β, and can be ruled out with a high level of confidence.
2) For binary fractions 0.7 < f < 1.0, Monte Carlo simulations are consistent with the data at
the 60–70% level for a range of −0.6 < α < 2 and −3 < β < 1.0. The best fit values are correlated,
with increasing α requiring larger β. A secondary star mass distribution drawn from the field IMF
can be ruled out with a high level of confidence.
3) Binary fractions near unity allow α as small as −0.8, while binary fractions 0.70 < f < 85,
require α > 0, indicating that high mass stars preferentially have high mass companions. For
0.70 < f < 0.85, values of −2 < β < 0.5 are most consistent with the data.
4) Subsets of our data comprising O stars, B stars, and main-sequence stars produce similar
results, indicating that their binary characteristics are similar. The subset of post-main-sequence
stars shows a marginally different distribution of characteristics, with a preference for more extreme
mass ratios (i.e., lower α near -1.0 - 0.6) over a similar range of of orbital separations. We do not have
an explanation for this shift, either in terms of observational systematics or physical evolutionary
effects.
5) Distributions of mass ratios and orbital separations characterized by normal distributions or
log-normal distributions are as consistent with the data as distributions described by power laws.
When the orbital separations and mass ratios are described by normal distributions, the most
probable values of the mass ratio and orbital separation are q ≃ 0.3 − 0.5 and log r ≃ −0.6 − 0.1
when the binary fraction is assumed to be unity. For binary fractions f = 0.7 − 0.85, the most
probable parameters are q ≥ 0.5 and log r ≃ 0.1
6) These data make the classical formation scenario for low-mass X-ray binaries highly un-
likely and support the hypothesis that binary, not single stars, dominate the type Ib/c supernova
population (Podsiadlowski et al. 2002).
Our ongoing radial velocity study in Cygnus OB2 will ultimately provide secure orbital periods
for a majority of the systems, thereby producing a direct measure of the distribution of masses and
orbital separations without the need for probabilistic simulations of the type employed here.
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Fig. 1.— Primary star velocity semi-amplitude versus orbital period for binary systems with a 10
M⊙ primary. Solid lines indicate the loci of systems with equivalent mass ratios, q ≡M2/M1=1.0,
0.1, 0.01. Dotted lines indicate loci of systems with common orbital separations, r = 0.1, 1.0, 10
AU. The light gray region indicates the portion of parameter space sampled in this survey. Namely,
the data are sensitive to primary velocity amplitudes ≥ 10 km s−1, periods shorter than ∼ 2 × 6
years, and orbital separations ≤ 2× 10 AU.
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Fig. 2.— Primary star spectroscopic masses versus observed velocity semi-amplitudes, Vh ≡
0.5|Vmax − Vmin|, for the 114 sample stars. Typical uncertainties are 5-15 km s
−1.
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Fig. 3.— The distribution of observed velocity dispersions, Vrms (solid line), velocity semi-
amplitudes, Vh ≡ 0.5|Vmax − Vmin| (dotted line), and the mean velocity uncertainties (dashed
line) for the sample.
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Fig. 4.— Left panel: Histogram of the velocity semi-amplitudes for the O stars presented in Table
3 and Figure 1 of Garmany et al. (1980). Note the differences compared to our Figure 3, namely
a relative lack of stars in the velocity range 20-80 km s−1 in the Garmany et al. (1980) sample.
Middle panel: Histogram of mass ratios, q, for the O type binaries from Garmany et al. (1980). The
histogram is consistent with a flat or rising distribution with increasing mass ratio. Right panel:
Derived semi-major axis distribution for the O type binary systems from Garmany et al. (1980)
assuming an average orbital inclination of 60◦. The dashed line is a best fit Gaussian curve which
peaks near log(r) = −0.8 or ∼ 0.15 AU with a tail toward larger separations.
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Fig. 5.— Probability contours from Monte Carlo simulations showing the likelihood, assuming a
binary fraction f = 1.0, that given combinations of α and β are consistent with the data of all
114 OB stars in the sample. Contour levels show 10, 20, 30, 40, 50, and 60% likelihood that the
simulations and the data are drawn from the same parent population. The most probable values
exceed 60% liklihood and lie along a narrow, crescent-shaped ridge line
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Fig. 6.— Histograms showing the distribution of velocity semi-amplitudes, Vh, for the 114 OB
stars in our sample (solid line) and Monte Carlo simulations with the indicated values of α and β
(dashed line). Each panel is labeled with the probability, P , that the two histograms are drawn
from the same parent population. Both combinations of α, β yield probabilities of P≥ 0.60 and lie
along the ridge line of peak likelihood in Figure 5. Either values of β ∼ −3.0 paired with α ≃ −0.5
or β ∼ 0.5 paired with α ≃ 1.0 provide similarly good matches to the data.
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Fig. 7.— Probability contours as in Figure 5 showing the likelihood that given combinations of
α and β are consistent data for the 35 O stars in the sample. Contour levels show 10, 20, 30,
40, 50, 60, and 70% liklihood that the simulations and the data are drawn from the same parent
population. The most probable values of α and β are very similar to Figure 5, but the allowed
region is wider, reflecting the less stringent constraints afforded by the smaller subsample.
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Fig. 8.— Probability contours as in Figure 5 showing the likelihood that given combinations of α
and β are consistent data for the 86 main sequence stars in the sample. Contour levels show 10,
20, 30, 40, 50, 60, and 70% liklihood that the simulations and the data are drawn from the same
parent population. The most probable values of α and β are nearly identical to Figure 7.
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Fig. 9.— Probability contours as in Figure 5 but for simulations using only the 84 B stars in the
sample. Contour levels show 10, 20, 30, 40, 50, and 60% liklihood that the simulations and the
data are drawn from the same parent population. The most probable values of α and β are nearly
identical to Figure 5.
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Fig. 10.— Probability contours from Monte Carlo simulations for only the 35 post-main-sequence
stars in our sample. The peak contour levels are shifted slightly toward lower α compared to
previous Figures which show subsets of O, B, and main-sequence stars. This shift is consistent with
more extreme mass ratios in the evolved systems.
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Fig. 11.— Probability contours from Monte Carlo simulations showing the likelihood that given
combinations of α and β are consistent with the data for the restricted F86 subsample of 86 objects
which show significant velocity variations (see text). The ridge of maximum likelihood has now
shifted toward larger values of α and smaller values of β, and peaks in excess of 60%.
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Fig. 12.— Probability contours as in Figure 11 but 25% of the primaries are assigned no companion
(i.e., a binary fraction of f = 0.75). The probability contours are morphologically similar to
Figure 11 and peak in excess of 60%.
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Fig. 13.— Probability contours as in Figures 11 and 12 but for a binary fraction of f = 0.6).
The peak likelihood is ∼30%, indicating that for binary fractions f ≤ 0.6 the data are increasingly
inconsistent with the data for any reasonable combinations of α and β.
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Fig. 14.— Probability contours from Monte Carlo simulations showing the likelihood that given
combinations of α and β are consistent with the data. Here, the distribution of semi-major axes,
r in A.U., is characterized by a log normal distribution with the indicated value on the y-axis and
a Gaussian width given by σlog r = 0.6 The contours are crescent-shaped, as in previous Figures,
with a peak likelihood exceeding 60% in the range α = -1.0 – -0.5 and log r = -0.0 – -1.0.
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Fig. 15.— Probability contours as in Figure 14, but with a binary fraction is f = 0.75. The
contours are now shifted toward larger α with a peak likelihood exceeding 60% over the range of
α > 0.0 and −0.3 < log r < 0.1.
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Fig. 16.— Probability contours from Monte Carlo simulations showing the likelihood that given
combinations of α and β are consistent with the data. The distribution of semi-major axes, r in
A.U., is characterized by a log-normal distribution with the indicated value on the y-axis and a
Gaussian width given by σlog r = 0.6. The distribution of mass ratios, q is characterized by a normal
distribution with the indicated value on the x-axis and a Gaussian width given by σq = 0.4. The
contours peak with a likelihood exceeding 60% over range of 0.3 < q < 0.45 and log r ≃ −0.3.
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Fig. 17.— Probability contours as in Figure 16, but for a binary fraction of f = 0.75. The contours
are shifted toward larger values of α, and, as in previous Figures, have a peak likelihood exceeding
60% over range of 0.55 < q < 0.9 and log r ≃ 0.0.
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Fig. 18.— a: The relative rate (normalized to α = 0, β = 0) of helium star merger systems as a
function of α for β = 0 (solid line), β = 4 (dashed line), and β = −4 (dotted line). b: The log of
the production rate of double neutron star binary systems in the Milky Way (in units of Myr−1)
as a function of α for three values of β as in Panel a. For the preferred values of α ≥ 0, this rate
ranges from logR = 0.4 for β = 4 to logR = 1.3 for β = −4. c: The fraction of of peculiar and
type IIn supernovae as a function of α. For the preferred values of α ≥ 0, this fraction runs from
0.10 for β = 4 and 0.30 for β = −4. d: The fraction of type Ib and Ic supernovae as a function of
α. For the preferred values of α ≥ 0, the implied fraction of type Ib and Ic supernovae is between
10% and 20%, consistent with the observed fraction of ∼ 15% (Cappellaro et al. 1997).
