Original scientific paper This paper investigates the role of evaluation function used by metaheuristics for solving combinatorial optimization problems. Evaluation function (EF) is a key component of any metaheuristic algorithm and its design directly influences the performance of such an algorithm. However, the design of more discriminating EFs is somewhat overlooked in the literature. We present in this work the first in-depth analysis of the conventional EF for the Minimum Linear Arrangement (MinLA) problem. The results from this study highlighted its potential drawbacks and led to useful insight and information which guided us to design a new more discerning EF. Its practical usefulness was assessed within three different algorithms: a parameter-free Steepest Descent, an Iterated Local Search and a Tabu Search. The analysis of the data produced by these comparisons showed that the performance of the three adopted approaches could be boosted by using the proposed more discriminating EF.
Introduction
In the last two decades, metaheuristics [1] such as Genetic Algorithms, Simulated Annealing and Tabu Search have become very popular as a class of valuable optimization methods for tackling hard combinatorial optimization problems. Successful applications with these methods are continually reported both in traditional and in emerging fields. Metaheuristics are today recognized as an indispensable part of the arsenal for difficult optimization.
The success (or failure) of a metaheuristic algorithm depends heavily on a set of key components that must be designed with care. Neighborhood relation and evaluation function are two prominent examples for Stochastic Local Search methods [2] . The neighborhood relation defines the subspace of the search problem to be explored by the method. For a given problem, the definition of the neighborhood should structure the search space such that it helps the search process to find its ways to good solutions. The importance of neighborhood is also evidenced by several methods focusing on neighborhood relations like Variable Neighborhood Search (VNS) [3] , Neighborhood Portfolio Search [4] and Progressive Neighborhood Search [5] .
The evaluation function assesses the quality of a candidate solution with respect to the optimization objective and orients the search method to "navigate" through the search space. A good evaluation function is expected to be able to distinguish among solutions and thus to effectively guide the search method to make the most appropriate choice at each of its iterations. Together, neighborhood and evaluation function define the so-called landscape of the search problem [2, 6, 7] and impact thus greatly the efficiency of the search algorithm.
One common practice in designing metaheuristic algorithms is to directly use the initial objective function of the optimization problem as the evaluation function. However, such a function may not be sufficient to effectively guide the search process. Consider for instance the more discriminating evaluation functions reviewed in Section 5.
In this paper, we focus on the issue of evaluation function and offer an in-depth investigation on the design of a more discriminating evaluation function which considers additional semantic information of the optimization problem. For this purpose, we use the wellknown Minimum Linear Arrangement problem (MinLA) as our case study.
The main contributions of this work can be summarized as follows: a) An in-depth analysis of some mathematical properties of the classical evaluation function for MinLA, called LA, and a new more discriminating evaluation function, named Φ; b) An extensive experimental comparison between these evaluation functions within a Steepest Descent (SD) algorithm over a full test-suite composed of the 21 wellknown benchmarks previously used in many studies [8, 9, 10, 11, 12] ; c) A study comparing the number and distribution of neutral and improving neighboring solutions induced by both evaluation functions; d) An analysis of the interaction among five different neighborhood relations and the studied evaluation functions; e) An assessment of the practical usefulness of Φ within two different metaheuristic algorithms, Iterated Local Search and Tabu Search; f) A rigorous statistical analysis of all the experimental results. The main objective of this investigation is to show that designing more discriminating evaluation functions may be a highly valuable approach for boosting the performance of metaheuristic algorithms which deserves more attention.
The remainder of this article is organized as follows. Section 2 formally introduces the MinLA problem, analyzes some characteristics of the basic evaluation function LA and shows how these results were used in [13] to propose the more informative Φ evaluation function. Section 3 shows a first assessment of the usefulness of Φ with respect to the conventional LA function, with the help of a parameter-free Steepest Descent (SD) algorithm. Additional evidence about the usefulness of the proposed evaluation function within both an Iterated Local Search and a Tabu Search algorithm is given in Section 4. Section 5 provides a review of some relevant studies related to the issue of more discriminating evaluation functions. Finally, Section 6 summarizes the contributions of this paper and highlights the importance of designing alternative evaluation functions for metaheuristic algorithms.
The MinLA problem and evaluation functions
Let = ( , ) be a given combinatorial optimization problem where is the search space composed of a set of candidate solutions and the objective or cost function of problem . For the purpose of this paper, it is important to distinguish from the notion of evaluation function (also called fitness function for genetic-like algorithms) which is a component of a metaheuristic algorithm. In many cases, can take the form of and many examples can be found using such an approach. However, can also be defined by any other function in order to include in it additional and useful information. This second approach is the topic of this paper. To show how this would be possible, we focus on the study of the Minimum Linear Arrangement problem (MinLA).
MinLA was first stated by Harper [14] whose initial aim was to design error-correcting codes with minimal average absolute errors on certain classes of graphs. Later, in the 1970's MinLA was used as an abstract model of the placement phase in VLSI layout, where vertices of the graph represented modules and edges represented interconnections. In this case, the cost of the arrangement measures the total wire length [15] . MinLA has also been applied as an over-simplified model of some nervous activity in the cortex [16] . The MinLA problem also has other practical applications, particularly in the following areas: bioinformatics [17] , single machine job scheduling [18] , graph drawing [19] , software diagram layout [20] , to mention only some of them.
The function
MinLA can be stated formally as follows. Let ( , ) be a finite undirected graph, where (| | = ) defines the set of vertices and ⊆ × = {( , )| , ∈ } is the set of edges. Given an one-to-one function ∶ → {1, … , }, called a linear arrangement or a labeling, the total edge length (cost) for with respect to the arrangement is defined according to Eq. (1).
Then the MinLA problem consists in finding an arrangement (labeling) * for a given so that the total edge lengthLA ( , )is minimized:
where ℒ represents the set of all the possible labelings. It is simple to observe that the set ℒ consists of ! possible linear arrangements for a graph of order .
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There exist polynomial time exact algorithms for some special cases of MinLA such as trees, rooted trees, hypercubes, meshes, outerplanar graphs, and others (see [21] for a detailed survey). However, as is the case with many graph layout problems, finding the minimum linear arrangement is known to be NP-hard for general graphs [22] . Therefore, there is a need for heuristics to address this problem in reasonable time. Among the reported algorithms are: a) heuristics especially developed for MinLA, such as the Binary Decomposition Tree heuristic [9] , the Multi-Scale algorithm [10] and the Algebraic Multi-Grid scheme [23] ; b) metaheuristics such as Simulated Annealing [8, 12] and Memetic Algorithms [11, 13] ; and c) some combinations of these methods.
Analyzing the evaluation function
It is important to remark that most of the algorithms for the MinLA problem mentioned in the previous section, evaluate the quality of a solution (linear arrangement) as the change in the objective function LA ( , ) (let us call it only LA for simplicity). This section presents a detailed analysis of certain characteristics of LA and highlights the potential drawbacks of LA when it is directly used as an evaluation function. This analysis has led to useful insight and information which guided us to design a more discriminating evaluation function introduced in [13] .
Before beginning this analysis, we introduce two important definitions used in our study of labeled graphs. Let be a labeling for a graph ( , ) of order . The absolute difference between the labels of two adjacent vertices , is defined as follows:
The appearing frequency of those absolute differences with value produced by is given by Eq. (3).
where ( , ) ∈ equals 1 if | ( ) − ( )| = , and 0 otherwise. Let ( , ) be a finite undirected graph of order n and a labeling. Observe that graph could potentially have ( − 1)/2 non-reflexive edges. Given that a particular edge can be present or absent in it, the total number of possible simple (without loops) labeled graphs is expressed in Eq. (4), where ℊ s represents the set containing those graphs.
In the following analysis, we do not consider the graphs with loops because the contribution of those nonreflexive edges to the total edge length is null. Nevertheless, we take into consideration all the possible values taken by the function LA, even when LA = 0.
Suppose a labeled graph with n vertices. In this graph the maximum number of absolute differences is distributed as follows: 1 with value ( − 1), 2 with value ( − 2), and in general absolute differences with value ( − ) for all in [1, − 1]. Then, the LA function can be expressed in terms of the graph's appearing frequencies using Eq. (5).
It is clear then, that LA can take values from 0 (an empty graph or composed only by reflexive edges) to the value given by Eq. (6).
Let ℛ LA ⊆ ℊ × ℊ be an equivalence relation [24] over the set of all the simple labeled graphs and , ∈ ℊ then is related to y ( ℛ LA ) if and only if and have a set of appearing frequencies = { 1 , 2 , … , −1 } which produce the same total edge length LA.
2 An equivalence class[ ] = { ∈ ℊ : ℛ LA } ⊆ ℊ then can be defined for each possible value of LA. Hence, the total number of equivalence classes LA , underLA, in which the set ℊ can be partitioned is:
We observe that that there can exist different labeling resulting into the same set of appearing frequencies D whose exact number can be computed using Eq. (7).
Notice also that it could exist different sets of appearing frequencies resulting into the same value LA, i.e., = { 1 , 2 , … , }. Thus, the cardinality LA ( )for the equivalence class under LA = can be computed using Eq. (8). 2 Observe that it could be the same graph or two different graphs.
According to our observations, the evaluation function LA does not distinguish between absolute differences with a big value and those with a little value. For instance, for the LA function it is equivalent to have an absolute difference with value 25 rather than 25 absolute differences with value 1 (see Eq. (1)). Therefore, there is no possibility of making the distinction between the LA ( , )simple labeled graphs which belong to the same equivalence class LA = . For example, the LA function assigns the same cost LA = 35 for the two labelings represented in Fig. 1 , for a simple graph of order 12. However, a deeper analysis of each appearing frequency allows us to confirm that the labeling ´ in Fig. 1b is perhaps more interesting than that of Fig. 1a because it is easier to minimize the value of LA by reducing one absolute difference with value 10 ( 10 = 1) in ´ rather than five absolute differences with value 1 ( 1 = 5) in . Indeed, if we reduced one absolute difference with value 10, LA could decrease by 10 units, whereas if we can eliminate five absolute differences with value 1 (which is more difficult), LA could only reduce its value by 5 units.
Based on this observation, we review in the next section an evaluation function for the MinLA problem which is more informative. Indeed, it analyzes individually each appearing frequency produced by a labeling in order to assess its quality.
The evaluation function
The function Φ evaluates the quality of a labeling considering not only the total edge length (LA) of the arrangement, but also additional information induced by the appearing frequencies of the graph. Furthermore, it maintains the fact that ⌊Φ⌋ results into the same integer value produced by Eqs. (1) and (2) .
For computing Φ, each appearing frequency must make a different contribution to the cost of a labeling. This contribution is computed by using Eq. (9) .
Applying these contributions into Eq. (5) produces the following expression:
and simplifying it, we obtain the Φ evaluation function whose first term is the LA function (see Eq. (5)), and the second term (a fractional value) is used to discriminate labelings having the same total edge length LA.
As an example, let us consider the labeling for the graph of order = 12 presented in Fig 1a. 
On the other hand, if Φ is computed for the linear arrangement ´ depicted in Fig. 1b, 
The main idea behind Φ is to penalize the absolute differences having small values, and to favor those with values near to the bandwidth of the graph. 3 This can be clearly observed in Eq. (12) , where the Φ function penalizes the absolute differences with value 1 ( 1 =5) more than those with value 3 ( 3 =1) by multiplying them by a factor of 12!/(6,2E + 09) and 12!/(1,3E + 12), respectively. In this way, Φ will always assign a lower cost for a labeling comprising more absolute differences with big value like that depicted in Fig. 1b , because intuitively this labeling has a stronger probability to be further improved.
Indeed, remember that in a simple labeled graph of order n, generally there is a maximum number ( − ) of absolute differences with value ( ∈ [1, − 1]). Consequently, a larger value of an absolute difference means a weaker appearing frequency . For example, in a simple labeled graph of order = 50 there exist at most 49 absolute differences with value 1, whereas there is at most "one" absolute difference with value 49. It is thus simpler to reduce the total edge length for a given labeling by modifying the labels at the ends of only one edge, than changing the labels of all the vertices joined by the 49 edges which produce absolute differences with value 1. Based on this observation, we have conceived the Φ function in such a way that it can give advantage to the labelings which have absolute differences with big value.
Analyzing the evaluation function
A formal analysis of certain characteristics of the Φ evaluation function is presented below.
Let ℛ Φ ⊆ ℊ × ℊ be an equivalence relation over the set of all the simple labeled graphs. Given two elements , ∈ ℊ , we say that is related to ( ℛ Φ ) if and only if both have the same set of appearing frequencies = { 1 , 2 , … , −1 }(i.e., the same Φ value). An equivalence class[ ] = { ∈ ℊ : ℛ Φ } ⊆ ℊ can be then defined for each possible value of Φ.
Remember that in a simple labeled graph of order , there are in general absolute differences with value ( − ) for all in [1, − 1]. Then, the appearing frequencies take values between 0 and ( − ). Thus, the total number of equivalence classes Φ , under Φ, in which the set ℊ of all the simple labeled graphs of order can be partitioned is:
Given that two labelings belong to the same equivalence class under Φ if they have the same set of appearing frequencies , we can compute the cardinality Φ ( , ) for the equivalence class under Φ = i by using Eq. (15) .
The analysis of the equivalence classes produced by Φ, that we have just presented, allows us to draw some important conclusions. In particular, we observed the fact that Φ divides each equivalence class produced by the LA function in subsets (equivalence classes) of smaller size which gather labelings sharing the same set of appearing frequencies . Thanks to this rational way of incrementing the number of equivalence classes, Φ makes it possible to distinguish linear arrangements having the same value LA. Moreover, Φis coherent with the MinLA problem objective which consists in minimizing LA: for two labelings and ´ if Φ( ) < Φ(´), then LA( ) ≤ LA(´)(see Eqs. (5) and (11)).
Comparison of computational complexity between and
In order to compute the quality of a labeling by using the conventional LA evaluation function, all the edges in the graph ( , ) must be analyzed (seeEq. (1)). As a result (| |) instructions must be executed.
To efficiently compute Φ we could precalculate each term + ( !/( + )!) in Eq. (11) and store them in an array = { } × .All this needs to execute 2| | operations, i.e., (| |). Then each time that we need to calculate the value of Φ the sum ∑ ( , )∈ must be computed, which results into the same computational complexity as the one required to compute LA. Additionally, Φpermits an incremental evaluation of neighboring solutions (see Section 3). 4 Indeed, suppose that the labels of two different vertices ( , ) are exchanged, then we should only recompute the | ( )| + | ( )| absolute differences that change, where | ( )| and | ( )| represent the number of adjacent vertices to and , respectively. As it can be seen this is faster than the (| |) operations originally required.
To complement the above analysis, we will present bellow experimental evidences confirming the advantage of the Φ evaluation function over the LA function and show the usefulness of Φ for metaheuristic algorithms.
Comparing and evaluation functions using a Steepest Descent algorithm
This section has two main objectives. First, with a Steepest Descent algorithm and a set of benchmark instances, we compare the performances that can be achieved using LA and Φ evaluation functions. Second, to explain the observed performance difference, we examine in detail the interaction between evaluation function and neighborhood relation and analyze the distribution of the improving neighbors produced by the evaluation function Φ in comparison with LA.
Steepest Descent algorithm
The choice of the Steepest Descent (SD) algorithm for this comparison is fully justified by the fact that SD is completely parameter free and thus it allows a direct comparison of the two evaluation functions without any bias. In addition, the move strategy adopted within the SD algorithm permits to study characteristics of the search space in which we are interested, such as the number and distribution of improving neighbors. The implemented SD algorithm has the following features.
Solution representation and Evaluation Function. For a graph with vertices, the search space ℒ is composed of all !/2 possible linear arrangements. In our SD algorithm, a linear arrangement is represented as a permutation of {1,2, . . . , }. More specifically, it is defined as an array l of integers which is indexed by the vertices and whose -th value [ ] denotes the label assigned to the vertex . The cost of an arrangement is evaluated by using either the LA or Φ evaluation function.
Initial Solution. In this implementation the initial solution is randomly generated.
Neighborhood Function. Let ( , , ) be a function permitting to exchange the labels of two vertices and from an arrangement . The neighborhood 1 ( ) of an arrangement can be then defined as follows:
This neighborhood has the advantage of being small and enabling an incremental cost evaluation of neighboring solutions.
SD Move Strategy and Stop Condition. The SD algorithm starts from the initial solution ∈ ℒ and repeatedly replaces with the best solution in its neighborhood 1 ( ), ties are broken randomly. This process stops automatically when no better arrangement can be found within the neighborhood.
Computational experiments
This experiment aims at studying the characteristics of and at providing insight into its real working. That is why it does not only take into account the final solution quality obtained by the algorithms, but also their ability to efficiently explore the search space. To attain this objective, the SD algorithm presented in Section 3.1 was coded in C and named SD-LA and SD-Φ depending on which evaluation function is used. This algorithm as well as all the other presented in this paper were compiled with gcc using the optimization flag -O3, and ran sequentially into a CPU Xeon at 2 GHz, 1 GB of RAM with Linux operating system.
The test-suite used in all our experiments is composed of the 21 well-known benchmarks originally proposed by Petit [8] and used later by many studies [9, 10, 11, 12] . These instances are divided into six different kinds of graphs having between 65 and 9800 vertices and are available at the following address: http://www.tamps.cinvestav.mx/~ertello/minla.php.
To assess the performance of the studied algorithms (SD-LA and SD-Φ), comparative results are shown on these instances. The main criterion used for the comparison is the best total edge length found (smaller values are better). Computing time is also given for indicative purpose.
Comparison between SD-and SD-
The methodology used consistently throughout this experimentation is the following. First, 10 random arrangements were generated for each of the 21 selected instances. Then, each random arrangement was used as starting solution for 10 independent runs of the studied algorithms (SD-LA and SD-Φ) over each selected instance. The average results achieved in these 100 executions are summarized in Tab. 1, where the first column indicates the name of the graph. Columns two to seven display the total iterations I, the final cost in terms of total edge length C, and the total CPU time T in seconds for both SD-LA and SD-Φ. Column eight presents the average number of improving neighbors found by SD-Φ, at the same iteration where the average number of improving neighbors provided by SD-LA equals zero, that is when SD-LA stops. Column Δ C shows the percentage gain in terms of the average costs reached by SD-Φ compared to that produced by SD-LA, i.e. 100 * (1 -average cost ofSD-Φ / average cost ofSD-LA).
Additionally, a statistical significance analysis was performed for this experiment. First, D'AgostinoPearson's omnibus 2 test was used to evaluate the normality of data distributions. For normally distributed data, either ANOVA or the Welch's t parametric tests were used depending on whether the variances across the samples were homogeneous (homoskedasticity) or not. This was investigated using the Bartlett's test. For nonnormal data, the nonparametric Kruskal-Wallis test was adopted. A significance level of 0.05 has been considered. The resulting p-value is presented in Column ten of Tab. 1, where a bold typeface means that there exists a statistically significant increase in performance achieved by SD-Φ with regard to SD-LA.
The results presented in Tab. 1 show that the SD-Φ algorithm returns better results in 19 out of 21 instances (smaller total edge length) than those produced by SD-LA, which leads to an average improvement Δ C = 3,33% when Φ is used as evaluation function. Notice that the search with SD-Φ continues always longer time than with SD-LA (compare columns four and seven, labeled T), leading to better local optima. SD-LA stops prematurely due to its impossibility to distinguish neighboring solutions with the same cost (total edge length). It is important to remark that in average the CPU time needed for one iteration (T/I) of SD-LA and SD-Φ are quite comparable: 0,666 seconds for SD-LA and 0,656 seconds for SD-Φ.
The statistical analysis presented in the last column (p-value) of Tab. 1 confirms that there exists a statistically significant increase in performance achieved by SD-Φ with regard to SD-LA on 66,66 % of the studied instances (14 out of 21). Thus, we can conclude that in general SD-Φis more effective than SD-LA.
The dominance of Φ is better illustrated in Figs. 2a  and 2b , where the behavior of the studied evaluation functions is presented on the random A1 instance (the study of other graphs provided similar results). In Fig. 2a the abscissa axis represents the number of moves, while the ordinate axis indicates the average total edge length. It can be observed that SD-Φ obtains always arrangements of shorter total edge length than SD-LA with the same number of moves. To supplement this observation, Fig.  2b (see also next section) depicts the evolution of the average number of improving neighbors (i.e., having a smaller cost than the current solution) with respect to the number of moves. One observes that at each iteration, Φ offers always more opportunities to select an improving neighbor than LA, favoring thus the SD algorithm to find better solutions.
Distribution of improving neighbors produced by and
In order to understand and explain the results shown in Section 3.3, we present a second experiment for a deeper analysis. Here, we show the distribution of two types of neighbors: neutral neighbors (i.e., having the same cost as the current solution) and improving neighbors (i.e., having a smaller cost than the current solution) associated with LA and Φ. Indeed, the number of improving neighbors produced by an evaluation function (for a given neighborhood) is an interesting indicator of its capacity to allow the search algorithm to effectively explore the search space [25] . Figs. 3a and 3b show the distribution of all the neutral neighbors and improving neighbors produced, after 1500 iterations, by SD-LA and SD-Φ over the random A1 instance. The abscissa and ordinate axes indicate the vertices exchanged to produce 1 ( ), while the Z axis denotes the evaluation function cost produced. One observes that there is a great difference. SD employing the Φ evaluation function has many improving neighbors to ameliorate its current solution while SD-LA has much fewer favorable neighbors. This unfavorable characteristic of the LA evaluation function is dramatically accentuated as the search process progresses. For instance, observe Figs. 3c and 3d, which show also all the neutral and improving neighbors at the iteration where SD-LA stops. Notice how Φ is able to discriminate all those neutral neighbors that would be impossible to distinguish by using the classical evaluation function LA.
Interaction between the neighborhood relation and the evaluation function
The neighborhood relation and the evaluation function together define the search landscape [6] . It is thus important to analyze the interaction between these two components. For this purpose, we consider the evaluation functions LA and Φ, the neighborhood relation 
Neighborhood relations
The second neighborhood relation analyzed in this experiment permits to exchange the label of a vertex with those of its adjacent vertices. It is formally defined in Eq. (17).
where ( ) is the set of adjacent vertices of .
In order to bring forward the third studied neighborhood function some preliminary concepts should be presented. Given a vertex with adjacent vertices whose labels are 1 , . . . , , they can be sorted so that 1 < 2 <. . . < , where is called the -th order statistic [26] . Then the statistical median of the labels currently assigned to the vertices in ( ) is given by Eq. (18):
If is odd
If is even (18) The neighborhood 3 ( ) of a labeling , presented in Eq. (19) , employs this concept to find the most suitable choice for labeling a vertex with respect to its adjacent vertices.
where ( ) is a set containing those vertices whose current labels are close to the value ( ) and that is formally defined as follows:
The fourth neighborhood relation 4 ( ) analyzed in this experiment is defined in Eq. (21):
where ( , , ) is the product of ( − ) operations (see Eq. (22)), = {1,2, . . . , } the set of labels of a graph of order , and −1 a function associating to each label number the vertex of the graph which contains it.
Finally, the neighborhood function 5 ( ) is defined according to the following expression:
where ( , , ) is the product of� 
Computational experiments
For these experiments we have used a slightly modified version of the SD algorithm presented in Section 3.1, which implements the best admissible move strategy with a restricted number of 2500 neighboring solutions in order to reduce the total expended computational time.
The 21 benchmark instances described in Section 3.2 were once again used. Similar results were obtained with all of them. However, with an aim of synthesizing the information, we present them by using only some representative graphs. All the results presented in this section are based on average data obtained in 100 independent runs with each of the ten combinations between the two evaluation functions and the five neighborhood relations.
The graph in Fig. 4a shows the convergence process, in terms of average solution quality achieved by the SD algorithm, when each of the ten studied combinations is used to solve the random A1 instance. In Figs. 4b to 4f each of the five neighborhood relations is analyzed individually. The following observations were made from these graphs.
The Φ evaluation function allows, in four out of five cases, to improve the results provided by the SD algorithm, which highlights that Φ is more effective than LA. Indeed, Fig. 4f gives a clear example where a wrong choice of the neighborhood relation results into an algorithm with a poor performance, even if Φ is a better evaluation function than LA. We think that this behavior is due to the highly disruptive nature of 5 ( ).
With regard to the studied neighborhood relations, we have noticed from Figs. 4b to 4f that the best performance is reached by SD when the 1 ( ) neighborhood is used. The neighborhoods 2 ( ), 3 ( ) and 5 ( ) produce worse solutions than 1 ( ) and 4 ( ).
Finally, if we consider the ten analyzed combinations between the two evaluation functions and the five neighborhood relations, the best among them is when and 1 ( ) are used simultaneously (reaching an average solution quality LA = 946 774,368 (see Tab. 2). The nine other combinations provide lower quality solutions. Based on the conclusions obtained from the current section, below we will present more computational results with two more advanced metaheuristic algorithms using as neighboring relation 1 ( ).
Comparing and within other metaheuristics
After having studied the characteristics of Φ by using a simple Steepest Descent algorithm, we decided to evaluate the practical usefulness of Φ within two wellknown and more elaborated metaheuristics. The results obtained from these experimental comparisons are provided in the following subsections. 
Iterated Local Search algorithm
For the purpose of the first experimental comparison of this section we have implemented a basic Iterated Local Search (ILS) algorithm [27, 28] . It was kept as simple as possible to obtain a clear idea of the evaluation function's influence over the performance of this metaheuristic algorithm. Our ILS implementation shares the following components with the SD algorithm presented in Section 3.1: permutation-based representation, evaluation functions LA and Φ, swap neighborhood relation 1 ( ) and random initial solution. It applies a local search method (embedded heuristic) to an initial solution 0 until it finds a local optimum, then this solution is perturbed and used as a starting point of another round of local search. After each local search the new local optimum solution found ´´ is accepted as the new incumbent solution * if and only if its total edge length (cost) is better than that of * . This iterative procedure repeats until a given stop condition is met. In the case of our ILS algorithm, the search process stops when the maximum number of non-improving neighboring solutions allowed is reached (see Alg. 1).
A modified version of the SD algorithm presented in Section 3.1 was used as embedded heuristic; it implements the best admissible move strategy with a number of 2500 visited neighboring solutions. perturbation operator employed by our ILS consists in applying once the left rotation neighborhood relation 4 ( ) analyzed in Section 3.5.
Computational experiments
For this experiment the ILS algorithm presented above was implemented. Let us call it ILS-LA or ILS-Φ according to whether evaluation function LA or Φ is used. In all the experiments carried out with this algorithm, the same test-suite and computational platform described in Section 3.2 were used. In order to guarantee as much as possible a fair comparison between both ILS algorithms, the same parameters (determined experimentally) were employed to compare them: a) initial solution randomly generated, b) swap neighborhood relation 1 ( ) for the embedded heuristic, c) left rotation neighborhood relation to the random nature of ILS, 100 independent runs were executed for each of the selected benchmark instances. When averaged results are reported, they are based on these 100 executions.
The results of this experiment are presented in Tab.3. Column one depicts the name of the graph. The next six columns display the best cost in terms of total edge length C, the average cost Avg. and the average CPU time T in seconds for both ILS-LA and ILS-Φ respectively. Column eight, Δ C , presents the percentage gain in terms of the average costs reached by ILS-Φ compared to that produced by ILS-LA, i.e. 100 * (1 -average cost of SD-Φ / average cost of SD-LA). Finally, Column nine lists the pvalue obtained from a statistical significance analysis performed for the results of this experiment, according to the methodology described in Section 3.3.
It can be observed from Tab. 3 that ILS-Φ expends a slightly higher CPU time than ILS-LA, since it uses an average of 16,19 seconds for solving these 21 benchmark instances. On the contrary, ILS-LA employs only 12,19 seconds for this task. However, we can also remark that ILS-Φ can take advantage of its longer executions. Indeed, it is able to consistently improve the best results found by ILS-LA, obtaining in certain instances, like bintree10, an important decrease in total edge length (Δ C up to 14,99%). Furthermore, the statistical analysis presented in the last column of Tab. 3 confirms that this increase in performance achieved by ILS-Φ with regard to ILS-LA is statistically significant on 80,95% of the studied instances (17 out of 21). It allows us to conclude that the Φ evaluation function leads to a more effective exploration of the search space than LA, since it does boost the performance of the proposed ILS algorithm.
Tabu Search algorithm
For the second experimental comparison of the studied evaluation functions we have selected the Tabu Search (TS) algorithm [29] , since it is among the most cited and used metaheuristics for solving combinatorial optimization problems [30] .
The pseudo-code of our TS implementation is presented in Alg. 2. It starts with a randomly generated solution, then it proceeds iteratively to visit a series of locally best configurations following the neighborhood function 1 ( ). At each iteration, a best neighbor ´ is chosen to replace the current configuration , even if the former does not improve the current one. In order to explore consecutive local optimal solutions and to avoid the occurrence of cycles, TS introduces the notion of tabu list. The basic idea is to record the attributes of each visited solution and to forbid the algorithm to visit again this configuration during the next Tt iterations (Tt is called the tabu tenure).
Algorithm 2 Tabu Search (TS) algorithm
In our TS algorithm the neighbor of a given solution is obtained by swapping the labels of any pair ( , ) of different vertices. When such a move is performed the couple of vertices ( , ) is classified tabu for the next Tt iterations. Therefore, the vertices and cannot be exchanged during this period. Nevertheless, a tabu move leading to a configuration better than the best configuration found so far * is always accepted (aspiration criterion).
The tabu tenure Tt for a move, in our TS algorithm, is dynamically calculated during the search using the approach introduced by Galinier [31] and used later in [32] . It is based on the use of a periodic step function PS which takes as argument the number of iterations iter. Each period of this function is composed of 1500 iterations divided into 15 intervals [ , +1 − 1] =1,2,…,15 with 1 = 1 and +1 = + 100. The value returned by PS for a particular iteration iter∈ [ , +1 − 1] is given by ( ) =1,2,…,15 = (1, 2, 1, 4, 1, 2, 1, 8, 1, 2, 1, 4, 1, 2, 1) × , where is a parameter that fixes the minimum tenure value. Therefore, the tabu tenure equals between iterations 1 and 99, 2 × between iterations 100 and 199, followed by again for iterations [200, 299] and 4 × for iterations [300, 399] , etc. This variation scheme is periodically repeated by this function after every 1500 iterations.
A diversification mechanism was also implemented since the above basic TS algorithm could be trapped in deep local optima. In our case, the search is judged stagnating each time the best solution found so far * is not further improved after a number NI of consecutive iterations. To help the search to escape from such deep local optima, we apply a simple perturbation mechanism to the current solution to bring diversification into the search. The perturbation consists in applying consecutive times the left rotation neighborhood relation 4 ( ) analyzed in Section 3.5, where is a parameter that fixes the strength of the perturbation. Finally, our TS algorithm stops when it ceases to make progress, i.e., when MD successive diversification iterations do not produce a better solution.
Computational experiments
Two versions of the TS algorithm previously presented were implemented. Let us call them TS-LA or TS-Φ depending on which evaluation function is employed. The following parameters were determined experimentally for both TS algorithms, and used consistently for this experiment: a) initial solution randomly generated, b) swap neighborhood relation 1 ( ) with a maximum number of 2500 neighboring solutions, c) maximum non-improving neighboring solutions maxNI=100, d) minimum tenure value = 15, e) the strength of the diversification operator is = 2, f) maximum non-improving successive diversification iterations MD=20. Due to the random nature of the TS algorithm, 100 independent runs were executed for each of the selected benchmark instances.
Tab. 4 summarizes the results obtained from this experiment. Columns two to seven display the best cost in terms of total edge length C, the average cost Avg. and the average CPU time T in seconds achieved by TS-LA and TS-Φ respectively. Column eight, Δ C , depicts the percentage gain in terms of the average costs reached by TS-Φ compared to that produced by TS-LA, while column nine presents the p-value obtained from a statistical significance analysis performed for the results of this experiment using the same methodology described in Section 3.3.
The analysis of the data presented in Tab. 4 leads us to the following observations. First, we can notice that TS-Φ consumes slightly more computing time than TS-LA (in average 199,78 vs. 194,85 seconds). Second, we clearly remark that TS-Φ consistently returns solutions of better quality than TS-LA, since in average TS-Φ provides solutions whose total edge lengths are Δ C = 6,15% smaller than those produced by TS-LA. For certain instances, like whitaker3, the decrease in total edge length could be up to Δ C = 31,71. Third, the statistical analysis whose results are presented in the last column of Tab. 4 (p-value) confirms that the increase in performance achieved by TS-Φ with respect to TS-LA is statistically significant on 80,95% of the studied instances (17 out of 21).
Thus, this second experiment confirms that Φ does help the TS algorithm to make a more effective search than LA.
It should be clear that given the algorithmindependent nature of the Φ evaluation function, it can be used by other advanced metaheuristics for the MinLA problem to boost the search performance. Finally, let us mention that Φ is one of the key components that contributes to the performance of a highly successful twostage SA algorithm presented in [12] .
Some related works
There are relatively few studies on more discriminating evaluation functions for metaheuristics. Two notable examples are reported for graph coloring [7] and for bin packing [33] .
The Graph Coloring Problem (GCP) consists in coloring the vertices of a given graph with a minimal number of colors (chromatic number) with the constraint that two adjacent vertices receive different colors. For this problem, Johnson et al. proposed the evaluation function depicted in Eq. (25) . In this equation the number of colors is considered variable, represents the set of vertices colored with and (1 ≤ ≤ ) is the set of edges both of whose endpoints (vertices) are in . (25) Observe that by the first term of Eq. (25), a large color set tends to get more vertices than smaller ones, and as a side effect of this, the number of colors is minimized. The second term is used to penalize those edges having the same colors on the end vertices. Another important characteristic is that all the local optima under correspond to legal colorings (i.e., = Ø ⩝ ). But the main advantage of the evaluation function, compared with the objective function (i.e., the weighted sum of and ∑ | |
=1
), is that it can evaluate the gain of a move in which the number of colors is not changed but the size of a small is decreased. As it was demonstrated by Johnson et al. [7] , the use of the evaluation function within a SA algorithm leads to good results, because is more informative than and helps to better guide the search process.
The Bin Packing Problem consists in packing, within a minimum number of bins of a given capacity , a set of items = { 1 , 2 , … , }, each having a size ( ) > 0. In other words, the goal is to pack the items into as few bins as possible, i.e., partition them into a minimum number of subsets 1 , 2 , … ,
The first evaluation function which comes to mind is the number of bins used to pack all the items, but it is unusable in practice because it is not informative to guide an algorithm in the search. Falkenauer [33] proposed instead the following evaluation function (to maximize):
where is the number of bins used in the solution , the sum of sizes of the items packed in the bin (the fill of the bin) and a constant ( > 1), which expresses the concentration on the most filled bins in comparison to the less filled ones. The larger is, the more well-filled bins will be produced.
The proposed evaluation function maximizes the average bin efficiency (over all bins) measuring the exploitation of a bin's capacity. Thus, it encourages the bin efficiency, rather than the overall performance of all the bins together. Additionally, assigns similar (but not equal) values to similar solutions, while having the same optima as the objective function , producing as consequence smoother search landscapes.
Other recent examples of more discriminating evaluation functions can be found in [34, 35] .
Conclusions and discussions
Evaluation function is one fundamental element of a metaheuristic algorithm. By extending a preliminary work reported in [13] , this paper described an in-depth investigation of the notion of evaluation function using a well-known graph labeling problem (i.e., the Minimum Linear Arrangement problem, MinLA) as a representative case of study.
Some important mathematical properties of the conventional MinLA evaluation function LA (i.e., total edge length cost) were throughly analyzed. The results from this study highlighted the potential drawbacks of using this function to guide the search and enabled us to devise a more discriminating evaluation function, namely Φ. The basic idea behind Φ is to integrate in the evaluation function not only the total edge length of an arrangement (LA), but also other semantic information induced by the absolute differences between the labels assigned to adjacent nodes of the graph. The practical usefulness of the evaluation function Φ was first assessed with a parameter-free Steepest Descent (SD) algorithm using a full test-suite composed of the 21 well-known benchmarks of the literature [8, 9, 10, 11, 12] . The results produced by this experiment showed that the SD algorithm using Φ as evaluation function (SD-Φ) returns for 19 out of 21 instances better results than those produced by SD-LA requiring in average a comparable CPU time per iteration. The statistical analysis of these results confirmed that the increase in performance achieved by SD-Φ with regard to SD-LA is statistically significant on 66,66% of the studied instances (14 out of 21).
In order to get a better understanding of these results an experimental analysis of the search landscapes and the distributions of improving neighbors induced by these two evaluation functions was carried out. It provided experimental evidences showing that the superiority of Φ over LA, for guiding the search, is due to its ability to identify in average a greater number of improving neighbors than LA.
To gain more insights into the real working of the studied evaluation functions a second experimental comparison between them was carried out employing two more elaborated metaheuristics: Iterated Local Search (ILS) and Tabu Search (TS). The analysis of the data produced by these comparisons showed that the performance of the ILS and TS metaheuristics can be boosted by using more discriminating evaluation functions like Φ. Indeed, ILS-Φ and TS-Φ were able to consistently improve the best results produced by ILS-LA and TS-LA, respectively. Furthermore, the statistical analysis carried out over these results demonstrated that the increase in performance achieved by the metaheuristics using Φ as evaluation function with respect to those employing LA is statistically significant on 80,95% of the studied instances (17 out of 21). These results allow us to conclude that the Φ evaluation function permits the search algorithm using it to make a more effective exploration of the search space than LA.
Even if the current stage of our knowledge does not allow us to identify general rules for designing more informative evaluation functions, we hope the work reported in this paper sheds useful light on the way that may be followed. We also expect the results shown in this work incite more research on more discriminating evaluation functions as an effective mean of boosting the performance of metaheuristic algorithms.
