We present a proof system for the provability logic GLP in the formalism of nested sequents and prove the cut elimination theorem for it. As an application, we obtain the reduction of GLP to its important fragment called J syntactically.
The polymodal provability logic GLP introduced by G. Japaridze [16] is a well-known modal logic, which has important applications in proof theory and ordinal analysis of arithmetic [3] . This logic is complete w.r.t. the arithmetical semantics where modalities correspond to reflection principles of restricted logical complexity in arithmetic. Though GLP was extensively studied [15, 14, 7, 6, 23, 2, 4, 20, 5] , the question of finding an appropriate cut-free formulation for this logic seemingly remained open (Problem 3 from [17] ). In the present paper we introduce a proof system for GLP in the formalism of nested sequents 1 and prove the cut elimination theorem for it. The notion of nested sequent, invented several times independently (see [11, 18, 9, 21, 12] ), naturally generalises both the notion of sequent (which is a nested sequent of depth zero) and the notion of hypersequent (which is essentially a nested sequent of depth one). In brief, a nested sequent is a tree of ordinary sequents.
Many investigations in GLP employ a fragment of GLP denoted J [2] . The reduction of GLP to J was first established in [2] by involved modeltheoretic arguments. Other proofs, on the basis of arithmetical semantics and topological semantics, were given in [1] and [5] , respectively. In this note, we give a syntactic proof of the same reduction as an application of the cut elimination.
The plan of the paper is as follows: in Section 1 we recall the Hilbert-style axiomatization of GLP and define the notion of nested sequent in the context of polymodal logic; in Section 2 we present the nested sequent formulation of GLP and obtain admissibility of basic structural rules; in Section 3 we prove the cut elimination theorem, which follows the corresponding proofs for the provability logic GL (see [8, 19, 24, 13, 22] ) and for systems of nested sequents [9] ; in the final section we establish the reduction of GLP to its important fragment called J syntactically.
Preliminaries
The polymodal provability logic GLP is a propositional modal logic in a language with infinitely many modalities ◻ 0 , ◻ 1 , ◻ 2 , etc. The dual connectives are denoted by 0 , 1 , 2 , etc.
Formulas of GLP, denoted by A, B, C, are built up as follows:
where p and p stand for atoms and their complements. Let the complexity A of a formula A be p = p ∶= 1, ⊺ = ∶= 1,
A ∧ B = A ∨ B ∶= max{ A , B } + 1.
The negation A of a formula A is defined in the usual way by De Morgan's laws, the law of double negation and the duality laws for the modal operators, i.e. we inductively define
The Hilbert-style axiomatization of GLP is as follows:
Axioms:
Rules: modus ponens, A ◻ i A.
In order to define a cut-free sequent system for GLP we adopt so-called nested (deep) sequents [9] . A nested sequent, denoted by Γ, ∆, Σ, Υ, is inductively defined as a finite multiset of formulas and expressions of the form [Γ] i , where Γ is a nested sequent and i is a natural number. Nested sequents are often written without any curly braces, and the comma in the expression Γ, ∆ means the multiset union. In the following nested sequents are referred merely as sequents.
For
Every sequent Γ has a corresponding tree, denoted tree(Γ), whose edges are marked with natural numbers and nodes are marked with multisets of formulas. The corresponding tree of the above sequent is
A unary context is defined as a sequent with a hole { }, taking the place of a formula. Unary contexts will be denoted by Γ{ }, ∆{ }, Σ{ }. Given a unary context Γ{ } and a sequent Υ, we can obtain the sequent Γ{Υ} by filling the hole in Γ{ } with Υ. In the following, we also use the notion of a sequent context with multiple holes, which is defined as a sequent with n different holes such that each hole takes the place of a formula and occurs exactly once in a context. A context with n holes is denoted by
Notions of a context and the operation of filling holes are accurately defined in [10] .
The Sequent Calculus
Now we introduce the sequent-style proof system for the provability logic GLP. The cut elimination theorem will be proved in the next two sections.
The sequent calculus GLP NS is defined by the following initial sequents and inference rules:
Initial sequents:
Γ{p, p} Γ{⊺} Propositional rules:
In these inference rules, explicitly displayed formulas in the premises are called introducing or auxiliary formulas and explicitly displayed formulas in the conclusions are called introduced or principal formulas. The principal position of an inference with the conclusion Γ and the principal formula A is a sequent context ∆{ } such that Γ = ∆{A}.
Recall that a derivation in a sequent calculus is a finite tree whose nodes are marked by sequents that is constructed according to the rules of the sequent calculus. A proof is defined as a derivation, where all leaves are labelled with initial sequents. A sequent Γ is provable in a sequent calculus if there is a proof with the root marked by Γ. Proof. Standard induction on the structure of A.
The height π of a proof π is the length of the longest branch in π. A proof only consisting of an initial sequent has height 0. An inference rule is called admissible (for a given proof system) if, for every instance of the rule, the conclusion is provable whenever all premises are provable. Let the cut rule, which will be proved to be admissible for GLP NS , be Γ{A} Γ{A} cut . Γ{∅} Define the principal position of the cut rule as Γ{ }.
Lemma 2.2. The following rules
Proof. Admissibility of the first two rules is established by induction on the heights of proofs. Cases of other three rules are immediately established using the cut rule, Lemma 2.1 and admissibility of the first rule. Now we state the connection between GLP NS and GLP:
Proof. The left-to-right part is obvious. To prove the converse, assume there is a proof π of Γ ♯ in GLP. By induction on π , we immediately obtain GLP NS + cut ⊢ Γ ♯ . Applying admissibility of the last three rules of Lemma 2.2, we get GLP NS + cut ⊢ Γ.
Admissible rules
In the present section we obtain admissibility of auxiliary inference rules, which will be applied in the cut elimination.
Call a finite set of formulas C adequate if it is closed under subformulas and negation. For an adequate set C, by cut(C) we denote the corresponding rule with the side condition A ∈ C.
Lemma 3.1 (Admissibility of structural rules). The rules of weakening, merge and monotonicity
Proof. Simple transformations of proofs.
Recall that an inference rule is called invertible (for a given proof system) if, for every instance of the rule, all premises are provable whenever the conclusion is provable. Proof. Standard induction on the heights of proofs.
We stress that the contraction rule is also admissible for GLP NS + cut(C), but we use this rule only in the following weak form:
Proof. Simple induction on the height of a proof of Γ{p, p}.
In the corresponding tree of a sequent context Γ{ }{ } n , consider a path of the form
where edges are directed away from the root. A path of this form is called an i-path if i < j 1 , . . . , j k and i ⩽ j k+1 , . . . , j k+l . We define a strict i-path by letting k = 0 in the previous definition.
Define the rule ◻-cut as
where, in the corresponding tree of Γ{ }{ } n , there are i-paths from the node of the first hole to each node of the other holes. Define the principal position of ◻-cut as Γ{ }{∅} n .
In the proof of the cut elimination, we need trace occurrences of i A from premisses of the rule ◻ throughout formal proofs:
To facilitate this treatment, we use annotated formulas of the form i B where B is a ordinary formula. We also consider annotated proofs obtained by allowing annotated formulas in sequents and annotated variants of the rules and tran:
Note that we don't allow the annotated variant for the rule eucl.
Let the rule ⊞-cut be
where, in the corresponding tree of Γ{ }{ } n , there are strict i-paths from the node of the first hole to the every node of the others. Define the principal position of ⊞-cut as Γ{ }{∅} n .
For an adequate set C, by ◻-cut(C) and ⊞-cut(C) we denote the corresponding rules with the side condition A ∈ C.
Let us define the rule
with the proviso that there is an i-path from the node of the first hole to the node of the second hole in the corresponding tree of Γ{ }{ }.
Lemma 3.4. The rule str is admissible for GLP NS + cut(C).
Proof. The rule str moves a boxed sequent [∆] i inside a sequent from one place to another. The one-step moving rules
are admissible from definitions of rules tran and eucl. Hence, the rule str is admissible.
with the proviso that there is a strict i-path from the node of the first hole to the node of the second hole in the corresponding tree of Γ{ }{ }.
In the corresponding tree of a sequent Γ, the depth of a node is the length of the path from the node to the root. The depth of the root is 0. By ⊞-cut d (C) we denote the rule ⊞-cut(C) with the requirement that the depth the node of the hole { } in the principal position of ⊞-cut(C) is greater or equal than d.
, if there is an annotated proof for the premise of upstr, then there is an annotated proof for the conclusion of upstr.
Proof. The rule upstr moves a boxed sequent [∆] i inside a sequent from one place to deeper position. The one-step moving rule
is admissible for GLP NS + cut(C) + ⊞-cut(C) from the definition of rules tran and eucl. Moreover, all applications of the rule ⊞-cut(C) in the proof of the conclusion of ρ can become only deeper. Hence, the one-step moving rule and the rule upstr are also admissible for
is admissible with respect to annotated proofs.
Proof. In an annotated proof of Γ{[ i A, ∆] i }, consider all applications of the rule eucl with the principal formula being an ancestor of i A. All applications of these kind are redundant. Thus, we can obtain a proof π of Γ{[ i A, ∆] i } without these applications of eucl. We annotate all ancestors of i A in π and obtain the annotated proof of Γ{[ i A, ∆] i }. 
are admissible for GLP NS +cut(C)+⊞-cut d (C) with respect to annotated proofs.
Cut Elimination
In the present section we prove admissibility of the cut rule for GLP NS .
Lemma 4.1. For an inference
where π 1 and π 2 are ordinary proofs in GLP NS + cut(C), there is an annotated proof of Γ{∅}{∅} n in GLP NS + cut(C) + ⊞-cut(C).
Proof. We prove GLP NS + cut(C) + ⊞-cut(C) ⊢ Γ{∅}{∅} n by induction on π 1 . If π 1 = 0, then Γ{ i A}{ i A} n is an initial sequent. Hence, Γ{∅}{∅} n is an initial sequent and GLP NS + cut(C) + ⊞-cut(C) ⊢ Γ{∅}{∅} n . Otherwise, consider the lowermost application of an inference rule in π 1 . The proof π 1 has one of the following forms:
Case 1. Suppose the principal position of this lowermost inference in π 1 coincides with one of the holes in Γ{ }{ } n . Then the rule ρ equals to tran, eucl or .
Subcase A: the rule ρ equals to tran or eucl. The lowermost rule application in π 1 has the form
where ∆{ }{ } n {∅} = Γ{ }{ } n , ∆{ }{ } n { i A} = Γ ′ { }{ } n and, in the sequent context ∆{ }{ } n { }, there is an i-path from the node of the first hole to the node of the last hole. We see π
, we obtain GLP NS + cut(C) + ⊞-cut(C) ⊢ Γ{∅}{∅} n . Subcase B: ρ equals to . The lowermost rule application in π 1 has the form π
where sequent contexts ∆{{}, [Σ{} k ] j }{} l and ∆{{}, [A, Σ{} k ] j }{} l coincide with Γ{ }{ } n and Γ ′ { }{ } n up to a permutation of holes, respectively. We see
(A ∈ C), Γ ′ {∅}{∅} n where the rule weak is admissible for GLP NS + cut(C) by Lemma 3.8 and
where δ is the inverse of the rule ◻. We obtain
Continuing the derivation of (1), we see
where rules mon, merge, weak and upstr are admissible for GLP NS + cut(C) + ⊞-cut(C) by Lemmata 3.8 and 3.5.
We obtain that sequents ∆{[A,
Case 2. Suppose the principal position of the lowermost rule application ρ in π 1 differs with every hole in Γ{ }{ } n . By Lemma 3.7, the rule ρ is invertible for GLP NS + cut(C). Thus, we have
where ρ is the corresponding inverse of ρ. Applying the induction hypothesis for π ′ 1 , we have GLP NS + cut(C) + ⊞-cut(C) ⊢ Γ ′ {∅}{∅} n . If the rule ρ has two premises, then we have GLP NS + cut(C) + ⊞-cut(C) ⊢ Γ ′′ {∅}{∅} n analogously. Applying the rule ρ to the sequent Γ ′ {∅}{∅} n (to the sequents Γ ′ {∅}{∅} n and Γ ′′ {∅}{∅} n ), we immediately obtain GLP NS +cut(C)+ ⊞-cut(C) ⊢ Γ{∅}{∅} n .
Let us denote the adequate set of all proper subformulas of a formula A and their negations by C A .
Lemma 4.2. For an inference
, Γ{∅} where π 1 and π 2 are ordinary proofs in GLP NS +cut(C A ), there is an annotated proof of Γ{∅} in GLP NS + cut(C A ) + ⊞-cut(C A ).
Proof. We prove GLP NS + cut(C A ) + ⊞-cut(C A ) ⊢ Γ{∅} by induction on the structure of the cut formula A.
Case 1: A is of the form p (or p). The case is established by standard subinduction on π 1 . Both cases of p or p are completely analogous. Hence, we assume A = p. If π 1 = 0, then Γ{p} is an initial sequent. Suppose Γ{∅} is also an initial sequent. Then we immediately have GLP NS + cut(C A ) + ⊞-cut(C A ) ⊢ Γ{∅}. Otherwise, Γ{ } has the form ∆{p, { }}. Then π 2 is a proof of ∆{p, p}. Applying admissibility of the contraction rule for GLP NS +cut(C A ) (see Lemma 3.8), we obtain GLP NS + cut(C A ) ⊢ ∆{p} and GLP NS + cut(C A ) + ⊞-cut(C A ) ⊢ ∆{p}. Recall that ∆{p} = Γ{∅}. The induction step is straightforward, so we omit it.
Case 2: A is of the form ⊺ (or ). W.l.o.g. we assume A = ⊺. Then we have
where the rule ρ is admissible for GLP NS + cut(C A ) by Lemma 3.7.
Case 3: A has the form B ∧ C (or B ∨ C). W.l.o.g. we assume A = B ∧ C. By Lemma 3.7, the introduction rules for ∧ and ∨ are invertible for GLP NS + cut(C A ). Then we have
(B ∈ C A ), Γ{∅} where µ 1 , µ 2 and µ 3 are the inverses of the introduction rules for ∧ and ∨, and the rule weak is admissible by Lemma 3.8.
Case 4: A is of the form ◻ i B (or i B) . W.l.lo.g. we assume A = ◻ i B. We have 
where π 1 and π 2 are annotated proofs in GLP NS + cut(C) + ⊞-cut d+1 (C), there is an annotated proof of Γ{∅}{∅} n in GLP NS + cut(C) + ⊞-cut d+1 (C).
Proof. The proof is analogous to the proof of Lemma 4.1. The only difference is as follows: The principal position of an application the rule eucl can't coincide with one of the holes in Γ{ }{ } n . Thus, all applications of the rule str from the proof of Lemma 4.1 appear to be the applications of the rule upstr. For these applications we apply Lemma 3.5 instead of Lemma 3.4. In addition, the applications of the rule ⊞-cut(C) appear to be applications of ⊞-cut d+1 (C). Proof. For the given sequent Γ, let A(Γ) denote the smallest adequate set containing all formulas from Γ and h(Γ) denote the length of the longest branch in the corresponding tree of Γ. Put B(Γ, C) ∶= {◻ i B ◻ i B ∈ A(∆) ∪ C, i ∈ ω}.
We define the strict partial order on the set of subsets of B(Γ, C). Let S 1 ≺ S 2 if there exists a natural number j such that
• for any formula A and any i < j
• there exists a formula ◻ j A such that
Denote by l(Γ, C) the size of the largest chain in the given partial order. It can be shown that l(Γ,
, where B i (Γ, C) ∶= {◻ i B ◻ i B ∈ A(Γ) ∪ C} and m is the number of the maximal modality that occurs in A(Γ) ∪ C.
Now assume π is an annotated proof of Γ in
We will find a subproof π 0 of π that contains this application of ⊞-cut d (C) and replace π 0 by a cut-free proof of the same sequent. Hence, by repeating this procedure for all other applications of ⊞-cut d (C), we will obtain an ordinary proof of Γ in GLP NS + cut(C).
Denote by b the node of the first hole in the corresponding tree of ∆{∅}{∅} n . Let
be the path in the corresponding tree of ∆{∅}{∅} n connecting the root r and the node b. Notice that nodes a h(Γ)+1 , a h(Γ)+2 , . . . , a h(Γ)+l(Γ,C) occur deeper than all nodes in Γ. Thus, in the proof π we can trace these nodes downwards via their descendants to the corresponding modal formulas introduced by the rule ◻. Let the node a h(Γ)+k is used to introduce the formula ◻ j k B k . Then the node a h(Γ)+k contains the formula j k B k from the definition of the rule ◻.
We claim that there exists a pair of different nodes a h(Γ)+u and a h(Γ)+t such that 0 < u < t ⩽ l(Γ, C), ◻ ju B u = ◻ jt B t and the path
is a j u -path, i.e. all arrows of these path are marked by natural numbers greater or equal than j u . For i = 1, . . . , l(Γ, C) , define S i ∶= {◻ j k B k k ⩽ i and the path from a h(Γ)+k to a h(Γ)+i is a j k -path }.
Notice that S i are subsets of B(Γ, C) and if
Then we see that S 1 = {◻ j 1 B 1 } and there exists a chain
of the size greater than l(Γ, C), a contradiction with the definition of l(Γ, C). Hence, we have ◻ jt B t ∈ S t−1 for some t, where 2 ⩽ t ⩽ l(Γ, C). By definition of S t−1 , there is a node a h(Γ)+u such that 0 < u < t ⩽ l(Γ, C), ◻ ju B u = ◻ jt B t and the path a h(Γ)+u → j u+1 . . .
is a j u -path Now consider the application of the modal rule ◻ in π, where the descendant of a h(Γ)+t is used to introduce the formula ◻ jt B t ,
Note that the application (2) of ⊞-cut d (C) occurs in π 0 . Recall that the descendant of a h(Γ)+u in the corresponding tree of Σ{◻ jt B t } contains the formula ju B u and ju B u = jt B t . Consider the proof
where µ is a cut-free proof of Σ ′ {[◻ jt B t , jt B t ] jt } and Σ{◻ jt B t } is obtained from Σ ′ {[◻ jt B t , jt B t ] jt } by applying the rule tran to the formula jt B t along the path of descendants of a h(Γ)+u , . . . , a h(Γ)+t−1 in the corresponding tree of Σ{◻ jt B t }. Now we can replace the subproof π 0 of π by the cut-free proof (3) . By repeating this procedure for all applications of ⊞-cut d (C) in π, we obtain an ordinary proof of Γ in GLP NS + cut(C). We now in a position to prove the cut elimination theorem.
Proof. Assume we have
where π 1 and π 2 are proofs in GLP NS . By induction on A , we prove GLP NS ⊢ Σ{∅}. From Corollary 4.2, we have GLP NS + cut(C A ) ⊢ Σ{∅}. For any formula B from C A , we have B < A . Thus, the induction hypothesis implies GLP NS ⊢ Σ{∅}.
An application
In the present section we establish the reduction of GLP to its fragment called J via the cut elimination theorem.
Recall that the logic J is a fragment of GLP obtained by replacing axiom (v) by the following two axioms derivable in GLP:
By m(A), denote the number of the maximal modality that occurs in A. If A does not contain any modality, then we put m(A) = −1. For a given formula A let
where ◻ i k A k for k < s are all subformulas of A (and of A) of the form ◻ i B.
The first proof of the theorem was given in [2] by providing a complete Kripke semantics for GLP. 2 Other proofs, on the basis of arithmetical semantics and topological semantics, were given in [1, 5] . Now we present a new proof of this fact on the basis of the cut elimination theorem.
Let us define the sequent system J NS for the logic J. Initial sequents and logical rules of J NS have the same form as of GLP NS , and the modal rules are the following:
where ◻ i k A k for k < s are all subformulas of Γ ♯ (and of Γ ♯ ) of the form ◻ i B. Set
Given a sequent Γ, let us consider the corresponding tree of Γ and extend all multisets of formulas in the nodes of tree(Γ) by the multiset W + (Γ). The result of the procedure is denoted by Γ * . Note that {A} * ♯ is equivalent with
Proof. Assume π is a proof of Γ in GLP NS . We prove J NS +weak+cont ⊢ Γ ⋆ by induction on π . If Γ is an initial sequent, than Γ ⋆ is also an initial sequent and J NS + weak + cont ⊢ Γ ⋆ . Otherwise, consider the lowermost application of an inference rule in π. Case 1. The lowermost inference has the form:
We extend all multisets in the nodes of tree(Σ{ }) by the multiset W + (Γ) and denote the result by ∆{ }. We have (Σ{A ∧ B}) * = ∆{A ∧ B}. By the induction hypotheses, sequents (Σ{AB}) * and (Σ{B}) * are provable in J Seq + weak + cont. We get
Case 2. The lowermost application of an inference rule in π has the form:
Σ{A, B} ∨ . Σ{A ∨ B} We see W + (Γ) = W + (Σ{A ∨ B}) = W + (Σ{A, B}). We extend all multisets in the nodes of tree(Σ{ }) by the multiset W + (Γ) and denote the result by ∆{ }. We have (Σ{A ∨ B}) * = ∆{A ∨ B} and (Σ{A, B}) * = ∆{A, B}. By the induction hypotheses, the sequent (Σ{A, B}) * , which is equal to ∆{A, B}, is provable in J Seq + weak + cont. We get ∆{A, B} ∨ . ∆{A ∨ B} Hence, the sequent (Σ{A ∨ B}) * = ∆{A ∨ B} is provable in J NS + weak + cont. The remaining cases of the rules tran and eucl are completely analogous to the case 2, so we omit them. 
