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Ferroelectric domain walls are attracting broad attention as atomic-scale switches, diodes and mo-
bile wires for next-generation nanoelectronics. Charged domain walls in improper ferroelectrics are
particularly interesting as they offer multifunctional properties and an inherent stability not found
in proper ferroelectrics. Here we study the energetics and structure of charged walls in improper
ferroelectric YMnO3, InMnO3 and YGaO3 by first principles calculations and phenomenological
modeling. Positively and negatively charged walls are asymmetric in terms of local structure and
width, reflecting that polarization is not the driving force for domain formation. The wall width
scales with the amplitude of the primary structural order parameter and the coupling strength
to the polarization. We introduce general rules for how to engineer n- and p-type domain wall
conductivity based on the domain size, polarization and electronic band gap. This opens the pos-
sibility of fine-tuning the local transport properties and design p-n-junctions for domain wall-based
nano-circuitry.
I. INTRODUCTION
Domain walls (DW) in ferroelectrics can be either
charge neutral if the wall is oriented parallel to polar-
ization (P ‖ DW), or charged if the wall is oriented nor-
mal to the polarization (P ⊥ DW). At charged walls,
two polarization vectors point towards (head-to-head)
or against (tail-to-tail) each other, leading to localized
bound charges on the wall. This again leads to internal
electric fields that drive an accumulation of mobile charge
carriers and conducting 2D interfaces with great poten-
tial for nano-electronics. Additionally, these DW come
with electric field configurations that are similar to the
ones observed in p-n junctions, foreshadowing the possi-
bility to create DW-based transistors and logic gates.
Since the seminal observation of conducting fer-
roelectric DWs in BiFeO3 [1–3], DW functional-
ity has been intensely studied in e.g. BaTiO3[4],
LiNbO3[5], Pb(Zr0.2Ti0.8)O3[6] and hexagonal mangan-
ites (h-RMnO3 where R=Y, In, Sc, Ho-Lu)[7–12]. The
electrostatic energy cost of charged DWs makes them
generally unstable in proper ferroelectrics[4]. In im-
proper ferroelectrics, like h-RMnO3, stable charged DWs
occur naturally, because domain formation is not dom-
inated by electrostatics, but by the critical dynamics of
the non-polar primary mode.
Rare-earth hexagonal manganites, (h-RMnO3), are
type I multiferroics[13], with TC of ∼1250 K[14, 15] and
TN of ∼100 K[13] depending on R. They undergo a
geometrically driven cell-tripling improper ferroelectric
phase transition[16, 17] from P63/mmc to P63cm[15].
Condensation of the primary K3 mode gives antiparallel
displacements of R along the z-axis (Fig. 1(a), and tilt
∗ selbach@ntnu.no
of the Mn-O5 trigonal bipyramids with a phase Φ and
amplitude Q [18, 19]. As illustrated in Fig. 1(b-d), the
two possible directions of polarization, and three different
MnO5 tilting directions, give rise to six different ferro-
electric domain states (α±, β±, γ±) [19, 20], which meet
in a topologically protected vortex[20–22]. Charged DWs
between these domains show suppressed or enhanced con-
ductivity compared to bulk[9–11], and the head-to-head
DWs can be switched from resistive to conducting behav-
ior by an applied electric field [10]. With their narrow
width of ∼7 A˚[23], these DWs are promising for DW-
based circuitry.
YMnO3 is the protoypical h-RMnO3, while InMnO3
has a similar band gap, but a smaller polarization[21,
24, 25]. Oppositely, YGaO3 has a similar polarization to
YMnO3, but a larger band gap[26, 27]. These compounds
cover a variation in polarization and band gap, which are
important for conducting charged DWs.
Theoretical studies using density functional theory
(DFT) have provided fundamental understanding of the
physics of DWs in e.g. BiFeO3[2, 28, 29], BaTiO3[30],
PbTiO3[31, 32], and RMnO3[9, 33]. While neutral DWs
in RMnO3 have been studied by DFT[33] and atomistic
simulations[34], charged DWs are more complex from a
computational point of view due to the electrostatic po-
tential across these walls.
Here we investigate the energetics, structure, and
electronic properties of charged ferroelectric DWs in
isostructural YMnO3, InMnO3 and YGaO3 by phe-
nomenological modeling and DFT calculations. We find
that the energetics of different DW configurations agree
with the Mexican hat energy landscape from Landau
theory[19] and a trend in DW width with the evolution
of the K3 mode is found. A general criterion is suggested
for when charged DWs become conducting. We hope
our findings will guide future experiments and serve as a
roadmap for engineering the properties of charged DWs
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2for nano-electronic circuitry.
II. RESULTS
A. Domain wall energetics.
From symmetry constraints, there are two types of pos-
sible charged DWs in this system, one corresponding to
a change of the phase of ∆Φ = 60◦ and one correspond-
ing to a change of phase of ∆Φ = 180◦. As becomes
clear from Fig. 1(d), for the ∆Φ = 180◦ case, the tran-
sition path between the phases goes through the high-
symmetry phase. This high energy transition path makes
this kind of wall very costly, explaining why it has not
been observed experimentally. The natural DWs in this
material, occur with a change of phase of ∆Φ = 60◦,
which corresponds to a low-energy path in the energy
landscape (Fig. 1(d). This is apparent from experimen-
tal results and symmetry constraints[18, 25, 35], where
all DWs within the material away from the vortices have
∆Φ = 60◦.
Calculated DW formation energies for DFT relaxed
1 × 1 × 6 supercells with three different ∆Φ = 60◦ DW
configurations, (α−|β+), (α−|γ+), and (β−|γ+), and
one ∆Φ = 180◦ configuration, (α−|α+), are compared
in Fig. 1(e) (vertical line | represents a DW). The three
∆Φ = 60◦ configurations are degenerate within 0.03
meV/atom, and ∼140 mJ m−2 lower in energy than the
∆Φ = 180◦ configuration. The large energy difference
between ∆Φ = 180◦ and ∆Φ = 60◦ can be explained by
the aforementioned energy landscape (Fig 1(d), as well
as the symmetry breaking and the distinct structural
changes across the walls (Fig. S1 [36]). These findings
are consistent with experimental TEM studies[23], and
are important for switching dynamics as high energy
DWs can only occur transiently. We note that due to
the electrostatic potential across the cell model, the DW
energy is inherently cell size dependent as discussed later.
B. Structural evolution across DWs.
From now on we will concentrate on the naturally oc-
curring ∆Φ = 60◦ DWs. The energy landscape of the
involved phases can be described by the following Lan-
dau free energy functional[19]:
F [Q,Φ, P ] =
a
2
Q2 +
b
4
Q4 +
Q6
6
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− gQP 3 cos 3Φ + g
′
2
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+
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Here the order parameter amplitude Q and phase Φ de-
scribe the amplitude and angle of the tilt as shown in
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FIG. 1. Energetics of charged domain walls. (a) Crystal struc-
ture of hexagonal RMnO3 in the P63cm space group, illus-
trating the R cation corrugation and Mn-O5 tilt. Changes in
Φ with position of the trimerization center R1 and direction of
cation is illustrated for α+ (top) and γ− (bottom) in (b). Red
and blue arrows show the tilt direction of the trigonal bipyra-
mids above and below the R cation layer, respectively. (c)
Sketch of topologically protected domain vortex surrounded
by the six domains with respect to R cation corrugation and
Φ, and (d) mapped energy landscape with respect to (Q,Φ),
indicating the energy path for ∆Φ = 60◦ or ∆Φ = 180◦ DWs.
(e) Calculated DW formation energies for 1× 1× 6 supercells
of YMnO3 with ∆Φ = 180
◦ (α−|α+), and ∆Φ = 60◦ (α+|β−),
(α−|γ+), and (β−|γ+) configurations. Inset figures illustrate
the resulting local structure at the head-to-head (top) and
tail-to-tail (bottom) DW.
Fig. 1(a-b), and P is the spontaneous polarization, which
is coupled non-linearly to Q. The formation of DWs
within this formalism can be studied by minimizing this
free energy with fixed boundary conditions. The evolu-
tion of the amplitudes of the different involved modes
across a DW can thus be predicted by minimizing the
free energy functional with boundary conditions Φ = 0
at x = −∞ and Φ = 2pi/6 at x = ∞. The DW width
is defined by the competition of the energy landscape,
where the DW becomes as narrow as possible, while the
3TABLE I. Calculated domain wall width, ξ6, in 1 × 1 × 6
∆Φ = 60◦ (α−|β+) supercell for head-to-head (h-t-h) and tail-
to-tail (t-t-t) DW from DFT calculations and from Landau
theory. DW formation energy EfDW in 1 × 1 × 6 ∆Φ = 60◦
(α−|β+) supercell, band gap Eg (from DFT), and calculated
background (b) and ground state (tot) dielectric constants
along c.
Property YMnO3 InMnO3 YGaO3
ξ6, Landau [A˚] 2.4 5.7 2.8
ξ6, DFT, h-t-h [A˚] 1.7 6.8 3.0
ξ6, DFT, t-t-t [A˚] 2.2 6.8 3.2
EfDW , DFT, [mJ m
−2] 109.4 22.6 115.0
Eg, DFT [eV] 1.5 1.4 3.1
b 8.9 10.3 6.7
tot 12.5 14.8 11.2
gradient terms lead to a broadening. The DW width is
quantified by the evolution of Φ through the approximate
analytical solution derived by Holtz et al.[23]:
Φ(z) = Φn +
2
3
arctan(ez/ξ6) , (1)
where Φn is the phase angle for domain n, and ξ6 the
characteristic length associated to the DW width.
The free energy is numerically minimized for the three
compounds extracted from first principles calculations
(see details in [36]). The amplitudes of the primary
order parameter (Q,Φ) and secondary order parameter
P are shown in Fig 2(a-c). These predictions are fully
consistent with experimental TEM observations[23].
In general, the DWs in YGaO3 and YMnO3 are very
similar, while the DWs in InMnO3 are significantly
broader. The main reason for this is the inherently
smaller amplitude of Q and the weaker coupling term
to P in this material, reasoned from the more covalent
nature of the In-O bond compared to the more ionic
Y-O bond[21]. The energy cost of forming DWs is
expected to be significantly lower for InMnO3 compared
to YMnO3 and YGaO3, as apparent from the calculated
DW formation energies in Table I. In addition, we show
in Fig. 2(c) the difference of the polarization for screened
and non-screened electric fields, which we will discuss
more later on. We list calculated DW widths in Table I.
C. Local crystal structure.
Using 1× 1× 6 supercells with ∆Φ = 60◦ (α−|β+) con-
figuration as our DFT model, we next address the local
structural changes across the DWs in terms of phase Φ,
amplitude Q, αA, R cation displacements ∆zRi, and po-
larization P , Fig. 3. Q is here represented by the tilt
angle of the apical oxygen relative to the c axis, αA, ac-
cording to Skjærvø et al.[37].
The three compounds behave differently with respect
to Φ (Fig. 3(a); YMnO3 shows the most abrupt change
across the walls, YGaO3 is intermediate, while InMnO3
0.7
0.8
0.9
Q
[A˚
]
(a)
0
pi
6
2pi
6
Φ
(b)
YMnO3
YGaO3
InMnO3
0 20 40 60 80 100 120 140
z [A˚]
−6
−4
−2
0
2
4
6
P
[µ
C
cm
2
]
(c)
FIG. 2. Crystal structure evolution. Mode amplitudes across
Ferroelectric DWs in YMnO3, YGaO3 and InMnO3, (a)
trimerization amplitude Q, (b) trimerization phase Φ and (c)
polarization P with (−) and without (−−) dielectric screen-
ing of the depolarizing field.
shows the most gradual change. From the Φ profiles fit-
ted to Eq. (1), YMnO3 has the most narrow DWs of
∼2 A˚, YGaO3 intermediate with ∼3 A˚, and InMnO3 the
widest DWs of ∼7 A˚. The same trend can be seen from
the αA profiles. In YMnO3, a step-like change in αA
is observed across the head-to-head wall, while across
the tail-to-tail wall a smoother αA evolution is observed.
YGaO3 shows smoother αA evolution across both DWs
compared to the more step-like αA profile in YMnO3,
while InMnO3 shows an almost flat αA profile.
Comparing the numerically minimized continuum pic-
ture with fully relaxed DWs (Table I), it is apparent that
while the results agree quantitatively, there are several
subtleties in the atomic structure. We also see that the
supercell we use for InMnO3 in our DFT calculations can
barely fit the two DWs, in line with the experimental
observations[35].
R1 cation displacements show little to no change across
the supercell for all three compounds, Fig. 3(c). In con-
trast, R2 cations show a much greater variation across
the supercell. This is due to the strong coupling between
R1 and the closest planar O3 (2.29 A˚ in YMnO3) com-
pared to the weaker R2-O4 bond (2.41 A˚ in YMnO3)[37].
Close to the DWs the two R2 cations in each layer be-
come non-equivalent with respect to z-component, with
one of the two R2 shifting closer to the high symme-
try position, while the other R2 shifts towards the ∆zR1
value (Fig. 3(d). The resulting up-intermediate-down R
cation corrugation resembles that of the centrosymmet-
ric anti-polar phase, which has been found in InMnO3
[19, 21, 24, 35].
Interestingly, the head-to-head and tail-to-tail DWs
show asymmetric crystal structures, where the latter
4α− β+ α−
180
210
240
Φ
[◦
] YMnO3
InMnO3
YGaO3
(a)
4.0
4.5
5.0
α
A
[◦
]
(b)
0.0
0.2
0.4
∆
z R
1
[Å
]
(c)
0.0
0.2
0.4
∆
z R
2
[Å
]
(d)
−5
0
5
P
[µ
C
cm
−
2
]
(e)
-1 0 1 2 3 4
3.71
3.72
3.73
Distance from tail-to-tail DW [unit cells]
M
an
ga
ne
se
m
ag
ne
tis
m
[µ
B]
(f)
1
FIG. 3. Local crystal structure across charged DWs. Layer
resolved (a) phase Φ with fitted profile from Eq. (1), (b) am-
plitude αA, R cation displacements (c) ∆zR1 and (d) ∆zR2,
and (e) polarization P across YMnO3, InMnO3, and YGaO3
1 × 1 × 6 supercells with ∆Φ = 60° (α−|β+) configuration.
(f) Magnetic moments of Mn in YMnO3 and InMnO3. Dash-
dotted horizontal lines in (a-f) show bulk Φ, αA, ∆zRi, P ,
and Mn magnetism, from DFT relaxed 30 atom unit cells.
Dashed vertical lines illustrate the position of the tail-to-tail
(left) and head-to-head (right) DWs. Yellow shading repre-
sents P↓ domain (α−), pink shading P↑ domain (β+).
is wider. Looking closer at the local R-O7 chemical
environment at the walls (Fig. S2 [36]), head-to-head
will be R2 terminated, while the tail-to-tail will be
R1 terminated. Because of the strong R1-O3 bond
described above, the local symmetry at the DW centre
at the head-to-head wall will be structurally screened
by the R1-O3 bonding to the neighbouring Mn-O5
layer, resulting in narrower walls. Oppositely, at the
tail-to-tail wall, the strong R1-O3 bond is towards the
DW center. The weaker R2-O4 bond to the neighboring
Mn-O5 layer will not structurally screen the wall. R1-O3
is observed first between neighboring Mn-O5 and the
next-neighbouring R-cation layer, resulting in wider
walls. The local chemical environment is addressed in
more detail in [36].
III. DISCUSSION
Local electric fields. Head-to-head and tail-to-tail
walls are of high interest because gradients in the polar-
ization lead to bound charge on the interface, creating
internal electric fields in the material. The induced elec-
tric field E is described by Gauss’ Law:
∇ · ~E = −∇ ·
~P
b0
, (2)
where P is the spontaneous polarization, while the elec-
tronic screening and the the contribution of the other
normal modes are described by the background dielec-
tric constant b. The electric field created by the bound
charge on a straight head-to-head or tail-to-tail DW is
given by:
~E = − ∆P
2b0
, (3)
where ∆P is the change of spontaneous polarization
across the DW. The amplitude of the spontaneous po-
larization P should not be understood as being fixed to
bulk value in this formula, since the polar mode itself
has a high contribution to the dielectric screening in the
material[38].
The total field also depends on the topography of the
domain structure and if the number of stacked walls is
even or odd (See Fig. S3 in [36]). For simplicity we here
address a periodic array of alternating walls identical to
the case studied by DFT. The macroscopically averaged
electrostatic potentials from DFT relaxed 1 × 1 × 6 su-
percells are shown in (Fig. 4(a). The tail-to-tail wall is
negative and head-to-head positive, in accordance with
an electric field described by Eq. (3). The electrostatic
potential in YMnO3 (Fig. 4(b) is independent of DW dis-
tance up until a critical distance, as expected for the field
obtained from sheets of charge. The existence of these
electric fields leads to a dielectric response of the material
in the form of reduced spontaneous polarization.
5TABLE II. Calculated polarization P from DFT relaxed 30
atom unit cells, and from center of bulk 1× 1× 6 ∆Φ = 60◦
(α−|β+) by point charge model. Calculated P from Landau
model by minimizing the Free Energy with respect to K3 and
Γ2-modes, and by introducing electrostatics.
System
P , DFT [µC cm−2] P , Landau [µC cm−2]
Unit cell 1× 1× 6 K3 + Γ2 w/El.statics
YMnO3 7.05 4.07 6.3 4.5
InMnO3 3.64 1.74 2.5 1.5
YGaO3 6.72 2.42 6.8 3.9
The resulting electric field can be calculated from the
extended free energy with an additional contribution
from the electrostatic energy:
Ftot[Q,Φ, P ] = F [Q,Φ, P ]− PE , (4)
where E is calculated using (2). The effect of this
inherent depolarizing field is found by self-consistently
solving (4) and (2), where E is recalculated after each
minimization step in (4). The substantial reduction
in polarization within the domains due to this arising
depolarizing field is shown in Fig. 2. These phenomeno-
logical predictions of the resulting polarization compare
well to what we observe from relaxed DFT, where
the trimerization (Q,Φ) is close to bulk values inside
the domains (Fig. 3(a-b), while P is strongly reduced
compared to bulk (Fig. 3(e) and Table II).
Band bending and electrostatic breakdown. The
electric field induced by the walls is independent of DW
distance (Fig. 4(b) if the domains are sufficiently small.
Above this domain size, or DW distance, the electric po-
tential becomes too large, leading to a rearrangement of
charge in the system. Since both cases are interesting
for potential applications, such as transistors and con-
ducting sheets or channels, we address the screening as a
function of domain size – the distance between the DWs.
This is particularly interesting in the h-RMnO3 as the do-
main size can be controlled by the cooling rate through
TC [22, 39].
In the presence of the electric fields, the energy of the
valence and the conduction bands are given by:
EVB,bent = EVB + e
−Ed ,
ECB,bent = ECB + e
−Ed . (5)
This leads to a Zener-like breakdown if
Eg = e
−Ed , (6)
where Eg is the band gap energy. In an infinite array of
DWs, we find that E = (0)−1P (see Fig. S3) and that
charge is transferred from one kind of wall to the other
when this breakdown criterion is fulfilled. This leads to
the critical distance between the walls of
d =
0Eg
e−P
. (7)
When the distance between DWs exceeds this critical
distance, the system will transfer charges from one wall
to another. This will give local occupation of the con-
duction band at the tail-to-tail wall, and correspondingly
holes in the valence band at the head-to-head wall, lead-
ing to local n-type and p-type conductivity, respectively.
The band bending can be observed as a change of the
Fermi energy in the local electronic density of states at
the DWs. When the distance between two DWs exceeds
the critical distance d, the Fermi level at the DWs dips
into the conduction band at the head-to-head wall, and
into the valence band at the tail-to-tail wall.
The electrostatic potential profile will flatten out close
to the interfaces. This is apparent for the electro-
static potential gradients with increasing supercell size
(Fig 4(b), where the electrostatic potential tends to grad-
ually flatten out with increasing DW distance.
To calculate the amount of charge compensation on
the different DWs, the Landau model is extended: when
the potential is higher than the band-gap, the system is
allowed to rearrange charges. From this model, we can
extract a polarization vs. domain width, and polarization
vs. amount of free charge on the wall, shown in Fig. 5.
The E-field decreases steadily the broader the domain
becomes up to several hundred A˚.
The calculated local electronic density of states at a
head-to-head wall, in the centre of a β+ domain, and at a
tail-to-tail wall in 1×1×6, ∆Φ = 60◦ (α−|β+) supercells
of YMnO3, InMnO3, and YGaO3 are shown in Fig. 6. At
the head-to-head wall in YMnO3, the Fermi level is lo-
cated above the conduction band edge, indicating n-type
behavior. Oppositely, at the tail-to-tail wall, unoccupied
states at the valence band edge are observed, indicating
p-type behavior. Insulating behavior is predicted for bulk
YMnO3, in agreement with previous work[9].
This screening of the bound positive and negative
charges at the head-to-head and tail-to-tail DWs is ex-
pected to be realized by partial reduction of Mn3+
to Mn2+ and oxidation of Mn3+ to Mn4+, respec-
tively. While Bader charge analysis did not give clear
trends (Fig. S4 [36]), the planar averaged Mn mag-
netic moments in Fig. 3(f) follow a stepwise increase from
3.726 µB in bulk to 3.728 µB at the head-to-head DW
centre, and a stepwise reduction to 3.721 µB at the tail-
to-tail DW centre. This indicates subtle partial reduction
and oxidation of manganese, respectively. It can also
be seen clearly in Fig. 6, where for YMnO3 the Fermi
level moves into the lowest unoccupied Mn-d-states at
the head-to-head wall, and into the highest occupied Mn-
d-states at the tail-to-tail wall.
Compared to YMnO3, neither InMnO3 nor YGaO3
show charged walls, Fig. 6. YMnO3 and YGaO3 have
similar polarization, but YGaO3 has a significantly
higher band gap of 3.1 eV from standard DFT. Oppo-
sitely, InMnO3 has a calculated band gap of 1.4 eV, simi-
lar to YMnO3, but a much smaller polarization [36]. This
is also evident from the electrostatic potential profiles for
the three systems in Fig. 4(a).
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FIG. 4. Electrostatic potential. (a) Macroscopically averaged electrostatic potential across 1 × 1 × 6 ∆Φ = 60◦ (α−|β+)
supercells of YMnO3 (black), InMnO3 (red) and YGaO3 (blue). (b) Electrostatic potential for increasing DW distance in
∆Φ = 60◦ (α−|β+) YMnO3. The dashed vertical lines in b) represent the position of the tail-to-tail (left) and head-to-head
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FIG. 5. Electrostatic breakdown. (a) Polarization and (b)
charge compensation at the walls as a function of domain
width for YMnO3, InMnO3, and YGaO3. We note that the
kink in YGaO3 is due to the saturation of the polar mode
due to small domain size versus the increase due to screening.
DFT calculated band gaps were used in the calculations.
Using bulk polarizations from single unit cells (Ta-
ble II), and our total dielectric constants tot (see Table I
and methods), the critical distance d for electrostatic
breakdown becomes 24.0 A˚ (YMnO3), 51.4 A˚ (InMnO3),
and 45.1 A˚ (YGaO3), in qualitative agreement with
Fig. 5. Thus, in order to render the DWs conducting in
InMnO3 and YGaO3 by DFT modeling, larger supercell
sizes are required (Fig. S5 for YGaO3). Experimentally,
the domain size can be controlled by the cooling rate
through TC [22, 39], hence both the scenarios described
here, with DW distances smaller and larger than the
critical distance d, can be achieved.
Point defects and aliovalent dopants. Above
we showed a model where the inherent electric field is
screened by the formation of electron-hole pairs. This
screening mechanism, which is realized in defect-free lat-
tices, comes with a high energetic cost of the order of the
band gap. In the presence of defects or dopants, the sit-
uation is different since other screening mechanisms may
be energetically more favorable.
Hexagonal manganites are typically rendered p-
type[20, 40], caused by R cation deficiency[40] during
synthesis or incorporation of oxygen interstitials[41] dur-
ing post-synthesis cooling. This gives asymmetric con-
ductivity between the different walls, since the tail-to-tail
walls will be screened by mobile holes[10], while the band
bending at the head-to-head walls remains for a finite
screening length. We note that since Ga does not have
Mn’s multivalency, it is unknown if it intrinsically allows
for oxygen interstitials. Hence, charge screening of the
walls may be experimentally found to be fundamentally
different in the gallates compared to the manganites.
Oxygen vacancies would be expected to act as double
electron donors, but there are to the best of our knowl-
edge no experimental reports showing enhanced head-to-
tail DW conductivity from oxygen vacancy formation.
Even with equal concentration of field screening charge
carriers, the conductivity of the head-to-head and tail-to-
tail DWs may still differ due to carrier mobilities. Unlike
most conventional semiconductors, electrons may be less
mobile at head-to-head walls than holes are at tail-to-tail
walls as electrons form polarons while holes are found in
Bloch states at the respective walls [10].
Aliovalent doping of h-RMnO3 has been demonstrated
to strongly modify the conductivity of charged DWs,
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FIG. 6. Local electronic structure. Calculated local electronic
density of states for 1 × 1 × 6 ∆Φ = 60◦ (α−|β+) supercells
of YMnO3, InMnO3, and YGaO3, illustrating the change in
the Fermi level position across the supercell. The local DOS
is shown (a) at the head-to-head wall, (b) at the centre of the
β+ domain, and (c) at the tail-to-tail wall. Arrows indicate
the position of the valence band maximum and conduction
band minimum.
without perturbating the DW pattern [42–44]. Donor
doping enhances the conductivity of head-to-head DWs,
while acceptor doping promotes the conductivity of
tail-to-tail DWs, fully in agreement with our presented
model. Similar doping strategies may also enable con-
ducting DWs in YGaO3, InMnO3 and other improper
ferroelectrics.
IV. CONCLUSIONS
In summary, we have calculated the energetics, crystal
structure properties and electronic properties at charged
ferroelectric DWs in YMnO3, InMnO3 and YGaO3 by
first principles calculations and phenomenological mod-
eling. ∆Φ = 60◦ DWs display lower formation energies
than ∆Φ = 180◦, in agreement with experiments.
The similar DW widths in YMnO3 and YGaO3, and
the wider DWs in InMnO3, are correlated with the ferro-
electric mode amplitude Q and strength of the coupling
term to P , reasoned from the ionic or covalent nature of
the R-Op bond.
Head-to-head and tail-to-tail DWs show asymmetric
crystal structure behavior, which we attribute to the in-
herent difference in R cation termination, and resulting
local chemical environment, at the two walls.
Using a Zener-like electrostatic breakdown model, we
determine the charge compensation, and resulting bulk
polarization, for increasing DW distance. Bulk polariza-
tion is shown to be reduced for shorter wall distances.
With the chosen DW distance, YMnO3 shows charged
DWs, in contrast with InMnO3 and YGaO3, evident from
both electrostatic potential gradients and local electronic
densities of states. This is explained by the inherent dif-
ferences in polarization and electronic band gap of the
three material systems.
Through combined phenomenological model and first
principles calculations, enhanced conductivity of charged
DWs can be predicted based on DW distance (domain
size), ferroelectric polarization and electronic band gap.
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METHODS
Density functional theory calculations. DFT cal-
culations were carried out with VASP [45–47], using the
PBEsol functional[48]. 1 × 1 × 6 supercells with one
head-to-head and one tail-to-tail DW separated by three
unit cells with a wall distance of ∼35 A˚ were used as
model systems. The plane wave energy cutoff was set
8to 550 eV and the Brillouin zone was sampled with a Γ-
centered 4 × 4 × 1 k-point grid for geometry optimiza-
tion, and 6 × 6 × 1 for density of states calculations.
Lattice parameters were set to relaxed bulk values, and
lattice positions relaxed until forces on the ions were be-
low 0.005 eVA˚−1. GGA+U[49] with U = 5 eV on Mn
3d reproduced the experimental band gap[50] and lattice
parameters[15, 21, 26]. No U was applied for YGaO3
(see Fig S6 [36]). YMnO3 and InMnO3 were initialized
with collinear frustrated antiferromagnetic order[51] on
the Mn sublattice.
InMnO3 supercells were relaxed in two steps, initially
with a force criterion for ions of 0.04 eVA˚−1, and finally
with 0.005 eVA˚−1, where Φ and αA at the domain centers
were locked (Fig. S7 [36]).
DW formation energies were calculated as
EfDW =
1
2A
(
EfDW struct. − Efref
)
, (8)
where EfDW struct. is the total energy of the supercell
with two DWs and cross-sectional area A, and Efref the
energy of the monodomain supercell. Both DWs are
assumed to contribute eq ually to the total energy of the
system.
Landau coefficients. Landau Free Energy pa-
rameters were calculated using DFT as implemented
in abinit [52–54]. Frozen phonon calculations on the
high-symmetry P63/mmc unit cell were done with
a 30 atom supercell. The force constant matrix was
extracted with phonopy [55]. LDA+U [56] with a U
= 8 eV and J = 0.88 on Mn 3d was used for YMnO3
and InMnO3. The plane wave cutoff was set to 30 Ha,
and k-point grids of 6 × 6 × 2 and 4 × 4 × 2 were used
for the high and low symmetry unit cells, respectively.
Different eigenvector amplitudes of the force constant
matrix were superimposed and fitted to the free energy
functional [19]. The gradient terms were extracted from
the dispersion of the K3 branch of the force-constant
matrix. The calculated values are tabulated in the
Supplementary material [36].
Minimization of the Landau Free Energy. DW
widths and amplitudes of the different modes were calcu-
lated by minimizing the Landau Free Energy with fixed
boundary conditions. A 200 A˚ grid with a grid width
of 1 A˚ was used and the grid size was tested for conver-
gence. A constrained BFGS-alghoritm[57] was applied to
minimize the functional
f =
∫
dxF [Q,Φ, P ]
over the whole grid.
Electrostatic minimizations were performed starting
with the the non-electrostatic minimization and minimiz-
ing the polar mode under constant trimerization. Proper
minimization could not be done due to attractive forces
between the walls, and because reducing the polarization
leads to increasing degeneracy between the values of Φ,
DW broadening and poor convergence.
Charge compensation of the DWs in the Landau
model was calculated by introducing electron-hole pairs
at the walls at the cost of the band gap energy Eg.
The spontaneous polarization was then self-consistently
minimized while accounting for charge transfer between
the walls as well as other screening effects.
Dielectric constants. The total energy stored in the
electromagnetic fields can be expressed as:
F (P ) = −1
2
∫
d3x0bE2 −
∫
d3x~P · ~E , (9)
where P is the spontaneous polarization and E is the in-
ternal electric field. Here the background dielectric con-
stant b contains the response of all the normal modes in
the system except the one corresponding to P .
Under a static field b can be expressed as:
b = 1 + χ∞ +
∑
n 6=nP
χn , (10)
where χ∞ is the electronic response and
χ−1n = 0
an
Z2n
Ω . (11)
Here an are the eigenvalues of the force constant ma-
trix and Zn is the effective charge of the modes. These
values were extracted using DFPT as implemented in
abinit [58]. The three compounds were found to exhibit
two more displacements with non-zero effective charge Z
in the z-direction in addition to the ferroelectric mode,
leading to total background dielectric constant b of 8.9
(YMnO3), 6.7 (YGaO3) and 10.3 (InMnO3). We can esti-
mate the full dielectric constant from the high-symmetry
structure by realizing that the the expectation value of
the spontaneous polarization is given by:
P (E) = E
g′ 〈Q〉2 + ap
+
gQ3
g′ 〈Q〉2 + ap
, (12)
where the second part is the spontaneous polarization
and the first part is induced by the field, thus we find
that the term containing g’ adds additional stiffness to
the polar mode. Which means that by choosing the ap-
propriate units we can calculate the static susceptibility
of the polar mode (χP ) by:
χ−1P = 0(g
′ 〈Q〉2 + ap) . (13)
Adding these terms to the background dielectric constant
we find a total dielectric constant tot of 12.5 (YMnO3),
11.2 (YGaO3) and 14.8 (InMnO3).
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