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Abstract
Digital video is rapidly becoming important for education, entertainment, and a host of multi-
media applications. With the size of the video collections, growing_ to thousands of hours, technol-
ogy is needed to effectively browse segments in a short tine without losing the content of the
video. We propose a method to extract the significant audio and video infonration and create a
"skim" video which represents a very short s ynopsis of the original. The goal of this work is to
show the utility of integrating language and image understanding techniques for eo skinning
by extniction of significant information, such as specific objects, audio keywc-rds and relevant
video structure. The resulting skim video is much shorter, where compaction is as nigh as 20:1.
and fret retains the essential content of the original segment.
This research is sponsored by the National Science Foundation under grant no. IRI-
9411299, the National Space and Aeronautics Administration, and the Advanced Research
Projects Agency. Michael Smith is sponsored by Bell Laboratories. The views and conclusions
contained in this document are those of the authors and should riot he interpreted as necessarily
representing official policies or endorsements, either expressed or implied, of the United States
Government or Bell Laboratories.
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I Introduction
With increased computing power and electronic storage capacity, the potential for large digital
video libraries is growing rapidly. These libraries, such as the Informedia TM Project at Carnegie
R	 ], will make thousands of hours of video available to a user. For many users, the video
,est is not always a full-length film. Unlike video-on-demand, video libraries should pro-
vlac Informational access in the form o► brief, content-specific segments as well as full-featured
videos.
Even with irtelligent content-based search algorithms being developed [5]. [11]. multip..
video segments will be returned for a given query to insure retrieval of pertinent information. The
users will often need to view all the segments to obtain their final selections. Instead, the user will
want to "skim" the relevant portions of video for the segments related to their query.
Browsing Digital Video
Simplistic browsing techniques, such as fast-forward piayhack and shipping video frames at
fixed intervals, reduce video vie,- ng time. However. fast playback perturbs the audio and distorts
much of the image information[?], and displaying video sections at fixed intervals merely gives a
random sample of the oxerall content. Another idea is to present a set of "representative" video
frames (e.g. keyframes in motion-based encoding) simultaneously on a display screen. While use-
ful and effective. such static displays miss an important aspect of video: video contains audio
information. It is critical to use rind present audio information, as well as image information, for
bro,xAng. Recently, researcher-, have proposed browsing represent --tions based on information
N\ thin tho video [81, [91, [10]. These systems rely on the motion in a scene, placement of scene
breaks, or image statistics. such as color and shape, but they de not make integrated use of image
and language understanding.
An ideal brows:.r would display only the video pertaining to a segment's content, suppressing
irriacvant data. It would show less video than the original and could be used to sample many seg-
ments without viewine each in its entu•ety. The amount of content displayed should be adi=tstable
so the. user can view as much or as little video as needed. front extreme l y compact to full-length
video. The audio portion of this video should also consist of the significant audio or spoken
word, instead of simply using the synchronized portion corresponding to the selected video
frames.
Video Slims
Figure 1 illustrates the con.cpt of extracting the most rcpresentadvc video frames and audio
information i:o er--ate the skim.. The critical aspect of compacting a video is contrxtunderstanding.
which is the key to choosing the "significant lma ges and words" that should he included in the
skim video. We characrerire the significance of video thro ► rgh the integration of image and lan-
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gua o,e understanding. Segment breaks produced by image processing can be examined along Nyith
boundaries of topics identified by the language prorcIcsing of the transcript. 'The relative impor-
tance of each scene can be evahaatcd by 1) the objects that appca- in it- 2) the associated \vords,
and 3) the structure of the video scene The integration of kmguage and image understanding is
needed to realize this level of characterization and is essential to skim creation.
In the sections that follow, wve describt- the technology involved in \ideo characterization
from audio and images embt;dded kvithin the video, and the process of integrating rhis infoiTnation
for shim creaticn.
2 Video Characterization
Through technique; in ir_iage and language understanding. we can characterize sccne_s, seg-
ments, and individua; frames in video. f = igure ? illu,tra les characterization of a segrnent taken
from a Video titled "Destruction ol' Species", from '%VQ17D Pittsbur gh. At the moment. language
understanding entails i dentifying the most significant words in a gi ven scene. and for image
understanding, it entails S^egmcntatior, of y :dec into scene,. detection of objects of imgt,rtance
(face and text) and identification.) of the structual motio!i of a scene.
21 Language Characterization
L.aneuage analysis works on the transcript to : ,icntify important audio regions knotix •n as '*ke y
-words". We use the well-known technique of TF1DF (Term Frequency Inverse Doc;ament Frc-
r
rF -t)r . '_	 (1)
quency) to measure relative importance of words for the video dorunienr (5]. The TF-1DF of a
word is its frequenc y in a given scene, j, divided by the trequency, j; of its appearanec :n a stan-
dard corpus. NVords that a,-)pear often in a parocui ar sc-gnacnt. but relatis ^1\ infrequently ir. a stan-
dard corpus, receive the highest TF-lDF weights. A threshold is set to extaact key%vords frorn the
TF-1 DF weights. as shown in the bottom ro\vs of Figure 2.
2.2 Scene Segmentation
Many research groups have developed working techniques for detecting scene changes [81,
[3], [9]. We choose to segment video by the use of a comparative color histogram difference mea-
sure. By detecting significant changes in the weighted color histogram of each successive frame,
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video sequences are separated into scenes. Peaks in the difference, DO). arc detected and an
empirically set threshold is used to select scene breaks. We have found that this technique is sim-
ple, and yet robust enough to maintain high levels of accuracy for our purpose. Using this tech-
nique, we have achieved 91% accuracy in scene segmentation on a test set of roughly 495.000
images (5 hours). Examples of segmentation results are shown in the top row of Figure 2.
2.3 Camera Motion Analysis
One important aspect of video characterization is interpretation of camera motion. The global
distribution of motion vectors distinguishes between ohject motion and actual camera motion.
Object me on typically exhibits flow fields in specific regions of an image. Camera motion is
characterized by flow throughout the entire image.
b9otion vectors for each 16x 16 block are available with little computation in the hIPEG- I video
standard [13]. An affine model is used to approximate the floe patterns consistent with all types
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of camera motion. Affine parameters a,b,c-,d e. and f are calculated by minimizing the least ^;quares
error of the motion vectors. We also compute average flow ^, and u .
Using the affine floe , parameters and average flow. we clacsif\ • the flo« pattern. To determine
if a pattern is a zoom, we first check if diere is the convergence or divergence point (xcjo). %vhere
	
M' A rc ,) = 1; and i X. ; _ v. To solvtl for (x, , ,yo), the following relation must be true: 1	 "loo
If the above relation is true. and (x (r,y, )) is located inside the image. then it must represent the focus
of expansion. If i- and ;-4 , a:-e large, then this is the focus of the tlo ,,iA • and camc7a is zooming. if
(x;, ,y()) is outside the image, and i• or a are large, then the camera is panning it the direction of
the dominant vector.
If the above determinant is approximately 0, then (xt yo} does not exist and camera is panning
or static. If G or r7 arc large, the motion is panning in the d irection of the dominant vector.
Orherwise, there is no significant motion and the tltn ,. • is static. W'e eliminate fragmented motion
by aver:><ging the results in a 30 frame windotiN over tune. Table I shows the statistics for detection
'Cable 1: Camera Motion Detection Results
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Figure-3: Camera moL7tion analysis!--m MPEG inotion rrectors: A) Zoom distribution, B! Upward
imn with.subtle object motion, CI Static, Dl Sig-ilficant object motion detected as pan.
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r'igure 4: Detection of biuuan -faces.
on various sets of images- Regions detected are either pans or zooms. Examples of the camera
motion analysis resu?ts are shown in Figure 3. i
I2.4 Object Detection
Identif^• ing significant objects that appear in il.e video frames is one of the U coml>onents
for video characterization. For the time bein g , sve have chosen to deal with two of the more inter-
esting objects in ,ideo: human faces and text (caption characters). To reduce computation %ve
detect text and faces ever., 15th frame.
Face >, election
The "taltiing head" iniagc :s common in interviews and net,, , s clips. and ii,ustrates a clear
example of video production focussing on an individua of interest. A human il.teracting w:,hin
an environment is alsc a common theme in video. The human-face detection -ystem used for our
experiments was dcveioped by Roxvley, Ba'uja and Kaeade [61. It detects mostly frontal faces of
any size and ruiy background. Its ^urrent performance lwcl is to d^sect over 86% of more than
507 faces contained in 130 images, while Producing approximatel y 63 false detects "'hilt
improvement is needed, the system can detect fa: es of varying sizes and is especially reliable
with frontal faces suc;, as talking-head images. Figure 1 -noes exampi..s- of its outpu, illustrating
the range of face sizes that can b.. detected.
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f5gure 5: Stages of text detection: A) Input, B) Filtering, C) Clustering, and D) Region Extraction.
Text Detect ion
Text in the video} provides significant information as to the content of a scene. For example,
statistical numbers and titles are not usually spoken but are included in the captions for viewer
inspection. A typical text re g ion can be characterized as a horizontal rectangular structure of clus-
tered sharp edges, because characters usually form regions of lu gh contrast against the back-
ground. By detecting these properties Nye extract regions from Video frames that contain textual
information. Figure j illustrates the process of detecting text: primarily, regions of horizontal
titles and captions.
We first apply a 3x3 horizontal differenti::i filter to the entire image with appropriate binan,
thresholding for extraction of Vertical edge features. Smoothing filters are then used to eliminate
extraneous fragments, and to connect character seoions that ma y have been detached, Individual
regions are identified by cluster detection and their boundi ng  rectangles are computed. Clusters
with bounding regions that satisfy the following constraints are selected:
C:uarrSire:'Optel.
® Clutitrc Y,.:Faf\ntLCAS
® Hen:Dotal–•e:ueaiAspe;Ratn:O.'•e
A cluster's bondin g region must have a large horizontal -to-ycitical aspect ratio as well as satisfy
-ing Various limits in height and width. The fill factor of the region should be high to insure dense
clusters. The cluster size should also be relati yehy large to avoid small fragments, An intensity
histogram of each region is used to tes t for high contrast. This is because certain textures and
shapes appear to text but exhibit low contrast when examined in a bounded region.
Finally, consistent deo-ction of the same region over a certain period of time is also tested since
test regions are placed at the exact position foi many video frames. Figure 6 shows detection
examples of words and suhscts of a xord. Tab.e 2 presents statl^tics for detection on Various sets
of images.
Table 2: Text Region Uettxtion Results
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3 Technology Integration and Skim Creation
«'e have characterized Video by ecene break,;. camera motion, object appearance and Key-
words. Skim creation involves :electing the appropriate keywords and choosing a corre:pondinr
set of images. Cijididates for the image portion of a skim are chosen by two types of rules: 1.)
5
Figure 6: Test defectim resulu with various Images.
Primitive Rules, independent rules that provide candidates for the selection of image regions for a
given keyword, and 2) Meta-Rules, higher order rules that select a single candidate from the Frim-
itive rules according to global properties of the video. The subsections below describe the steps
involved in the selection. prioritizing and ordering of the ke yA'ords and video frames.
3.1 Audio Skim
The first level of anal ysis for the skim is the creation of the reduced audio track, which is
based on the keywords. Those word s, whose TF-1DF values are higher than a fixed threshold are
selected as keywords. B y vary ing this threshold, we control `ie number of keywords, and thus,
the length of the skins. The length of the audio track is determined by a user specified compaction
level.
Keyv,ords that appear in close p oximity or repeat throughout the transcript may create skims
with redundant audio. Therefore, we discard ke ywords which repeat within a minimum number of
frunes (150 frames) and hmir the repetition of each wogs.
Our experiments have shown that u-ing individual keywords creates an audio skim which is
fragmented ar.d incomprehensible for some speakers. To increase comprehension, we use longer
audio sequences, "keyphrases", in the Lludio kini. A keyphrase is obtained b y starring With a key-
word, and extending its boundaries to areas of silence or neighboring ke ywords. Each keyphrase
is isolated from the original audio track to fonn the audio skim. The average keyphrase lasts 2
seconds.
3.2 'Video Skim Candidates
In order to create the image skim, we mi ght think ol' selecting those video frames that corre-
spond in time to the audin skim scomen(s. As we often obsen-e in television programs, however,
the c ,-)ntents of the audio and video are not necessarily s y nchronized. Therefore, for each keyword
or keyphrase we must analyze the characterization results of the surrounding video franies and
select a set of frames which may not align with the audio in time, but which are moat appropriate
for skimming.
To stud y
 the image selection process of skimming, %ve manuall y created skims for 5 hours of
video with till' help of pioducers and technicians in Carnegie t0ellon's Drama Department. The
study reveaied that while perfect skintining requires semantic understanding of the entire video.
certair, parts of the image selection process can be. automated %with cun-ent ima ge undcrstanelinc.
By studying these examples and video production standards [141. we can identify an initial set of
heuristic. rides.
The fist heuristics are the prnniti ye rules, which are tested ty ith the video frames in the scene
containing the keyword/keyphrase, and the scenes that follow \Ohin at lea p t a 5 second window.
A description of each primitive rule is given in order of priority belo^t. The four rows ahove
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"Skim Candidates", in Figure 7, indicate the candidate image sections selected by various pfimi-
live rules.
Untroduction Scenes(INS)
The scenes prior to the introduction of a proper name usually describe a person's accomplish-
ment and often precede scenes with large views of the person's face. If a keyphrase contains a
proper name, and a large human face is detected within the surrounding scenes, thec we se: the
face scene as the last frame of the skim candidate and use the previous frames for the beginning.
2. Similar Scenes(SIS)
The histogram technology in scene segrr--station gives us a simpl y routine for detecting simi-
larity between scenes. scenes between successive shots of a human face usually imply illustration
of the subject. For example, a video producer will often interleave shots of research between shots
of a scientist. Images between similar scenes that are less than 5 seconds apart, are used for skim-
ming.
3. Short Sequenm(SHS)
Short successive. shots often introduce a more important topic. By aneasuring the duration of
each scene, we can detect these regions and id-tritify "short shot" sequences. The video frames
that follow these sequences and the exact sequence are used for skimming.
4. Object Motion(OBM)
Object motion is import simply because video producers usually include this type of footage
to show something in action. We are currently exploring ways to detect obect motion in video.
5. Bounded Camera Motlon(BCMIZCM)
The video frames that proceed or follow a pan or zoom motion are usually the focus of the
segment. We can isolate the videiD regions that are static and bounded by segments with motion,
any
 dierefore likely to be tha focal point in a scene containing motion.
6. Human Faces aW Capdons=T/FAC)
A scene will often contain recognizable humans, as well as captioW, text to describe the
scene. If a scene contains both faces and text, the portion containing text is used for skimming. A
lower ' _vel of priority is given to the scenes with video frames containing only human-faces or
text. For these scenes priority is given :o text.
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7. SignMftcant AudWAUD)
If the audio is music, then the scene may not be used for skimming. Soft music is often used as
a transitional tool, but seldom accompanies images of high importance. High audio levels (e.g.
loud music, explosions) may imply an important scene is about to occur. The skim region will
start after high audio levels or music.
& Detud i R tale( EF)
Default video frames align to the audio keyphrases.
33 Image Adjustments
With prioritized video frames from each scene, we now have a suitable representation for
combining the image and audio skims for the final skim. A set of higher order Meta • Rulcs are
used to complete skim creation.
For visual clarity and comprehension, we allocate at least 30 video frames to a keyphrase. The
30 frame minimum for each scene is based on empirical studies of visual comprehension in shcrt
video sequences. When a keyphrase is longer than 60 video frames, we include frames from skim
candidates of adjacent scenes within the 5 second search window. The final skim borders are
adjusted to avoid image regions that overlap or continue into adjacent scenes by less than 30
frames.
To avoid visual redundancy, we reduce the presence of human faces and default image regions
in the skirn. If the highest ranking skim candidate for a keyphrase is the default, we extend the
search range to a 10 second window and look for oth^.r candidates. The human face rule is limited
if the segment contains several interviews. Interview scenes can be extremely long, so we look for
other candidates in a 15 second search window.
Hgure 6 illustrates ttre adjustment awi final selection of video skims. It shows how and why
the image segments, which do not necessarily correspond in time to the audio segments, are
sc :ec lou .
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3.4 Example Results
Figure 9 shows the video frames and audio from the "Planet Earth" video. The image portion
of the skim has captured information from 18 of the 64 total scenes in the video. With the excep-
tion of the scene at frame 585, which lasts over 1,300 frames in the original video, most scenes
are small and pmi,^de maximum visual information. An error in scene segmentation, near frame
702, causes this scene to split and, therefore, it is used twice for separate keyphrases. The final
scene in the original video is long and contains two keyphrases. In this case, the search window
cannot extend to other scenes and these keyphrases must share image frames from th- final scene.
Introduction scenes. bounded camera motion and human faces dominate the image slums for this
segment.
Figure 10 shows another example from the "Planet Earth" video with 16 of the 37 scenes rep-
resented. This segment contains many long outdoor scenes that provide little information. How-
ever, most primitive rules do not match these scenes so the search window is extended and they
appear less f-equcntly in the image skim. The scene at frame 828 is an interview scene which con-
tains 3 keyphrmes and lasts several frames. Even with an extended search window, the scenes that
follow do not match any of the primitive rules so the image skim is rather long for this scene.
Figure 11 shows two types of skims for the "Mass Extinction" segment. Skim A was produced
with our method of integrated image and language understanding. Skim B was created by select-
ing video and audio portions at fixed intervals. Taus segment contains 71 scenes, of which, skim A
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has ccptutzo 23 scenes, and skim B has captured 17 scenes. Studies involving different skim cre-
...yon methods are discussed in the next section.
Skim A has only 1632 fmu s, while the first scene of the original segment is an interview that
lasts 1734 frames. The scenes that follow this interview contain camera motion, so we select them
for the keyphrases towards the end of the Scene. Chan g and figures interleaved between succes-
sive human subjects are selected for the latter scenes.
Table 3: Skim Compacdon Dat
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MC- Manually Assisted CharacterizationAC- Automated Characterization
MS- Manual Skim CreaeionAS- Automated Skim Crmation
3.5 User Evaluation
The results of several skims arc a .nmarized in Table 3. The manually created skims in the ini-
tial stages of the experiment help test the potential visual clarity and comprehension of skims. The
compaction ratio for a typical segment is 10:1. and it was shown that skims with compaction as
high as high as 20A still retain most of the content. Our results show the information representa-
tion potential of skims, but we must test our work with human subjects to study its effectiveness.
We are conducting a user -study to test the content summarization and effectiveness of the
skim as a browsing tool in a video library. Subjects must navigate a video library to alaswer a
series of questions. The effectiveness of each skim is based on the time to complete this task and
the cumber of correct items retrieved. Although our evaluation results are tentative, the skim does
appear to be an effective tool for browsing, as evident by the difference of time that subjects
spend in skim rnode versus regular playback mode.
We use various types of sKirns to test the utility of image and language understanding in skins
creation. The fallowing creation schemes are presently being tested:
A - Image and Language Characterization
B - Fixed Intervals ( uetault)
C - Language Characterization Onty
D - Image Characterization Only
Figure 11 shows examples of skim type A and B. The visual information in skim A is less
redundant and provides a greater variety of scenes. The aud i o for skim B is incoherent and con-
siderably snialler. Although our skim does appear to provide more information, additional testing
is needed.
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4 Conclusions
The emergence of high volunie video Itbranes has shown a clear need for content-specific
video-browsing tecCdaology. We have described an algorithm to create skim videos that consi st of
content rich audio wrid video information. Compaction of video as high as '.)0.-', has been achieved
Without apparent loss in content.
While the generation of content-based stints presented in this paper is very ifmued due to the
fact that the true understanding of video frames is extremely difficult, it illustrates the potentfai
power of inte jated language, arid image information for characterization in video retrieval and
browsing applicanons.
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