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EXTREMALS FOR FRACTIONAL ORDER HARDY-SOBOLEV-MAZ’YA
INEQUALITY
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Abstract. In this article, we derive the existence of positive solution of a semi-linear,
non-local elliptic PDE, involving a singular perturbation of the fractional laplacian, com-
ing from the fractional Hardy-Sobolev-Maz’ya inequality, derived in this paper. We also
derive symmetry properties and a precise asymptotic behaviour of solutions.
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1. Introduction
In this article, we study the following equation
2
cN,s
(−∆)s u− β u|x′|2s =
u2
∗
t−1
|x′|t , in R
N ,
u ≥ 0, u ∈ H˙sβ(R
N ),

 (1.1)
where cN,s = 2
2sπ−N/2
Γ(N+2s2 )
|Γ(−s)| , 0 < s < 1, 0 ≤ t < 2s, 2
∗
t =
2(N−t)
N−2s , R
N = Rk × RN−k,
2 ≤ k ≤ N − 2 and a point x ∈ RN is denoted as x = (x′, x′′) ∈ Rk × RN−k. The space
H˙sβ(R
N ) is defined in Section 2, where 0 < β ≤ CN,k,s and CN,k,s is the best constant of the
following fractional version of Hardy-Maz’ya inequality
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy ≥ CN,k,s
∫
RN
u2(x)
|x′|2s
dx, ∀u ∈ C0,1c
(
Rk \ {0} × RN−k
)
. (1.2)
An explicit expression of CN,k,s and the proof of (1.2) can be found in Section 3. For
k = N the inequality (1.2) has been derived in [15], [16], [34]. Also, see [21], for similar
inequalities.
The local counterpart (i.e. for the case s = 1) of (1.2) is derived by Maz’ya in [28] which
can be state as follows∫
RN
|∇u(x)|2 dx ≥
(
k − 2
2
)2 ∫
RN
u2(x)
|x′|2
dx, ∀u ∈ C∞c
(
Rk \ {0} × RN−k
)
, (1.3)
where the constant (k−2)
2
4 is the best possible. When k = N , (1.3) reduces to the usual
Hardy inequality. Unlike the case of Hardy inequality, it was Maz’ya [28], who first observed
that, the following Sobolev type improvement of (1.3) can be achieved when k ≥ 2
Ctβ
(∫
RN
|u(x)|q
|x′|t
dx
) 2
q
≤
∫
RN
|∇u(x)|2 dx− β
∫
RN
u2(x)
|x′|2
dx, (1.4)
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where β ≤ (k−2)
2
4 , 0 ≤ t < 2, q =
2(N−t)
N−2 and u ∈ C
∞
c
(
Rk \ {0} × RN−k
)
. Note that,
existence of nontrivial solution of (1.1) will follow for the case of s = 1, if we can show the
existence of minimizers of (1.4). For β = 0, the existence of minimizers of (1.4) has been
established in [2] by using concentration compactness principle due to P.L Lions [25], [24].
Whereas, for 0 < β < (k−2)
2
4 , the existence is proved in [29], by using blow up analysis for
approximate solutions with a rescaling argument. On the other hand, since for β = (k−2)
2
4 ,
the expected space in which the minimizers will belong is much bigger than the same for
the case of β < (k−2)
2
4 , one needs to employ a careful analysis. Using a penalty method,
Tintarev and Tertikas proved the existence of minimizers for the case of β = (k−2)
2
4 in [33]
and subsequently improved in [19].
The cylindrical symmetry of the local counterpart (i.e. s = 1) of (1.1), has been estab-
lished in [26] by using moving plane method in the special case of β = 0. In fact, when
t = 1, they have classified all the solutions by a careful asymptotic analysis. Subsequently,
in the case of 0 ≤ β < (k−2)
2
4 , 0 ≤ t < 2 and s = 1, cylindrical symmetry of solutions of
(1.1) has been established in [18]. Finally, in a breakthrough paper, Sandeep and Mancini
[27], established the uniqueness of positive extremals of (1.4). See also [8].
Thus we need the following fractional version of Hardy-Sobolev-Mazya inequality, to
prove the existence of solution of (1.1).
C
(∫
RN
|u(x)|2
∗
t
|x′|t
dx
) 2
2∗t
≤
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy − β
∫
RN
u2(x)
|x′|2s
dx, (1.5)
where 0 ≤ t < 2s, 2∗t :=
2(N−t)
N−2s , 0 ≤ β ≤ CN,k,s, CN,k,s is the optimal constant of (1.2) and
C > 0 is a constant independent of u. We will establish the inequality (1.5) in Section 3.
In Section 4, we have proved the following theorems to establish the existence of a solution
to the equation (1.1).
Theorem 1.1. Let 0 < s < 1, 0 ≤ t < 2s and 0 ≤ β ≤ CN,k,s. Define S
t
k(β) in the
following manner
Stk(β) := sup
u∈C0,1c (Rk\{0}×RN−k),
u 6=0
∫
RN
|u|2
∗
t
|x′|t(∫
RN
∫
RN
|u(x)−u(y)|2
|x−y|N+2s
dxdy − β
∫
RN
u2(x)
|x′|2s
dx
) 2∗t
2
. (1.6)
Then, the supremum is achieved in H˙sβ(R
N ), if 0 < β < CN,k,s, where the space H˙
s
β(R
N ) is
defined in Section 2.
Theorem 1.2. The following infimum
κtk := inf
u∈H˙s,α(RN ),
u 6=0
=
∫
RN
∫
RN
|u(x)−u(y)|2
|x−y|N+2s|x′|α|y′|α
dxdy(∫
RN
|u|2
∗
t
|x′|t+2
∗
t α
dx
) 2
2∗t
(1.7)
is achieved in H˙s,α(RN ). Here, 2∗t =
2(N−t)
N−2s , 0 ≤ t < 2s, and α := (k−2s)/2 and the space
H˙s,α(RN ) is defined in the Definition 2.1.
We remark that, Theorem 1.1 settles the issue of existence of solution of (1.1), for
0 < β < CN,k,s. Whereas, using a combination of Theorem 1.2 and Theorem 3.4, we can
conclude that there exists a nontrivial solution of (1.1), for the case β = CN,k,s. To prove
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Theorem 1.1, we have used an improved version of fractional Sobolev inequality derived in
Proposition 2.3 originated in [31]. On the other hand, as pointed out in Section 4.2, the
space H˙sCN,k,s(R
N ) is much bigger than the space H˙sβ(R
N ), which is nothing but the usual
homogeneous fractional Sobolev space H˙s(RN ), in the case of 0 < β < CN,k,s. Because
of this fact, we could not use Proposition 2.3. We also note that, in this case, we cannot
use extension method, derived in [7], to convert (1.1) into a local one. Rather, by using
Ekeland’s variation principle, we were able to conclude that, the approximate solutions
cannot concentrate near the singular set. However, since we are in a non local setup,
so we faced a natural difficulty when we tried to cut off the approximate solutions. In
this context, let us mention a paper by Ghoussoub, and Shakerian [20], where they used
Ekeland’s variation principle to get the existence of solution of a nonlocal equation, similar
to (1.1). But, their arguments were based on extension technique. For a comprehensive
study for the case k = 1, see [30].
Next, we prove some qualitative properties of solutions of (1.1) by means of following
theorems.
Theorem 1.3. Let u satisfies (1.1) weakly. Then, for any 0 < β ≤ CN,k,s, there exists a
unique α˜ ∈ (0, k−2s2 ] given by (3.2), such that the following holds:
0 ≤ u(x) ≤
C
|x′|α˜
(
1 + |x|N−2s−2α˜
) , ∀x ∈ RNk , (1.8)
where C > 0 is constant, depends on u but independent of x ∈ RNk and
RNk :=
(
Rk \ {0}
)
× RN−k. Moreover, if 0 < β < CN,k,s, then u ∈ C
∞(RNk ).
Theorem 1.4. For 0 < β ≤ CN,k,s and 0 < s < 1, any u ∈ C
0,1
loc (R
N
k ) satisfying (1.1) is
cylindrically symmetric i.e. radial with respect to x′ ∈ Rk and there exist x′′0 ∈ R
N−k such
that for any fixed x′ 6= 0, u(x′, x′′) is radial in the second variable with respect to x′′0.
We have used moving plane method to prove Theorem 1.4. Along with other hurdles,
applying moving plane method in the non-local setup is inconvenient due to inadequacy of
any direct small measure type lemma which was observed, in the local case, by Varadhan
and successfully disseminated by Nirenberg and Berestycki [4]. As observed in [26], to prove
such small measure type lemma, we could try to use the test function wλ = (u − uλ)
+,
where uλ denotes the usual reflexion of u along the hyperplane Tλ = {xi = λ}. But since
we are in non local set up, as noticed in [10], [14], the right test function should be an odd
reflexion of wλ along Tλ. However, in our set up we faced difficulty in showing wλ belongs
to right space simply because of the following reason. When 0 < β < CN,k,s, to show the
odd extension of wλ belongs to H˙
s(RN ), we need to show that∫
{xi<λ}
w2λ(x)
(λ− xi)2s
dx <∞,
which follows by a fractional Hardy inequality proved in [5], when s 6= 12 and 0 < s < 1.
But, when s = 12 , the best constant of the fractional Hardy inequality is zero. On the other
hand, when β = CN,k,s, due to unavailability of right Hardy type inequality, the situation
becomes more complex and it is not clear whether we can use the odd reflexion of wλ as
a test function or not. We have avoided this difficulty by approximating wλ properly and
using the precise bound on u, derived in Theorem 1.3.
Finally, let us describe the plan of this article. In Section 2, we will introduce the
notations and all the function spaces used in this article. We will also recall some of the
known results used in the proofs. Section 3 will be devoted to the proofs of inequality (1.2)
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and (1.5). Section 4 contains the proofs of Theorem 1.1 and 1.2. Also, Section 5 and 6
contains the proofs of Theorem 1.3 and 1.4 respectively. Finally, in the Appendix we have
proved the Lemma 2.1.
2. Notations and Preliminaries
Notations: We will denote the projection of a point x ∈ RN to Rk and RN−k by x′ and
x′′ respectively.
For any l ∈ N and any z ∈ Rl we denote the l dimensional ball of radius R > 0 centered at
z by BlR(z).
For 2 ≤ k ≤ N − 2, RNk stands for the set
(
Rk \ {0}
)
× RN−k.
To avoid confusion, we clarify that 2∗ := 2NN−2s and α :=
k−2s
2 .
2.1. Definitions and Different Notions Of Solution. In this section we will define
different function spaces to be used. We will also define different notions of solution.
Definition 2.1.
(i) We define H˙sβ(R
N ) as the completion of C0,1c
(
Rk \ {0} × RN−k
)
under the following
norm
[u]2s,β,RN :=
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy − β
∫
RN
u2(x)
|x′|2s
dx.
Here 0 ≤ β ≤ CN,k,s and CN,k,s is the best constant of the Fractional Hardy-
Sobolev-Maz’ya inequality.
(ii) We also define the space H˙s,α˜(RN ) as the completion of C0,1c
(
Rk \ {0} × RN−k
)
under the following norm
[[u]]2s,α˜,RN :=
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s |x′|α˜ |y′|α˜
dxdy,
where 0 < α˜ ≤ α := (k − 2s)/2.
(iii) We recall, H˙s(RN ) is the completion of C∞c (R
N ) under the following norm
[u]2s,RN :=
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy.
One can easily prove that the following characterization of H˙s(RN ). See [11]
H˙s(RN ) := {u ∈ L2
∗
(RN ) : [u]s,RN <∞}.
(iv) For any domain Ω ⊂ RN+1+ we recall
H1(Ω, 1− 2s) := {U ∈ L2(Ω, 1− 2s) : |∇U | ∈ L2(Ω, 1− 2s)},
where, L2(Ω, 1− 2s) := {U : Ω→ R measurable |
∫
Ω t
1−2sU2(x, t)dxdt <∞}
(v) We recall, Ls(R
N ) :=
{
f : RN → R measurable |
∫
RN
|f |
1+|x|N+2s
dx <∞
}
Finally, let us state the following lemma regarding the precise representation of H˙s,α˜(RN ).
Lemma 2.1. For 0 < s < 1, k ≥ 2 and 0 < α˜ ≤ α, we have the following representation
of H˙s,α˜(RN ).
H˙s,α˜(RN ) = {u ∈ L2
∗
(
RN ;
1
|x′|α˜2∗
)
:
∫
RN
∫
RN
|u(x)− u(y)|2 dxdy
|x− y|N+2s |x′|α˜|y′|α˜
<∞},
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where L2
∗
(
RN ; 1
|x′|α˜2∗
)
consists of all measurable function f such that f
|x′|α˜
∈ L2
∗
(RN ).
We have proved the lemma in the Appendix. We recall, for f belonging to the Schwartz
class the fractional laplacian can be defined by the following integral representation. See
[9]
(−∆)s f(x) := cN,sP.V.
∫
RN
f(x)− f(y)
|x− y|N+2s
dy, for x ∈ RN ,
where cN,s = 2
2sπ−N/2
Γ(N+2s2 )
|Γ(−s)| . Next, we need the following two definitions.
Definition 2.2. For 0 < β ≤ CN,k,s, we say that, u ∈ H˙
s
β(R
N ) is a weak solution of (1.1)
if for every ψ ∈ H˙sβ(R
N ), we have∫
RN
∫
RN
(u(x)− u(y)) (ψ(x)− ψ(y))
|x− y|N+2s
dxdy − β
∫
RN
u(x)ψ(x)
|x′|2s
dx =
∫
RN
u2
∗
t−1(x)ψ(x)
|x′|t
dx
Definition 2.3. Let Ω ⊂ RN be any open set and D′(Ω) denotes the space of all distribu-
tions over Ω. Assume that, u ∈ Ls(R
N ) and f ∈ D′(Ω). Then we say
(−∆)s u(≥) = (≤)f, in the distributional sense,
if for any nonnegative φ ∈ C∞c (Ω) we have∫
RN
u(x) (−∆)s φ(x)dx(≥) = (≤)〈f, φ〉Ω,
〈f, φ〉Ω denotes the action of f on φ.
2.2. Some Known Results. In this section, we will recall some known results.
Master Inequality: We recall the following integral version of Po´lya-Szego¨ inequality.
See [3].
Theorem 2.2. Let f, g ∈ C(RN ) be non negative vanishing at infinity i.e. they satisfy,
|{f > t}|N < ∞, ∀t > ess inf f and |{g > t}|N < ∞, ∀t > ess inf g, where for any mea-
surable subset A of RN , |A|N denotes the N -dimensional Lebesgue measure of A. Then,
for any fixed φ : R+ → R+ increasing, convex and K : R+ → R+ decreasing, we have the
following inequality∫
RN
∫
RN
φ (|f∗(x)− g∗(y)|)K (|x− y|) dxdy ≤
∫
RN
∫
RN
φ (|f(x)− g(y)|)K (|x− y|) dxdy,
(2.1)
where f∗ and g∗ denotes the Schwarz symmetrization of f, g respectively.
We need the following improved version of Sobolev inequality.
Proposition 2.3. Let 0 ≤ t < 2s and u ∈ H˙(RN ). Then, there exist constants C, θ1, θ2 > 0
independent of u such that ∫
RN
|u|2
∗
t
|x′|t
dx ≤ C [u]θ1
s,RN
||u||θ2
L2,N−2s
, (2.2)
where
||u||2L2,N−2s := sup
R>0,x∈RN
RN−2s∣∣BNR (x)∣∣
∫
BNR (x)
|u|2 dy.
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Proof. We divide the proof in the following two cases.
Case 1: t = 0 In this case, (2.2) was proved by Palatucci and Pisante in [31]. Their
inequality states as follows: there exists a constant C > 0 such that for any u ∈ H˙s(RN )
||u||L2∗ (RN ) ≤ C [u]
θ
s,RN ||u||
1−θ
L2,N−2s (2.3)
where 22∗ ≤ θ < 1.
Case 2: 0 < t < 2s. Using Ho¨lder inequality we get
∫
RN
|u|2
∗
t
|x′|t
dx ≤
(∫
RN
|u|2
∗
) 2∗t−2
2∗

∫
RN
|u|
22∗
2∗−2∗t+2
|x′|
2∗t
2∗−2∗t+2


2∗−2∗t+2
2∗
. (2.4)
Now let ξ := 2
∗t
2∗−2∗t+2
. Then clearly 0 < ξ < 2s and 2∗η =
2∗2
2∗−2∗t+2
. Hence using (2.3),
(2.4) and (1.5) we get the desired inequality (2.2) with θ1 = (2
∗
t − 2) θ+
2∗
2
(
1−
2∗t−2
2∗
)
and
θ2 = (1− θ) (2
∗
t − 2) , where
2∗
2 < θ < 1 same as in the inequality (2.3). 
3. fractional Hardy-Maz’ya and Hardy-Sobolev-Maz’ya Inequality
In this section, we will give two proofs of fractional Hardy-Maz’ya inequality (1.2). While
in the first method, we get (1.2) with best possible constant, in the second method, we get
the inequality with a rough constant. Also, as a consequence of the results, derived using
both the methods we will be able to prove (1.5).
3.1. Ground State Representation and the Fractional Hardy-Maz’ya inequality.
In this subsection, we will derive an appropriate ground state representation. Similar
representation was proved in [16] to derive the fractional Hardy inequality. In fact, we will
use a few results derived in [16]. For reader’s convenience, let us recall their result. Before
that, we need to recall the following assumption.
Assumption 1: Let Ω ⊂ RN be any open set. We also assume that w is an almost
everywhere positive measurable function in Ω and there exists a family of measurable
function kǫ, ǫ > 0 on Ω× Ω satisfying kǫ(x, y) = kǫ(y, x), 0 ≤ kǫ(x, y) ≤ k(x, y), and
lim
ǫ→0
kǫ(x, y) = k(x, y), for a.e. x, y ∈ Ω.
Moreover, the integrals
Vǫ(x) :=
2
w(x)
∫
Ω
(w(x)− w(y)) kǫ(x, y)dy
are absolutely convergent for a.e. x ∈ Ω and belong to L1loc(Ω). In addition to this, we
assume that V := lim
ǫ→0
Vǫ exists weakly in L
1
loc(Ω).
Proposition 3.1 (Frank and Seiringer). Under the Assumption 1, for any u ∈ C∞c (Ω) we
write v := uw and assume
E[u] :=
∫
Ω
∫
Ω
|u(x)− u(y)|2 k(x, y)dydx <∞,
Ew[v] :=
∫
Ω
∫
Ω
|v(x) − v(y)|2w(x)w(y)k(x, y)dydx <∞ and∫
Ω
V +|u|2dx <∞.
Then E[u]−
∫
RN
V (x) |u(x)|2 dx = Ew[v].
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As a particular example, we take Ω = (Rk \ {0}) × RN−k , w(x) := 1/|x′|α˜, for
0 < α˜ ≤ k−2s2 , k(x, y) :=
1
|x−y|N+2s
, V (x) := CN,k,s(α˜)
1
|x′|2s
, where CN,k,s(α˜) is defined by
CN,k,s(α˜) := Ck,s(α˜)
∫
RN−k
dy′′
(1+|y′′|2)
N+2s
2
and the function Ck,s(α˜) is defined in Lemma 3.3
below. We denote CN,k,s := CN,k,s ((k − 2s)/2). We also take, kǫ(x, y) :=
1
|x−y|N+2s
χ{||x′|−|y′||>ǫ}.
Then we have the following lemma.
Lemma 3.2. The following limit converges uniformly for x from compact sets in RNk .
2 lim
ǫ→0
∫
RN
(w(x)− w(y)) kǫ(x, y)dy = CN,k,s(α˜)
w(x)
|x′|2s
.
Proof. It is enough to notice that the following identity is true. The rest will follow from
Lemma 3.3 below.
2
∫
RNk
(w(x)− w(y)) kǫ(x, y)dy = IN,k,s
∫
||x′|−|y′||>ǫ
w(x′)− w(y′)
|x′ − y′|k+2s
dy,
where IN,k,s :=
∫
RN−k
dy′′
(1+|y′′|2)
N+2s
2
<∞. This proves the lemma. 
Lemma 3.3. One has uniformly for x from compact sets in Rk \ {0}
2 lim
ǫ→0
∫
Rk
(w(x′)−w(y′))
|x′ − y′|k+2s
dy = Ck,s(α˜)
w(x′)
|x′|2s
,
where
Ck,s(α˜) := 2
∫ 1
0
r2s−1
∣∣1− rα˜∣∣2 Φk,s(r)dr, (3.1)
Φk,s(r) :=
∣∣∣Sk−2∣∣∣ ∫ 1
−1
(
1− t2
) k−3
2 dt
(1− 2rt+ r2)
k+2s
2
, 0 < α˜ ≤
k − 2s
2
, and k ≥ 2.
The above lemma was proved in [16] (Lemma 3.1), in the case of α˜ = (k − 2s)/2. But,
it is easy to see that the same proof will work even for 0 < α˜ < k−2s2 . Notice that
Ck,s(0) = 0, Ck,s(
k − 2s
2
) = 2πk/2
Γ2 ((k + 2s)/4)
Γ2 ((k − 2s)/4)
|Γ(−s)|
Γ ((k + 2s)/2)
i.e. the best constant of fractional Hardy inequality in dimension k. Also, Ck,s(α˜) is strictly
increasing and continuous in [0, (k − 2s)/2]. So, for any 0 ≤ β ≤ CN,k,s there exists unique
α˜ ∈ [0, k−2s2 ] such that
β = CN,k,s(α˜) = Ck,α(α˜)
∫
RN−k
dy′′
(1 + |y′′|2)
N+2s
2
, (3.2)
where Ck,s(α˜) is defined in (3.1). Hence, summarizing the above discussion we have the
following theorem.
Theorem 3.4 (Ground State Represetation). Let u ∈ C0,1c (Rk \ {0} ×RN−k), k ≥ 2, and
0 < s < 1. Then for any 0 < β ≤ CN,k,s there exist a unique 0 < α˜ ≤ (k − 2s)/2 such that∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy − β
∫
RN
u2(x)
|x′|2s
dx =
∫
RN
∫
RN
|v(x) − v(y)|2
|x− y|N+2s |x′|α˜ |y′|α˜
dxdy.
(3.3)
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Here, v(x) = |x′|α˜ u(x), CN,k,s = C¯k,s
∫
RN−k
dy′′
(1+|y′′|2)
N+2s
2
and C¯k,s is the best constant of the
fractional Hardy inequality for dimension k. Moreover, α˜ = (k−2s)/2 whenever β = CN,k,s.
As a consequence of the above ground state representation, we have the fractional Hardy-
Maz’ya inequality (1.2). Also, one can follow the same lines of Frank and Seiringer [17],
to conclude that CN,k,s is actually the best constant.
3.2. John Domain and Fractional Hardy-Sobolev-Maz’ya inequality. To prove
the fractional Hardy-Sobolev-Maz’ya inequality, we will use the fact, RNk is a John domain
for 2 ≤ k ≤ N−2 and a recent result by Dyda, Lehrba¨ck and Va¨ha¨kangas [12]. For reader’s
convenience we will state their result below. First, let us recall some definitions.
Definition 3.1 (Assouad dimension). For D ⊂ RN , the Assouad dimension denoted by
dimA(D) is the infimum of all exponent β ≥ 0, for which there is a constant C ≥ 1, such
that for every x ∈ D and every 0 < r < R, the set D ∩ BNR (x) can be covered by at most
C
(
R
r
)β
balls of radius r.
Definition 3.2 (John Domain). A domain Ω ( RN , with N ≥ 2, is a c-John domain, for
c ≥ 1, if each pair of points x1, x2 ∈ Ω can be joined by a rectifiable arc length parametrized
curve γ : [0, l]→ Ω satisfying dist (γ(t),Ω) ≥ min{t, l − t}/c for every t ∈ [0, l].
Theorem 3.5 (Dyda, Lehrba¨ck and Va¨ha¨kangas). Assume that Ω ( RN is an unbounded
c-John Domain, 0 < s < 1 and 1 < p ≤ q ≤ NpN−ps . Let β ∈ R be such that
dimA(∂Ω) < min
{
q
p
(N − sp+ β) , N −
β
p− 1
}
.
Then for any τ ∈ (0, 1) there exists a constant C = C(β, τ,N, s, p, c) > 0 such that for any
u ∈ ∪1≤r<∞L
r(Ω) we have(∫
Ω
|u(x)|q δ
q
p
(N−sp+β)−N
∂Ω (x)dx
) p
q
≤ C
∫
Ω
∫
BN
τδ∂Ω(x)
(x)
|u(x)− u(y)|p
|x− y|N+ps
dyδβ∂Ω(x)dx,
where δβ∂Ω(x) := dist(x, ∂Ω).
Choosing β = 2s − k, p = 2, q := 2(N−t)N−2s , 0 ≤ t < 2s, 0 < s < 1, Ω = R
k \ {0} × RN−k,
2 ≤ k ≤ N − 2 in Theorem 3.5 and using (3.3) we get the inequality (1.5). Also notice
that, choosing β = 0 and q = p = 2 we get the inequality (1.2) with a rough constant. For
future reference, let us clarify that, as a consequence of the above discussion we get the
following equivalent version of inequality (1.5).
C
(∫
RN
|u(x)|2
∗
t
|x′|t+α˜2
∗
t
dx
) 2
2∗t
≤
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s|x′|α˜|y′|α˜
dxdy, ∀u ∈ C0,1c (R
N
k ), (3.4)
where, 0 < α˜ ≤ k−2s2 , 0 ≤ t < 2s, 0 < s < 1, 2 ≤ k ≤ N − 2, 2
∗
t =
2(N−t)
N−2s and C > 0 is
constant depending only on N, s, k, t and α˜.
4. Existence of solution
In this section, we will prove Theorem 1.1 and Theorem 1.2.
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4.1. Proof of Theorem 1.1.
Proof. It is evident that H˙sβ(R
N ) = H˙s(RN ) for β < CN,k,s. In fact, [u]s,β,RN is an equiva-
lent norm in H˙s(RN ). For u, v ∈ H˙s(RN ), let us define
E[u, v] :=
∫
RN
∫
RN
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+2s
dxdy − β
∫
RN
uv
|x′|2s
dx.
We will proof the theorem by dividing into two cases.
Case I : t=0. In this case we have
Sk(β) := S
0
k(β) = sup
u∈H˙(RN )\{0}
∫
RN
|u|2
∗
(E[u, u])
2∗
2
.
Let {um} be any maximizing sequence. If necessary by normalizing we can assumeE[um, um] =
1, ∀m ∈ N. In addition to this, we could also assume that um′s are nonnegative and radially
symmetric in the first variable. This follows from inequality (2.1) stated in Theorem 2.2.
For now our aim is to show that, there exist Rm > 0 and x
′′
m ∈ R
N−k such that the
sequence {vm} defined by
vm(x
′, x′′) := R
N−2s
2
m um(Rmx
′, Rmx
′′ + x′′m)
weakly converges to some non zero v ∈ H˙(RN ). Using the fact that ||um||
2∗
L2∗ (RN ) → Sk(β)
and (2.3) we have that there exists Rm > 0 and xm ∈ R
N such that
1
R2sm
∫
BNRm (xm)
|um(y)|
2 dy ≥ C > 0,
for some constant C independent of m. Hence we have the following:
1
R2sm
∫
BN−kRm (x
′′
m)
∫
BkRm (x
′
m)
∣∣um(y′, y′′)∣∣2 dy′dy′′ ≥ C > 0, ∀m ∈ N. (4.1)
Now let us define
vm(y
′, y′′) := R
N−2s
2
m um(Rmy
′, Rmy
′′ + x′′m).
Then from (4.1) we have∫
BN−k1 (0)
∫
Bk1 (x¯
′
m)
|vm(y)|
2 dy ≥ C > 0, ∀m ∈ N, (4.2)
where x¯′m :=
x′m
Rm
. Clearly, E[vm, vm] = E[um, um] = 1. Hence by compactness we can
assume the following: upto a subsequence
(i) vm ⇀ v in H˙
s(RN ),
(ii) vm → v in L
2
loc(R
N ) and,
(iii) vm → v a.e.
We will prove that v 6= 0 by considering the following two cases.
Case I: Upto a subsequence |x¯′m| → ∞.
CaseII: {x¯′m} is bounded sequence in R
k.
In the first case, by using radial symmetry of vm in the first variable we have∫
BN−k1 (0)
∫
Bk2 (0)
∣∣vm(y′, y′′)∣∣2 dy′dy′′ ≥
∫
BN−k1 (0)
∫
Bk1 (0)
∣∣vm(y′ + x¯′m, y′′)∣∣2 dy′dy′′
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=
∫
BN−k1 (0)
∫
Bk1 (x¯
′
m)
∣∣vm(y′, y′′)∣∣2 dy′dy′′ ≥ C > 0.
Hence by passing to the limit we get∫
BN−k1 (0)
∫
Bk2 (0)
∣∣v(y′, y′′)∣∣2 dy′dy′′ ≥ C > 0,
which clearly shows that v 6= 0.
In the second case, upto a subsequence x¯′m → x
′
0. Then B
k
1 (x¯
′
m) ⊂ Ω, for sufficiently
large open bounded set Ω in Rk. So, using (4.2) we get∫
BN−k1
∫
Ω
|vm|
2 dy ≥
∫
BN−k1
∫
Bk1 (x¯
′
m)
|vm|
2 dy ≥ C > 0.
Then again as before, passing to the limit we conclude that v 6= 0. The rest of the proof
is fairly standard. For the sake of the completeness, let us add the argument. By weak
convergence of vm to v we have
E[v, v] + E[vm − v, vm − v] = 1 + o(1),
as m→∞. Also by scale invariance and Brezis-Lieb lemma [6] we have
Sk(β) = lim
m→∞
∫
RN
|vm|
2∗ dy
= lim
m→∞
[∫
RN
|v|2
∗
dy +
∫
RN
|vm − v|
2∗ dy
]
≤ Sk(β) (E[v, v])
2∗
2 + Sk(β)
(
lim
m→∞
E[vm − v, vm − v]
) 2∗
2
≤ Sk(β)
(
E[v, v] + lim
m→∞
E[vm − v, vm − v]
) 2∗
2
≤ Sk(β).
Hence we must have equality everywhere in the above estimate. So, Sk(β) =
∫
RN
|v|2
∗
dy
(E[v,v])
2∗
2
.
This proves the Case I, i.e. the existence of maximizer for t = 0.
Case II: 0 < t < 2s. A careful inspection of the preceding proof yields that we only need
the inequality (2.2), which was proved in Proposition 2.3, to conclude the proof. 
Remark 4.1. In the proof of Theorem 1.1, we have essentially used the fact that [.]s,RN is
an equivalent norm in H˙sβ(R
N ) along with the improved Sobolev inequality (2.2). Hence we
remark that, using the same arguments given there, we can conclude, S
t
k :=
(
1/Stk(0)
) 2
2∗t
is attained by a nontrivial and nonnegative function u0 ∈ H˙
s(RN ). Hence, κtk < S
t
k.
4.2. Existence of Solution For β = CN,k,s. Firstly, we observe that if φ ∈ C
∞
c (R
N ) with
φ = 1 in BN1 (0), then φ ∈ H˙
s,α(RN ) ( See Lemma 2.1 of Appendix). Then, by ground state
representation (3.3), we conclude that φ|x′|α ∈ H˙
s
β(R
N ). Since, α = (k − 2s)/2, so we can
see that φ|x′|α /∈ H˙
s(RN ). This shows that, H˙sβ(R
N ) is much bigger than H˙s(RN ). Because
of this fact, we were not able to follow the same arguments as in the case of β < CN,k,s.
We have used Ekeland’s Variation principle to prove the Theorem 1.2. We start by the
following compactness result.
Lemma 4.2. Let Ω be a bounded open set in RN . Then the following inclusion is compact.
H˙s,α(RN ) →֒ L2
(
Ω;
1
|x′|2α
)
,
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where L2
(
Ω; 1
|x′|2α
)
is the set of all measurable function f : RN → R such that
f
|x′|α ∈ L
2(Ω).
Proof. Let u ∈ H˙s,α(RN ). Then by Ho¨lder inequality we have
∫
Ω
u2
|x′|2α
≤ |Ω|
2s
N
(∫
Ω
|u|2
∗
|x′|α2∗
) 2
2∗
≤ |Ω|
2s
N
1
κ0k
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s |x′|α|y′|α
dxdy, (4.3)
where |Ω| denotes the N−dimensional Lebesgue measure of Ω. Hence, the inclusion,
H˙s,α(RN ) →֒ L2
(
Ω; 1
|x′|2α
)
is continuous. To prove the compactness, it is enough to show
that um → 0 in L
2(Ω, 1
|x′|2α
), whenever um ∈ H˙
s,α(RN ) and um converges to zero weakly in
H˙s,α(RN ), as well as in L2(Ω, 1
|x′|2α
). To prove this, we consider, φǫ ∈ C
∞(Rk; [0, 1]) such
that
φǫ =
{
0, if |x′| < ǫ
1, if |x′| > 2ǫ.
and define Ωǫ := Ω ∩ B
k
ǫ (0). Without loss of generality, we could assume that Ω \ Ωǫ is
a domain with Lipschitz boundary. Also, let M > 0 be such that [[um]]
2
s,α˜,RN < M and∣∣∣∣∣∣ um|x′|α
∣∣∣∣∣∣
L2(Ω)
< M . Now, note that,
∫
Ω\Ωǫ
∫
Ω\Ωǫ
|um(x)− um(y)|
2
|x− y|N+2s
dxdy ≤ C
∫
Ω\Ωǫ
∫
Ω\Ωǫ
|um(x)− um(y)|
2
|x− y|N+2s|x′|α|y′|α
dxdy ≤ C
and
∫
Ω\Ωǫ
|um|
2dx ≤ C
∫
Ω
u2m
|x′|2α
≤ C,
where (and for the rest of the proof) C > 0 is a constant depending on N, s, k,Ω and M .
So, um is bounded sequence in H
s(Ω \ Ωǫ). Hence, by compactness, (see [9]) um → u in
L2(Ω \ Ωǫ). By weak convergence of um to 0 in L
2(Ω; 1
|x′|2α
) we conclude that u = 0 and
∫
Ω
φ2ǫu
2
m
|x′|2α
dx =
1
ǫ2α
o(1), as m→∞.
Also, by (4.3) ∫
Ω
|(1− φǫ)um|
2 dx
|x′|2α
≤ C |Ωǫ|
2s
N .
Since, ∫
Ω
u2m
dx
|x′|2α
≤ C
[∫
Ω
φ2ǫu
2
m
|x′|2α
dx+
∫
Ω
|(1− φǫ)um|
2 dx
|x′|2α
]
,
so first letting m → ∞ and then letting ǫ → 0 in the last inequality, we see that um → 0
in L2(Ω; 1|x′|2α ). This proves the lemma.

Next, we need the following lemma.
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Lemma 4.3. Let {um} be a bounded sequence in H˙
s,α(RN ) such that um ⇀ 0. Then for
any ψ ∈ C∞c (R
N ) with suppψ ⊂ BNR0(0), for some R0 > 0, we have∫
RN
∫
RN
|(ψum)(x) − (ψum)(y)|
2
|x− y|N+2s|x′|α|y′|α
dxdy
≤
∫
RN
∫
RN
(
(ψ2um)(x) − (ψ
2um)(y)
)
(um(x)− um(y))
|x− y|N+2s|x′|α|y′|α
dxdy + σR,m + σ˜R, (4.4)
for any R > R0 + 2 and m ∈ N. Here, for each R, lim
m→∞
σR,m = 0 and lim
R→∞
σ˜R = 0.
Proof. Since, R > R0, so, suppψ ⊂ B
N
R−2(0). Now, note that,(
(ψ2um)(x) − (ψ
2um)(y)
)
(um(x)− um(y))
= |(ψum)(x)− (ψum)(y)|
2 − um(x)um(y) |ψ(x)− ψ(y)|
2 .
So, using 2ab ≤ (a2 + b2), with a = |um(x)||x′|α and b =
|um(y)|
|y′|α , we estimate
Im :=
∣∣∣∣∣
∫
RN
∫
RN
um(x)um(y) |ψ(x)− ψ(y)|
2
|x− y|N+2s|x′|α|y′|α
dxdy
∣∣∣∣∣
≤
∫
RN
u2m(x)
|x′|2α
∫
RN
|ψ(x)− ψ(y)|2
|x− y|N+2s
dydx ≤ Im,1 + Im,2 (4.5)
where
Im,1 :=
∫
|x|<R
u2m(x)
|x′|2α
∫
RN
|ψ(x) − ψ(x− y)|2
|y|N+2s
dydx and
Im,2 :=
∫
|x|>R
u2m(x)
|x′|2α
∫
RN
|ψ(x) − ψ(x− y)|2
|y|N+2s
dydx.
Now, since ∫
RN
|ψ(x)− ψ(x− y)|2
|y|N+2s
dy ≤ C
[
||∇ψ||L∞(RN ) + ||ψ||L∞(RN )
]
,
for some constant C > 0 depending only on N , so using Lemma (4.2) we conclude that,
for each R > 0, Im,1 = σR,m, where lim
m→∞
σR,m = 0. To estimate Im,2, we notice that, if
|x| > R, R > R0 + 2 and |y| < 1 then ψ(x) = ψ(x− y) = 0 Hence,
Im,2 =
∫
|x|>R
u2m(x)
|x′|2α
∫
|y|>1
|ψ(x− y)|2
|y|N+2s
dydx
=
∫
|y|>1
1
|y|N+2s
∫
|x|>R
u2m(x)
|x′|2α
|ψ(x− y)|2dxdy (4.6)
First using Ho¨der inequality, then using (3.4) and boundedness of um in H˙
s,α(RN ), we get
from (4.6)
Im,2 ≤ C
∫
|y|>1
FR(y)
|y|N+2s
dy,
where, FR(y) :=
(∫
|x|>R |ψ(x− y)|
N/s dx
)2s/N
. Then using Dominated Convergence The-
orem we have Im,2 ≤ σ˜R, for all m ∈ N and lim
R→∞
σ˜R = 0. Hence, using (4.5) we conclude
the lemma. 
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Next, lemma shows that if the interior concentration happens, then it will happen away
from the singular set.
Proposition 4.4. Let {um} be a nonnegative bounded sequence in H˙
s,α(RN ) such that
(i)
∫
RN
|um|
2∗t
|x′|t+α2
∗
t
dx =
(
κtk
) 2∗t
2∗t−2
(ii) Lsαum =
|um|
2∗t−2um
|x′|t+α2
∗
t
+ fm, weakly in H˙
s,α(RN ),
where fm → 0 in the dual of H˙
s,α(RN ). If for any, Rm > 0 and ηm ∈ R
N−k,
u¯m(x
′, x′′) := R
(k−N)/2
m um(x
′R−1m , x
′′R−1m + ηm) converges to zero weakly in H˙
s,α(RN ), then
there exist Rm > 0 and ηm ∈ R
N−k such that
lim inf
m→∞
∫
Ω
|u¯m|
2∗t
|x′|t+α2
∗
t
dx > 0,
where Ω := {(x′, x′′) ∈ RN : 12 < |x
′| < 1, |x′| < 1}.
Proof. We can choose ηm ∈ R
N−k and Rm > 0 such that
Qm(1) := sup
η∈RN−k
∫
Bk1 (0)×B
N−k
1 (η)
|u¯m|
2∗t
|x′|t+2
∗
t
dx =
∫
Bk1 (0)×B
N−k
1 (η)
|u¯m|
2∗t
|x′|t+2
∗
t
dx
=
(
κtk
) 2∗t
2∗t−2
2
. (4.7)
Then, clearly, {u¯m} satisfies
Lsαu¯m =
|u¯m|
2∗t−2 u¯m
|x′|t+α2
∗
t
+ f¯m, weakly in H˙
s,α(RN ), (4.8)
where f¯m → 0 in the dual of H˙
s,α(RN ). Now, there exist N0 ∈ N and η1, . . . , ηN0 ∈ R
N−k
such that BN−k1 (0) ⊂ ∪
N0
j=1B
N−k
1/2 (ηj). Let ψ1, . . . , ψN0 ∈ C
∞
c (R
N ; [0, 1]) be such that
ψj = 1, on B
k
1
2
(0)×BN−k1
2
(ηj) and suppψj ⊂ B
k
1 (0)×B
N−k
1 (ηj).
Now, using ψj = 1, on B
k
1
2
(0) × BN−k1
2
(ηj), translation invariance of norms in the second
variable (i.e. x′′) and employing the same calculations as in the Lemma 7.2, we can assert
that ψ2j u¯m is a bounded sequence in H˙
s,α(RN ). Hence using ψ2j u¯m, as a test function in
(4.8) we arrive at
∫
RN
∫
RN
(
(ψ2j u¯m)(x)− (ψ
2
j u¯m)(y)
)
(u¯m(x)− u¯m(y))
|x− y|N+2s|x′|α|y′|α
dxdy =
∫
RN
|u¯m|
2∗t−2 u¯2mψ
2
j
|x′|t+α2
∗
t
+ σ¯m,
(4.9)
where σ¯m → 0 as m → ∞. Since u¯m ⇀ 0 in H˙
s,α(RN ), so, using Lemma 4.3, (4.9) and
Ho¨lder inequlaity we conclude that∫
RN
∫
RN
|(ψj u¯m)(x) − (ψj u¯m)(y)|
2
|x− y|N+2s|x′|α|y′|α
dxdy
≤
(∫
Bk1 (0)×B
N−k
1 (ηj)
|u¯m|
2∗t
|x′|t+α2
∗
t
) 2∗t−2
2∗t
(∫
RN
|ψj u¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
+ σ¯m + σR,m + σ˜R, (4.10)
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where for any large R (depending only on j) lim
m→∞
σR,m = 0, lim
R→∞
σ˜R = 0 and lim
m→∞
σ¯m = 0.
Hence, using (3.4), (4.7) and (4.10) we have
κtk
(∫
RN
|ψju¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
≤
κtk
2
2∗t−2
2∗t
(∫
RN
|ψj u¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
+ σR,m + σ˜R + σ¯m.
First letting, m→∞, then letting R→∞ we conclude that for any j = 1, . . . , N0
lim
m→∞
∫
RN
|ψj u¯m|
2∗t
|x′|t+α2
∗
t
dx = 0.
Hence∫
Bk1
2
(0)×BN−k1 (0)
|u¯m|
2∗t
|x′|t+α2
∗
t
dx ≤
N0∑
j=1
∫
Bk1
2
(0)×BN−k1
2
(ηj )
|u¯m|
2∗t
|x′|t+α2
∗
t
dx→ 0, as m→∞.
Finally, using (4.7) we conclude the Proposition. 
4.3. Proof of Theorem 1.2.
Proof. We can take a nonnegative minimizing sequence {um} in H˙
s,α(RN ) satisfying the
following.
(i)
∫
RN
|um|
2∗t
|x′|t+α2
∗
t
dx =
(
κtk
) 2∗t
2∗t−2 ,
(ii) [[um]]
2
s,α,RN =
(
κtk
) 2∗t
2∗t−2 + o(1), as m→∞,
(iii) Lsαum =
|um|
2∗t−2um
|x′|t+α2
∗
t
+ fm weakly in H˙
s,α(RN ),
where (iii) is a consequence of Ekeland’s Variation Principle and fm → 0 in the dual
of H˙s,α(RN ). We claim that, there exist Rm > 0 and ηm ∈ R
N−k, such that upto a
subsequence, u¯m ⇀ u 6= 0 in H˙
s,α(RN ), where, u¯m is defined as in Proposition 4.4. Once
the claim is established, we can argue similarly as in the proof of Theorem 1.1 to complete
the Theorem. If possible, let us assume, that the claim is false. Then Proposition 4.4
guarantees the existence of Rm > 0 and ηm ∈ R
N−k such that u¯m ⇀ 0 in H˙
s,α(RN ),
lim
m→∞
∫
Ω
|u¯m|
2∗t
|x′|t+α2
∗
t
dx > 0 and
Lsαu¯m =
|u¯m|
2∗t−2 u¯m
|x′|t+α2
∗
t
+ f¯m weakly in H˙
s,α(RN ),
where f¯m → 0 in the dual of H˙
s,α(RN ) and Ω := {(x′, x′′) ∈ RN : 12 < |x
′| < 1, |x′| < 1}.
Let ψ ∈ C∞c (R
N
k , [0, 1]), such that ψ = 1 in Ω. Since, ψ is supported away from {x
′ = 0}
so, we can perform a similar calculation, given in Lemma 7.2 to conclude {ψ2u¯m} is a
bounded sequence in H˙s,α(RN ). Then, proceeding similarly as in the proof of Proposition
4.4, we can derive∫
RN
∫
RN
|(ψu¯m)(x)− (ψu¯m)(y)|
2
|x− y|N+2s|x′|α|y′|α
dxdy
≤
(∫
RN
|u¯m|
2∗t
|x′|t+α2
∗
t
) 2∗t−2
2∗t
(∫
RN
|ψu¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
+ σ¯m + σR,m + σ˜R,
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≤ κtk
(∫
RN
|ψu¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
+ σ¯m + σR,m + σ˜R, (4.11)
where for any large R (depending only on the support of ψ) lim
m→∞
σR,m = 0, lim
R→∞
σ˜R = 0
and lim
m→∞
σ¯m = 0. Now, let us define vm :=
ψu¯m
|x′|α . Then by (3.3) and (4.11) we have
[vm]
2
s,RN − CN,k,s
∫
RN
v2m
|x′|2s
≤ κtk
(∫
RN
|ψu¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
+ σ¯m + σR,m + σ˜R.
Since, ψ is supported in RNk , using Lemma 4.2 and inequality (1.5) for β = 0, we have
S
t
k
(∫
RN
|ψu¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
≤ κtk
(∫
RN
|ψu¯m|
2∗t
|x′|t+α2
∗
t
) 2
2∗t
+ σ¯m + σR,m + σ˜R. (4.12)
As pointed out in Remark 4.1, κtk < S
t
k. Hence, from (4.12) we conclude that
lim
m→∞
∫
RN
|ψu¯m|
2∗t
|x′|t+α2
∗
t
= 0,
which contradicts Proposition 4.4. This proves the Theorem. 
5. Qualitative Properties of Solution
Main goal of this section is to prove Theorem 1.3. Following the ideas of [1], using
(3.3), we could hide the singular weight in the operator. Therefore, working with the
newly defined operator and using Moser iteration technique, we can prove the asymptotic
estimate (1.8), given in Theorem 1.3. On the other hand, to prove the regularity of solution,
we have used extension technique introduced by Cafarelli and Silvestre in [7].
The proof of inequality (1.8) is based on Moser iteration technique
5.1. L∞ Estimates of Solutions. In this subsection, we will prove some L∞ estimates of
solution of (1.1), which seems inevitable to give an unified proof of the cylindrical symmetry
of solutions. We start by introducing the operator Lsα˜, which is defined on H˙
s,α˜(RN ) by
the following inner product :
〈Lsα˜v, φ〉 :=
∫
RN
∫
RN
(v(x)− v(y)) (φ(x)− φ(y))
|x− y|N+2s |x′|α˜|y′|α˜
dxdy, (5.1)
for all φ ∈ H˙s,α˜(RN ). Notice that as consequence of Theorem 3.3, if u satisfies (1.1) then
U := Pα˜[u] := |x
′|α˜u ∈ H˙s,α˜(RN ) satisfies
Lsα˜U =
U2
∗
t−1
|x′|t+2
∗
t α˜
(5.2)
weakly, where 0 < α˜ ≤ α. First, we recall the following lemma, from [23], for convex
functions, which will be used to derive a Kato type inequality for the newly defined operator
Lsα˜, in the proof of Proposition 5.2.
Lemma 5.1. Let I ⊂ R be an interval, a, b ∈ I, θ1, θ2 ≥ 0. If f ∈ C
1(I) is convex, then
(b− a)
(
θ1f
′(b)− θ2f
′(a)
)
≥ (f(b)− f(a)) (θ1 − θ1) .
In particular, the following inequality holds:
(b− a)
(
f(b)f ′(b)− f(a)f ′(a)
)
≥ (f(b)− f(a))2 . (5.3)
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Proposition 5.2. Let V ∈ H˙s,α˜(RN ) be any non negative solution of (5.2), where
2 ≤ k ≤ N − 2, 0 < s < 1, 0 ≤ t < 2s, 0 < α˜ ≤ α and 2∗t =
2(N−t)
N−2s . Then V ∈ L
∞(RN ).
Proof. For q ≥ 1 and R > 0 we define
φ(r) := φq,R(r) :=
{
rq, if 0 ≤ r ≤ R
qRq−1(r −R) +Rq, if r > R.
Clearly, φq,R is Lipschitz and φq,R(0) = 0 so, by Lemma 2.1, φq,R(V ) ∈ H˙
s,α˜(RN ). So,
using (3.4) and Theorem 3.3 we have∫
RN
∫
RN
|φ (V (x))− φ (V (y))|2
|x− y|N+2s
dxdy
|x′|α˜|y′|α˜
≥ CN,s,k
[∫
RN
|φ(V )|2
∗
t
dx
|x′|t+α˜2
∗
t
]2/2∗t
. (5.4)
Notice that, φ ∈ C1 ([0,∞)) so, using inequality 5.3 we have
∫
RN
∫
RN
|φ (V (x))− φ (V (y))|2
|x− y|N+2s
dxdy
|x′|α˜|y′|α˜
≤
∫
RN
∫
RN
(φ (V (x))φ′ (V (x))− φ (V (y))φ′ (V (y))) (V (x)− V (y))
|x− y|N+2s
dxdy
|x′|α˜|y′|α˜
. (5.5)
Now, observe that the function g defined by g := φφ′ is Lipschitz with g(0) = 0. Hence,
g(V ) = φ(V )φ′(V ) ∈ H˙s,α˜(RN ). So, using g(V ) as test function in (5.2) and then employing
(5.5) we have
∫
RN
∫
RN
|φ (V (x)) − φ (V (y))|2
|x− y|N+2s
dxdy
|x′|α˜|y′|α˜
≤
∫
RN
φ(V )φ′(V )
V 2
∗
t−1
|x′|t+α˜2
∗
t
dx
≤ 2q
∫
RN
φ2(V )V 2
∗
t−2
dx
|x′|t+α˜2
∗
t
, (5.6)
where in the last inequality we have used rφ′(r) ≤ 2qφ(r). Combining (5.4) and (5.6) we
have [∫
RN
|φ(V )|2
∗
t
dx
|x′|t+α˜2∗
]2/2∗t
≤ 2qCN,s,k
∫
RN
φ2(V )V 2
∗
t−2
dx
|x′|t+α˜2
∗
t
(5.7)
We estimate the R.H.S. of (5.7) in the following manner. Consider q = 2∗t /2 and a > 0 (to
be chosen later). Then we have
2qCN,s,k
∫
RN
φ2(V )V 2
∗
t−2
dx
|x′|t+α˜2
∗
t
= 2qCN,s,k
∫
{V≤a}
φ2(V )V 2
∗
t−2
dx
|x′|t+α˜2
∗
t
+ 2qCN,s,k
∫
{V >a}
φ2(V )V 2
∗
t−2
dx
|x′|t+α˜2
∗
t
. (5.8)
Now, first using Ho¨lder inequality and then choosing a > 0 large enough we have
2qCN,s,k
∫
{V >a}
φ2(V )V 2
∗
t−2
dx
|x′|t+α˜2
∗
t
≤
1
2
[∫
RN
|φ(V )|2
∗
t
dx
|x′|t+α˜2
∗
t
] 2
2∗t
Hence incorporating this estimate in (5.8) and then using (5.7) we have[∫
RN
|φ(V )|2
∗
t
dx
|x′|t+α˜2
∗
t
] 2
2∗t
≤ qa2
∗
t−2CN,s,k
∫
RN
φ2(V )dx
|x′|t+α˜2
∗
t
≤ qa2
∗
t−2CN,s,k
∫
RN
|V |2
∗
t
|x′|t+α˜2
∗
t
,
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where in the last inequality we have used φ(r) ≤ rq and q = 2∗/2. Now letting R→∞ and
using Fatou’s lemma we conclude∫
RN
|V |2
∗
t
2∗t
2
dx
|x′|t+α˜2
∗
t
<∞. (5.9)
For m ≥ 1 we define {qm} by
2qm+1 + 2
∗
t − 2 = 2
∗
t qm, q1 =
2∗t
2
. (5.10)
Then using (5.7) and (5.10) we arrive at
[∫
RN
∣∣φqm+1,R(V )∣∣2∗t dx|x′|t+α˜2∗t
] 2∗t
2
≤ qm+1CN,s,k
∫
RN
V qm2
∗
t
|x′|t+α˜2
∗
t
dx
Again letting R→ 0 and using Fatou’s lemma we conclude[∫
RN
V qm+12
∗
t
|x′|t+α˜2
∗
t
dx
] 1
2∗t (qm+1−1)
≤ (qm+1CN,s,k)
1
2(qm+1−1)
[∫
RN
V qm2
∗
t
|x′|t+α˜2
∗
t
dx
] 1
2∗t (qm−1)
. (5.11)
For m ≥ 1, set
Im :=
[∫
RN
V qm2
∗
t
|x′|t+α˜2
∗
t
dx
] 1
2∗t (qm−1)
, Dm = (qm+1CN,s,k)
1
2(qm+1−1) .
Then (5.11) gives Im+1 ≤ DmIm,∀m ≥ 1. Taking log in both side and then iterating we
get
log Im+1 ≤
m∑
j=1
logDj + log I1. (5.12)
Since q1 > 1, it is easy to see
∑∞
j=1 logDj < CN,s,k. Hence using (5.9), from (5.12) we get
Im+1 ≤ CN,s,k, ∀m ≥ 1.
So, for any R > 0 we have[∫
|x|≤R
V qm2
∗
t dx
] 1
2∗t (qm−1)
≤ R
t+α˜2∗t
2∗t (qm−1)
[∫
|x|≤R
V qm2
∗
t
|x′|t+α˜2
∗
t
dx
] 1
2∗t (qm−1)
≤ CN,s,kR
t+α˜2∗t
2∗t (qm−1) .
Since qm →∞ as m→∞, so V ∈ L
∞(BNR (0)) and
||V ||L∞(BNR (0))
≤ CN,s,k, ∀R > 0.
This proves the proposition. 
Corollary 5.3. As a consequence of the preceding Proposition and Theorem 3.3, we observe
that if u solves (1.1) then Pα˜[u] ∈ L
∞(RN ). Moreover, by Lemma 2.2 of [13], (1.1) is
invariant under the Kelvin transformation i.e. Ku(x) := 1
|x|N−2s
u(x/|x|2). Hence we have
the following asymptotic estimate for any u solving (1.1)
u(x) ≤
C
|x′|α˜
(
1 + |x|N−2s−2α˜
) , ∀x ∈ RNk ,
where C > 0 is constant, depends on u but independent of x ∈ RNk .
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5.2. Extension and Regularity. Throughout this section, we will consider, β < Ck,s.
Let u ∈ H˙s(RN ) be a positive solution of
(−∆)s u− β
u
|x′|2s
=
u2
∗
t−1
|x′|t
in RN .
We consider, the s-Harmonic extension U of u defined by
U(x, r) := dN,s
∫
RN
r2s
(|x− ξ|2 + r2)
N+2s
2
u(ξ)dξ, for x ∈ RN , r ∈ (0,∞). (5.13)
where the constant dN,s is chosen so that
∫
RN
dx
(1+|x|2)
N+2s
2
= 2
1−2sΓ(1−s)
dN,sΓ(s)
. Then, (See [7])
for any bounded domain Ω ⊂ RN+1+ , U ∈ H
1(Ω, 1− 2s) and satisfies (weakly){
div
(
r1−2s∇U
)
= 0 in Ω,
− limr→0+ r
1−2s∂rU(x, r) = a(x)U(x, 0) + b(x) on ∂
′Ω,
(5.14)
where ∂Ω′ is the interior of ∂Ω ∩ RN , b(x) = 0 and a(x) :=
(
β
|x′|2s
+ U
4s−2t
N−2s (x,0)
|x′|t
)
. For
R > 0, we denote QR := B
N
R (0) × (0, R). We will use the following results from [22] to
prove the smoothness of solution away from the set {x′ = 0}.
Proposition 5.4. Let a ∈ LN/2s(BN1 ), b ∈ L
p(BN1 ) with p > 2s. Also, assume that
0 ≤ U ∈ H1(Q1, 1 − 2s) is weak solution of (5.14) in Q1. Then there exists δ > 0 which
depends only on n and s such that if ||a+||Ln/2s(BN1 )
< δ, then∣∣∣∣U(., 0)∣∣∣∣
Lq(∂′Q1/2)
≤ C
(∣∣∣∣U ∣∣∣∣
L2(Q1,1−2s)
+
∣∣∣∣∇U∣∣∣∣
L2(Q1,1−2s)
+
∣∣∣∣b+∣∣∣∣
Lp(BN1 )
)
,
where C > 0 depends only on N, p, s, δ and q := min{2(N+1)N−2s ,
N(p−1)
(N−2s)p ,
2N
N−2s}.
Proposition 5.5. Let U ∈ H1(Q1, 1 − 2s) be a nonnegative weak solution of (5.14) and
a, b ∈ Lp(B1) for some p > N/2s. Then we have the following Harnack inequality:
sup
Q1/2
U ≤ C
(
inf
Q1/2
U + ||b||Lp(B1)
)
,
where C > 0 depends only on N, p, s and ||a||Lp(B1) . Consequently, there exists α ∈ (0, 1)
depending only on N, p, s and ||a||Lp(B1) such that any weak solution U of (5.14) is in
Cα
(
Q1/2
)
.
5.3. Proof of Theorem 1.3.
Proof. Clearly, the first part of the theorem follows form Corollary 5.3. To prove the second
part, we take x0 ∈ R
N
k and R0 > 0 be such that B
N
R0
(x0) ⊂ R
N
k . Consider the s-harmonic
extension U of u defined in (5.13). Clearly, U is nonnegative and satisfies (5.14) with b = 0,
weakly in BNR0(x0)× (0, R0).We define V (x, r) := U(x0+R0x,R0r) for x ∈ B
N
1 (0) and 0 <
r < 1. Then, V satisfies (5.14) with a(x) := R2s0
(
β
|x′0+R0x′|
2s +
u2
∗
t−2(x)
|x′0+R0x′|
t
)
and b(x) = 0.
Since BNR0(x0) ⊂ R
N
k , a ∈ L
N
2s−t (BN1 ). Using Proposition 5.4 whenever needed, we conclude
a ∈ Lp(BN1/2) with p > N/2s, for any 0 ≤ t < 2s. Hence by Proposition 5.5, V ∈ C
α(Q1/4).
So, by local Schauder estimates (See Theorem 2.11 of [22]) and bootstrapping argument
we have V ∈ C∞(Q1/4) which in turn implies U ∈ C
∞
(
BNR0(x0)× [0, R]
)
. This implies
u ∈ C∞(RNk ). This proves the theorem. 
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6. Cylindrical Symmetry of Positive solution
Our main goal of this section is to prove Theorem 1.4.
First, we will prove the following strong maximum principle for antisymmetric function.
Notice that, here we are not assuming any lower semi continuity of u upto the boundary.
To compensate this, we are assuming a global non negativity of u on the half plane. The
proof is a suitable adaptation of the techniques introduced by Silvestre in [32]. For reader’s
convenience, we will add the proof.
Lemma 6.1. Let u ∈ Ls(R
N ) and (−∆)su ≥ 0 in Ω, in the distributional sense , where
Ω ⊂ Ωλ := {x ∈ R
N : x1 < λ} is open and bounded. Also, assume that u ≥ 0 a.e. in Ωλ and
u is antisymmetric i.e. u(xλ) = −u(x) for a.e. x ∈ Ωλ, where xλ := (2λ− x1, x2, . . . , xN ).
Then either u > 0 in Ω or u ≡ 0 a.e. in RN . Moreover, the above result still remains true
if we replace x1 by xi for any i ∈ {1, 2, . . . , N} in the definition of Ωλ.
Proof. Since (−∆)su ≥ 0 in Ω and u ∈ Ls(R
N ) so by Proposition 2.15 of [32] we have, u is
lower semicontinuous in Ω and satisfies the following
u(x0) ≥
∫
RN
u(x)τγ(x− x0)dx, (6.1)
for any x0 ∈ Ω and γ < dist(x0, ∂Ω). Here, τγ(x) := (−∆)
sΓγ(x), Γγ(x) :=
Γ(x/γ)
γN−2s
, and Γ
is a C1,1 regularization of Φ(x) := 1
|x|N−2s
such that
Γ ≡ Φ in RN \BN1 (0),
Γ ≤ Φ in BN1 (0).
Next, we claim that τγ(x− x0) ≥ τγ(xλ − x0), ∀x ∈ Ωλ. To prove this, we notice that, for
x ∈ Ωλ \B
N
γ (x0)
τγ(x− x0) = P.V.
∫
RN
Γγ(x− x0)− Γγ(y)
|x− x0 − y|
N+2s
dy
=
∫
BNγ (x0)
Φ(y − x0)− Γγ(y − x0)
|x− y|N+2s
dy.
To get the last equality we have used the fact that Φ is the fundamental solution of the
fractional s-laplacian. Similarly, we have
τγ(xλ − x0) =
∫
BNγ (x0)
Φ(y − x0)− Γγ(y − x0)
|xλ − y|
N+2s
dy.
Clearly, |x− y| ≤ |xλ − y| if x ∈ Ωλ \ B
N
γ (x0) and y ∈ B
N
γ (x0). Hence, τγ(x − x0) ≥
τγ(xλ − x0), ∀x ∈ Ωλ \B
N
γ (x0). Now, let x ∈ B
N
γ (x0). Then, for γ small
τγ(x˜− x0) ≤
γ2s
|x˜− x0|
N+2s
, for |x˜− x0| ≥
dist(x0, ∂Ωλ)
2
,
where C > 0 is a generic constant. Hence, for γ sufficiently small τγ(xλ−x0) ≤ C, whereas
τγ(x− x0) =
1
γN
τ1
(
x−x0
γ
)
≥ C. This concludes our claim. Now, consider∫
RN
u(x)τγ(x− x0)dx =
∫
Ωλ
u(x)τγ(x− x0)dx+
∫
RN\Ωλ
u(x)τγ(x− x0)dx.
Since, for sufficiently small γ, τγ(x− x0) ≥ τγ(xλ − x0), ∀x ∈ Ωλ, we have∫
Ωλ
u(x)τγ(x− x0)dx ≥
∫
Ωλ
u(x)τγ(xλ − x0)dx = −
∫
Ωλ
u(xλ)τγ(xλ − x0)dx
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= −
∫
RN\Ωλ
u(y)τγ(y − x0)dy.
Hence,
∫
RN
u(x)τγ(x− x0)dx ≥ 0. Now, if possible, let us assume that there exists x0 ∈ Ω
such that u(x0) ≤ 0. Then, for γ < dist(x0, ∂Ω) small enough we have from (6.1)
0 ≥ u(x0) ≥
∫
RN
u(x)τγ(x− x0)dx ≥ 0.
So,
∫
RN
u(x)τγ(x − x0)dx = 0. Form here, using u is antisymmetric and non negative on
Ωλ one can easily conclude u ≡ 0 a.e. in Ωλ. This proves the lemma. 
6.1. Proof of Theorem 1.4.
Proof. For u, v ∈ H˙sβ(R
N ) we define
E[u, v] :=
∫
RN
∫
RN
(u(x)− u(y)) (v(x) − v(y))
|x− y|N+2s
dxdy − β
∫
RN
u(x)v(x)
|x′|2s
dx.
Also, for λ ∈ R we define the following sets in RN
Ωλ := {x1 < λ}, and Ω
′
λ := {xk+1 < λ}.
Suppose u solves (1.1). We will show that, u is symmetric with respect to ∂Ω0 = {x1 = 0}
and there exist λ0 ∈ R such that for any fixed x
′ 6= 0, u is symmetric with respect to ∂Ω′λ0 .
Once we show this, the rest of the proof will follow from standard arguments.
Step 1 : In this step we will show that u is symmetric with respect to ∂Ω0. Let λ < 0
and wλ := u− uλ, where uλ(x) := u(xλ) and xλ := (2λ− x1, x2, . . . , xN ). We also define
vλ(x) :=
{
(u− uλ)
+ (x), if x ∈ Ωλ
(u− uλ)
− (x), if x ∈ RN \ Ωλ,
Pλ := supp vλ∩Ωλ and Qλ := supp vλ∩
(
RN \ Ωλ
)
. Here, for any real number a, a+ and
a− represents max{a, 0} and min{a, 0} respectively. Clearly, for each λ < 0 and 0 ≤ t < 2s∫
RN
|vλ|
2∗t
|x′|t
≤
∫
Pλ
u2
∗
t
|x′|t
+
∫
Qλ
u
2∗t
λ
|x′|t
=
∫
Pλ
u2
∗
t
|x′|t
+
∫
Pλ
u2
∗
t
|x′λ|
t
<∞, (6.2)
where to get the finiteness we have used (1.8). However, it is not clear whether vλ belongs
to H˙sβ(R
N ) or not. So, we will approximate vλ in a proper way. Let η ∈ C
∞(Rk) be such
that 0 ≤ η ≤ 1 and
η(x′) =
{
0, if |x′| < 1
1, if |x′| ≥ 2.
For ǫ > 0, we define
ηǫ(x
′) := η
(
x′
ǫ
)
and ηǫ,λ(x
′) := η
(
x′λ
ǫ
)
.
For h > 0, we also define ψh(x) := ψ(x/h) and ψh,λ(x) := ψ(xλ/h), where ψ ∈ C
∞
c (R
N )
such that 0 ≤ ψ ≤ 1.
ψ(x) =
{
1, if |x| < 1
0, if |x| ≥ 2.
We further define, φǫ,h,λ(x
′, x′′) := ηǫ(x
′)ηǫ,λ(x
′)ψh(x)ψh,λ(x), Φ(x) := φ
2
ǫ,h,λ(x)vλ(x) and
Φ˜(x) := φǫ,h,λ(x)vλ(x). Then
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E[uλ,Φ] =
∫
RN
∫
RN
(uλ(x)− uλ(y)) (Φ(x)− Φ(y))
|x− y|N+2s
dxdy − β
∫
RN
uλ(x)Φ(x)
|x′|2s
=
∫
RN
∫
RN
(u(x)− u(y)) (Φλ(x)− Φλ(y))
|x− y|N+2s
dxdy − β
∫
RN
u(x)Φλ(x)
|x′|2s
+ β
∫
RN
u(x)Φλ(x)
[
1
|x′|2s
−
1∣∣x′λ∣∣2s
]
dx,
where to get the last equality we have used the fact that Φ ∈ C0,1c (RNk ) supported away
from ∂Ω2λ. Now, using Φλ as a test function in (1.1) we get
E[uλ,Φ] =
∫
RN
u2
∗
t−1(x)Φλ(x)
|x′|t
+ β
∫
RN
u(x)Φλ(x)
[
1
|x′|2s
−
1∣∣x′λ∣∣2s
]
dx
Observing that vλ is odd with respect to the reflection along ∂Ωλ and[
1
|x′|t
−
1∣∣x′λ∣∣t
]
vλ(x) and
[
1
|x′|2s
−
1∣∣x′λ∣∣2s
]
vλ(x)
both are nonpositive for all x ∈ RN , we arrive at the following inequality
E[wλ,Φ] ≤
∫
RN
(
u2
∗
t−1 − u
2∗t−1
λ
)
(x)Φ(x)
dx
|x′|t
≤ C
[∫
Pλ
u2
∗
t−2
Φ˜2
|x′|t
dx+
∫
Qλ
u
2∗t−2
λ
Φ˜2
|x′|t
dx
]
, (6.3)
where C > 0 is a generic constant. Let ξ = 2
∗t
2∗−2∗t+2
. Clearly, 0 ≤ ξ < 2s. Now, using
Ho¨lder inequality in (6.3) we get
E[wλ,Φ] ≤ C
(∫
Pλ
u2
∗
) 2∗t−2
2∗

∫
Pλ
∣∣∣Φ˜∣∣∣2∗ξ
|x′|ξ


2
2∗
ξ
+ C
(∫
Qλ
u2
∗
λ
) 2∗t−2
2∗

∫
Qλ
∣∣∣Φ˜∣∣∣2∗ξ
|x′|ξ


2
2∗
ξ
≤ C
(∫
Pλ
u2
∗
) 2∗t−2
2∗

∫
RN
∣∣∣Φ˜∣∣∣2∗ξ
|x′|ξ


2
2∗
ξ
. (6.4)
Next, we will estimate E[wλ,Φ] from below. For this we notice
(wλ(x)− wλ(y)) (Φ(x)− Φ(y))
= (wλ(x)− wλ(y))
(
φ2ǫ,h,λ(x)vλ(x)− φ
2
ǫ,h,λ(y)vλ(y)
)
=
∣∣∣Φ˜(x)− Φ˜(y)∣∣∣2
−
[
φ2ǫ,h,λ(x)vλ(x)wλ(y) + φ
2
ǫ,h,λ(y)vλ(y)wλ(x)− 2φǫ,h,λ(x)φǫ,h,λ(y)vλ(x)vλ(y)
]
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≥


∣∣∣Φ˜(x)− Φ˜(y)∣∣∣2 − φ2ǫ,h,λ(y)vλ(y)wλ(x), if (x, y) ∈ P cλ × (Pλ ∪Qλ) ∪Qcλ × (Pλ ∪Qλ)∣∣∣Φ˜(x)− Φ˜(y)∣∣∣2 − φ2ǫ,h,λ(x)vλ(x)wλ(y), if (x, y) ∈ (Pλ ∪Qλ)× P cλ ∪ (Pλ ∪Qλ)×Qcλ∣∣∣Φ˜(x)− Φ˜(y)∣∣∣2 − |φǫ,h,λ(x)− φǫ,h,λ(y)|2 vλ(x)vλ(y), otherwise,
(6.5)
where P cλ := Ωλ \Pλ and Q
c
λ := Ω
c
λ \Qλ. Since φǫ,h,λ symmetric, vλ and wλ antisymmetric
with respect to the reflection along ∂Ωλ, so considering the sign of vλ and wλ in respective
region we have∫
P cλ
∫
Pλ
φ2ǫ,h,λ(y)vλ(y)wλ(x)
dydx
|x− y|N+2s
+
∫
P cλ
∫
Qλ
φ2ǫ,h,λ(y)vλ(y)wλ(x)
dydx
|x− y|N+2s
≤ 0,
∫
Qcλ
∫
Pλ
φ2ǫ,h,λ(y)vλ(y)wλ(x)
dydx
|x− y|N+2s
+
∫
Qcλ
∫
Qλ
φ2ǫ,h,λ(y)vλ(y)wλ(x)
dydx
|x− y|N+2s
≤ 0,
∫
Pλ
∫
P cλ
φ2ǫ,h,λ(x)vλ(x)wλ(y)
dydx
|x− y|N+2s
+
∫
Qλ
∫
P cλ
φ2ǫ,h,λ(x)vλ(x)wλ(y)
dydx
|x− y|N+2s
≤ 0,
∫
Pλ
∫
Qcλ
φ2ǫ,h,λ(x)vλ(x)wλ(y)
dydx
|x− y|N+2s
+
∫
Qλ
∫
Qcλ
φ2ǫ,h,λ(x)vλ(x)wλ(y)
dydx
|x− y|N+2s
≤ 0.
Hence, integrating (6.5) we have
E[wλ,Φ] ≥
∫
RN
∫
RN
∣∣∣Φ˜(x)− Φ˜(y)∣∣∣2
|x− y|N+2s
dxdy − β
∫
RN
Φ˜2(x)
dx
|x′|2s
− 2
∫
Pλ
∫
Pλ
vλ(x)vλ(y) |φǫ,h,λ(x)− φǫ,h,λ(y)|
2
|x− y|N+2s
dxdy (6.6)
Now, consider
Iǫ,h,λ :=
∫
Pλ
∫
Pλ
vλ(x)vλ(y) |φǫ,h,λ(x)− φǫ,h,λ(y)|
2
|x− y|N+2s
dxdy
≤
∫
Pλ
∫
Pλ
u2(x) |φǫ,h,λ(x)− φǫ,h,λ(y)|
2
|x− y|N+2s
dxdy
≤ 2
∫
RN
∫
RN
u2(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
+ 2
∫
RN
∫
RN
u2λ(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
+ 2
∫
Pλ
∫
Pλ
u2(x)ψ2h,λ(y) |ηǫ(x
′)ηǫ,λ(x
′)− ηǫ(y
′)ηǫ,λ(y
′)|2
|x− y|N+2s
dxdy. (6.7)
By dividing RN in appropriate domain and using (1.8) (which essentially shows that u ∈
L2(RN ), as 2 ≤ k ≤ N − 2) one can estimate the first two term of (1.4) to arrive at∫
RN
∫
RN
u2(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
= σh and
∫
RN
∫
RN
u2λ(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
= σh,λ,
where for any λ ∈ R both σh and σh,λ goes to zero as h→∞. To estimate the last term of
(6.7) we use the fact that u ∈ L∞(Ωλ). Hence, finally we arrive at the following inequality
Iǫ,h,λ ≤ CN,s,t,β [σh + σh,λ]
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+CN,s,t,β ||u||L∞(Ωλ)
∫
Pλ
∫
Pλ
ψ2h(y) |ηǫ(x
′)ηǫ,λ(x
′)− ηǫ(y
′)ηǫ,λ(y
′)|2
|x− y|N+2s
dxdy
≤ CN,k,s,t,β [σh + σh,λ]
+ hN−kCN,k,s,t,β ||u||L∞(Ωλ)
∫
Rk
∫
Rk
|ηǫ(x
′)− ηǫ(y
′)|2
|x′ − y′|k+2s
dx′dy′
≤ CN,k,s,t,β
[
σh + σh,λ + h
N−kǫk−2s ||u||L∞(Ωλ)
]
. (6.8)
Hence, combining (6.4), (6.7), (6.8) and using (1.5) we conclude that there exist a constant
CN,k,s,t,β > 0 depending on N, k, s, t and β such that the following holds for any h > 0,
ǫ > 0 and λ < 0
∫
RN
∣∣∣Φ˜∣∣∣2∗ξ
|x′|ξ


2
2∗
ξ
−
[
σh + σh,λ + h
N−kǫk−2s ||u||L∞(Ωλ)
]
≤ CN,k,s,t,β
(∫
Pλ
u2
∗
) 2∗t−2
2∗

∫
RN
∣∣∣Φ˜∣∣∣2∗ξ
|x′|ξ


2
2∗
ξ
First letting ǫ→ 0 then letting h→∞ and using DCT (because (6.2) hold for each λ < 0)
we arrive at
CN,k,s,t,β
(∫
RN
|vλ(x)|
2∗ξ
|x′|ξ
) 2
2∗
ξ
≤
(∫
Pλ
u2
∗
) 2∗t−2
2∗
(∫
RN
|vλ(x)|
2∗ξ
|x′|ξ
) 2
2∗
ξ
(6.9)
If vλ 6= 0 a.e., then using (6.9), we have that there exists a constant C ≡ C(N, k, s, t, β)
such that
0 < C(N, k, s, t, β) ≤
∫
Pλ
|u|2
∗
, for any λ < 0. (6.10)
But, (6.8) yields a contradiction for large negative values of λ. So, for large negative values
of λ we must have vλ ≡ 0 a.e. in Ω
i
λ. Hence, the set defined by
A := {λ ≤ 0|u ≤ uλ a.e in Ωµ, ∀µ ≤ λ}
is non empty. Let λ¯ := supA. For any x′ ∈ Rk and R > 0, we also define the cylinder
CR(x
′) := BkR(x
′) × RN−k. We claim that λ¯ = 0 and u ≤ uλ¯ a.e. in Ωλ¯. If possible,
let us assume that λ¯ < 0. We define, w˜λ¯ := −wλ¯ = uλ¯ − u. Let Ω ⊂ Ωλ¯. Since
wλ¯ ∈ Ls(R
N ) ∩ H˙sβ(R
N ) and uλ¯ ≥ u a.e. in Ωλ¯, (−∆)
sw˜λ¯ ≥ 0 in the distributional sense
in Ω. So, wλ¯ is lower semicontinuous as well as antisymmetric and a.e. nonnegative (by
continuity) in Ωλ¯. Hence, by Lemma 6.1 we have either wλ¯ = 0 a.e. in R
N or wλ¯ > 0
in Ω. We claim that, the second case can not occur. If it occurs, then wλ¯ > 0 and lower
semicontinuous in Ωλ¯ . Hence, by continuity of u, lower semicontinuity of wλ¯ and definition
of λ¯ we have for any R1 > 0, δ > 0 small and R > 0 large, there exists ǫ0(R1, R, δ) > 0
such that λ¯+ ǫ0 < 0 and
Pλ¯+ǫ ∩ Ωλ¯−δ ∩ C
c
R1(0) ⊂ R
N \BNR (0), ∀0 < ǫ ≤ ǫ0.
Now, since λ¯ is the supremum so vλ¯+ǫ is not zero in a positive measure set, for any
0 < ǫ ≤ ǫ0. Hence, using (6.10) we have
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0 < C(N, k, s, t, β) ≤
∫
Pλ¯+ǫ
u2
∗
≤
∫
Pλ¯+ǫ∩CR1 (0)
u2
∗
+
∫
Pλ¯+ǫ∩C
c
R1
(0)
u2
∗
≤
∫
CR1 (0)
u2
∗
+
∫
Pλ¯+ǫ∩Ωλ¯∩C
c
R1
(0)
u2
∗
+
∫
Pλ¯+ǫ∩Ω
c
λ¯
∩CcR1
(0)
u2
∗
≤
∫
CR1 (0)
u2
∗
+
∫
RN\BNR (0)
u2
∗
+
∫
Ωλ¯+ǫ\Ωλ¯−δ
u2
∗
.
Now, first choosing R1 small, R large, δ small and then choosing ǫ small we can make the
R.H.S. of the above inequality strictly less that C(N, k, s, t, β), which gives a contradiction.
So, either λ¯ = 0 or if λ¯ < 0 then wλ¯ = 0 a.e. in R
N . In the second case,
(−∆)swλ¯ = 0 in R
N in the distributional sense. But, since λ¯ < 0 so, (−∆)swλ¯ > 0 in Ω,
in the distributional sense, for any open set Ω ⋐ Ωλ¯. Which gives a contradiction. Hence,
λ¯ = 0.
Repeating the same arguments for λ > 0, we can conclude that u is symmetric decreasing
in x1 direction.
Step 2 : In this step, we will show that there exist λ0 ∈ R such that, for any x
′ ∈ Rk
fixed, u is symmetric w.r.t the reflexion along ∂Ω′λ0 . We will only prove an analogous
inequality of (6.10) derived in Step 1. Rest of the arguments will be similar to Step1. We
will exclude that part. We notice that in this case u may not be in L∞(Ω′λ). Because of this
we cannot use similar arguments of Step 1 to derive (6.10). We define wλ(x) = u(x)−u(xλ),
where xλ := (x
′, 2λ− xk+1, xk+2, . . . , xN ) = (x
′, x′′λ). Then clearly,
Wλ := Pα˜[wλ] := |x|
α˜wλ = U − Uλ,
where we have denoted Pα˜[u] by U and for any 0 < β ≤ CN,k,s, α˜ ∈ [0, α˜ ≤ α] uniquely
determined by (3.2). Since, u solves (1.1) so Wλ satisfies
Lsα˜Wλ = AλWλ weakly in H˙
s,α˜(RN ), (6.11)
where
Aλ :=
1
|x′|t+α˜2
∗
t
U2
∗
t−1 − U
2∗t−1
λ
U − Uλ
.
Also, define
vλ(x) :=
{
w+λ (x), if x ∈ Ω
′
λ
w−λ (x), if x ∈ (Ω
′
λ)
c .
Then
Vλ(x) := Pα˜[vλ] =
{
W+λ (x), if x ∈ Ω
′
λ
W−λ (x), if x ∈ (Ω
′
λ)
c .
Similarly to the Step 1, we define
P ′λ := supp vλ ∩ Ω
′
λ = suppVλ ∩ Ω
′
λ
Q′λ := supp vλ ∩
(
Ω′λ
)c
= suppVλ ∩
(
Ω′λ
)c
.
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We define, φǫ,h,λ(x
′, x′′) := ηǫ(x
′)ψh(x)ψh,λ(x), Φ(x) := φ
2
ǫ,h,λ(x)Vλ(x) and
Φ˜(x) := φǫ,h,λ(x)Vλ(x), where ψh and ψh,λ are same as defined in Step 1. Also, for ǫ < 1,
ηǫ ∈ C
0,1(Rk) and satisfies the following
ηǫ(x
′) =


0, if |x′| < ǫ2
ln
(
|x′|
ǫ2
)
| ln ǫ| , if ǫ
2 ≤ |x′| ≤ ǫ
1, if |x′| > ǫ.
Then clearly, Φ ∈ C0,1c (RNk ) and so using Φ as a test function in (6.11) we get
〈Lsα˜Wλ,Φ〉 =
∫
RN
Φ˜2Aλ(x)dx. (6.12)
In the next few paragraphs C will denote a positive constant possibly depending on
N, s, k, t, β. We estimate∫
RN
Φ˜2Aλ(x)dx =
∫
Ω′λ
Φ˜2(x)Aλ(x)dx+
∫
RN\Ω′λ
Φ˜(x)Aλ(x)dx
≤ C
∫
P ′λ
U2
∗
t−2
|x′|α˜(2
∗
t−2)
Φ˜2
|x′|t+α˜(2
∗
t−2)
dx+ C
∫
Q′λ
U
2∗t−2
λ
|x′|α˜(2
∗
t−2)
Φ˜2
|x′|t+α˜(2
∗
t−2)
dx,
Now using Ho¨lder’s inequality we have
∫
RN
Φ˜2(x)Aλ(x)dx ≤ C
(∫
P ′λ
U2
∗ dx
|x′|α˜2∗
) 2∗t−2
2∗

∫
RN
∣∣∣Φ˜∣∣∣2∗ξ
|x′|ξ+α˜2
∗
ξ


2
2∗
ξ
≤ C
(∫
P ′λ
u2
∗
) 2∗t−2
2∗

∫
RN
∣∣∣Φ˜∣∣∣2∗ξ
|x′|ξ+α˜2
∗
ξ


2
2∗
ξ
, (6.13)
where ξ = t2
∗
2∗−2∗t+2
. Next, we estimate 〈Lsα˜Wλ,Φ〉. Note that, proceeding similarly as in
Step 1 we will arrive at
〈Lsα˜Wλ,Φ〉 ≥
∫
RN
∫
RN
∣∣∣Φ˜(x)− Φ˜(y)∣∣∣2
|x− y|N+2s |x′|α˜|y′|α˜
dxdy
− 2
∫
Pλ
∫
Pλ
Vλ(x)Vλ(y) |φǫ,h,λ(x)− φǫ,h,λ(y)|
2
|x− y|N+2s|x′|α˜|y′|α˜
dxdy (6.14)
Using 2ab ≤ (a2 + b2), with a = Vλ(x)
|x′|α˜
and b = Vλ(y)
|y′|α˜
whenever required, we estimate
Iǫ,h,λ :=
∫
Pλ
∫
Pλ
Vλ(x)Vλ(y) |φǫ,h,λ(x)− φǫ,h,λ(y)|
2
|x− y|N+2s|x′|α˜|y′|α˜
dxdy
≤ 2
∫
Pλ
∫
Pλ
Vλ(x)Vλ(y) |ψh,λ(x)− ψh,λ(y)|
2
|x− y|N+2s|x′|α˜|y′|α˜
dxdy
+ 2
∫
Pλ
∫
Pλ
Vλ(x)Vλ(y)ψ
2
h,λ(y) |ηǫ(x
′)− ηǫ(y
′)|2
|x− y|N+2s |x′|α˜|y′|α˜
dxdy.
≤ 2
∫
RN
∫
RN
U2(x) |ψh(x)− ψh(y)|
2
|x′|2α˜ |x− y|N+2s
+ 2
∫
RN
∫
RN
U2λ(x) |ψh(x)− ψh(y)|
2
|x′|2α˜ |x− y|N+2s
26 EXTREMALS FOR FRACTIONAL ORDER HARDY-SOBOLEV-MAZ’YA INEQUALITY
+ 2
∫
Pλ
∫
Pλ
Vλ(x)Vλ(y)ψ
2
h,λ(y) |ηǫ(x
′)− ηǫ(y
′)|2
|x− y|N+2s |x′|α˜|y′|α˜
dxdy.
≤ 2
∫
RN
∫
RN
u2(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
+ 2
∫
RN
∫
RN
u2λ(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
+ 2 ||U ||2L∞(RN )
∫
Pλ
∫
Pλ
ψ2h,λ(y) |ηǫ(x
′)− ηǫ(y
′)|2
|x− y|N+2s |x′|α˜|y′|α˜
dxdy, (6.15)
where in the last inequality we have used Prposition 5.2. As remarked in the Step 1 we
have ∫
RN
∫
RN
u2(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
= σh and
∫
RN
∫
RN
u2λ(x) |ψh(x)− ψh(y)|
2
|x− y|N+2s
= σh,λ,
where for any λ ∈ R both σh and σh,λ goes to zero as h → ∞. Also, by Lemma 7.1 we
conclude that ∫
Pλ
∫
Pλ
ψ2h,λ(y) |ηǫ(x
′)− ηǫ(y
′)|2
|x− y|N+2s |x′|α˜|y′|α˜
dxdy = σǫ,h,λ,
where for any h > 0 and λ ∈ R, σǫ,h,λ → 0 as ǫ→ 0. So, form (6.15) we have
Iǫ,h,λ ≤ C (σh + σh,λ + σǫ,h,λ) .
Hence, using (3.4), (6.13) and (6.14) we have from (6.12) that there exist a constant
CN,k,s,t,β > 0 depending on the indexed variables such that
CN,k,s,t,β

∫
RN
∣∣∣Φ˜(x)∣∣∣2∗ξ
|x′|ξ+α˜2
∗
ξ
dx


2
2∗
ξ
− C (σh + σh,λ + σǫ,h,λ)
≤
(∫
P ′λ
u2
∗
) 2∗t−2
2∗

∫
RN
∣∣∣Φ˜(x)∣∣∣2∗ξ
|x′|ξ+α˜2
∗
ξ
dx


2
2∗
ξ
.
First letting ǫ→ 0 then letting h→∞ and using DCT we arrive at
CN,k,s,t,β
(∫
RN
|Vλ(x)|
2∗ξ
|x′|ξ+α˜2
∗
ξ
) 2
2∗
ξ
≤
(∫
Pλ
u2
∗
) 2∗t−2
2∗
(∫
RN
|Vλ(x)|
2∗ξ
|x′|ξ+α˜2
∗
ξ
) 2
2∗
ξ
Hence, for Vλ 6= 0 a.e. we have
0 < CN,k,s,t,β ≤
∫
P ′λ
|u|2
∗
, for any λ < 0,
which is the exact counterpart of inequality (6.10).
Combining Step 1 and Step 2 we conclude that u is cylindrically symmetric. 
7. Appendix
7.1. A Density Property. Main aim of this section is to derive Lemma 2.1. The ar-
guments are modifications of those in [11], where the Muckenhoupt A1 properties of the
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weights have been used crucially. We will sketch the proof by pointing out main steps.
First, let us define
W := {u ∈ L2
∗
(
RN ;
1
|x′|α˜2∗
)
:
∫
RN
∫
RN
|u(x)− u(y)|2 dxdy
|x− y|N+2s |x′|α˜|y′|α˜
<∞},
endowed with the following norm
||u||W := [[u]]s,α˜,RN + ||u||2∗,α˜,RN .
Here,
||u||2∗,α˜,RN :=
(∫
RN
|u(x)|2
∗
|x′|α˜2∗
dx
) 1
2∗
,
and the semi-norm [[u]]s,α˜,RN is same, as defined in Section 2. We also, define the following:
when N ′ = 2N, w(z, z) = (z, z), Θ(X) = |x′|α˜|y′|α˜, X = (x, y); x, y, z ∈ RN ,
and when N ′ = N, w(z) = z, Θ(X) = |x′|α˜2
∗
, X = x; x, y ∈ RN . (7.1)
Next, we will prove the following lemma.
Lemma 7.1. Let u ∈ C∞c (R
N ). Also, we consider ηǫ, defined by the following
ηǫ(x
′) =


0, if |x′| < ǫ2
ln
(
|x′|
ǫ2
)
| ln ǫ| , if ǫ
2 ≤ |x′| ≤ ǫ
1, if |x′| > ǫ.
Then, for any 0 < α˜ ≤ (k − 2s)/2, the following are true
(i)
∫
RN
∫
RN
|u(x)−u(y)|2
|x−y|N+2s|x′|α˜|y′|α˜
dxdy <∞,
(ii) lim
ǫ→0
∫
RN
∫
RN
u2(x) |ηǫ(x
′)− ηǫ(y
′)|2
|x− y|N+2s |x′|α˜|y′|α˜
dxdy = 0.
In particular, ηǫu ∈ C
0,1
c (RNk ) converges to u under the semi norm [[.]]s,α˜,RN , i.e u ∈
H˙s,α˜(RN ).
Proof. We will only prove (ii). One can easily check that (i) holds in fact for u ∈ C0,1c (RN ).
Notice that∫
RN
∫
RN
u2(x) |ηǫ(x
′)− ηǫ(y
′)|2
|x− y|N+2s |x′|α˜|y′|α˜
dxdy
=
∫
Rk
∫
Rk
|ηǫ(x
′)− ηǫ(y
′)|2
|x′|α˜|y′|α˜
dx′dy′
∫
RN−k
u2(x′, x′′)
∫
RN−k
dy′′
(|x′ − y′|2 + |x′′ − y′′|2)
N+2s
2
dx′′
≤ C
∫
Rk
∫
Rk
|ηǫ(x
′)− ηǫ(y
′)|2
|x′ − y′|k+2s |x′|α˜|y′|α˜
dx′dy′, (7.2)
where (and for the rest of the proof) C > 0 is constant depending on N, k, s, α˜, ||u||L∞(RN )
and suppu. We define
Iǫ(x
′, y′) : =
|ηǫ(x
′)− ηǫ(y
′)|2
|x′ − y′|k+2s |x′|α˜|y′|α˜
dx′dy′ and
Hǫ : =
∫
RN
∫
RN
Iǫ(x
′, y′)dx′dy′.
28 EXTREMALS FOR FRACTIONAL ORDER HARDY-SOBOLEV-MAZ’YA INEQUALITY
Then, in view of the (7.2), it is enough to show Hǫ = o(1) as ǫ→ 0. We define
Hǫ,1 :=
∫
|x′|<ǫ2
∫
ǫ2<|y′|<ǫ
Iǫ, Hǫ,2 :=
∫
|x′|>ǫ
∫
ǫ2<|y′|<ǫ
Iǫ,
Hǫ,3 :=
∫
|x′|<ǫ2
∫
|y′|>ǫ
, Hǫ,4 :=
∫
ǫ2<|x′|<ǫ
∫
ǫ2<|y′|<ǫ
Iǫ.
Then using the symmetry of Iǫ we have
Hǫ := 2Hǫ,1 + 2Hǫ,2 + 2Hǫ,3 +Hǫ,4.
We will show Hǫ,m = o(1) as ǫ→ 0 for m = 1, 2, 3, 4.
Step 1: In this step will estimate Hǫ,1. For this we define
Fx′ : = {ǫ
2 < |y′| < ǫ} ∩ {y′ : |y′ − x′| ≥ ǫ2/2}, and
F ′x′ : = {ǫ
2 < |y′| < ǫ} ∩ {y′ : |y′ − x′| < ǫ2/2}. Then
Hǫ,1 =
∫
|x′|<ǫ2
∫
Fx′
Iǫ +
∫
|x′|<ǫ2
∫
F ′
x′
Iǫ.
We first consider∫
|x′|<ǫ2
∫
F ′
x′
Iǫ ≤
C
| ln ǫ|2
∫
|x′|<ǫ2
1
|x′|2α˜
∫
F ′
x′
|ln |y′| − ln |x′||2
|x′ − y′|k+2s
dy′dx′
≤
∫ 1
0
C
| ln ǫ|2
∫
|x′|<ǫ2
1
|x′|2α˜
∫
F ′
x′
dy′
|x′ − y′|k+2s−2 |y′ + r(x′ − y′)|2
dx′dr
≤
C
| ln ǫ|2
∫
|x′|<ǫ2
1
|x′|2α˜
∫
F ′
x′
dy′
|x′ − y′|k+2s−2|y′|2
dx′
≤
C
ǫ4| ln ǫ|2
∫
|x′|<ǫ2
1
|x′|2α˜
∫
{|x′−y′|< ǫ
2
2
}
dy′
|x′ − y′|k+2s−2
dx′
≤
C
ǫ4| ln ǫ|2
ǫ4sǫ4−4s = o(1), as ǫ→ 0, (7.3)
where in the last inequality we have used the fact that, for small
ǫ > 0, ǫk−2α˜ ≤ ǫ4s, for any 0 < 2α˜ ≤ k − 2s. Next, we consider∫
|x′|<ǫ2
∫
Fx′
Iǫ ≤
C
| ln ǫ|2
∫
|x′|≤ǫ2
1
|x′|α˜
∫
Fx′
ln2( |y
′|
ǫ2 )
|x′ − y′|k+2s |y′|α˜
dy′dx′
≤
Cǫk−2s−2α˜
| ln ǫ|2
∫
|x′|≤1
1
|x′|α˜
∫
{1<|y′|< 1
ǫ
}
∩{|x′−y′|> 1
2
}
ln2 |y′|
|x′ − y′|k+2s |y′|α˜
dy′dx′
≤ o(1) +
C
| ln ǫ|2
∫
|x′|<1
∫
{2<|y′|< 1
ǫ
}
∩{|x′−y′|> 1
2
}
ln2 |y′|
|x′ − y′|k+2s |y′|α˜
dy′dx′
≤ o(1) +
C
| ln ǫ|2
∫
{2<|y′|<ǫ−1}
ln2 |y′|dy′
|y′|k+2s+
k−2s
2
≤ o(1) +
C
| ln ǫ|2
∫
{2<|y′|<ǫ−1}
ln2 |y′|dy′
|y′|k+2s
= o(1), as ǫ→ 0. (7.4)
Hence, combining (7.3) and (7.4) we have Hǫ,1 = o(1), as ǫ→ 0.
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Step 2: In this step, we will show that Hǫ,m = o(1), as ǫ → 0 for m = 2, 3. In fact,
we will show this, only for the case m = 2. The assertion, for the case, m = 3, will follow
similarly and much more easily.
By a change of variable we get
Hǫ,2 ≤
1
| ln ǫ|2
∫
ǫ<|y′|<1
1
|y′|2α˜
∫
|x′|>1
∣∣∣ln |y′|ǫ − ln 1ǫ ∣∣∣2
|x′ − y′|k+2s
dy′dx′
≤ H ′ǫ,2 +H
′′
ǫ,2, (7.5)
where
H ′ǫ,2 : =
C
| ln ǫ|2
∫ 1
0
∫
ǫ<|y′|<1
1
|y′|2α˜
∫
{|x′|>1}∩{|x′−y′|≤ 1
2
}
dx′
|x′ − y′|k+2s−2|x′ + r(x′ − y′)|2
dy′dr
≤
C
| ln ǫ|2
∫
ǫ<|y′|<1
1
|y′|2α˜
∫
{|x′−y′|≤ 1
2
}
dx′
|x′ − y′|k+2s−2
dy′ = o(1), as ǫ→ 0,
and
H ′′ǫ,2 : =
C
| ln ǫ|2
∫
ǫ<|y′|<1
1
|y′|2α˜
∫
{|x′|>1}∩{|x′−y′|≥ 1
2
}
∣∣∣ln |y′|ǫ − ln 1ǫ ∣∣∣2
|x′ − y′|k+2s
dy′dx′
≤
C
| ln ǫ|2
∫
ǫ<|y′|<1
ln2 |y′|
|y′|2α˜
dy′ =
C
| ln ǫ|2
∫ 1
ǫ
ln2 r
r1−α
′ dr
= o(1), as ǫ→ 0,
where α′ = k − 2α˜ ≥ 2s. Hence, from (7.5) we have Hǫ,2 = o(1), as ǫ→ 0.
Step 3: In this step, we will show that Hǫ,4 = o(1), as ǫ → 0. Similarly, considering
different regions, we see that, it is enough to show the following:
Hǫ,4,1 :=
1
| ln ǫ|2
∫ ∫
F
|ln |x′| − ln |y′||2
|x′ − y′|N+2s |x′|α˜|y′|α˜
dx′dy′ = o(1), as ǫ→ 0, (7.6)
where F is defined as follows:
F := {(x′, y′) : ǫ2 < |x′| ≤ |y′| < ǫ and |y′| < 2|x′|}.
Clearly, F ⊂ {(x′, y′) : ǫ2 < |x′| ≤ |y′| < ǫ and |x′ − y′| < 3|x′|}. So, using, ln r ≤ r− 1, for
r ≥ 1, we estimate
Hǫ,4,1 ≤
1
| ln ǫ|2
∫
ǫ2<|x′|<ǫ
1
|x′|k−2s+2
∫
|x′−y′|<3|x′|
dy′
|x′ − y′|k+2s−2
dx′
=
C
| ln ǫ|2
∫
ǫ2<|x′|<ǫ
dx′
|x′|k
= o(1), as ǫ→ 0.
Combining Step 1, Step 2 and Step 3 we conclude the lemma.

In light of the Lemma 7.1, it is enough to prove that C∞c (R
N ) is dense inW to conclude
Lemma 2.1. The following Lemma shows that, we can approximate u ∈ W by a sequence
of compactly supported functions lying in W.
Lemma 7.2. Let u ∈ W, 0 < α˜ ≤ k−2s2 and η ∈ C
∞
c
(
BN2 (0); [0, 1]
)
such that η = 1 in
BN1 (0) and ηj(x) = η(x/j). Then
lim
j→∞
[
||u− ηju||2∗,α˜,RN + [[u− ηju]]s,α˜,RN
]
= 0.
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Proof. We define
Ij :=
∫
RN
∫
RN\BNj (0)
|u(y)|2 |ηj(x)− ηj(y)|
2
|x− y|N+2s|x′|α˜|y′|α˜
dydx.
Since, η = 1 on BN1 (0), so, to prove the Lemma, it is enough to prove, lim
j→∞
Ij = 0. We
define the following sets
Dj,0 := {(x, y) ∈ R
N × (RN \BNj (0)) : |x| ≤ |y|/2},
Dj,1 := {(x, y) ∈ R
N × (RN \BNj (0)) : |x| ≥ |y|/2 and |x− y| ≥ j},
Dj,2 := {(x, y) ∈ R
N × (RN \BNj (0)) : |x| ≥ |y|/2 and |x− y| ≤ j}.
For m = 0, 1, 2, we write
Ij,m :=
∫ ∫
Dj,m
|u(y)|2 |ηj(x)− ηj(y)|
2
|x− y|N+2s|x′|α˜|y′|α˜
dydx.
Then
Ij = Ij,0 + Ij,1 + Ij,2. (7.7)
Now, we break
|u(y)|2 |ηj(x)− ηj(y)|
2
|x− y|N+2s|x′|α˜|y′|α˜
=
|ηj(x)− ηj(y)|
2
|x− y|2s+2σm
|u(y)|2
|x− y|N−2σm|x′|α˜|y′|α˜
,
where σ0 = s, σ1 ∈ (0, s) and s < σ2 < 1 such that
N(N−2σ2)
N−2s > max{N −k, k}. We denote,
σ′m :=
N−2σ2
N−2s . Then using Ho¨lder inequality
Ij,m ≤
(∫ ∫
Dj,m
|ηj(x)− ηj(y)|
N
s
|x− y|N+σm
N
s
dxdy
) 2s
N
(∫ ∫
Dj,m
|u(y)|2
∗
|x− y|Nσ′m |x′|α˜|y′|α˜
dxdy
)N−2s
N
.
(7.8)
Clearly,∫ ∫
Dj,m
|ηj(x)− ηj(y)|
N
s
|x− y|N+σm
N
s
dxdy ≤ j(s−σm)
N
s
∫
RN
∫
RN
|ηj(x)− ηj(y)|
N
s
|x− y|N+σm
N
s
dxdy ≤ Cj
(s−σm)N
s .
(7.9)
Now, we consider∫ ∫
Dj,0
|u(y)|2
∗
|x− y|Nσ
′
0 |x′|α˜|y′|α˜
dxdy ≤
∫
|y|>j
|u(y)|2
∗
|y′|
2∗α˜
2
∫
|x|< |y|
2
dx
|x− y|N |y′|
2∗α˜
2
dy
≤ C
∫
|y|>j
|u(y)|2
∗
|y′|
2∗α˜
2 |y|
α˜2∗
2
dy ≤ C
∫
|y|>j
|u(y)|2
∗
|y′|α2∗
dy. (7.10)
Since, Nσ′1 > N > N − k, we estimate∫ ∫
Dj,1
|u(y)|2
∗
|x− y|Nσ
′
1 |x′|α˜|y′|α˜
dxdy ≤
∫
|y|>j
∫
{|x−y|>j}
∩{|x′|≤
|y′|
2
}
|u(y)|2
∗
|x− y|Nσ
′
1 |x′|α˜|y′|α˜
dxdy
+
∫
|y|>j
∫
{|x−y|>j}
∩{|x′|≥
|y′|
2
}
|u(y)|2
∗
|x− y|Nσ
′
1 |x′|α˜|y′|α˜
dxdy
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≤ C
∫
|y|>j
|u(y)|2
∗
|y′|
α˜2∗
2
∫
|x′|< |y
′|
2
dx′
|x′ − y′|Nσ
′
1−N+k|x′|
α˜2∗
2
dy′
+ C
∫
|y|>j
|u(y)|2
∗
|y′|2
∗α˜
∫
|x−y|>j
dx
|x− y|Nσ
′
1
dy
≤ C
∫
|y|>j
|u(y)|2
∗
|y′|α˜2∗
dy
|y′|Nσ
′
1−N
+ C
1
jNσ
′
1−1
∫
|y|>j
|u(y)|2
∗
|y′|2∗α˜
dy
≤
C
j
2N(s−σ1)
N−2s
∫
|y|>j
|u(y)|2
∗
|y′|2∗α˜
dy. (7.11)
Similarly, using N > Nσ¯2 > max{N − k, k}, we can derive∫ ∫
Dj,2
|u(y)|2
∗
|x− y|Nσ
′
1 |x′|α˜|y′|α˜
dxdy ≤
C
j
2N(s−σ2)
N−2s
∫
|y|>j
|u(y)|2
∗
|y′|2∗α˜
dy. (7.12)
Hence, plugging (7.9), (7.10), (7.11) and (7.12) into (7.8) and then using (7.7) we get
Ij ≤ C ||u||
2
L2∗
(
RN\BNj (0);
1
|x′|2α˜
) → 0, as j →∞.
This proves the lemma. 
The next proposition is a reminiscence of the fact, that Θ is in A1. Although, in this
case, the proof is a direct consequence of Proposition 4.1 and 4.2 of [11].
Proposition 7.3. There exists a constant C > 0 such that for every X ∈ RNk ×R
N
k , when
N ′ = 2N and X ∈ RNk , when N
′ = N , the following inequality is true
sup
r>0
1
rN
∫
BNr (0)
dz
Θ(X + w(z))
≤
C
Θ(X)
.
Using Proposition 7.3 and the fact, that the measure dXΘ(X) , is finite on compact sets of
RN
′
, we can derive the following lemma which is related to the boundedness of the maximal
operator.
Lemma 7.4. Let q > 1 and V : RN
′
→ R be a measurable function. Then, for any r > 0,∫
RN
′
(
1
rn
∫
BN′r (0)
|V (X − w(z))| dz
)q
dX
Θ(X)
≤ C
∫
RN
′
|V (X)|q
Θ(X)
,
for some constant C > 0.
Next, for V : RN
′
:→ R measurable, we define the following operator
V ⋆ η0(X) :=
∫
RN
V (X − w(z))η0(z)dz,
where η0 is a radially symmetric mollifier in R
N , with η0 ≥ 0 and supp η0 ⊂ B
N
1 (0). Notice
that, when N ′ = N , V ⋆ η0 coincides with the usual convolution operator V ∗ η0. As a
consequence of Lemma 7.4, we could control appropriate weighted Lp norm of V ⋆η0. More
precisely, we could derive the following proposition.
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Proposition 7.5. There exists a constant C > 0, such that for any measurable function
V : RN
′
→ R we have ∫
RN
′
|V ⋆ η0|
p dX
Θ(X)
≤ C
∫
RN
′
|V (X)|p
dX
Θ(X)
,
where p = 2, when N ′ = 2N and p = 2∗, when N ′ = N .
7.2. Proof Of Lemma 2.1.
Proof. We define
Lp(RN
′
; Θ) := {V : RN
′
→ R measurable :
∫
RN
′
|V (X)|p
dX
Θ(X)
<∞},
where p is defined in the Proposition 7.5. Then, since dXΘ(X) is finite on compact sets of
RN
′
, so using Lusin’ s theorem and Proposition 7.5, we can prove that C∞c (R
N ′) is dense
in Lp(RN ; Θ). As a consequence of this density and Proposition 7.2 and the fact, that for
any u ∈ W and η ∈ C∞c (R
N ), V u ∗ η = V u∗η, we can prove that C∞c (R
N ) is dense in W,
where V u(x, y) := u(x)−u(y)
|x−y|
N
2 +s
, for x, y ∈ RN . This proves that, H˙s,α˜(RN ) = W, which is
exactly what we wanted to prove in Lemma 2.1. 
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