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РОЗДІЛ 3.   МАТЕМАТИЧНИЙ АНАЛІЗ 
(ПРОДОВЖЕННЯ) 
Математичний аналіз вивчає змінні величини та функціона-
льні залежності між ними. 
 
§  5.   ЕЛЕМЕНТИ ІНТЕГРАЛЬНОГО ЧИСЛЕННЯ 
ФУНКЦІЇ ОДНІЄЇ ЗМІННОЇ 
 
З курсу елементарної математики вам відомі взаємно обер-
нені математичні дії: додавання – віднімання, множення –  
ділення, логарифмування – потенціювання та ін. Ще однією  
парою взаємно обернених математичних операцій є операції  
диференціювання та інтегрування. 
Як відомо, диференціюванням функції ( )xFy =  називається 
процес знаходження похідної ( ) ( )xfxF =′  даної функції, або 
знаходження її диференціала ( ) ( )dxxFxdF ′= . Зміст похідної – 
миттєва швидкість зміни функції ( )xFy =  у кожній точці обла-
сті неперервності функції. 
 
Обернена задача – знайти функцію ( )xFy = , якщо відома її 
похідна ( ) ( )xfxF =′  або диференціал ( ) ( )dxxfxdF = . Отже, 
обернена задача являє собою задачу знаходження вигляду фу-
нкції в разі, коли відома функція її миттєвої швидкості зміни  
(похідної).  
Процес знаходження функції за її похідною називається  
інтегруванням, а розділ математики, що вивчає процес інтегру-
вання і його властивості, називається інтегральним  
численням. 
Приклади задач, які зводяться до застосування інтеграль-
ного числення: 
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1. Знайти закон зміни траєкторії матеріальної точки ( )tSS =  
за відомою швидкістю нерівномірного руху цієї точки ( )tVV = . 
2. Знайти функцію продуктивних витрат ( )xVV =  виробни-
цтва x  одиниць продукції, маючи відомою маргінальну функ-
цію витрат ( )xV ′  і т.ін. 
5.1.   ПОНЯТТЯ ПЕРВІСНОЇ ТА НЕВИЗНАЧЕНОГО ІНТЕГРАЛА.  
ОСНОВНІ ВЛАСТИВОСТІ НЕВИЗНАЧЕНОГО ІНТЕГРАЛА 
 
Означення 1 
Функція ( )xF  називається первісною для функції ( )xf  на 
деякому проміжку X , якщо для кожної точки x  з цього промі-
жку виконується рівність  
( ) ( )xfxF =′ ,     або      ( ) ( )dxxfxdF = . (5.1) 
 
Наприклад, ( )xln  є первісною для функції 1/xy = , оскільки 
( )( ) 1/xxln =′ , i ( ) dx/xxdln = . Але, враховуючи, що похідна від 
будь - якої сталої C  за правилами диференціювання дорівнює 0, 
можна також записати, що ( )[ ] ( ) ( )xfxFCxF =′=′+ , тобто 
( )( ) 1/x1xln =′+ , ( )( ) 1/x1000xln =′+ , ( )( ) 1/x0,0003xln =′− , 
і загалом 
( )( ) 1/xCxln =′+ , constC = . 
Отже, функція ( )xfy =  має нескінченну кількість первіс-
них, які відрізняються одна від одної на сталу величину, –  
 ( ) CxF + . (5.2) 
На питання, чи весь клас первісних описує вираз (5.2), від-
повідає така теорема
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Теорема 
Якщо ( )xF1  та ( )xF2  – первісні для функції ( )xf  на деяко-
му проміжку X , то знайдеться таке число, що буде справедли-
вою рівність 
 ( ) ( ) CxFxF 12 += . (5.3) 
 
Доведення 
Оскільки ( ) ( )( ) ( ) ( ) ( ) ( ) 01212 =−=′−′=′− xfxfxFxFxFxF , то, 
виходячи з наслідку з теореми Лагранжа, знайдеться таке C , що 
( ) ( ) CxFxF =− 12 , або ( ) ( ) CxFxF 12 += , і т.д. 
Ця теорема доводить, що вираз (5.2) задає всі первісні для 
функції ( )xfy = . 
 
Означення 2 
Сукупність усіх первісних для функції ( )xfy =  на проміж-
ку X  називається невизначеним інтегралом від функції 
( )xfy =  і позначається ( )dxxf∫ , де  
∫  – знак інтеграла, ( )xf  – підінтегральна функція, 
( )dxxf  – підінтегральний вираз. 
Таким чином, якщо ( )xF  – деяка первісна для функції 
( )xfy = , то 










1. У даному разі вважаємо, що x  – незалежна змінна, тобто 
не розглядаємо можливу залежність змінної x  від параметра. 
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2. Візьмемо надалі до уваги, що достатньою умовою інтег-
рування функції ( )xfy =  на деякому проміжку X  є непере-
рвність цієї функції на даному проміжку. 
Виходячи з означення невизначеного інтеграла, наведемо 
його властивості. 
Властивість 1 
Похідна від невизначеного інтеграла дорівнює його підінте-
гральній функції, або 
( )( ) ( )xfdxxf =′∫ . 
 Диференціюємо (5.4): 
( )( ) ( )( ) ( )( ) ( ) ( )xfCxFCxFdxxf =′+′=′+=′∫ . 
Властивість 2  
Диференціал невизначеного інтеграла дорівнює підінтегра-
льному виразу, або 
( )( ) ( )dxxfdxxfd =∫ . 
 Згідно з визначенням диференціала функції і властивістю 1 
маємо 
( )( ) ( )( ) ( )dxxfdxdxxfdxxfd =′= ∫∫ . 
Властивість 3  
Невизначений інтеграл від диференціала деякої функції до-
рівнює цій функції з точністю до сталої, або 
( ) ( ) CxFxdF +=∫  
 Згідно з визначеннями первісної ( )xF  (5.1) та  
невизначеного інтеграла (5.4) маємо 
( ) ( ) ( ) ( ) ( ) CxFdxxfxdFdxxfxdF +==⇒= ∫ ∫ . 
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Висновки 
Порівнюючи властивості 2 та 3, можна зробити висновок, 
що знаки d  та ∫ взаємно знищують один одного. У властиво-
сті 3, що правда, з точністю до сталої. 
Властивість 4  
Сталий множник можна виносити за знак інтеграла, або 
( ) ( )dxxfadxxaf ∫∫ = , 
де a  – деяке число. 
 Знайдемо похідну функції: 
( ) ( ) ( )dxxfadxxafxg ∫∫ −= , 
( ) ( ) ( )( ) ( )( ) ( )( ) =′−′=′−=′ ∫∫∫∫ dxxfadxxafdxxfadxxafxg  
( ) ( )( ) ( ) ( ) 0=−=′−= ∫ xafxafdxxfaxaf . 
Отже, виходячи з теореми Лагранжа, 
( ) ( ) Cdxxfadxxaf += ∫∫ . Оскільки невизначений інтеграл знахо-
диться з точністю до сталої, то для остаточного запису власти-
вості сталу C  можна відкинути. 
Властивість 5 
Інтеграл від алгебраїчної суми двох функцій дорівнює алге-
браїчній сумі інтегралів від цих функцій 
( ) ( )( ) ( ) ( )dxxfdxxfdxxfxf ∫∫∫ ±=± 2121 . 
Ця властивість правильна для будь якої скінченної кількості 
доданків. 
 Доводиться, як і властивість 4. 
Використовуючи означення інтеграла і його властивості, 
можна обчислити невизначені інтеграли від елементарних  
функцій. 
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Таблиця невизначених інтегралів елементарних функцій 
1.   ∫ = Cdx0 ; 










3.   ( ) 0,ln1 ≠+==∫∫ − xCxx
dxdxx ; 






5.   Cedxe xx +=∫ ; 
6.   Cxdxx +=∫ cossin ; 
7.   Cxdxx +−=∫ sincos ; 
8.   Cxtg
x
dx
+=∫ 2cos ; 
9.   Cxctg
x
dx






















































































































































































Перед тим як обчислити інтеграл, зведемо підінтегральну 
функцію до алгебраїчної суми елементарних функцій: 
 

































−++= xxxx . 
Підставимо перетворену підінтегральну функцію до вихід-
ного інтеграла і застосуємо до результату підстановки властиво-
сті №4, 5 невизначеного інтеграла: 
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4 2 4 23 324 7 4x x x x dx x dx x dx x dx
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− − − −
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5.2.  МЕТОДИ ІНТЕГРУВАННЯ 
Розглянемо основні методи, які застосовуються для знахо-
дження невизначеного інтеграла функції. 
5.2.1.   МЕТОД ЗАМІНИ ЗМІННОЇ 
Наведемо ще одну властивість невизначеного інтеграла, на 
якій базується інтегрування за допомогою заміни змінної. 
Властивість 6 
Нехай на деякому проміжку Х задана неперервна функція 
( )xfy = . Нехай змінна х на цьому проміжку задана параметрич-
но ( )tx ϕ=  і є неперервною і диференційованою за параметром 
t, який належить до деякого інтервала Т. Тоді функцію ( )xfy =  
можна розглядати як складну функцію ( )( )tfy ϕ= , яка задана на 
інтервалі Т. У цьому разі 
 ( ) ( )( ) ( )∫∫ ′= dtttfdxxf ϕϕ . (5.5) 
 Доводиться так само, як і властивість 4. 
Приклад 1 

















































Знайти невизначений інтеграл 
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Знайти невизначений інтеграл 



























































































У всіх вищенаведених прикладах використовувалася лінійна 
підстановка bkxt += , де k,b – довільні сталі числа. З урахуван-
ням такої підстановки можна записати властивість невизначено-
го інтегралу: 
  16 
Властивість 7 
Нехай ( )xF  - деяка первісна для функції ( )xfy = , тобто 
( ) ( )∫ += CxFdxxf . Тоді 
 ( ) ( )∫ ∈++=+ RbkCbkxFkdxbkxf ,,
1
. (5.6) 
Ця властивість показує, що при застосуванні лінійної заміни 
перед первісною з’являється числовий множник, обернений до 
коефіцієнта при х в даній лінійній заміні. 
Розглянемо ще декілька прикладів інтегрування з викорис-
танням заміни змінної. 
Приклад 5 
Знайти інтеграл 
































































































































{ } ( )∫∫ =+−=−= ==+=++ dttttx dtdxtxdxxx 122;221
22
 
















1. Якщо підінтегральний вираз містить корінь типу 
22 xa − , доцільно застосовувати підстановку tax cos=  або 































222222 sinsinsinsincos1  
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1. Якщо підстановка обрана вдало, то інтеграл спростить-
ся. Інакше підстановка немає сенсу. 
2. Приклад однієї з відомих вдалих підстановок, яку винай-
шов видатний вчений XVIII ст. член Петербурзької академії на-
ук Л.Ейлер. Для отримання невизначеного інтеграла ∫ ± 22 ax
dx
 












































відповідає табличному інтегралу №13. 
5.2.2.   МЕТОД ІНТЕГРУВАННЯ ЧАСТИНАМИ 
Метод інтегрування частинами є оберненим до правила ди-
ференціювання добутку двох функцій. Нехай задані функції 
( )xuu =  та ( )xvv = . Як відомо з попереднього матеріалу, 
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або ( ) dvuvduvud ⋅+⋅=⋅  – диференціал добутку двох функцій. 
Виконаємо обернену до диференціювання операцію – опе-
рацію інтегрування. Проінтегруємо обидві частини: 
( ) ( )∫ ∫ ⋅+⋅=⋅ dvuvduvud . 
Оскільки ( )xuu =  та ( )xvv = , то dxvdvdxudu ′=′= , .  
Підставимо до інтеграла: 
( ) ( ) 
5власт№
v u dx u v dx u v u v dx v u dx u v dx′ ′ ′ ′ ′ ′⋅ + ⋅ = ⋅ + ⋅ = ⋅ + ⋅ =∫ ∫ ∫ ∫  
∫ ∫+= udvvdu . 
За властивістю №3 ( )∫ +=⋅ Cuvvud , отже, ∫ ∫+= udvvduuv . 
З останньої формули випливає метод інтегрування части-
нами. Якщо підінтегральний вираз можна подати як добуток 
функції ( )xuu =  та диференціала функції ( )xvv = , то невизна-
чений інтеграл можна знайти за формулою 
 ∫ ∫−= vduuvudv . (5.7) 
За допомогою формули інтегрування частинами (5.7) зна-
чно спрощується процес віднаходження невизначеного інтегра-
ла. Але для продуктивної роботи необхідно в даному підінтегра-
льному виразі правильно вибрати u  та dv . Наведемо деякі ре-
комендації щодо вибору цих величин. Якщо під знаком інтегра-




















де ( )xPn  – поліном степеня n , в цьому разі поліном беремо за 
функцію u , а прямі тригонометричні та показникові функції ра-
зом з dx  візьмемо за dv . 
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де ( )xPn  – поліном степеня n , в цьому разі поліном разом з dx  
беремо за dv , а обернені тригонометричні і логарифмічні функ-
ції – за u . 
Приклад 1 



























































Знайти невизначений інтеграл ( )∫ − xdxarctgx 483 . 
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Cxxdxxxx +++++−+= ∫
222 1ln11 . 
Одержали, що другий доданок збігається з вихідним інтег-
ралом, але має протилежний знак. Перенесемо його ліворуч із 
зміною знака на додатний, отримаємо: 
 










Знайти невизначений інтеграл ( )∫ + dxxe x 13sin . 
У даному інтегралі підінтегральна функція є добутком двох 
прямих функцій. У цьому випадку за функцію u  можна обирати 
будь - яку з них, наприклад тригонометричну функцію: 



















( ) ( )∫ +−+= 13cos313sin xexe xx . 
Інтеграл другого доданка потребує повторного застосування 
інтегрування частинами. В даному випадку необхідно 
послідовно взяти за u  знову тригонометричну функцію: 



















( ) ( ) ( )( )=+++−+= ∫ dxxexexe xxx 13sin313cos313sin  
( ) ( ) ( )∫ +−+−+= dxxexexe xxx 13sin913cos313sin ; 
В останньому доданку інтеграл співпадає з вихідним, але 
має коефіцієнт -9. Перенесемо цей доданок ліворуч, отримаємо 
 ( ) ( ) ( ) Cxexedxxe xxx ++−+=+∫ 13cos313sin13sin10 ; 
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У прикладах 3, 4 наведені інтеграли, які в процесі інтегру-
вання відтворюються у правій частині. Щоб обчислити такі інте-
грали, потрібно перенести шуканий інтеграл до одного боку (лі-
воруч), всі інші математичні вирази залишити з іншого боку 
(праворуч) і розв’язати отримане рівняння відносно шуканого 
інтеграла. 
Інтеграли такого типу називаються циклічними інтеграла-
ми. 
5.2.3.   ІНТЕГРУВАННЯ РАЦІОНАЛЬНИХ ДРОБІВ 
Означення 
Дріб називається раціональним, коли його чисельник і зна-




























де ia  та kb  – коефіцієнти многочленів. 
Дріб називається правильним, якщо максимальний степінь 
змінної x  у чисельнику менший за максимальний степінь x  у 
знаменнику, тобто якщо mn < . Якщо mn ≥ , дріб носить назву 
неправильний дріб. 
У разі, коли дріб неправильний, необхідно діленням за пра-
вилами ділення многочленів виділити у нього цілу частину, тоб-
то дріб подати у вигляді 
( )
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де mnM −  – ціла частина дробу, поліном степеня n-m, а ( )xR  – 



























Елементарними раціональними дробами І, ІІ, ІІІ та IV типів 












































Умова, за якою дискримінант квадратного тричлена 
від’ємний, означає, що тричлен не розкладається на множники. 
Інтегрування елементарних дробів 



































2. Елементарний дріб ІІІ типу інтегрується за допомогою 
заміни змінної. Спочатку у знаменнику потрібно виділити по-
вний квадрат, а потім зробити заміну змінної: 







































































































































Повертаючись до заміни 
42
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3. Інтеграл від елементарного дробу IV типу шляхом повто-
рного інтегрування частинами зводять до інтеграла від елемен-
тарного дробу ІІІ типу. 
Приклад 2 





Маємо елементарний дріб І типу. У знаменнику стоїть вираз 
4,3, ==+ bkbkx . Використовуючи властивість №7 для неви-












Знайти невизначений інтеграл ( )∫ + dxx 543
5
. 

















































Маємо елементарний дріб ІІІ типу, у якого p=0 . Для  
того, щоб взяти такий інтеграл, його потрібно розкласти на два 








































































































Розглянемо тричлен знаменника: 
0322 =++ xx , 3,2 == qp , 0231
4
2
<−=−=− qp , 
отже, знаменник не розкладається на множники. Маємо елемен-
тарний дріб ІІІ типу. Такий інтеграл береться шляхом виділення 
у знаменнику повного квадрата. Тим самим інтеграл зводиться 
до попереднього випадку: 





































































Будь - який правильний раціональний дріб розкладається на 
суму елементарних раціональних дробів, коефіцієнти яких зна-
ходяться за методом невизначених коефіцієнтів. 
Отже, інтегрування раціонального дробу зводиться у загаль-
ному випадку до інтегрування многочлена mnM − , що становить 
цілу частину дробу за умови, що mn > , та суми елементарних 
дробів. Кількість і типи елементарних дробів визначаються ко-
ренями знаменника ( )xQm . Можливі такі випадки: 
1. ( )xQm  має m  дійсних і різних за значенням коренів 
m21 ,...,, ααα . Тоді  













У цьому випадку дріб розкладається на m  елементарних 
























Невизначені коефіцієнти m21 A,...,A,A  знаходять із тотожно-
сті (*). 
2. ( )xQm  має m дійсних коренів. Але серед них є k-m   
різних коренів k-m21 ,...,, ααα  та k  однакових (кратних) 
 коренів β : 
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У цьому випадку дріб розкладається на m елементарних дро-







AA AR x m k
Q x x x xm m kα α α
−








kx x xβ β β




Невизначені коефіцієнти k-m21 A,...,A,A , k21 B,...,B,B  знахо-
дять із тотожності (**). 
3. Корені знаменника дійсні, є кратні, але, крім того, зна-
менник містить квадратний тричлен, якій не розкладається 
на множники, тобто  
 











= 2 . 
























+β−+ 2 . (***) 
Невизначені коефіцієнти ED,,B,...,B,B,A k211  знаходять із 
тотожності (***). 
Приклад 6 








Знаменник ( ) 3xxxQ 2 +=  розкладається на добуток множ-
ників x  та ( )3x + , отже, він має два дійсних різних корені – 
  30 
0x1 =  та 3x2 −= . Згідно з теоремою підінтегральну функцію 
можна розкласти на суму елементарних дробів І типу: 














































Порівняємо вихідний дріб з тим, що отримали. Порівнюємо 


































. Тому підінтегральний вираз мо-
жна подати у вигляді 

























































Знаменник ( ) 6-7x5xxQ 2 +=  має два дійсних різних корені: 
-2x1 =  та 3/5x2 = , отже, він розкладається на добуток різно-
стей ( ) ( )( )2x3/5-x5xQ += . Отже, згідно з теоремою підінтег-
ральну функцію можна розкласти на суму елементарних дробів І 
типу: 
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( ) ( )
( )( ) ( )( )























Порівняємо вихідний дріб з тим, що отримали. Порівнюємо 


























































































підінтегральний вираз можна подати у вигляді 

























( ) ( )
9 7 9 1 7ln 5 3 ln 2
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Приклад 8 








Знаменник ( ) ( ) ( )5x2-xxQ 2 +=  має три дійсних корені: 
-5x1 =  та та два кратних 2xx 32 == . Отже, згідно з теоремою 
підінтегральну функцію можна розкласти на суму елементарних 
дробів І і ІІ типів: 














( )( ) ( ) ( )




















( ) ( ) ( )










Порівняємо вихідний дріб з тим, що отримали. Порівнюємо 
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Відповідь ( ) ( )
( )


























Знаменник ( ) ( )( )5x1xxQ 2 ++=  має 1 дійсний корінь 
5x1 −=  та квадратний двочлен, який не розкладається. Отже, 
згідно з теоремою підінтегральну функцію можна розкласти на 
суму елементарних дробів І і ІІІ типів: 
 ( )( ) ( ) ( )
( ) ( )( )












































Порівняємо вихідний дріб з тим, що отримали. Порівнюємо 
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5.2.4.   ІНТЕГРУВАННЯ ТРИГОНОМЕТРИЧНИХ ФУНКЦІЙ 
I. Інтеграли типу ( )∫ dxxxR cos,sin ,  
де ( )xxR cos,sin  - раціональна функція від sinx  та cosx ,  














































































































































































































+=∫ 2lnsin . 
Приклад 2 
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112 1 1 22 2 ln ln
cos 1 2 11 1 1
2
x
tgtdx dt dt t C C
xx t tt t tg
++ +
= ⋅ = = ⋅ + = + =
− −+ −
−































































































































=∫ 24lncos . 
Приклад 3 

























































































024284 <−=−=D . Отже, знаменник не розкладається на еле-


















































































































































































































II. Інтеграли типу ∫∫
++ xdxxабоxdxx lpmk 1212 cossincossin . 
  38 
Розглянемо інтеграл ∫
+ xdxx mk cossin 12 . Маємо непарний 
степінь для sinx  і довільний для cosx . 
У цьому випадку подаємо xxx kk sinsinsin 212 ⋅=+ . Віднесемо 
виділений sinx  до dx . Отримаємо ( )xdxdx cossin −= . За таких 
перетворень ( ) ( )kkk xxx 222 cos1sinsin −== . Підставимо всі ре-
зультати перетворень до інтеграла: 
 ( ) ( ) =−= ∫∫ + xxdxxdxx mkmk coscoscos1cossin 212  
{ } ( )∫ −=== dttttx mk21cos  - отримали інтеграл від степеневої 
функції. 
Приклад 4 
Знайти невизначений інтеграл ( ) ( )∫ −− dxxx 13cos13sin 73 . 
( ) ( ) ( ) ( ) ( ) =−−−=−− ∫∫ dxxxxdxxx 13sin13cos13sin13cos13sin 7273  



















































































+ xdxx lp 12cossin  береться за аналогією  
з попереднім інтегралом. Тільки до непарного степеня піднесе-
  39 
ний тепер cosx , отже виділяють у інтегралі цього типу дифере-
нціал функції sinx , тобто ( ),sincos xdxdx =  
( ) xtxx ll sin,sin1cos 22 =−= . У цьому разі  
( ) ( ) { } ( )∫∫∫ −===−=+ dttttxxdxxxdxx lplplp 2212 1sinsinsin1sincossin . 
 
III. Інтеграли типу ∫ xdxx
mk 22 cossin . 
Для отримання інтеграла цього типу застосовують зниження 









sin 22 xxxxxxx =⋅+=−= . 
Приклад 5 
Знайти невизначений інтеграл ∫ ⋅= xdxxI
26 cossin . 
















































































1 332 ; 
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 ( )1 2 31 216I I I I= − + =  
31 1 1 sin 2 1 1
sin 4 2 sin 8
16 2 8 6 8 64
x














6 2 35 1 1 1sin cos sin 2 sin 4 sin8
128 48 128 1024
I x xdx x x x x C= ⋅ = − − − +∫ . 
 























В інтегралах наведеного типу у знаменнику стоять парні 
степені тригонометричних функцій. Для зведення таких інтегра-











+ = + = =
upcurlybracketleftupcurlybracketmidupcurlybracketright
; 
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Розв’язання 
























+−=∫ 42cos2sin 22 . 
Приклад 7 


































































































V. Інтеграли типу 
sin cos ; cos cos ; sin sinx xdx x xdx x xdxα β α β α β∫ ∫ ∫ . 
Для спрощення таких інтегралів застосовують формули 
  42 
( ) ( )( )
( ) ( )( )
( ) ( )( )
( ) ( )( )
1
sin sin cos cos ;
2
1
cos cos cos cos ;
2
1
sin cos sin sin ;
2
1
cos sin sin sin
2
ax bx a b x a b x
ax bx a b x a b x
ax bx a b x a b x
ax bx a b x a b x
⋅ = − − +
⋅ = − + +
⋅ = − + +
⋅ = + − − .
 
Приклад 8 
Знайти невизначений інтеграл ∫ −+ dxxx )55cos()13sin( . 
Використовуючи формули зведення тригонометричних фун-
кцій, запишемо підінтегральну функцію 
( ) ( )( ) =−++++−+=−+ 5513sin5513sin
2
1)55cos()13sin( xxxxxx  
( ) ( )( )48sin26sin
2
1
−+−= xx . 
Підставимо наведену функцію під інтеграл, отримаємо 
 ( ) ( )( )∫∫ =−+−=−+ dxxxdxxx 48sin26sin2
1)55cos()13sin(  
( ) ( )( )∫∫ −+−= dxxdxx 48sin26sin21 . 
Обидва інтеграли мають підінтегральні функції, які залежать 
від лінійної комбінації bax + . Отже, первісна матиме коефіцієнт 
1/a . У першому інтегралі 2a −= , отже, коефіцієнт попереду пе-
рвісної буде ( )1/2− . У другому інтегралі 8a = , отже,  
коефіцієнт попереду первісної буде ( )1/8 . 
 ( ) ( )( )=−+−=−+ ∫∫∫ dxxdxxdxxx 48sin26sin21)55cos()13sin(  
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5.2.5.   ІНТЕГРУВАННЯ ІРРАЦІОНАЛЬНИХ ФУНКЦІЙ 
I. Інтеграли типу ( )∫ nrrr xxxxR ,...,,, 21  зводяться до інтегралів 
від раціональних дробів заміною tmx = , де m  – найменший 




























. Найменший загальний знаменник для цих дробів буде 
6 . Отже, заміна буде 6tx = . 











































































( ) Cxxxx dxx +−=−∫
6
63
3 11ln . 
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xR ,...,,, 21  в разі, 







, де s є найменшим спільним знаменни-








, підінтегральна функція 
зводиться до раціонального дробу. 
Приклад 2 





























. Виразимо з підстановки x  










=    
 
( ) ( )





































. Підставимо всі заміни до інтеграла 
 












































2 2  




































































Підкорінний вираз не є повним квадратом. У цьому випадку 
необхідно виділити повний квадрат: 
( ) 12142254 222 ++=++⋅⋅+=++ xxxxx . 





















CxxxCtt +++++=+++= 542ln1ln 22 . 
Приклад 4 




Підкорінний вираз не є повним квадратом. Знову виділяємо 
повний квадрат: 
( ) ( ) 925442254 222 +−−=+−+⋅⋅−−=++− xxxxx . 

































Аналогічно з прикладом 1 виділяємо повний квадрат: 
( ) 12142254 222 ++=++⋅⋅+=++ xxxxx . 














































































 −++=−= 54221 xxIII Cxxx +++++ 542ln2 2 . 
Приклад 6 




Як і у всіх попередніх випадках, виділяємо повний квадрат: 
( ) ( ) 925442254 222 +−−=+−+⋅⋅−−=++− xxxxx . 











































arcsin29 22 . 
 
IV. Інтеграли типу ( )∫ − dxxaxR 22,  знаходять, використо-
вуючи заміну taxtax sin;cos == . 
Приклад 7 















































































Для того щоб отримати значення інтеграла як функції від х, 



































































































V. Інтеграли типу ( )∫ − dxaxxR 22,  знаходять, використо-
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VI. Інтеграли типу ( )∫ + dxxaxR 22,  знаходять, використо-
вуючи заміну tctgaxttgax == ; . 
Приклад 9 



























































































































































































З урахуванням заміни 
3
x
tgt =  


























































































































5.2.6.  ІНТЕГРАЛИ, ЯКІ НЕ БЕРУТЬСЯ В ЕЛЕМЕНТАРНИХ ФУНКЦІЯХ 
З основних правил диференціювання функцій випливає, що 
похідна від елементарних функцій є функцією елементарною. 
Про невизначений інтеграл це сказати не можна. Доведено, що 
від будь - якої елементарної функції існує невизначений інтег-
рал, але існує цілий клас елементарних функцій, у яких первісну 
не можна подати в елементарних функціях. Наведемо деякі з 
таких інтегралів: 
















xdxe x  
 ( ) ( )∫∫∫ − dxxdxxdxxk cosln;sinln;sin1 2 . 
 
Ці інтеграли не можна знайти за допомогою наведених вище 
методів. Але це не означає, що вони не існують або їх неможли-
во знайти. Просто методи інтегрування таких інтегралів вихо-
дять за рамки даного курсу. 
 
5.3.   ВИЗНАЧЕНИЙ ІНТЕГРАЛ 
5.3.1.   ОЗНАЧЕННЯ ВИЗНАЧЕНОГО ІНТЕГРАЛА, ЙОГО  
ГЕОМЕТРИЧНИЙ ТА ЕКОНОМІЧНИЙ ЗМІСТ 
 
Задача про площу криволінійної трапеції 
Нехай на відрізку [ ]ba,  визначена неперервна функція 
( ) 0xfy ≥=  для всіх [ ]ba,x ∈ . 
Необхідно знайти площу S  криволінійної трапеції, що об-
межена кривою ( )xfy = , відрізком [ ]ba,  та прямими a,x =  
bx = . 
 
1. Для обчислення заданої площі розіб’ємо відрізок [ ]ba,   
довільним чином на n  частин точками 
bx...x...xxxa nk210 =<<<<<<= . Довжина отриманих час-
тин буде 1iii xxx −−=∆ , n1,2,...,i = . Проведемо перпендикуляри 
з кожної точки bx...x...xxxa nk210 =<<<<<<=  до перетину 
з кривою ( )xfy = , отримаємо n  криволінійних трапецій  
(див. рис. 5.1). 



















Усередині кожної трапеції виберемо довільну точку iξ , 
n1,2,...,i =  і замінимо кожну з трапецій на прямокутник з  
довжиною ix∆  та висотою ( )ify ξ= . Площа цього прямокутни-
ка буде дорівнювати ( )if ξ ix∆ . Площа всієї криволінійної тра-










Сума виду (1) називається інтегральною сумою Рімана  
функції ( )xfy = . 
Вочевидь, ця сума залежить як від способу ділення відрізка 
[ ]ba,  точками, так і від вибору точок iξ , n1,2,...,i =  на кожному 
з відрізків [ ]i1i xx ,− . 
a x1 
∆xi 





xi … … 
  53 
Відмітимо, що площа тим більше наближатиметься до площі 
криволінійної трапеції, чим щільніше будуть розташовані точки 
ділення відрізка [ ]ba, . Щоб отримати точну формулу для обчис-
лення площі даної криволінійної трапеції, необхідно в (1) пере-











lim . (2) 
Означення 2 
Нехай границя (2) існує, скінченна і не залежна від способу 
ділення відрізка [ ]ba,  та добору точок iξ , n1,2,...,i = . Тоді гра-
ниця (2) називається визначеним інтегралом функції ( )xfy =  





Сама функція ( )xfy =  називається інтегрованою за Ріма-
ном, тобто 
 












lim ξ . (3) 
Точка a  називається нижньою межею інтегрування, точ-
ка b  – верхньою межею інтегрування, ( )xf  – підінтеграль-




dxxf   є задачею інтегрування. 
Відмітимо головну відмінність визначеного інтеграла від не-
визначеного: якщо невизначений інтеграл ( ) ( )∫ += CxFdxxf  є 
сім’єю кривих, то інтеграл ( )∫
b
a
dxxf   є числом. 
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Теорема 
Достатня умова існування визначеного інтеграла 
Якщо функція ( )xfy =  неперервна на відрізку [ ]ba, , то  
границя інтегральної суми (3) існує, тобто ( )xfy =  є інтегро-
ваною на [ ]ba, . 
Геометричний зміст визначеного інтеграла 
З означення визначеного інтеграла випливає, що коли 




нює площі S  криволінійної трапеції, яка розташована між  
даною кривою, віссю ОХ та перпендикулярами x a=  та x b= . 
Наприклад, площа прямокутника, який побудований пря-





Економічний зміст визначеного інтеграла 
Нехай функція ( )tfz =  описує зміну продуктивності праці 
деякого виробництва в часі. 
Знайдемо обсяг продукції U, що була виготовлена за промі-
жок часу [ ]T0, . 
Нагадаємо, що продуктивність - це кількість виготовленої 
продукції за одиницю часу. Якщо продуктивність не змінюється 
з часом (стала функція), то обсяг продукції за проміжок часу 
[ ]ttt, ∆+  дорівнює ( ) ttf ∆ , або ( )ΤtfU = , що збігається з пло-
щею відповідного прямокутника. Нехай продуктивність є функ-
цією, яка змінюється в часі. Розіб’ємо відрізок часу [ ]T0,  на про-
міжки точками Tt...tt0 n21 =<<<< . На кожному проміжку 
[ ]i1i tt ,−  виберемо точку iξ  і замінимо криволінійну трапецію на 
прямокутник із шириною 1ii tt −−  та висотою ( )iξf . Тоді обсяг 
виробництва на всьому інтервалі [ ]T0,  приблизно дорівнювати-








ξ . Отримали інтегральну Ріманову суму, яка 
тим більше наближається до точного значення обсягу виробниц-
тва, чим ближче t∆  до 0 ( 0t →∆ ). 
Оже, точна величина обсягу виробництва дорівнюватиме 










lim ξ  - визначеному інтегралу. 
 
 
5.3.2.   ВЛАСТИВОСТІ ВИЗНАЧЕНОГО ІНТЕГРАЛА 
 
Будемо розглядати функції, що інтегруються на заданому 
проміжку. Використовуючи означення (3) та теореми про грани-
ці, виведемо такі властивості визначеного інтеграла. 
 
1. Сталий множник можна виносити за знак визначеного ін-
теграла, або 





dxxfdxxf αα , 
де α  – деяке число. 
Доведення 
Нехай задані розподіл інтервалу інтегрування [ ]ba,  на відрі-
зки та спосіб вибору точок iξ , n1,2,...,i = . Використовуючи 
асоціативний закон додавання, отримаємо таку інтегральну  
суму: 











Переходячи до границь і використовуючи їх властивості, отри-
маємо 
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limlimlim ξξαξξαξξα , 
або 





dxxfdxxf αα  і т. д. 
 
2. Інтеграл від алгебраїчної суми двох функцій дорівнює ал-
гебраїчній сумі інтегралів від цих функцій, або 







∫∫∫ ±=± 2121 . 
Ця властивість правильна для будь - якої скінченної кількос-
ті доданків. 
Перейдемо тепер до властивостей, які має тільки визначе-
ний інтеграл 
1) Якщо поміняти місцями межі інтегрування, то числове 
значення інтеграла змінить знак, або 











3) Якщо інтервал інтегрування розділений на частини точ-
кою c , тобто [ ] [ ] [ ]bc,ca,ba, ∪= , то визначений інтеграл від  
функції ( )xfy =  на інтервалі [ ]ba,  дорівнює сумі визначених 
інтегралів від цієї самої функції на інтервалах [ ]ca,  та [ ]bc, : 







,, ∈+= ∫∫∫ . 
4) Якщо на інтервалі [ ]ba,  задані функції ( ) ( )xfxg ≤ , то 
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5) (Наслідок  з властивості 4). 
Нехай на інтервалі інтегрування [ ]ba, , ba <  існують такі 
числа M  та m , що ( ) Mxfm ≤≤ , тобто ( )xf  – обмежена на 
[ ]ba, , тоді 
( ) ( ) ( )abMdxxfabm
b
a
−≤≤− ∫ , 




6) Теорема про середнє 
Якщо функція ( )xfy =  неперервна на відрізку [ ]ba, , 
( )ba < , то знайдеться така точка [ ]ba,∈ξ , що 
( ) ( )( )abfdxxf
b
a
−=∫ ξ . 
Геометрично ця властивість означає, що коли підінтегральна 
функція неперервна, то всередині інтервалу інтегрування знай-
деться така точка ξ , що площу криволінійної трапеції під функ-
цією ( )xfy =  на інтервалі [ ]ba,  можна замінити на площу пря-
мокутника із шириною [ ]ba,  та висотою ( )ξf . 
7) Визначений інтеграл на симетричному інтервалі [ ]aa,−  
дорівнює 
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5.3.3.   ВИЗНАЧЕНИЙ ІНТЕГРАЛ ЗІ ЗМІННОЮ ВЕРХНЬОЮ МЕЖЕЮ. 
ФОРМУЛА НЬЮТОНА – ЛЕЙБНІЦА ДЛЯ ОБЧИСЛЕННЯ  
ВИЗНАЧЕНОГО ІНТЕГРАЛА 
 
Для обчислення визначеного інтеграла необхідно знайти 
зв’язок між тими знаннями про інтегрування, що у нас є, і новою 
теорією, тобто між невизначеним і визначеним інтегралами. 
Нехай на деякому інтервалі [ ]ba,  задана неперервна функція 
( )xf . Нам відомо, що площею криволінійної трапеції на цьому 





Візьмемо довільну точку [ ]ba,x ∈ . Якщо існує скінченна 
площа на всьому інтервалі, то очевидно скінченною величиною 
буде і площа трапеції для частини інтервалу [ ]xa, . Позначимо 
змінну на цьому інтервалі через t . Тоді можна записати, що 




dttf . (4) 
Оскільки в інтервалі [ ]ba,  вміщується нескінченна кількість 
точок x , то ми очевидно за такого способу вибору верхньої гра-
ниці можемо отримати нескінченну кількість значень визначе-
ного інтеграла (4). Отже, ми отримали новий вид функції: 
 
( ) ( )∫=Φ
x
a
dttfx  (5) 
для [ ]ba,x ∈ . 
Означення 
Функція, задана згідно з (5) називається інтегралом із змін-
ною верхньою межею. 
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Розглянемо властивості нової функції, тобто властивості ін-
теграла із змінною верхньою межею. 
Теорема 1 
Якщо функція ( )xf  неперервна на інтервалі [ ]ba, , то функ-
ція ( )xΦ  теж неперервна на цьому інтервалі. 
Теорема 2 
Нехай функція ( )xf  неперервна на інтервалі [ ]ba, . Тоді в 
кожній точці цього інтервалу похідна функції ( )xΦ  за змінною 
верхньою межею x  дорівнює підінтегральні функції. Тобто 












=Φ′ ∫ . 
Доведення 








lim . Знайдемо, 
чому дорівнює ( )xΦ∆ . Надамо аргументу x  приріст x∆ . Тоді 
( ) ( ) ( )xxxx ΦΦΦ −∆+=∆ . За визначенням функції із змінною 
верхньою межею отримаємо 
 


















До останнього інтеграла застосуємо теорему про середнє 
(властивість 6 визначеного інтеграла). Тобто на інтервалі 
[ ]xx x, ∆+  знайдеться така точка ξ , що 






Отже, ( ) ( ) xfx ∆=∆ ξΦ . Підставимо у формулу похідної 
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limlimlim ,  
що й потрібно було довести. 
Наслідок 
Якщо функція ( )xfy =  неперервна на інтервалі [ ]ba, , то 
для неї на цьому інтервалі обов’язково існує первісна. Причому 
необов’язково ця первісна є елементарною функцією (зв’язок з 
інтегралами, що не беруться в елементарних функціях). 
Теорема 3 (формула Ньютона-Лейбніца для обчислення ви-
значеного інтеграла) 
Нехай функція ( )xf  неперервна на інтервалі [ ]ba,  і ( )xF  – 
будь - яка первісна для неї на інтервалі [ ]ba, . Визначений інтег-
рал від функції ( )xf  на інтервалі [ ]ba,  дорівнює приросту пер-
вісної ( )xF  на цьому інтервалі, тобто 
( ) ( ) ( )aFbFdxxf
b
a
−=∫ . (6) 
Доведення 
Нехай ( )xF  – деяка первісна для ( )xf  на інтервалі [ ]ba, . 




теж є первісною ( )xf  на інтервалі [ ]ba, . Як відомо з теорії  
невизначених інтегралів дві первісні відрізняються лише  
сталою C . Отже, ( ) ( ) CxxF += Φ . Розглянемо праву частину 
формули (6): 
( ) ( ) ( )( ) ( ) ( ) ( )abCaCbaFbF ΦΦΦΦ −=+−+=− . 
За означенням ( )xΦ  ( ) ( ) ;∫=Φ
b
a
dttfb  ( ) ( ) 0==Φ ∫
a
a
dttfa   
(властивість 2). 
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dxxfdxxfaFbF 0 , що й потрібно  
було довести. 
Обчислення визначеного інтеграла з використанням фор-
мули Ньютона-Лейбніца виконується за два етапи: 
1. Знаходимо невизначений інтеграл з використанням усіх 
прийомів обчислення невизначеного інтеграла. Вважаємо, що 
константа С=0.  
2. Використовуючи формулу Ньютона-Лейбніца, знаходимо 
приріст первісної. Для цього обчислюємо первісну в точках вер-
хньої і нижньої меж інтегрування і знаходимо різницю 
( ) ( )aFbF − , яка дорівнює шуканому інтегралу. 
Для зручності використання формули Ньютона-Лейбніца 
введемо позначення 














2 2);) dxbdxxa x . 
Розв’язання 
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5.3.4   ЗАМІНА ЗМІННОЇ ТА ФОРМУЛА ІНТЕГРУВАННЯ ЧАСТИНАМИ 
У ВИЗНАЧЕНОМУ ІНТЕГРАЛІ 
Для обчислення визначеного інтеграла можна застосовувати 
ті самі методи, що й для знаходження невизначеного інтеграла. 
1. Заміна змінної 
Теорема 1 
Нехай ( )xf  – неперервна функція на інтервалі [ ]ba, .  
І нехай x , у свою чергу, є неперервною диференційованою  
функцією від параметра ( )tx:t ϕ= , [ ]βα,t ∈ . Розглянемо 
( ) ( )( )tfxf ϕ= . 
• Якщо ( )( )tf ϕ  визначена і неперервна на інтервалі [ ]βα, .  
• Якщо [ ]βα,∈t , то [ ]ba,x ∈ , де ( )αϕ=a , ( )βϕ=b ,  
то справедлива рівність 
 








Нехай ( )xF  є первісною ( )∫
b
a
dxxf , а ( )tΦ  – первісною 
( )( ) ( )∫
β
α
ϕ′ϕ dtttf . Згідно із властивістю 6 невизначених інтегралів 
у наведеного інтеграла є ще одна первісна ( )( )tF ϕ . Тоді 
( ) ( )( ) CtFt += ϕΦ , де [ ]βα,t ∈ . Тоді, використовуючи формулу 
Ньютона-Лейбніца, можемо записати ( ) ( ) =αΦ−βΦ  
( )( ) ( )( )( ) ( )( ) ( )( ) ( ) ( )aFbFFFCFCF −=αϕ−βϕ=+αϕ−+βϕ= . 
Але ( ) ( ) ( )( ) ( )∫
β
α
ϕ′ϕ=αΦ−βΦ dtttf , а ( ) ( ) ( )∫=−
b
a
dxxfaFbF . Отже, 







  63 
Використання заміни змінної, як і для невизначеного інтег-
рала, допоможе спростити інтеграли до табличних.  
Є й відмінність: у випадку визначеного інтеграла немає по-
треби повертатися до початкової змінної. Достатньо обчи-
слити значення нових границь інтегрування. Якщо ( )tx ϕ= , 
де ( )tϕ  є неперервною функцією, то існує ( )xt ψ= . Тоді 
( )aψ=α , ( )bψβ = . 
Приклад 1 
Обчислити визначений інтеграл ( )∫ +8
0

































































Відповідь ( ) 33.3328
0
3
=+∫ dxxx . 
Приклад 2 
























































































































































2. Інтегрування частинами 
Теорема 2 
Нехай функції ( )xu  та ( )xv  мають неперервні похідні на ін-








vduuvudv , (9) 
де ( ) ( ) ( ) ( )avaubvbuuv b
a
−= . 








































































































































5.3.5.   ЗАСТОСУВАННЯ ВИЗНАЧЕНОГО ІНТЕГРАЛА ДО ЗАДАЧ  
ГЕОМЕТРІЇ 
5.3.5.1. ОБЧИСЛЕННЯ ПЛОЩІ ПЛОСКИХ ФІГУР 
1. Нехай на інтервалі [ ]ba,  задана неперервна невід’ємна 
функція ( )xfy = . Тоді згідно з геометричним змістом визначе-
ного інтеграла площа криволінійної трапеції, обмеженої даною 
функцією, віссю OX  та прямими bxa,x == , чисельно дорів-






Знайти площу фігури, яка обмежена лініями 
4;0; === yxyx . 
Розв’язання 
Подамо функцію yx =  як 
2xy = . 
Це можна зробити, оскільки 
yx =  неперервна для 
x∈[0, 2]. З рис. 5.2 бачимо, 
що шукана площа S=SABCD – 
SACD, де SACD – площа криво-
лінійної трапеції, що розмі-
щена під графіком функції 
2xy = . Отже, для обчислен-
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Точкою перетину прямої 4y =  та лінії 2xy =  є точка C ; 
2x = , 4y = . Отже, інтервал інтегрування буде [ ]0,2 . 
 







..80844 одквxdxdxxfS ABCD ; 
 
















xdxxdxxfS ACD  





88 одквSSS ACDABCD ≈=−=−= . 
 
Цю задачу можна було розв’язати й іншим способом. 
Оскільки нам була задана функція yx =  й інтервал зміни 
[ ]0,4y ∈ , то можна розглядати криволінійну трапецію, яка ство-
рюється графіком функції, віссю OY  та прямими 4y0,y == . 






















Зауважимо, що в цьому випадку для додавання інтегральної 
суми Рімана на проміжки розбивається інтервал [ ]0,4  на осі 
OY : 4...0 10 =<<<= nyyy . 
Отже, в разі неперервної функції ( )xfy = , коли існує обе-
рнена функція ( )yx ϕ=  на замкненому інтервалі [ ]dc, , можна 
розглядати визначений інтеграл: 











lim ξϕϕ . 
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Геометричним змістом цього інтеграла теж є площа фігури, 
але розташована фігура між графіком функції та віссю OY . 
2. Нехай на інтервалі [ ]ba,  задана неперервна, але від’ємна 
функція ( )xfy = . Щоб обчислити площу криволінійної трапе-
ції, яка утворена функцією ( )xfy = , віссю OX  та прямими 
ax = , bx = , розглянемо модуль функції ( )xfy = , або функцію 
( )xfy −= . Тоді площа фігури обчислиться за формулою 






Таким чином, у від’ємної функції ( )xfy =  фігура буде роз-
ташована над кривою і площа цієї фігури відрізнятиметься 





Знайти площу фігури, обмеженої лініями 
0,0;2;2 ==−=−= xyxyxy . 
Розв’язання 
З рис. 5.3 бачимо, що фігура OAB  складається з двох  
фігур, утворених різними лініями: від точки 0x =  до точки C  
це фігура, що розташована над кривою 2xy −= , а від C  до 
2x =  – над прямою 2-xy = . Тому розіб’ємо шукану площу на 
дві: CABOACOAB SSS += . Точку C  знайдемо з умови рівності в ній 
ординат обох функцій: 










2,1 ±−=+±−=x  
 .1;2 21 =−= xx  
Точка 2x −=  не підходить, оскільки потрібна фігура, обме-
жена прямою 0x = . Отже, інтервал інтегрування [ ]0,2  розіб’ємо 
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на два [ ]0,1  та [ ]1,2 . Оскільки функції від’ємні, то визначені ін-
теграли на даних інтервалах беремо зі знаком „-” (або підінтег-
ральні функції беремо за модулем). 
 

































































Якщо ж необхідно обчислити площу фігури, утвореної фун-
кцією, яка декілька разів змінює знак на інтервалі [ ]ba, , то не-
обхідно інтервал [ ]ba,  розбити на проміжки, на яких функція є 
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яких функція змінює знак і площу, обчислювати як суму окре-
мих фігур, розташованих кожна на своєму проміжку. 
Наприклад, нам необхідно обчислити площу фігури, розта-
шованої між графіком функції ( )xfy = , віссю OX  та прямими 
ax = , bx = . Відомі точки всередині інтервалу, в яких функція 
( )xfy =  змінює знак: від ax =  до cx =  ( ) 0xf > ; від cx =  до 
dx =  ( ) 0xf <  і від dx =  до bx =  ( ) 0xf > . Отже, для обчис-
лення площі необхідно розбити інтервал [ ]ba,  на 3 проміжки і 
обчислити 3 визначені інтеграли, враховуючи, що на проміжку 
[ ]dc,  функція від’ємна й інтеграл потрібно брати з протилежним 
знаком: 







dxxfdxxfdxxfSSSS 321 . 
Приклад 2 
Дана функція [ ]pi,0,cos ∈= xxy . 
1. Обчислити визначений інтеграл функції. 
2. Обчислити площу фігури, розташованої між даною кри-














,0 pix  змінюється від 1 







x  змінюється від 0 
до -1, отже, недодатна. Для обчислення площі фігури розіб’ємо 




























∫∫ xxxdxxdxSSS . 
3. Якщо на замкненому інтервалі [ ]ba,  задані дві неперервні 
функції і необхідно обчислити площу фігури, яка обмежена  
цими функціями, то для розв’язання такої задачі застосовують 
теорему. 
Теорема 
Нехай на замкненому інтервалі [ ]ba,  задані дві неперервні 
функції ( )xfy 11 =  i ( )xfy 22 = . Нехай ці функції такі, що 
( ) ( )xfxf 12 ≥ . Тоді площа фігури, розташованої між цими  
кривими на інтервалі [ ]ba, , обчислюється за формулою 
 
( ) ( )( )∫ −=
b
a
dxxfxfS 12 . (10) 
Доведення (ілюстративне) 
Приклад 3 
Знайти площу фігури, обмеженої лініями xyxy =−= ;22 . 
Розв’язання 
Побудуємо графіки (рис 5.4). Знайдемо точки перетину  
фігур: 










212,1 =−=±=+±= xxx . 
Необхідно обчислити площу фігури OABC . 
ODCOABDOABC SSS += . 
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 Рисунок 5.4 
 
Згідно з теоремою площа OABCS  знайдеться як визначений ін-
теграл різниці двох функцій: xy =  та 2xy 2 −= , [ ]1,2x −∈ . 
Згідно з геометричним змістом визначеного інтеграла 









2 2 ; 









OABCOABDOCD SSS =+=  - отримали площу потрібної фігури. 
Отже, площа фігури, розташованої між двома лініями, дійсно 
дорівнює 
( ) ( )( )∫ −=
b
a














-3 -2 -1 
-2 
F E 
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5.3.5.2.   ОБЧИСЛЕННЯ ДОВЖИНИ ДУГИ 
Нехай крива на площині задана рівнянням ( )xfy = . Необ-
хідно знайти довжину дуги кривої лінії в межах від ax =  та 
bx = . Розіб’ємо інтервал [ ]ba,  точками bx...xxa n10 =<<<= . 
Їм відповідають значення функції ( )afA = , ( )11 xfM = ,..., 
( )1-n1n xfM =− , ( )nxfB = . Проведемо хорди ,...,MM,AM 211  
BM 1n− . Довжину хорди на відрізку 1iii xxx −−=∆  візьмемо як 








Якщо 0→ix∆ , то 0→il∆ . Отже, дану суму можна взяти за ін-
тегральну суму Рімана. 
Означення 





















Якщо на відрізку[ ]ba,  функція ( )xf  та її похідна ( )xf ′  не-
перервні, то довжина дуги кривої ( )xfy = , обмеженої прямими 
ax =  та by = , обчислюється за формулою 
 
( )( )∫ ′+
b
a
dxxf 21 . (11) 
Доведення 
Нехай функція ( )xf  та її похідна ( )xf ′  визначені та непе-
рервні на інтервалі [ ]ba, . Побудуємо ламану лінію так, як для 
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визначення довжини дуги. За теоремою Піфагора довжина  












22 1 . 
Згідно з теоремою Лагранжа про диференціювання непере-
рвних функцій на інтервалі [ ]i1i x,x −  існує така точка iξ , що  
 























( )( ) iii xfl ∆′+=∆ 21 ξ . 
Тоді довжина вписаної ламаної буде 







21 ξ . (*) 
Оскільки за умовою ( )xf ′  неперервна, то і (*) неперервна 
функція, отже, існує скінченна границя 















11lim ξ . 
Наслідок 
Якщо дуга задана параметрично ( )tx ϕ= , ( )ty ψ= , [ ]βα,∈t , 
то її довжина становить 
 
( )( ) ( )( )∫ ′+′=
β
α
ψϕ dtttl 22 . (12) 
Приклад 1 
Обчислити довжину дуги лінії ( )
23
,sinln pipi ≤≤= xxy . 
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Розв’язання 
Використаємо формулу (11). Знайдемо похідну від 

















































































































−−=−== tnl . 
Приклад 2 











 pi20 ≤≤ t . 
Розв’язання 
Використаємо формулу (12). Знайдемо похідні від x  та y  за 
t : 231;32 tytx −=′⋅=′ . Підставимо до формули (11): 
 














422 16996112  








22 +=+=+=+= ∫∫ ttdttdtt . 
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5.3.5.3.   ОБЧИСЛЕННЯ ОБ’ЄМУ ТІЛА ОБЕРТАННЯ 
Задача 
Знайти об’єм фігури, яка створена обертанням навколо осі 
OX криволінійної трапеції, обмеженої неперервною знакоста-
лою функцією ( )xfy =  та прямими x a= , x b= . 
Для обчислення об’єму зазначеної фігури використаємо таке са-





Знову отримаємо n  криволінійних трапецій, у яких висота 
дорівнює ix∆ . Виберемо всередині відрізка [ ]i1i x,x −  довільну 
точку iξ  і замінимо криволінійну трапецію на прямокутник з 
довжиною ix∆  і висотою ( )if ξ . Будемо обертати фігуру навко-
ло осі OX. Отримаємо n циліндрів із висотою ix∆  та радіусом 
( )if ξ . Об’єм і-го циліндра дорівнюватиме ( ) iiiOX xfV ∆ξpi=∆ 2 . 









xi xi+1 a 













ξpi . Отримали інтегральну суму  
Рімана. Оскільки ( )xfy =  неперервна на інтервалі [ ]ba, , то й 
отримана сума теж неперервна, і для неї існує скінченна границя 















lim piξpi . (13) 
Формула (13) і є формулою для обчислення об’єму фігури 
обертання навколо осі OX знакосталої неперервної функції для 
деякого кінцевого інтервалу [ ]ba, . 
Якщо потрібно обчислити об’єм фігури обертання навколо 
осі OY, то розглядаємо функцію ( )ygx =  для [ ]dc,y ∈ . Така  
функція існує, оскільки ( )xfy =  – неперервна на інтервалі 
[ ]ba, , причому ( )cga = , ( )dgb = . Використовуючи міркування, 
аналогічні попереднім, отримаємо, що об’єм фігури обертання 






2pi . (14) 
Приклад 1 
Обчислити об’єм тіла, отриманого від обертання фігури, об-
меженої лініями 1x0,x0,yx,ey ===−=  навколо осі OX. 
Розв’язання 
Використаємо формулу (13): 
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Приклад 2 
Обчислити об’єм тіла, отриманого від обертання фігури, об-
меженої лініями 32 xy,xy ==  навколо осі OY. 
Розв’язання 
Оскільки обертання відбувається навколо осі OY, то запи-
шемо функції, обернені до вихідних: 3; yxyx == . Знайдемо 
межі інтегрування: ;3 yy =  ( ) ( ) ;636 yy =  ;23 yy =  
( ) 1;0;01 212 ===− yyyy . Отже, інтервал інтегрування буде 
[ ]0,1 . Згідно з графіком фігуру обертання ми отримаємо як різ-
ницю двох фігур: перша обмежена кривою 3 yx =  та прямими 
1y0;y == , друга – кривою yx =  та прямими 1y0;y == . 
Використаємо формулу (14): 
 








































5.3.6.   НЕВЛАСНІ ІНТЕГРАЛИ 
Згідно з теоремою існування визначеного інтеграла основ-
ними умовами його існування є: 
1) визначеність і неперервність функції ( )xfy = ; 
2) замкненість інтервалу інтегрування [ ]ba, . 
На практиці виникає необхідність узагальнення теорії ви-
значених інтегралів на випадок, коли хоча б одна з названих 
умов порушується. В цьому разі мова йтиме про невласні  
інтеграли. 
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За типом порушення умов невласні інтеграли розділяються 
на два типи: 
1) невласні інтеграли з нескінченними межами інтегрування; 
2) невласні інтеграли від функції, розривної в межах інтег-
рування. 
Розглянемо кожний з типів невласних інтегралів окремо. 
1. Невласні інтеграли з нескінченними межами інтегру-
вання. 
Нехай функція ( )xf  визначена і неперервна на довільному 





Невласним інтегралом з нескінченною верхньою межею 
інтегрування на півінтервалі [ )∞a,  називається границя функції 
( )tΦ  за умови, що +∞→t , або 







dxxfdxxf lim . (15) 
Якщо границя існує і скінченна, то невласний інтеграл нази-
вається збіжним. Якщо ж границя не існує або дорівнює  
нескінченності, то невласний інтеграл називається розбіжним. 
Аналогічно визначається невласний інтеграл з нескінчен-
ною нижньою межею інтегрування на півінтервалі ( ]b,∞−  








dxxfdxxf lim . (16) 
Введемо поняття невласного інтеграла на інтервалі 
( )∞∞− , . 
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dxxf  збігаються, тобто їх границі є числа. Тоді розгля-
немо 








dxxfdxxfdxxf  - невласний інтеграл з  
нескінченними межами інтегрування. 
Цей інтеграл теж буде мати скінченну границю, тобто число. 
Такий невласний інтеграл називається збіжним. Коли ж хоча б 
один із складових інтегралів є розбіжним (тобто його границя не 
існує або нескінченна), то і підсумковий інтеграл теж розбіж-
ний. 
Останню формулу зазвичай записують так: 









dxxfdxxf lim . (17) 
Приклад 1 































отже, інтеграл збіжний. 
Приклад 2 
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Розв’язання 






















x eeedxedxe , 
отже, інтеграл розбіжний. 
Зауваження 









. Цей інтеграл не можна виразити в еле-
ментарних функціях, але доведено, що він збіжний і дорівнює 








 отримала назву кривої гауссівського  
розподілу, або просто кривої Гаусса. Площа нескінченної фігу-
ри, яка розташована між віссю ОХ та цією кривою скінченна і 
дорівнює 1. 
2. Невласні інтеграли від функції, необмеженої в скін-
ченній кількості точок на інтервалі інтегрування. 
Нехай функція ( )xfy =  визначена, але необмежена на ін-
тервалі [ )ba, . 
Означення 
Невласним інтегралом від функції, необмеженої на інтер-
валі [ )ba, , називається скінченна границя визначеного інтеграла 
на інтервалі [ ]ε-ba, , 0>ε : 













Якщо границя скінченна, то інтеграл збіжний. Якщо гра-
ниця не існує або дорівнює нескінченності, то інтеграл – роз-
біжний. 
Геометрично такий інтеграл означає, що ми шукаємо площу 
фігури, яка розташована між графіком функції і віссю ОХ, від-
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ступивши від правої межі на нескінченно малий інтервал 0>ε . 
Якщо така „звужена” площа скінченна, то інтеграл – збіжний. 
Аналогічно вводиться поняття невласного інтеграла від  
функції, необмеженої на інтервалі ( ]ba, . Тобто  












Геометрично такий інтеграл означає, що ми шукаємо площу 
фігури, яка розташована між графіком функції і віссю ОХ, від-
ступивши від лівої межі на нескінченно малий інтервал 0>ε . 
Якщо така „звужена” площа скінченна, то інтеграл – збіжний. 
Якщо ж функція розривна всередині інтервалу в точці 
[ ]ba,c ∈ , то інтервал ділять на два незамкнених інтервали 
[ ] [ ) ( ]bc,ca,ba, ∪=  і невласний інтеграл подають як суму двох 
невласних інтегралів від функції, необмеженої на кінцях ін-
тервалу інтегрування: 

















limlim , (δ>, ε>0, δ≠ε). 
Приклад 1 

























отже, інтеграл збіжний. 
Приклад 2 
Обчислити невласний інтеграл або встановити його розбіж-
ність: 














































































































5.3.7.   ВИКОРИСТАННЯ ВИЗНАЧЕНИХ  ІНТЕГРАЛІВ  
В ЕКОНОМІЧНИХ РОЗРАХУНКАХ 
 
1. Задачі знаходження обсягу продукції 
У п.5.3.2 ми визначили, що обсяг виготовленої продукції за 
час t∆  є визначеним інтегралом від функції продуктивності. 
Розглянемо декілька прикладів економічних задач, в яких необ-
  84 
хідно обчислити обсяг деякого економічного показника, який 
моделюється площею криволінійної трапеції. 
Приклад 1 
Визначити обсяг продукції, виготовленої робітником за тре-
тю годину робочого дня, якщо продуктивність праці характери-
зується функцією 








Якщо неперервна функція ( )tf  характеризує продуктивність 
праці робітника залежно від часу t , то об'єм продукції, вироб-









У задачі необхідно обчислити обсяг продукції, виготовленої 
за третю годину робочого дня, тобто за час від 2t1 =  до 3t2 = . 
Тобто у нашому випадку 


















( ) ( ) 4
7
10ln87ln1210ln24123ln34133ln +=−−+=⋅−+⋅−⋅++⋅= . 
Приклад 2 
Визначити запас товарів у магазині, накопичений упродовж 
трьох днів, якщо надходження товарів характеризується функці-
єю ( ) 52 += ttf . 
Розв’язання 
Запас товару знову - таки можна змоделювати як площа кри-
волінійної трапеції, що розташована між кривою функції поста-
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вок, віссю OX та прямими 0=1t ; 3t2 = . Тут змінна t  характе-

















2. Задача максимізації прибутку за часом 
Нехай функції ( ) ( ) ( )xP,xD,xV  є неперервними функціями 
витрат, доходу та прибутку підприємства відповідно. Тоді при-
буток можна отримати як функцію ( ) ( ) ( )tVtDtP −= , тобто дохід 
мінус витрати на виробництво продукції. Згідно з необхідною 
умовою існування екстремуму функції однієї змінної функція 
( )tP  матиме максимальне значення в точці t , де 
( ) ( ) ( ) 0=′−′=′ tVtDtP . Тобто в процесі виробництва існує такий 
час 1t , коли швидкість зміни доходу від виробництва продукції 
дорівнює швидкості зміни витрат на це виробництво (однакові 
маргінальні значення доходу та витрат). У цій точці часової осі 
прибуток набуває максимального значення. Знайти загальний 
прибуток за цей час можна за формулою 








Маргінальні витрати та дохід задані функціями 
( ) ( ) 3 23 2 17;52 ttDttV −=′+=′ . ( ) ( )tVtD ,  – млн грн. Визначи-
ти, як довго підприємство було прибутковим і який загальний 
прибуток воно отримало за цей час. 
Розв’язання 
Підприємство було прибутковим до того часу, поки не дося-
гнуло максимуму прибутку, тобто доти, поки швидкість зміни 
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доходу не зрівнялася зі швидкістю зміни витрат, тобто доти, по-
ки не стало ( ) ( )tVtP ′=′ , або 
 ;1752 3 23 2 tt −=+  
 ;1233 2 =t  
 ;644 23 2 == tt  
 )(864 роківt == . 
За цей час максимальний прибуток досягнув значення 
 





52178 dtttdttVtDP  









3 2 ttdtt  




= = = . 
Отже, дане підприємство 8 років було прибутковим і отри-
мало за цей час максимальний прибуток у 38,4 млн грн. 
 
3. Дисконтування вкладеного капіталу. 
Нехай підприємство або особа поклали в банк капітал K  під 
проценти. Частка капіталу, яка щорічно буде додаватися банком 
до вкладеного капіталу, обумовлюється наперед і становить p%. 
Величина p називається щорічною обліковою ставкою. Процес 











pKpKKK   
Якщо для розрахунків застосовуються складні проценти, то 











1 . Якщо кількість 
періодів нарощування суми за рік збільшити до 2 на рік, то кін-
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Процес обчислення початкової суми K  за її кінцевою вели-
чиною tK , отриманою за період часу t , та при щорічній обліко-
вій ставці p  у фінансовому аналізі називається процесом дис-
контування. Величина i=p/100% називається коефіцієнтом ди-
сконтування. Суму K  називають дисконтною, або сучасною 
сумою. 
Отже, задача дисконтування капіталу за період часу t  при 





























Якщо ж вважати нарощування капіталу неперервним (на-
приклад, нарощування капіталу від виробництва), то через t  ро-











































Якщо ж щорічний дохід не є постійним, а змінюється за не-
перервним законом ( )tfK t = , то дисконтний дохід K  за період 
[ ]T0,t ∈  обчислюється за формулою 






Розглянемо конкретний приклад. 
Приклад 4 
Вибір стратегії розвитку підприємства 
Компанія повинна обрати одну з двох можливих стратегій 
розвитку 
1) вкласти 10 млн. грн. у нове обладнання й одержувати по  
3 млн грн прибутку кожного року протягом 10 років; 
2) закупити за 15 млн грн більш сучасне обладнання, яке до-
зволить отримувати щорічний прибуток у 5 млн грн протягом  
7 років. 
Яку стратегію потрібно обрати підприємству, якщо номіна-
льна щорічна облікова ставка дорівнює p=10%. 
Розв’язання 
Нехай дохід підприємства за період t  від вкладання капіта-
лу в нове обладнання задається неперервною функцією ( )tf . 
Вважаємо, що оскільки процес виробництва неперервний, то і 
нарощування прибутку на дохід згідно зі ставкою p  іде непере-
рвно. Коефіцієнт дисконтування 0,1i = . 
Тоді, згідно з першою стратегією, функція доходу дорівнює 
( ) 3tf = , період часу, за який потрібно провести дисконтування  
суми, – [ ]0,10 . Отже, дійсне значення загального прибутку за 10 
























 (млн грн). 
Згідно з другою стратегією функція доходу дорівнює 
( ) 5tf = , період часу, за який потрібно провести дисконтування 
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суми, – [ ]0,7 . Отже, дійсне значення загального прибутку за 7 
























 (млн грн). 
Висновок 
Бажано вибрати другу стратегію, оскільки вона приносить 
підприємству більш високий прибуток. 10,17P =  млн грн за 7 
років порівняно з  8,96 млн грн за 10 років. 
4. Задача оцінювання виграшу споживача та постачаль-
ника на ринку товарів 
За підсумками маркетингового дослідження на ринку є то-
вар, який має неперервну функцію попиту ( )xfp =  (крива D , 
рис. 5.6). x  – кількість товару, p  – ціна одиниці товару.  
Згідно з цими ж дослідженнями постачання товару на ринок від-
бувається за неперервним законом ( )xgp =  (крива S , рис. 5.4). 
Значення функцій попиту і постачання вимірюються в грошових 
одиницях. Точка перетину цих двох кривих ( )00 y,x  означає точ-
ку ринкової рівноваги – споживач може купити товар за тією 
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Постановка задачі 
Знайти виграш споживача C  та виграш постачальника P  
від встановлення ринкової рівноваги. 
Звернемося до рис. 5.4. Кількість грошей, яку споживач ви-
тратив на придбання товару до встановлення ринкової рівноваги 
дорівнює площі криволінійної трапеції 0OABx . Величина 00 px  є 
грошовою масою, витраченою споживачем на купівлю або 
отриманою постачальником за продаж товару за умов ринкової 
рівноваги. Графічно ця грошова маса подана площею прямокут-
ника 00 BxOp . Очевидно, що за умов рівноваги ринку споживач 
виграє кількість грошей, що дорівнює різниці між площею 







−= ∫ . 
Кількість грошей, яку може отримати постачальник до вста-
новлення ринкової рівноваги, є площею криволінійної трапеції 
0OCBx . Якщо ринок урівноважений, то постачальник отримує 
грошей 00 px , що збігається з площею прямокутника 00 BxOp . 
Отже, виграш постачальника становитиме різницю між площею 












;116 2 +=−= xpxp . 
Значення функції вимірюються в грошових одиницях. 
Знайти виграші споживачів та постачальників за умови 
встановлення ринкової рівноваги. 
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Розв’язання 
1. Знайдемо точку ринкової рівноваги: 
 ;28853;20
3























= xx . 
Оскільки кількість товару не може бути від’ємною величи-
ною, маємо точку ринкової рівноваги 9x0 = ; 3581116p0 =−= . 
2. Знайдемо грошову масу, яка переміщується від споживача 
до постачальника за умови ринкової рівноваги: 
315359px 00 =⋅= . 
3. Знайдемо шукані виграші 
для споживача: 








2 xxdxxC  



















5315 xxdxxP  
5.67180
6
405315 =−−= . 
Висновок 
За умови своєчасного аналізу ринку і встановлення ціни на 
товар, яка відповідає ринковій рівновазі, і постачальник, і спо-
живач отримають економію грошей. Постачальник – на 67,5 
(грош. од), споживач – на 486 (грош. од.). 
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РОЗДІЛ 4.   ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 
§ 1.   ОСНОВНІ ПОНЯТТЯ ТА ОЗНАЧЕННЯ. ПРИКЛАДИ 
ЗАДАЧ, ЩО ПРИВОДЯТЬ ДО РОЗВ’ЯЗКУ 
ДИФЕРЕНЦІАЛЬНИХ РІВНЯНЬ 
1.1.   ОСНОВНІ ПОНЯТТЯ ТА ОЗНАЧЕННЯ 
Під час вивчення інтегралів перед нами стояла задача:  
знайти y , якщо ( )xfy =′ , або 
 ( )dxxfdy = . (1.1) 
Розв’язання, як відомо, зводиться до обчислення невизначе-
ного інтеграла: 
( )∫= dxxfy . 
Однак на практиці значно частіше зустрічається більш  
складна ЗАДАЧА 
 - знайти функцію y , якщо відомо, що вона задовольняє 
співвідношення виду 
 
( )( ) 0,...,,,, =′′′ nyyyyxF , (1.2) 
де F   є функцією від 2n +  змінних, 1n ≥ . 
Такого роду співвідношення, що зв'язують незалежну змінну 
x , невідому функцію y  і її похідні до деякого порядку n   
включно, називаються диференціальними рівняннями. При 
цьому порядок n  найстаршої похідної диференціального рів-
няння називається порядком диференціального рівняння. 
Наприклад, диференціальне рівняння ( )dxxfdy =  (або 
( )xfy =′ ) є рівнянням 1-го порядку, диференціальне рівняння 
( ) ( ) 08yxyyx 52 =+′−′′′  – диференціальне рівняння 3-го порядку. 
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Якщо шукана функція залежить від однієї змінної ( )xfy = , 
то диференціальні рівняння називаються звичайними диферен-
ціальними рівняннями. 
Якщо ж вона залежить від m  змінних ( )m21 x,...,x,xfy = , 
то диференціальні рівняння називаються диференціальними  
рівняннями у частинних похідних. 
Наш курс передбачає вивчення тільки звичайних диферен-
ціальних рівнянь, тому слово звичайні буде в подальшому опу-
щене. 
Диференціальне рівняння n -го порядку називається 
розв’язаним відносно старшої похідної в разі, коли співвідно-
шення (1.2) можна подати у вигляді 
 
( ) ( )( )1,...,,, −′= nn yyyxfy . (1.3) 
У диференціальному рівнянні, таким чином, невідомою є 
функція, що входить у рівняння під знаком похідних (або  
диференціалів) того або іншого порядку. 
Розв’язком диференціального рівняння n -го порядку (1.3) 
на інтервалі ( )ba,  називається функція ( )xy ϕ= , визначена 
на цьому інтервалі разом зі своїми похідними до ( n )-го поряд-
ку включно, яка при підстановці у рівняння дає тотожність. 
Тобто 
( )( ) ( ) ( ) ( )( )( )xxxxfx nn 1,...,,, −ϕϕ′ϕ≡ϕ . 
Наприклад, функція sinxy =  є розв’язком диференціально-
го рівняння 0yy =+′′ , оскільки при підстановці до рівняння дає 
тотожність. Дійсно, маємо 
;sinxy =  ;sinxy −=′′  ;0sinxsinx =+−  00 ≡  – тотожність. 
Задача про знаходження розв’язку диференціального рів-
няння називається задачею інтегрування даного диференціаль-
ного рівняння. Графік розв’язку диференціального рівняння на-
зивається інтегральною кривою. 
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Приклад 1 
Знайти розв’язок диференціального рівняння 35xy +=′ . 
Розв’язання 
Як відомо, в цьому разі шукана функція знаходиться прос-
тим інтегруванням, оскільки dy/dxy =′ , отже, ( )dx35xdy += : 
 ( )∫∫ ++=+= Cxxydxxdy 32
5
;35 2 . 





Очевидно, що вона не є однозначною, тобто являє собою  
сім’ю інтегральних кривих, які визначаються значенням конс-
танти C . 
Приклад 2 
Знайти розв’язок диференціального рівняння 2xy =′′ .  
Розв’язання 
У даному разі другу похідну від шуканої функції ( )xfy =  
можна розглядати як першу похідну від першої похідної шука-
ної функції, тобто 











; Cxydxxyd +=′=′ ∫∫ . 


































Розв’язком диференціального рівняння є функція 





Даний розв’язок теж є сім’єю інтегральних кривих, які ви-
значаються значеннями сталих 1C  і 2C . 
Взагалі, якщо ми будемо шукати розв’язок диференціально-
го рівняння n -го порядку, то отримаємо сім’єю кривих, кожна з 
яких визначається значенням n  сталих 1C , 2C ,..., nC . 
Щоб конкретизувати значення сталих у кожному з 
розв’язків, необхідно задати якусь точку площини інтегральних 
кривих. Тим самим із множини інтегральних кривих оберемо 
одну таку, яка проходить через задану точку. Причому: 
• якщо диференціальне рівняння має порядок 1, то точка за-
дається значенням 0x  та 0y . Для прикладу 1 візьмемо 0x0 = , 
1y0 = . Підставимо точку до розв’язку Cxxy ++= 32
5 2 ; 
constC − , отримаємо C01 += , отже, для точки ( ) 10y =  маємо 
1C = . У цьому разі отримаємо конкретну інтегральну криву 
13
2
5 2 ++= xxy ; 
• якщо диференціальне рівняння має порядок 2, то точка за-
дається значенням 0x , 0y  та 0y′ . Для прикладу 2 візьмемо 





 та до сім’ї кривих, що опису-
ють похідну шуканої функції 1
3
3
Cxy +=′ , отримаємо 1C05 += ; 
 96 
100010 ++= ; отже, 5C1 = ; 10C2 = , а із сім’ї інтегральних 










′ , тобто для вибору інтегра-





У теорії диференціальних рівнянь розв’язок, який відповідає 
сім’ї інтегральних кривих 
 ( )n21 C,...,C,Cx,y ϕ= , (1.4) 
називається загальним розв’язком диференціального рівняння. 
Бувають випадки, коли розв’язок диференціального рівнян-
ня складно подати у вигляді ( )n21 C,...,C,Cx,y ϕ= . Функція, яка 
має в собі шукану функцію у, є неявною, тобто 
 ( ) 0C,...,C,Cy,x, n21 =Φ . (1.5) 
Такий вигляд розв’язку диференціального рівняння назива-
ється його загальним інтегралом. 
Розв’язок, який можна отримати із загального шляхом зада-
вання точки з площини розв’язків і який становить конкретну 
інтегральну криву, називається частинним розв’язком дифере-
нціального рівняння. 
Точка з площини розв’язків, для якої ми шукаємо частковий 
розв’язок, називається початковими умовами розв’язку дифе-
ренціального рівняння. Задача знаходження часткового 
розв’язку диференціального рівняння для даних початкових 
умов називається задачею Коші. 
Для прикладу 1 (рівняння 1-го порядку) початковими умо-
вами буде точка 0x0 = , 1y0 = , розв’язком задачі Коші буде 
крива 13
2
5 2 ++= xxy , для прикладу 2 (рівняння 2-го порядку) - 






xy , для рівняння n -го порядку початковими умо-
вами буде точка ( )1-n000 0y,...,y,y,x ′ , розв’язком задачі Коші буде 
частинний розв’язок, що відповідає заданій початковій умові. 
1.2.   ПРИКЛАДИ ЗАДАЧ, ЩО ПРИВОДЯТЬ ДО РОЗВ’ЯЗКУ  
ДИФЕРЕНЦІАЛЬНИХ РІВНЯНЬ 
До розв’язання диференціальних рівнянь приводить дуже 
велика кількість задач макроекономіки, економічного аналізу, 
екології, фізики і т. ін. Наведемо деякі з них. 
Моделювання динаміки демографічного процесу 
Перед аналітичним відділом було поставлене завдання - 
знайти закон зміни чисельності населення з часом. 
Зі статистичних даних відомо, що для цієї країни чисельнос-
ті народжених і померлих за одиницю часу пропорційні чисель-
ності населення з коефіцієнтами 1k  та 2k - відповідно. Нехай 
( )tyy =  – чисельність жителів країни на момент часу t . Приріст 
населення y∆  за час t∆  дорівнює різниці між числом народже-
них і померлих за цей час, тобто 
( )2121 k-ktytyk-tyky ∆∆∆∆ == . 






Переходячи до границі за умови, що 0t →∆ , отримаємо  
kyy =′  – диференціальне рівняння першого порядку. 








+==== ∫∫ ln;;; , 
або ktCktCkt Ceeeey =⋅== + . 
Отже, загальний розв’язок даного диференціального рівнян-
ня є сім’єю кривих ktCey = , constC − . Цей розв’язок показує 
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динаміку демографічного становища в даній країні (тобто закон, 
за яким змінюється приріст населення в даній країни з часом). 
Стала C  залежить від чисельності населення в початковий мо-
мент, тобто в точці 0t = . 
Наприклад, нехай на початок досліджень 0t =  чисельність 
населення країни становила 25 млрд людей. Тоді частинний 
розв’язок даного рівняння знайдеться так: ;25 0 CCek == ⋅  
ktey 25= . 
Частинний розв’язок для початкових умов ( ) 250y =  млрд 
людей становить ktey 25= . 
Знаходження рівняння кривих, у кожній точці яких від-
різок дотичної, розташований між осями координат  


















Ставиться задача. Знайти рівняння кривих, у кожній точці яких 
відрізок дотичної, розташований між осями координат,  













Нехай ( )yx,M  – довільна точка кривої заданого типу. Доти-
чна в точці M  має рівняння bkxy += , k  – кутовий коефіцієнт, 
з теорії диференціального числення відомо, що yk ′= ,  
b  – ордината в точці перетину дотичною осі OY , тобто ордина-
та точки B . 
Оскільки точка M  за умовою ділить AB  навпіл, то 2yb = . 
Підставимо до рівняння дотичної: ;2yxyy +′=  ;yxy −=′  
x
yy −=′ . Отримали диференціальне рівняння. Розв’яжемо його: 

















CCxCxy ==+−=+−= ,lnlnlnlnln . 
Отримали загальний розв’язок – сім’ю гіпербол. 
 
§ 2.   ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 1-ГО ПОРЯДКУ 
2.1.   ГЕОМЕТРИЧНИЙ ЗМІСТ ДИФЕРЕНЦІАЛЬНОГО РІВНЯННЯ 1-ГО 
ПОРЯДКУ. ТЕОРЕМА ІСНУВАННЯ ТА ЄДИНОСТІ РОЗВ’ЯЗКУ  
ДИФЕРЕНЦІАЛЬНОГО РІВНЯННЯ 1-ГО ПОРЯДКУ 
Згідно з означеннями, які ми навели вище, диференціальне 
рівняння 1-го порядку має вигляд 
 0),,( =′yyxF . (2.1) 
Якщо диференціальне рівняння подано у вигляді 
 ( )yxfy ,=′ , (2.2) 
то воно називається диференціальним рівнянням, розв’язаним 
відносно 1-ї похідної. 
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Якщо рівняння (1.2) з урахуванням того, що 
dx
dyy =′ , подано 
у вигляді 
 ( ) ( ) 0,, =+ dyyxQdxyxP , (2.3) 
то кажуть, що диференціальне рівняння подано у диферен-
ціалах. 
Функцію ( )xy ϕ= , яка визначена і неперервна на інтервалі 
( )ba, , будемо називати розв’язком (2.2), якщо на цьому інтерва-
лі для всіх точок x  існує ( )xϕ′  і  
( ) ( )( )xxfx ϕϕ ,≡′ . 
Загальним розв’язком диференціального рівняння 1-го  
порядку називається сім’я інтегральних кривих 
( ) constCCxy == ,,ϕ . 
Загальним інтегралом диференціального рівняння 1-го  
порядку називається сім’я інтегральних кривих 
( ) constCCyx ==Φ ,0,, . 
Частинним розв’язком диференціального рівняння 1-го  
порядку для початкових умов ( )00 y,x  (розв’язком задачі  
Коші) називається функція ( )xy ϕ= , для якої визначене значен-
ня сталої С із загального розв’язку в точці ( )00 y,x . 
Частинним інтегралом диференціального рівняння 1-го 
порядку для початкових умов ( )00 y,x  (розв’язком задачі  
Коші) називається функція ( ) 0, =Φ yx , для якої визначене зна-
чення сталої C  із загального розв’язку в точці ( )00 y,x . 
Зміст розв’язання диференціального рівняння 1-го порядку 
розглянемо на прикладі рівняння типу (2.2). Позначимо через Γ  
область визначення функції двох змінних.  
Будемо вважати, що ця область відкрита (тобто кожна точ-
ка x  входить в область Γ  із деяким своїм околом). Похідна 
функції y′  є кутовим коефіцієнтом (тангенсом кута нахилу 
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( )αtg ) дотичної до кривої ( )xy ϕ=  в кожній точці з абсцисою 
x . 
Отже, рівняння (2.2) ставить у відповідність кожній 
точці ( )yx,  області Γ  напрямок ( ) ( )yx,ftg =α  дотичної до  












   
Рисунок 2 
 
Кажуть, що рівняння (2.2) задає поле напрямків в області Γ  
(рис.2) 
Розв’язати диференціальне рівняння (2.2) – знайти сім’ю 
кривих, яке відповідає заданому полю напрямків. 




 неперервні на відкритій множині Γ  координатної пло-
щини Oxy . Тоді: 
1) ( )00 y,x∀  множини Γ  існує розв’язок ( )xy ϕ=  рівняння 
(2.2), який задовольняє умову ( )00 xy ϕ= ; 
2) якщо два розв’язки ( )xy1 1ϕ=  та ( )xy2 2ϕ=  збігаються 
хоча б для однієї точки 0x , тобто ( ) ( )00 xx 21 ϕϕ = , то ці розв’язки 










Геометричний зміст теореми 
Через кожну точку області Γ  проходить одна і тільки одна 
інтегральна крива рівняння (2.2). 
Зауваження 1 
В окремих випадках може існувати розв’язок диференціа-
льного рівняння, який не можна отримати із загального 
розв’язку при будь - якому значенні сталої С. В цьому випадку 
розв’язок називають особливим, в тому розумінні, що для нього 
не виконується теорема Коші. 
Зауваження 2 
Оскільки в диференціальних рівняннях 1-го порядку розгля-
даються функції ( ) ( )xyy,yx,fy ==′  неперервні на ( )ba, , то 
разом з ними можна розглядати функції ( )yxx =  та ( )yx,gx =′ , 





,; ==′ . Заміна шуканої функції на оберне-
ну буває дуже корисною для спрощення виду диференціального 
рівняння. 
Наприклад. Замість рівняння ( ) 12 =′− yxe y  простіше роз-
глянути рівняння xex y −=′ 2 . 
2.2.   ТИПИ ДИФЕРЕНЦІАЛЬНИХ РІВНЯНЬ 1-ГО ПОРЯДКУ І МЕТОДИ 
ЇХ РОЗВ’ЯЗАННЯ 
Розглянемо основні типи звичайних диференціальних рів-
нянь і методи їх розв’язання. Всі методи, що будуть викладені 
нижче, націлені на те, щоб будь - яке диференціальне рівняння 
першого порядку звести до рівняння вигляду 
 ( ) ( ) ( ) ( )dyyQdxxPабоdyyQdxxP ==+ ,0 , (2.4) 
тобто до рівняння, яке можна інтегрувати. Тому й почнемо саме 
з рівнянь, які з самого початку мають такий вигляд. 
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2.2.1.   РІВНЯННЯ З ВІДОКРЕМЛЕНИМИ ЗМІННИМИ 
Означення 
Диференціальним рівнянням з відокремленими змінними 
називається рівняння вигляду 
 ( ) ( ) 0=+ dyyQdxxP ,  (2.5) 
де ( ) ( )yQ,xP  – неперервні функції. 
Загальний інтеграл цього рівняння буде  
( ) ( ) constCCdyyQdxxP ==+ ∫∫ , . 
Приклад 







Дане рівняння є рівнянням з відокремленими змінними. 
( ) ( ) yyQ
x







==− ∫∫∫  



















Загальний інтеграл буде 
( ) constCCyyx ==−− ;1lnln . 
Перевірка 
Візьмемо похідну від лівої і правої частин за змінною x : 
( )( ) ( )′=′−− Cyyx 1lnln ; 
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 - отримали вихідне рівняння. 
Отже, розв’язок правильний. 
Зауваження 
Мета методів і перетворень будь - якого диференціального 
рівняння 1-го порядку – для отримання загального розв’язку (ін-
теграла) спочатку необхідно звести вихідне рівняння до рівнян-
ня з відокремленими змінними, тобто відокремити змінні. 
2.2.2.   РІВНЯННЯ З ВІДОКРЕМЛЮВАНИМИ ЗМІННИМИ Й ЗВЕДЕНІ 
ДО НИХ 
Означення 1 
Диференціальним рівнянням з відокремлюваними змінними 
називається рівняння вигляду 
 ( ) ( ) ( ) ( )dyyNxMdxyNxM 2211 + , (2.6) 
тобто рівняння типу (2.3), в якому 
( ) ( ) ( ) ( ) ( ) ( )yNxMyxQyNxMyxP 2211 ,;, ==  є добутками двох 
функцій від однієї змінної. Причому ( ) ( )1 2, ,M x M x  ( )1 ,N y  
( )2N y  – неперервні функції. Це найпростіше рівняння для зада-
чі відокремлення змінних. 
Для того щоб відокремити змінні, помножимо ліву і праву 
частини рівняння на множник ( ) ( )xMyN 21
1
 за умови, що 















 - рівняння з  
відокремленими змінними. 















Знайти загальний розв’язок (загальний інтеграл) диференці-
ального рівняння 
0)( 2222 =−++ dyxyydxxyx . 
Розв’язання 
Для того щоб визначити тип рівняння, зробимо деякі спро-
щення: 
01)1( 22 =−++ dyxyxdxy . 
Отримали рівняння з відокремлюваними змінними. 
Причому 
( ) ( ) ( ) ( ) ( ) yyNxxMyyNxxM =−=+== 222211 ;1;1; . Щоб відо-
































; constCCyx ==++−− ;1ln
2
11 22 . 
Отже, загальний інтеграл рівняння буде 
constCCxy =+−=+ ;121ln 22 . 
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Отже, у вихідному рівнянні область визначення по змінній х 
є 1≤x , а після відокремлювання змінних випали з розгляду  
точки 1;1 21 −== xx . 
Зауваження 
Накладаючи умову на добуток функцій ( ) ( ) 0xMyN 21 ≠ , ми 
тим самим маємо ймовірність втрати розв’язків. Після отриман-
ня загального розв’язку (інтеграла) вихідного рівняння необхід-
но впевнитися, що розв’язки в точках ( )yx, , що відповідають 
умові, є частинними розв’язками рівняння. Тобто необхідно під-
ставити ці точки до загального інтегралу й отримати визначену 
сталу C . Якщо ж розв’язок у таких точках не можна отримати 
за будь - яких значень C , то маємо в цих точках особливий 
розв’язок. 
У вищенаведеному прикладі у вихідному рівнянні область 
визначення за змінною x  є 1≤x , а після відокремлювання 
змінних випала з розгляду точки 1;1 21 −== xx . Отже, в точках 
1;1 21 −== xx  розв’язок може бути загубленим. Перевіримо, 
підставивши точки до розв’язку: 
;1121ln 2 Cy +−=+  
;1ln 2 Cy =+  
;1 2 Cey C ==+  
1;12 −±=−= CyCy . 
Отримали, що для 1С ≥  і точок 1x1,x 21 −==  значення y  
існують, тобто через точки 1;1 21 −== xx  проходить частинний 
розв’язок. Особливих розв’язків немає. 
Якщо рівняння подано у вигляді 
( ) ( )





=′ , то для ві-
докремлення змінних з урахуванням того, що 
dx
dyy =′ , ліву і 
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праву частини рівняння необхідно помножити на множник 
( )




. Отримаємо таке ж саме рівняння з  
відокремленими змінними. 
Приклад 2 
Знайти загальний розв’язок (загальний інтеграл) диференці-
ального рівняння 
( ) ( )xtgyy 12 +=′ . 
Розв’язання 
Подамо дане рівняння в диференціалах ( )2 1dy y tgx
dx
= + . 




 за умови, що 
2
1



















 ( ) constCCxyCxy ==⋅+=++ ;cos12ln;cosln212ln 2 ; 





Cyexy C =+=+  
 consteC
x





Перевіримо тип розв’язку для 
2
1
−=y . Підставимо значення 


















−=y  не є особливим розв’язком, входить до сім’ї інте-
гральних кривих загального розв’язку. 
Означення 2 
Диференціальне рівняння типу 
 cbyaxy ++=′  (2.7) 
називається рівнянням, що зводиться до рівняння з відокрем-
люваними змінними. 
Щоб відокремити змінні, використаємо заміну 
( ) ( )xzyабоcbyaxxz =′++= , . Тоді 























+ ∫∫  
 
( ) constCCbxcbyaxba =+=+++ ;ln . 
Приклад 3 
Знайти загальний розв’язок (загальний інтеграл) диференці-
ального рівняння 
yxy 35 −=′ . 
Розв’язання 
Зробимо заміну zyzyxz 3535;35 −=′−=′−= . 
Оскільки ( )xzz = , то z
dx
dz
z 35 −==′ . 
Щоб відокремити змінні, помножимо ліву і праву сторони  





















. Тепер можна інтегрувати 
 ;
35 ∫∫ =− dxz
dz
 









































































−= xy , є 
особливим розв’язком вихідного диференціального рівняння. 
2.2.3.   ОДНОРІДНІ РІВНЯННЯ 1-ГО ПОРЯДКУ Й ЗВЕДЕНІ ДО НИХ 
ЗВОДЯТЬСЯ 
Означення 1 
Функція ( )yx,P  називається однорідною функцією виміру 
m , якщо підстановкою txx = , tyy =  ( t  – довільне число) її 
можна перетворити таким чином: 
( ) ( )yxPttytxP m ,, =  
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Означення 2 
Диференціальне рівняння першого порядку, подане в дифе-
ренціалах 
 ( ) ( ) 0,, =+ dyyxQdxyxP , (2.8) 
називається однорідним, якщо функції ( )yx,P  та ( )yx,Q  є од-
норідними функціями одного виміру, тобто 
 ( ) ( )yxPttytxP m ,, = ; 
 ( ) ( )yxQttytxQ m ,, = . 
Означення 3 
Диференціальне рівняння першого порядку, подане в норма-




є однорідним, якщо функція ( )yxf ,  є однорідною функцією 
нульового виміру. 





xz =  ;zxy =  zxzy +′=′   
(або ( ) ,;; zyzxzyx
y
xyz +′=′==  0≠x ).  
Така заміна зводить диференціальне рівняння до рівняння з 
відокремлюваними змінними. 
Приклад 1 
Знайти загальний розв’язок (загальний інтеграл) диференці-
ального рівняння ( ) 023 22 =+− xydydxyx . 
Розв’язання 
Дане диференціальне рівняння записане в диференціалах і 
вже має вигляд 
( ) ( ) ( ) ( ) xyyxQyxyxPdyyxQdxyxP 2,;3,;0,, 22 =−==+ . 
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Перевіримо функції P(x,y), Q(x,y) на однорідність 
 ( ) ( ) ( ) ( ) ( )yxPtyxtytxttytxtytxP ,333, 2222222222 =−=−=−= ; 
 ( ) ( )yxQtxyttxtytytxQ ,22, 22 === . 
Отже, обидві функції однорідні й мають вимір 2. Дане дифе-








































Отримали рівняння з відокремлюваними змінними. Відо-
кремимо змінні, помноживши ліву і праву частини рівняння на 
множник ( )12 −zx
zdx




















 constCCxz =+=− ;21ln 22 . 
 ;11;1
222 22222 +=+==− + xCxCx eCeezez   
замість z підставимо 
x
y







y xxx +±=+=+= . 
Якщо 0x = , то і 0y = . Отже, особливих розв’язків немає. 
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Розглянемо деякі різновиди однорідного рівняння. 















теж є однорідним рівнянням. 
Приклад 2 







=′  є однорідним. 
Розв’язання 
Дане диференціальне рівняння є рівнянням у нормальній 
формі типу ( )yxfy ,=′ . 























Отримали, що функція ( )yxf ,  є однорідною нульового ви-
міру. Отже, дане диференціальне рівняння теж однорідне. 













cybxafy  (2.11) 







Якщо умова виконується, рівняння можна звести до рівнян-




































Складемо визначник із коефіцієнтів лінійних комбінацій  









Виконується умова можливості зведення вихідного рівняння 































































Підставимо до рівняння 
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( ) ( )

















































































































































































































( ) ( ) constCCuzz =⋅=−+ ;11
1 4
3  – загальний інтеграл 
однорідного рівняння.  
Підставимо заміну: 









































( ) ( ) ;1331 3 Cxyyx =−−++++  
( ) ( ) constCCyxyx ==++−++ ;24 3 . 
Відповідь 
Загальний інтеграл вихідного рівняння дорівнює 
( ) ( ) constCCyxyx ==++−++ ;24 3 . 






, то заміною змінних 


















Останнє рівняння заміною ybxaz 22 +=  зводиться до рів-
няння з відокремлюваними змінними. 
Приклад 4 










Складемо визначник із коефіцієнтів лінійних комбінацій чи-







=∆ . Умова не виконується. Відмітимо, 









Зробимо ще одну заміну: 








































































































Зробимо обернену підстановку: 

















2.2.4.   ЛІНІЙНІ ОДНОРІДНІ ТА НЕОДНОРІДНІ  РІВНЯННЯ 1-ГО  
ПОРЯДКУ 
Означення 
Лінійним неоднорідним диференціальним рівнянням  
1-го порядку називається рівняння вигляду 
 ( ) ( )xgyxpy =+′ , (2.12) 
де ( ) ( )xg,xp  – неперервні функції змінної х. 
Якщо у (2.11) функція ( ) 0xg = , тобто  
 ( ) 0=+′ yxpy , (2.13) 
то таке рівняння називається однорідним лінійним диференціа-
льним рівнянням 1-го порядку. 
Розглянемо спочатку розв’язання лінійного однорідного  
рівняння. Це рівняння одночасно є рівнянням з відокремлюва-
ними змінними. Відокремимо змінні. Отримаємо 







Інтегруємо отримане рівняння ( ) Cdxxp
y
dy
+−=∫ ∫ ,  
( ) ( ) constCeyCdxxpy Cdxxp =∫=+−= +−∫ ,,ln . 
Отже, загальним розв’язком лінійного однорідного дифере-
нціального рівняння є інтеграл 
( )
constCCey dxxp =∫= − , . 
Приклад 1 
Знайти частинний розв’язок (частинний інтеграл) диферен-
ціального рівняння 
( ) 053 =−+′ xytgy  
для початкової умови ( ) 26.0 =y  (розв’язати задачу Коші). 
Розв’язання 
Спочатку знайдемо загальний розв’язок диференціального 
рівняння. 
Маємо лінійне однорідне рівняння 1-го порядку. 
( ) ( )5x-3tgxp = . 
Отже, загальний розв’язок буде 
( )∫
=
−− dxxtgCey 53 . 














































xCu −=+=  
отриманий інтеграл підставляємо до розв’язку: 
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( ) ( ) ( )( ) ===∫= −−−−−− 5153cosln53cosln5153 xxdxxtg eCCeCey  





















Тепер розв’яжемо задачу Коші для початкової умови 
( ) 26.0 =y : 
( ) 2;16.053cos2 5 ==⋅−= C
CC
. 
Отже, частинним розв’язком для умови ( ) 26.0 =y  буде інте-






Розглянемо тепер неоднорідне рівняння (2.12) 
( ) ( )xgyxpy =+′
. Розв’язок цього рівняння можна шукати двома 
методами: 
1 – методом варіації довільної сталої, або методом  
Лагранжа; 
2 – методом підстановки Бернуллі. 
Розглянемо перший метод – метод варіації довільної сталої 
(метод Лагранжа). 
Метод варіації довільної сталої для розв’язання лінійного 
неоднорідного диференціального рівняння складається з чоти-
рьох етапів: 
1. Знаходимо загальний розв’язок відповідного однорідного 
рівняння ( ) 0yxpy =+′  – ( )Cxy ,ϕ= . 
2. Припускаємо, що ( )xCC = , тобто що C  – невідома фун-
кція від x . Виходячи з цього припущення, заміняємо у вихідно-
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му неоднорідному рівнянні y  на ( )xϕ , y′  на ( )xϕ ′ . Маємо на 
це право, оскільки ( )Cxy ,ϕ=  - розв’язок однорідного рівняння. 
3. Розв’язуємо нове диференціальне рівняння відповідно 
( )xCC = . 
4. Отримане значення сталої ( )xCC =  підставляємо до 
загального розв’язку однорідного рівняння. 
Приклад 2 
Знайти частинний розв’язок лінійного неоднорідного дифе-
ренціального рівняння (розв’язати задачу Коші): 
( ) .1)0(,ln42 =+=+ yydyydxdyyx  
Розв’язання 
І. Спочатку знайдемо загальний розв’язок, або загальний ін-
теграл, даного диференціального рівняння. 
Спробуємо перетворити дане рівняння до стандартного  
вигляду лінійного диференціального рівняння ( ) ( )xgyxpy =+′ : 
 ( ) ydyydxdyyx ln42 +=+ ; 








Отримали складний тип диференціального рівняння, який не 
є лінійним. 












dx ln412;ln412 −=−′−+= . 
Відносно ( )yxx =  рівняння є лінійним неоднорідним 1-го 




yp ln41)(;2 −=−= . Розв’яжемо його  
за методом Лагранжа. 
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 constCCyxCyx ==⋅= ;;lnln 22 . 
Загальний розв’язок однорідного диференціального рівнян-
ня буде 2Cyx = . 
2. Вважаємо, що ( )yCC = . Тоді ( ) CyyCxyyCx 2; 22 +′=′= .  
















3. Розв’язуємо нове диференціальне рівняння відносно 





















dydC ∫∫∫ −= ; 















































































Загальний розв’язок диференціального рівняння відносно 



























Отже, загальний розв’язок лінійного неоднорідного дифере-
нціального рівняння такий: 
constCyCyyx −++−= ;1ln2 2 . 
ІІ. Розв’яжемо задачу Коші для початкової умови ( ) 10y = : 
0;111ln210 =+−+⋅= CC  
Отже, частинний розв’язок для початкової умови ( ) 10y =   
буде 
1ln2 +−= yyx . 
Розглянемо другий метод – метод підстановки Бернуллі. 
Згідно з цим методом розв’язок лінійного неоднорідного  
диференціального рівняння ( ) ( )xgyxpy =+′  знаходимо у ви-
гляді добутку двох функцій. Тобто ( ) ( ) ( )xvxuxy == ϕ . Тоді 
( ) ( ) ( ) ( ) ( )xvxuxvxuxy ′+′=′=′ ϕ . Підставляємо ( )xϕ  та ( )xϕ ′  до 
лінійного неоднорідного рівняння, отримаємо 
( ) ( )xgvuxpuvvu =⋅⋅+⋅′+⋅′ . 
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Перетворимо рівняння – зведемо подібні члени. Отримаємо: 
( )( ) ( )xgvxpvuvu =⋅+′⋅+⋅′ . Вважаємо, що ( )xv  - така функція, 











Розв’язання системи завжди розпочинаємо з першого  
рівняння: 






−=−= ; ; 
( ) ( ) ( )∫−=−=−= ∫∫∫ dxxpevdxxpvdxxpv
dv
;ln;  - беремо  
будь - який частинний розв’язок, наприклад для 0=C . 
Підставляємо ( )xv  у друге рівняння: 
 




















= ∫; . 
Загальний розв’язок лінійного неоднорідного рівняння буде 
















Знайти загальний розв’язок диференціального рівняння 
xeyy =−′ . 
Розв’язання 
Дане рівняння – лінійне неоднорідне першого порядку. 
Розв’яжемо його за методом Бернуллі. Розв’язок шукаємо у ви-
гляді 
vuvuyuvy ′+′=′= ; . 
Підставимо до вихідного рівняння 


























Загальний розв’язок вихідного рівняння буде 
( ) constCeCxuvy x =+== ; . 
2.2.5.   РІВНЯННЯ БЕРНУЛЛІ 
Означення 
Диференціальним рівнянням Бернуллі називається рівнян-
ня вигляду 
 ( ) ( ) Znyxgyxpy n ∈=+′ ; , (2.14) 
де ( ) ( )xg,xp  – неперервні функції змінної x . 
Розв’язати таке рівняння можна двома методами. 
1. Методом Бернуллі – так, як розв’язувалося лінійне неод-
норідне рівняння 1-го порядку. 
2. Заміною 1+−= nyz  рівняння Бернуллі зводиться до ліній-
ного неоднорідного рівняння відносно ( )xz  і далі вже 
розв’язується одним з методів розв’язання цього рівняння. 
Приклад 
Знайти загальний розв’язок диференціального рівняння 




y =−′ 4  – рівняння Бернуллі. 








1. Розв’яжемо його за методом Бернуллі. Розв’язок шука-
ємо у вигляді vuvuyuvy ′+′=′= ; . 
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Загальний розв’язок вихідного рівняння буде: 
constCxCxuvy === ;ln24 . 
2. Зведемо вихідне рівняння Бернуллі yxy
x
y =−′ 4  з 
1/2n =  до лінійного неоднорідного. 
Спочатку поділимо ліву і праву частини рівняння на вели-

































z =−′=−′  – отримали лінійне неоднорідне 
рівняння відносно ( )xz . 
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Загальний розв’язок рівняння Бернуллі 
( ) constCxCxxCxyzyyz ===⇒=⇒= ;lnln 2422221 . 
Розв’язки двома методами збігаються. 
2.2.6.   РІВНЯННЯ В ПОВНИХ ДИФЕРЕНЦІАЛАХ. ІНТЕГРУЮЧИЙ 
МНОЖНИК 
Розглянемо диференціальне рівняння 
 ( ) ( ) 0,, =+ dyyxQdxyxP , (2.15) 
де ( ) ( )yx,Q,yx,P  – довільні неперервні диференційовані  
функції 2-х змінних x , y . 
Використовуючи теорію функції двох змінних, таке рівнян-
ня можна подати як диференціал деякої функції ( )yx,U . За та-






вихідне рівняння можна подати як 











З теорії функції двох змінних відомо, що змішані частинні 
похідні 2-го порядку функції двох змінних у точках своєї непе-
рервності є рівними. 
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 – довільні  
неперервні диференційовані функції, то для них повинна вико-
нуватися умова 






















Якщо для диференціального рівняння (2.15) виконується 
умова 
 











то таке рівняння є повним диференціалом деякої функції двох 
змінних ( )yx,U  і називається рівнянням у повних  
диференціалах. 
Якщо умова (2.16) виконана, то рівняння можна подати у 
вигляді 
( ) 0, =yxdU . 
Для розв’язання рівняння інтегруємо обидві частини  
рівняння, отримаємо загальний інтеграл ( ) constCCyxU == ,, . 
Якщо функції ( ) ( )yx,Q,yx,P  не є очевидними частинними 
похідними по х та у деякої функції ( )yx,U , то розв’язок рівнян-
ня знаходимо за формулою 







,, 0 ,  (2.17) 
або 







0,, . (2.17 а) 
Тут точка ( )00 y,x  – довільна точка з області визначення 
функції ( )yx,U . 
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Приклад 1 
Знайти загальний розв’язок (загальний інтеграл) диференці-
ального рівняння 
( ) ( ) 023 322 =+++ dyxyxdxyyx . 
Розв’язання 
Перевіримо, чи є дане рівняння рівнянням у повних дифере-
нціалах. Розглянемо функції ( ) ( )yx,Q,yx,P : 
 ( ) ;3, 22 yyxyxP +=  
























 виконується і дане рівняння 
є рівнянням у повних диференціалах. Спробуємо знайти функ-
цію ( )yx,U , яка відповідає даному рівнянню: 
 ;023 322 =+++ xydydyxdxyydxx  
 ( ) ( ) ( ) ( ) ;0;023 23232 =+=+++ xydyxdxydydxydyxydxx  
 ( ) ( )∫ ==+=+=+ constCCxyyxCxyyxdxyyxd ,;;0 232323 . 
Отже, враховуючи правила диференціювання функції двох 
змінних, ми підібрали функцію ( ) CxyyxyxU =+= 23, , яка є  
загальним інтегралом вихідного диференціального рівняння. 
Приклад 2 
Знайти загальний розв’язок (загальний інтеграл) диференці-
ального рівняння 
( ) ( ) 0sin3sin2 223 =−−+−− dyxyxyexdxxyyyexy xx . 
Розв’язання 
Перевіримо, чи є дане рівняння рівнянням у повних дифере-





xyyyexyyxP xx cossin32;sin2, 23 −−−=
∂
∂



















 виконується і дане рівняння 
є рівнянням у повних диференціалах. 
Для знаходження розв’язку використаємо формулу (2.17): 



























































Отже, загальний інтеграл даного рівняння буде 
constCCxyyeyx x =++− ,cos32 . 
Загалом рівняння, для яких виконується умова (2.16), скла-
дають досить обмежений клас звичайних диференціальних рів-
нянь 1-го порядку. Але існує метод, завдяки якому в багатьох 
випадках вдається звичайне диференціальне рівняння звести до 
рівняння у повних диференціалах. Цей метод складається з по-
будови так званого інтегруючого множника. 
Нехай для довільного рівняння (2.15) не виконується умова 
(2.16). Припустимо, однак, що якщо помножити ( )yx,P  та 
( )yx,Q  на множник ( )yx,µ , то умова виконається. 
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Ставиться задача знайти такий множник ( )yx,µ , за до-
помогою якого вихідне довільне рівняння (2.15) зводиться до 
рівняння у повних диференціалах. 
Припустимо, що такий множник існує, тоді умова (2.16) бу-
де мати вигляд 










, або за правилами ди-
ференціювання 
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З останнього рівняння за конкретних умов можна знайти ін-
тегруючий множник ( )yx,µ . 
1. ( )xµ=µ . 









. Тоді (2.18) матимеУ 
вигляд 





























































2. ( )yµ=µ . 









. Тоді (2.18) матиме  
вигляд 


















Множник ( )yµ  знайдеться так: 
 
( )




































3. ( )yx,µµ = . 
У цьому випадку інтегруючий множник знаходиться підбо-
ром і потребує наявності суттєвого досвіду розв’язання дифере-
нціальних рівнянь. 
 
§ 3.   ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ВИЩИХ ПОРЯДКІВ 
Не зменшуючи узагальнення, розглянемо типи і методи 
розв’язку диференціальних рівнянь вищих порядків на прикладі 
звичайних диференціальних рівнянь другого порядку. 
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3.1.   ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ДРУГОГО ПОРЯДКУ 
Диференціальне рівняння другого порядку має вигляд 
 ( ) 0,,, =′′′ yyyxF , (3.1) 
або 
 ( )yyxfy ′=′′ ,, , (3.2) 
де ( )yyxf ′,,  - визначена і неперервна в деякій області Γ  функ-
ція від трьох аргументів. 
 
Загальним розв’язком диференціального рівняння 2-го  
порядку (3.2) називається функція 
constCCCCxy −= 2121 ,),,,(ϕ , 
яка при підстановці у рівняння (3.2) дає тотожність. 
 
Частинним розв’язком диференціального рівняння 2-го  
порядку (3.2) для початкових умов ( ) ( ) 0000 ; yxyyxy ′=′=  нази-
вається функція 
( )xy ϕ= , 
в якій сталі 1C  і 2C  визначаються початковими умовами. 
Визначити сталі 1C  та 2C , як і для диференціального  
рівняння першого порядку, - означає розв’язати задачу Коші – 
знайти таку єдину інтегральну криву, яка відповідає даним  
початковим умовам. 
Теорія побудови розв’язків диференціальних рівнянь вищих 
порядків (другого порядку зокрема) спирається на той факт, що 
оператор диференціювання є лінійним оператором, а множина 
розв’язків будь - якого диференціального рівняння створює лі-
нійний простір. Тобто для розв’язків диференціальних рівнянь 
другого порядку правильними будуть теореми, які випливають 
із визначення лінійного простору. 
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Теорема 1 
Якщо функція ( )xy ϕ=  є частинним розв’язком диференціа-
льного рівняння (3.2), то ( ) constRCxCy −∈= ,ϕ  теж є 
розв’язком того самого рівняння. 
Згадаємо, що лінійною комбінацією функцій 21 ϕϕ ,  та ста-
лих 1C  і 2C  називається вираз ( ) ( )xCxC 2211 ϕϕ + . Якщо лінійна 
комбінація ( ) ( ) 02211 =+ xCxC ϕϕ  тільки у випадку, коли сталі до-
рівнюють 0  (тобто 0C1 =  та 0C2 = ), тоді функції 21 ϕϕ ,  нази-
ваються лінійно незалежними, в іншому випадку – лінійно  
залежними. 
Приклад 
Перевірити лінійну незалежність функцій: 
kxkxxkxk xeiebkkeiea );,) 2121 ≠ . 
Розв’язання 
а) якщо 021 21 ≡+ xkxk eCeC , то ( )xkkeCC 1221 −= . Оскільки 
21 kk ≠ , то ( ) 0kk 21 ≠− , і, відповідно, ( ) conste xkk ≠− 12 . Таким чи-
ном, щоб 1C  була сталою, необхідно, щоб 0C2 = , а отже, і 
0C1 = . Отже, 021 21 ≡+ xkxk eCeC  виконується тільки за умови, що 
021 == CC , а функції 21,21 kkeie
xkxk ≠  - лінійно незалежні; 
б) ( ) ( ) ⇒=+⇒≡+=+ 00 212121 xCCxCCexeCeC kxkxkx  
21 xCC −=⇒ . Щоб 1C  була сталою, необхідно, щоб 0C2 = , а 
отже і 0C1 = . Таким чином, 021 =+ kxkx xeCeC  тільки за умови, 
що 021 == CC , а функції kxkx xeie  - лінійно незалежні. 
Теорема 2 
Якщо функції ( ) ( )xyxy 2211 , ϕϕ ==  є лінійно незалежними 
частинними розв’язками диференціального рівняння (3.2), то лі-
нійна комбінація цих розв’язків ( ) ( ),221121 xCxCyyy ϕ+ϕ=+=  
constRCC −∈21,  теж є розв’язком цього рівняння. 
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3.1.1.   ЛІНІЙНІ ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 2-ГО ПОРЯДКУ ЗІ 
СТАЛИМИ КОЕФІЦІЄНТАМИ 
Значним класом диференціальних рівнянь другого порядку є 
лінійні диференціальні рівняння зі сталими коефіцієнтами. 
Такі рівняння мають загальний вигляд 
 ( ),xfcyybya =+′+′′  (3.3) 
де ( )xfconstRcba ;,, −∈  - довільна функція, неперервна і дифе-
ренційована в області визначення рівняння. 
Якщо ( ) 0=xf  для будь - якої точки з області визначення 
диференціального рівняння, то (3.3) називається лінійним одно-
рідним диференціальним рівнянням зі сталими коефіцієнтами. 
У разі коли ( ) 0≠xf  хоча б в одній з точок області визна-
чення диференціального рівняння, то (3.3) називається лінійним 
неоднорідним диференціальним рівнянням зі сталими коефіціє-
нтами. 
Розглянемо послідовно структуру розв’язків і методи 
розв’язання спочатку однорідного, а потім неоднорідного  
рівняння. 
3.1.1.1.   ЛІНІЙНІ ОДНОРІДНІ ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 2-ГО 
ПОРЯДКУ ЗІ СТАЛИМИ КОЕФІЦІЄНТАМИ 
Лінійне однорідне диференціальне рівняння 2-го порядку зі 
сталими коефіцієнтами має вигляд 
 0=+′+′′ cyybya . (3.4) 
Теорема про структуру розв’язку 
Загальний розв’язок лінійного однорідного рівняння (3.4) є 
лінійною комбінацією всіх лінійно незалежних частинних 
розв’язків. Тобто, якщо ( )x1ϕ  та ( )x2ϕ  – лінійно незалежні  
частинні розв’язки (3.4), то загальним розв’язком рівняння (3.4) 
буде функція 
 ( ) ( ) ( ) constRCCxCxCCCxy −∈+== 21221121 ,,,, ϕϕϕ . (3.5) 
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Будемо шукати розв’язок рівняння (3.4) у вигляді kxey = , де 
k  – деяке невідоме дійсне число. Знайдемо необхідні похідні: 
kxkx ekykey 2; =′′=′ . 
Підставимо yyy ′′′,,  до рівняння: 
02 =⋅+⋅⋅+⋅⋅ kxkxkx ecekbeka . 
Тоді ( ) 02 =+⋅+⋅ ckbkaekx . 
0,0 2 =+⋅+⋅≠ ckbkaekx . 
Отже, функція kxey =  є розв’язком (3.4), якщо k  є коренем 
рівняння 
 02 =+⋅+⋅ ckbka . (3.6) 
Це рівняння називається характеристичним рівнянням  
лінійного однорідного диференціального рівняння (3.4). 
Розв’язок квадратного рівняння визначається його дискри-
мінантом acbD 42 −= . Можливі три випадки: 
1. 042 >−= acbD ; 
2. 042 =−= acbD ; 
3. 042 <−= acbD . 
Розглянемо кожний випадок окремо. 
1. 042 >−= acbD . В цьому випадку 1k , 2k  – корені дійсні 
та різні. Частинні розв’язки диференціального рівняння (3.4) 
мають вигляд: xkxk eyiey 21 21 == . Вище було показано, що ці 
функції лінійно незалежні. Отже, згідно з теоремою про струк-
туру розв’язку загальний розв’язок рівняння (3.4) матиме ви-
гляд 
 constCCeCeCyCyCy xkxk −+=+= 21212211 ,,21  (3.7) 
2. 042 =−= acbD . У цьому випадку характеристичне рів-
няння має два однакових кореня k . Лінійно незалежними час-
тинними розв’язками будуть: kxkx xeyiey == 21 . Лінійна неза-
 136 
лежність цих функцій показана вище. Отже, загальний розв’язок 
(3.4) в цьому разі буде 
 ( ),21212211 xCCexeCeCyCyCy kxkxkx +=+=+=  (3.8) 
constCC −21, . 
3. 042 <−= acbD . У цьому випадку характеристичне  








































= βα . Тоді коренями характе-
ристичного рівняння (3.6) будуть комплексно спряжені числа 
βαβα ikik −=+= 21 ; . Оскільки числа комплексно спряжені, 
для розв’язку достатньо взяти один із коренів. Нехай це буде 
βα ik +=1 . 
Розв’язком диференціального рівняння (3.4) буде функція 
( ) xixxi eeey βαβα ⋅== + . 
Застосуємо відому формулу Ейлера  
( )xixeee xxix ββαβα sincos += .  
За один частинний розв’язок візьмемо дійсну частину отри-
маного комплексного числа, а за другий – уявну, отримаємо 
 ( )( ) xexixey xx β=β+β= αα cossincosRe1 , 
 ( )( ) xexixey xx β=β+β= αα sinsincosIm2 . 
Ці функції лінійно незалежні. Отже, загальний розв’язок  
лінійного однорідного диференціального рівняння у випадку 
комплексних коренів буде 
 =β+β=+= αα xeCxeCyCyCy xx sincos 212211  
( ) constCCxCxCe x −β+β= α 2121 ,,sincos . 
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Зауваження 
Для того щоб виписати характеристичне рівняння для  
лінійного однорідного диференціального рівняння зі сталими 
коефіцієнтами 0=+′+′′ cyybya , достатньо замінити у ньому по-
хідні параметром k  у степені, що відповідає порядку відповід-
ної похідної ( 1;;2 ↔↔′↔′′ ykyky ). Отримаємо рівняння 
02 =+⋅+⋅ ckbka . 
Приклад 1 
Знайти частинний розв’язок рівняння 023 =+′−′′ yyy  за  
початкових умов ( ) ( ) 40,30 =′= yy . 
Розв’язання 
а) Знайдемо спочатку загальний розв’язок рівняння. 
Дане рівняння – лінійне однорідне диференціальне рівняння 
2-го порядку зі сталими коефіцієнтами. Будемо шукати 
розв’язок у вигляді kxey = . Знайдемо потрібні похідні: 
kxkx ekykey 2; =′′=′ . Підставимо yyy ′′′,,  до рівняння 
( ) 023;023 22 =+−=+− kkeekeek kxkxkxkx . 
Характеристичне рівняння для вихідного диференціального 
рівняння має вигляд 

























212,1 =+==−=±=±=−±= kkk . 
Отже, отримали два частинних розв’язки: 
xx eyey 221 ; == . 
Загальний розв’язок матиме вигляд 
constCCeCeCyCyCy xx −+=+= 21
2
212211 ,; . 
б) Тепер розв’яжемо задачу Коші для початкових умов 
( ) ( ) 40,30 =′= yy . 
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13 CCeCeC +=+= ⋅ . 
Знайдемо похідну від загального розв’язку: 
xx eCeCy 221 2+=′ . 





1 224 CCeCeC +=+=
⋅
. 
















































Отже, розв’язком задачі Коші (частинним розв’язком для 
початкових умов ( ) ( ) 40,30 =′= yy ) буде функція 
xx eey 22 += . 
Приклад 2 
Знайти частинний розв’язок рівняння 02 =+′−′′ yyy  за  
початкових умов ( ) ( ) 00,10 =′= yy . 
Розв’язання 
а) Знайдемо спочатку загальний розв’язок рівняння. 
Дане рівняння – лінійне однорідне диференціальне рівняння 
2-го порядку зі сталими коефіцієнтами. Запишемо характерис-
тичне рівняння, зробивши заміну 
 1;;2 ↔↔′↔′′ ykyky ; 
 ( ) 01;012 22 =−=+− kkk . 
Це рівняння має 2 однакових корені 1=k  (корінь 1k =  має 
кратність 2). 
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Частинні розв’язки будуть 
xx xeyey == 21 ; . 
Як було показано вище, ці розв’язки – лінійно незалежні  
функції. Загальний розв’язок матиме вигляд 
( ) constCCxCCexeCeCyCyCy xxx −+=+=+= 2121212211 ,; . 
б) Тепер розв’яжемо задачу Коші для початкових умов 
( ) ( ) 00,10 =′= yy . 
Підставимо умову ( ) 10 =y  у загальний розв’язок: 
( ) 1210 01 CCCe =⋅+= . 
Знайдемо похідну від загального розв’язку: 
( )( )21221 1 CxCeexCeCeCy xxxx ++=++=′ . 
Підставимо умову ( ) 00 =′y  у формулу для y′ : 
( )( ) 21210 010 CCCCe +=++= . 

























Отже, розв’язком задачі Коші (частинним розв’язком для 
початкових умов ( ) ( ) 00,10 =′= yy ) буде функція 
( )xey x −= 1 . 
Приклад 3 
Знайти частинний розв’язок рівняння 022 =+′−′′ yyy  за  
початкових умов ( ) ( ) 10,10 =′= yy . 
Розв’язання 
а) Знайдемо спочатку загальний розв’язок рівняння. 
Дане рівняння – лінійне однорідне диференціальне рівняння 
2-го порядку зі сталими коефіцієнтами. Запишемо характерис-
тичне рівняння, зробивши заміну: 
 1;;2 ↔↔′↔′′ ykyky ; 
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 0222 =+− kk . 
Розв’яжемо його: 
ik ±=−±= 12112,1 .  
Отримали комплексно спряжені корені характеристичного 
рівняння: 
ikik −=+= 1;1 21 . Для цих коренів 1;1 == βα . 
Отже, отримали два частинних розв’язки. 
Частинні розв’язки будуть: 
xexeyxexey xxxx sinsin;coscos 21 ==== ββ αα . 
Ці розв’язки – лінійно незалежні функції. Загальний 
розв’язок матиме вигляд 
 ( );sincossincos 21212211 xCxCexeCxeCyCyCy xxx +=+=+=  
 constCC −21, . 
б) Тепер розв’яжемо задачу Коші для початкових умов 
( ) ( ) 10,10 =′= yy . 
Підставимо умову ( ) 10 =y  у загальний розв’язок: 
( ) 1210 0sin0cos1 CxCxCe =+= . 
Знайдемо похідну від загального розв’язку: 
 ( ) ( ) =+−++=′ xCxCexCxCey xx cossinsincos 2121  
( ) ( )( )xxCxxCex sincossincos 21 ++−= . 
Підставимо умову ( ) 10 =′y  у формулу для y′ : 
( ) ( )( ) 21210 0sin0cos0sin0cos1 CCCCe +=++−= . 

























Отже, розв’язком задачі Коші (частинним розв’язком для 
початкових умов ( ) ( ) 10,10 =′= yy ) буде функція xey x cos= . 
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3.1.1.2.   НЕОДНОРІДНІ РІВНЯННЯ 
Лінійне неоднорідне рівняння зі сталими коефіцієнтами дру-
гого порядку має вигляд 
 ( )xfcyybya =+′+′′ , (3.9) 
де ( )xf  – довільна неперервна і диференційована в області  
свого визначення функція від змінної x . 
Теорема про структуру розв’язку 
Загальний розв’язок лінійного неоднорідного диференціаль-
ного рівняння зі сталими коефіцієнтами (3.9) є доданком загаль-
ного розв’язку відповідного однорідного рівняння 
0=+′+′′ cyybya  і будь якого частинного розв’язку даного неод-
норідного рівняння, або 
 
...... нчознз yyy += . (3.10) 
Найбільш відомими методами розв’язання рівнянь типу 
 (3.9) є: 
1. Метод варіації сталої Лагранжа. 
2. Метод підбору частинного розв’язку вихідного рівняння 
..нчy  відповідно до вигляду правої частини рівняння ( )xf . Рів-
няння, які можна розв’язати таким методом носять назву ліній-
них неоднорідних диференціальних рівнянь із спеціальною 
правою частиною. 
І. Розглянемо спочатку метод варіації сталої Лагранжа.  
За схемою це є узагальнення методу варіації сталої для 
розв’язання лінійного неоднорідного рівняння 1-го порядку. 
Тобто складається він із таких етапів. 
1) Шукаємо загальний розв’язок відповідного однорідного 
рівняння 0=+′+′′ cyybya . 
( ) ( )xyCxyCy оз 2211.. += . 
2) Припускаємо, що в загальному розв’язку диференціально-
го рівняння 21 , CC  є невідомі функції ( ) ( )xCCxCC 2211 ; == , 
розв’язок 
..озy  набирає вигляду 
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( ) ( ) ( ) ( )xyxCxyxCy оз 2211.. += . 
Знаходимо відповідні похідні: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )xyxCxyxCxyxCxyxCy оз 22112211.. ′+′+′+′=′ . 
Припускаємо, що ( ) ( ) ( ) ( ) 02211 =′+′ xyxCxyxC , тоді 
 ( ) ( ) ( ) ( )xyxCxyxCy оз 2211.. ′+′=′ , 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )xyxCxyxCxyxCxyxCy оз 22112211.. ′′+′′+′′+′′=′′ . 
Підставляємо до вихідного рівняння (3.9) 
( )xfcyybya =+′+′′ : 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )+′′+′′+′′+′′ xyxCxyxCxyxCxyxCa 22112211  
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )xfxyxCxyxCcxyxCxyxCb =++′+′+ 22112211 . 
Виконаємо перетворення: 
 ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )++′+′′+′′+′′ xcyxybxyaxCxyxCxyxCa 11112211  
( ) ( ) ( ) ( )( ) ( )xfxcyxybxyxC =+′+′′+ 2222 . 
У дужках біля ( )xC1  та ( )xC2  стоять лінійні однорідні рів-
няння, до яких підставлені розв’язки ( )xy1  та ( )xy2 , отже, ці 

















3) Розв’язуємо систему відносно ( ) ( )xCixC 21 ′′ . Інтегруємо 
отримані розв’язки. Отримуємо функції 
( ) ( ) ( ) ( ) constCCCxCxCCxCxC −== 21222111 ;;,;, .  




Знайти загальний розв’язок рівняння xxeyyy 51223 =+′−′′ . 
Розв’язання 
Дане рівняння – лінійне неоднорідне диференціальне рів-
няння зі сталими коефіцієнтами другого порядку. Права частина 
– ( ) xxexf 512= . 
Розв’язок рівняння має структуру 
...... нчознз yyy += . 
1. Знайдемо спочатку загальний розв’язок з.о.y  відповідного 
однорідного рівняння: 
023 =+′−′′ yyy . 
З попереднього прикладу (приклад 1, п. 3.1.1.1) нам відомо, 
що загальним розв’язком даного рівняння є функція 
xx eCeCyCyCy 2212211 +=+= . 
2. Покладемо ( ) ( )xCCxCC 2211 ; == . Отже, 
( ) ( ) xx exCexCy 221 += . Складемо систему відносно ( ) ( )xCixC 21 ′′  
( ) ( )




















































































































































































 - за аналогією з попере-
днім. 
Отже, 
( ) ( ) ( )





4 1 3 4 1
12 ;
16 4





e x e x
C x C C
e x e x
C x C C
  − −




= ⋅ + = + 
 
 
4. Підставимо ( ) ( )xCxC 21 ;  до загального розв’язку однорід-
ного рівняння ( ) ( ) xx exCexCy 221 += : 
 
















































































































eeCeC xxxxxx . 































ІІ. Тепер розглянемо лінійні неоднорідні диференціальні  
рівняння зі спеціальною правою частиною. 
Розглянемо лінійне неоднорідне рівняння другого порядку зі 
сталими коефіцієнтами (3.9): 
( )xfcyybya =+′+′′ . 
Посилаючись на формулу (3.10), запишемо структуру 
розв’язку цього рівняння: 
...... нчознз yyy += . 
Загальний розв’язок однорідного рівняння розшукується, як 
і раніше, за методом Ейлера. Частинний же розв’язок будемо 
шукати залежно від вигляду правої частини рівняння ( )xf . 
Загальний вигляд спеціальної правої частини лінійного не-
однорідного диференціального рівняння зі сталими коефіцієн-
тами є таким 
 ( ) ( ) ( )( )xxQxxPexf
mn
x ββα sincos += , (3.11) 
де βα,  - дійсні числа; ( ) ( )xQxP
mn
,  – поліноми степенів n  і m  
відповідно. 
Але в теорії розв’язання таких рівнянь зазвичай розрізняють 
два види спеціальних правих частин ( )xf  залежно від значення 
величин α  і β : 
1) 0,0 =β≠α . Права частина набере вигляду 
 ( ) ( ) xn exPxf α= ; (3.12) 
2) 0,0 ≠β≠α . Права частина набере вигляду 
 ( ) ( ) ( )( )xxRxxPexf mnx ββα sincos += . (3.13) 
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Розглянемо методи визначення частинних розв’язків неод-
норідного рівняння для кожного виду правої частини окремо. 
►1. Права частина неоднорідного рівняння має вигляд  
 ( ) ( ) xnf x P x eα= . (3.14) 
Тут ( )xPn  – поліном степеня Rn, ∈α . Наприклад, 
CBxAxPBAxPconstAP ++=+=−= 2210 ,;  і т. ін. 
Розглянемо випадок, коли у (3.14): 
0≠α . 
У цьому випадку частинний розв’язок неоднорідного рів-
няння шукають у вигляді 
rx
nнч xeQy α=.. , 
де ( )xQn  – невідомий поліном того степеня, що й ( ) α,xPn  – дій-
сне число, таке саме, як і у ( )xf ; r  – число, що дорівнює кіль-
кості збігів числа α  з коренями 21 k,k  характеристичного  
рівняння відповідного однорідного рівняння 0=+′+′′ cyybya , 
тобто r  може дорівнювати 0, 1 або 2. 
У побудованому частинному розв’язку невідомим є тільки 
поліном ( )xQn . Для його визначення підставимо розв’язок до 
рівняння (3.9). Перед цим знайдемо похідні 
....
; нчнч yy ′′′  і підста-
вимо 
......
;; нчнчнч yyy ′′′  до вихідного неоднорідного рівняння.  
Порівняємо ліву і праву частини рівняння і методом невизна-
чених коефіцієнтів знайдемо невідомі коефіцієнти полінома 
( )xQn . 
Приклад 2 
Знайти загальний розв’язок диференціального рівняння 
xxeyyy 51223 =+′−′′  
з прикладу 1 використавши метод підбору частинного розв’язку 
за спеціальною правою частиною. 
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Розв’язання 
Дане рівняння – лінійне неоднорідне рівняння 2-го порядку 
зі сталими коефіцієнтами і правою частиною ( ) xxexf 512= .  
Загальний розв’язок такого рівняння згідно з теоремою про 
структуру є 
...... нчознз yyy += . 
1. Знайдемо 
..озy  – загальний розв’язок відповідного однорі-
дного рівняння 023 =+′−′′ yyy . У прикладі 1 ми його знайшли: 
constCCeCeCy xx −+= 21
2
21 ,; . Отже, корені характеристичного 
рівняння - 2,1 21 == kk . 
2. Знайдемо 
..нчy  – частинний розв’язок вихідного неоднорі-
дного рівняння.  
Права частина рівняння ( ) xxexf 512=  типу ( ) ( ) xn exPxf α= . 







Визначимо степінь ( )xQn . ( ) xxPn 12= , отже, поліном в пра-
вій частині має степінь =n 1 , відповідно і поліном частинного 
розв’язку ( )xQn  теж має степінь 1n = : ( ) BAxxQ +=1 . 
У правій частині 5=α  – не збігається з коренями характе-
ристичного рівняння 2,1 21 == kk , отже, показник степеня x  у  
формулі частинного розв’язку 0r = . 
Результатом наших досліджень буде частинний розв’язок 
( ) ( ) xxнч eBAxxeBAxy 505.. +=+= . 
Для визначення ( ) BAxxQ +=1  знайдемо похідні розв’язку і 
підставимо до вихідного рівняння xxeyyy 51223 =+′−′′  
 ( )( ) ( ) ( )BAAxeeBAxAeeBAxy xxxxнч 555 5555.. ++=++=′+=′ ; 
 ( )( ) ( ) =+++=′++=′′ xxxнч eBAAxAeeBAAxy 555.. 555555  
( ) ( )BAAxeBAAAxe xx 251025255525 55 ++=+++= ; 
( ) ( ) ( ) xxxx xeeBAxBAAxeBAAxe 5555 122553251025 =++++−++ . 
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У лівій частині винесемо xe5 . Приведемо подібні члени: 
( ) xx xeBAxBAAxBAAxe 55 122215315251025 =++−−−++ . 
Прирівняємо поліноми біля xe5  лівої і правої частин  
рівняння: 
( ) xBAAx 1212712 =++ . 
За методом невизначених коефіцієнтів знайдемо A  і B  для 
полінома ( ) BAxxQ +=1 . Порівняємо коефіцієнти при однакових 






































1 −= xQ . 
























Розв’язок збігся з розв’язком даного диференціального  
рівняння за методом Лагранжа (приклад 1). 
Розглянемо випадок, коли у (3.13): 
0=α . 
У цьому випадку отримаємо рівняння з правою частиною: 
 ( ) ( )nf x P x= , (3.15) 
( )xPn  – поліном довільного цілого степеня 
( )xPcyybya n=+′+′′ . 




nнч xQy =.. , 
де ( )xQn  – невідомий поліном того степеня, що й ( )xPn ;  
r  – число, яке дорівнює кількості збігів числа 0=α  з коренями 
21 k,k  характеристичного рівняння відповідного однорідного 
рівняння 0=+′+′′ cyybya , тобто r  може дорівнювати 0 або 1. 
Приклад 3 
Знайти розв’язок диференціального рівняння 
xxyy 5305 2 +=′−′′ . 
Розв’язання 
Дане рівняння – лінійне неоднорідне рівняння 2-го порядку 
зі сталими коефіцієнтами і правою частиною ( ) xxxf 530 2 += . 
Загальний розв’язок такого рівняння згідно з теоремою про 
структуру є 
...... нчознз yyy += . 
1. Знайдемо 
..озy  - загальний розв’язок відповідного однорі-
дного рівняння 05 =′−′′ yy . 
Складемо характеристичне рівняння 052 =− kk . 
Розв’яжемо його: ( ) 5,0;05 21 ===− kkkk . Корені дійсні й 
різні, отже, частинними розв’язками будуть функції 
xx eyey 52
0





21.. += . 
2. Знайдемо 
..нчy  – частинний розв’язок вихідного неоднорі-
дного рівняння. 
Права частина рівняння ( ) xxxf 530 2 −=  типу ( ) ( )xPxf n= . 
Отже, частинний розв’язок неоднорідного рівняння  шукаємо у 
вигляді rnнч xQy =.. .  
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Визначимо степінь ( )xQn . ( ) xxxPn 530 2 −= , отже поліном у 
правій частині має степінь 2n = , відповідно і поліном частин-
ного розв’язку ( )xQn  теж має степінь 2n = : 
( ) CBxAxxQ ++= 21 . 
У правій частині 0=α  - збігається з одним із коренів харак-
теристичного рівняння 01 =k , отже, показник степеня х у фор-
мулі частинного розв’язку 1r = . 
Підсумком наших досліджень буде частинний розв’язок 
( ) ( ) CxBxAxxCBxAxxxQy нч ++=++== 2322.. . 
Для визначення коефіцієнтів CB,A,  полінома ( )xQ3  знай-
демо похідні розв’язку і підставимо до вихідного рівняння 
xxyy 5305 2 +=′−′′ : 
 ( ) CBxAxCxBxAxy нч ++=′++=′ 23 223.. ; 
 ( ) BAxCBxAxy нч 2623 2.. +=′++=′′ ; 
 ( ) ;53023526 22 xxCBxAxBAx +=++−+  
 xxCBxAxBAx 5305101526 22 +=−−−+ . 
Зведемо подібні члени. Згрупуємо доданки за степенями x : 
( ) xxCBBAxAx 5305210615 22 +=−+−+− . 
За методом невизначених коефіцієнтів знайдемо BA,  і C  
для полінома ( ) CBxAxxQ ++= 22 . Порівняємо коефіцієнти при 
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172 22 −−−= xxQ . 





172 22.. −−−== xxxQy нч . 















► 2. Права частина неоднорідного рівняння має вигляд  
 ( ) ( )( )cos sinx n mf x e P x x R xα β β= + . (3.16) 
Тут ( ) ( )xR,xP mn  – поліноми степеня відповідно n  і m , 
0≠βα∈βα ,R,, . 
У цьому разі частинний розв’язок неоднорідного рівняння 
шукають у вигляді 
( ) ( )( ) Sllxнч xxxxxQey ββα sincos.. Φ+= , 
де ( ) ( )xΦ,xQ ll  – невідомі поліноми степеня ( ),mn,maxll, =  
βα ,  – дійсні числа, такі самі, як і у ( ) sxf ,  – число, яке дорів-
нює кількості збігів коренів 21 k,k  характеристичного рівняння 
відповідного однорідного рівняння 0=+′+′′ cyybya  з числом 
βα i+ . Оскільки в однорідного рівняння другого порядку мо-
жуть бути тільки два комплексно спряжених корені характерис-
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тичного рівняння і з цих коренів тільки один може збігатися з 
числом βα i+ , то s може дорівнювати 0 або 1. 
У побудованому частинному розв’язку невідомими є тільки 
поліноми ( )xQl  та ( )xΦl . Для їх визначення підставимо 
розв’язок до рівняння (3.9). Перед цим знайдемо похідні 
....
; нчнч yy ′′′  і підставимо ...... ;; нчнчнч yyy ′′′  до вихідного неоднорідно-
го рівняння. Порівняємо ліву і праву частини рівняння і  
методом невизначених коефіцієнтів знайдемо невідомі коефі-
цієнти поліномів ( )xQl  і ( )xΦl . 
Приклад 4 
Знайти загальний розв’язок диференціального рівняння 
 ( )xxeyyy x sin8cos2208 4 +=+′−′′ . 
Розв’язання 
Дане рівняння – лінійне неоднорідне рівняння 2-го порядку 
зі сталими коефіцієнтами і правою частиною 
( ) ( )xxexf x sin8cos24 += . Загальний розв’язок такого рівняння 
згідно з теоремою про структуру є 
...... нчознз yyy += . 
1. Знайдемо 
..озy  - загальний розв’язок відповідного одно-
рідного рівняння 0208 =+′−′′ yyy . 
Складемо характеристичне рівняння: 02082 =+− kk . 
Розв’яжемо його: ik 2444201642,1 ±=−±=−±= . Корені 
комплексні й спряжені, отже, частинними розв’язками будуть 
функції: xeyxey xx 2sin,2cos 42
4
1 == . Загальний розв’язок од-
норідного рівняння буде 
( )xCxCey xоз 2sin2cos 214.. += . 
2. Знайдемо 
..нчy  - частинний розв’язок вихідного неодно-
рідного рівняння.  
Права частина рівняння ( ) ( )xxexf x sin8cos24 +=  типу 
( ) ( )( )xRxxPexf mnx ββα sincos += . Отже, частинний розв’язок 
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неоднорідного рівняння  шукаємо у вигляді 
( ) ( )( ) Sllxнч xxxxxQey ββα sincos.. Φ+= .  
Визначимо степінь ( )xQl  і ( )xlΦ : 
( ) 2=xPn , отже, його степінь 0n = , ( ) 8=xRm , тож і його 
степінь 0m = . Поліноми частинного розв’язку ( )xQl  і ( )xlΦ  
теж мають степінь 0l = : 
( ) ( ) BxAxQ =Φ= 00 ; . 
У правій частині 1,4 == βα . Складемо з них число 
ii +=+ 4βα . Це число не збігається з жодним із коренів харак-
теристичного рівняння ik 242,1 ±= , отже, показник степеня х у 
формулі частинного розв’язку 0s = . 
Підсумком наших досліджень буде частинний розв’язок 
( )xBxAey xнч sincos4.. += . 
Для визначення коефіцієнтів A  і B  із частинного розв’язку 
знайдемо його похідні й підставимо до вихідного рівняння 
( )xxeyyy x sin8cos2208 4 +=+′−′′ : 
 ( )( ) ( )++=′+=′ xBxAexBxAey xxнч sincos4sincos 44..  
( ) ( ) ( )( )xABxBAexBxAe xx sin4cos4cossin 44 −++=+−+ ; 
 ( ) ( )( )( ) =′−++=′′ xABxBAey xнч sin4cos44..  
( ) ( )( ) ( ) ( )( ) =−++−+−++= xABxBAexABxBAe xx cos4sin4sin4cos44 44  
( ) ( )( ) =−−−+−++= xBAABxABBAe x sin4416cos44164  
( ) ( )( )xABxBAe x sin815cos8154 −++= . 
Підставимо 
......
,, нчнчнч yyy ′′′  у вихідне рівняння: 
 ( ) ( )( )−−++ xABxBAe x sin815cos8154  
( ) ( )( )+−++− xABxBAe x sin4cos48 4  
( ) ( )xxexBxAe xx sin8cos2sincos20 44 +=++ . 
Оскільки 04 ≠xe , скоротимо рівняння на цю величину.  
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Зведемо подібні члени. Згрупуємо доданки біля функцій 
cosx  та sinx : 
 ( ) ++−−+ xABABA cos20832815  
( ) xxxBABAB sin8cos2sin20832815 +=++−−+ , 
 xxxBxA sin8cos2sin3cos3 +=+ . 
За методом невизначених коефіцієнтів знайдемо A  і B  для 
правої частини ( )xBxAey xнч sincos4.. += . Порівняємо коефіціє-








































3. Складемо загальний розв’язок вихідного неоднорідного 
рівняння: 















До цієї самої категорії правих частин належать функції 
( )xf : 
( ) ( ) ( ) ( ) xxRexfxxPexf nxnx ββ αα sin;cos == . 
А також функції 
 ( ) ( ) ( ) ;sincos xxRxxPxf nn β+β=  
 ( ) ( ) xxPxf n β= cos ; 
 ( ) ( ) xxRxf n β= sin . 
В останньому випадку у загальній формулі 0,0 ≠β=α . 
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3.2.   ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ВИЩИХ ПОРЯДКІВ 
3.2.1.   ЛІНІЙНІ ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ВИЩИХ ПОРЯДКІВ ЗІ 
СТАЛИМИ КОЕФІЦІЄНТАМИ 
Узагальнимо теорію, розглянуту для лінійних диференціа-
льних рівнянь другого порядку зі сталими коефіцієнтами. 
Означення 
Лінійним неоднорідним рівнянням n-го порядку зі сталими 
коефіцієнтами називається рівняння 
 
( ) ( ) ( )xfyayayaya nnnn =+′+++ −− 0111 ... , (3.17) 
де ( )xf  – довільна неперервна і диференційована в області сво-
го визначення функція від змінної x ; коефіцієн-
ти Raaa
n
∈,...,, 10  – довільні сталі. 
Структура загального розв’язку лінійного неоднорідного 
диференціального рівняння n-го порядку зі сталими коефіцієн-
тами 
...... нчознз yyy += , 
де 
......
;; нчознз yyy  мають той самий зміст, що й у попередньому 
параграфі. 
Однорідне рівняння. Лінійним однорідним рівнянням n-го 
порядку зі сталими коефіцієнтами називається рівняння 
 







n . (3.18) 
Теорема про структуру розв’язку. Загальний розв’язок лі-
нійного однорідного рівняння (3.18) є лінійною комбінацією 
всіх лінійно незалежних частинних розв’язків даного рівняння. 
Тобто, якщо ( ) ( ) ( )xxx n21 ϕϕϕ ,...,,  – лінійно незалежні частинні 
розв’язки (3.18), то його загальним розв’язком буде функція 
 ( ) ( ) ( ) ( ),...,...,,, 221121 xCxCxCCCCxy nnn ϕ++ϕ+ϕ=ϕ=  (3.19) 
constRCCC n −∈,...,, 21 . 
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Розв’язок однорідного рівняння (3.18), як і в разі однорідно-
го рівняння 2-го порядку (3.4), шукаємо у вигляді kxey = . Хара-








n . (3.20) 
Це рівняння має n  коренів. Серед них можуть бути і дійсні 
різні корені, і кратні, і комплексні. Нехай характеристичне рів-
няння має nl <  дійсних різних коренів (тобто 
Rk...kk l21 ∈≠≠≠ ), nm <  кратних коренів (тобто 
Rk...kk ml2l1l ∈=== +++ ) і ns <  простих комплексно спряже-
них коренів ( nsml =++ ). Тоді загальний розв’язок (3.17)  
запишеться у вигляді 
( )+++++++++= −+++++ 1232121.. ...... 121 mmllllxkxklxkxkoo xCxCxCCeeCeCeCy ll  
( ) ++β+β+ ++++α ...sincos 12111 xCxCe mlmlx  
( )xCxCe ssmlssmlxs β+β+ ++−++α sincos1 . (3.21) 
Причому розв’язок матиме завжди рівно n  сталих ,C i  
n1,...,i = . 
Приклад 
Знайти загальний розв’язок однорідного диференціального 
рівняння 
( ) ( ) 032162 =+′−− yyyy IVV . 
Розв’язання 
Дане рівняння лінійне однорідне зі сталими коефіцієнтами 
5-го порядку. Розв’язок шукаємо у вигляді kxey = . 
Характеристичне рівняння 032162 45 =+−− kkk . 
Розв’яжемо його: 
 ( ) ( ) ( )( ) 01622162 44 =−−=−−− kkkkk , 
 ikkkkk 24;24;4;16;2 4,33,2
24
1 ±=−=±==±=== . 
Отже, маємо 
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► корені 2,2 21 == kk  - дійсні корені кратності 2, отже від-
повідні їм частинні розв’язки будуть xx xeyey 22
2
1 ; == ; 
► корінь 23 −=k  - дійсний, отже відповідний йому частин-
ний розв’язок буде xey 23
−
= ; 
► корені ikik 2,2 54 −==  - комплексні спряжені, отже, від-
повідні їм частинні розв’язки будуть 
xxeyxxey xx 2sin2sin;2cos2cos 05
0
4 ==== . 
Загальний розв’язок вихідного рівняння буде 









( ) ;2sin2cos 5423221.. xCxCeCexCCy xxоз ++++= −  
5,...,1, =− iconstCi . 
Неоднорідне рівняння. Частинний розв’язок неоднорідного 
рівняння, як і для рівняння 2-го порядку, можна знаходити  
2 методами. 
1. Згідно із спеціальною правою частиною ( )xf . Метод 
побудови загального вигляду повністю збігається із аналогічним 
методом для рівнянь 2-го порядку. 
2. Методом варіації сталої (метод Лагранжа). Згідно з 
цим методом: 
а) знаходимо розв’язок однорідного рівняння (3.18). Загаль-
ний вигляд розв’язку – формула (3.21); 
б) припускаємо, що в цьому розв’язку ( ),xCC ii =  n1,...,i = ; 
в) підставляємо розв’язок із змінними ( )xC i  у рівняння 
(3.17); 
г) припускаючи, що 0...11 =′++′+′ nnnn yCyCyC , робимо пере-
творення рівняння і приходимо до лінійної системи рівнянь від-
носно ( )xC i′′ , n1,...,i = : 
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Розв’язуємо її. Інтегруванням знаходимо значення 
( ) ( ) niCxxC ii ,...,1,, == ϕ  і підставляємо ці значення до загально-
го розв’язку однорідного рівняння (3.21). 
3.2.2.   ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ВИЩИХ ПОРЯДКІВ, ЯКІ 
ДОПУСКАЮТЬ ЗНИЖЕННЯ ПОРЯДКУ 
Серед множини диференціальних рівнянь вищих порядків, 
зокрема рівнянь другого порядку, існує доволі великий клас рів-
нянь, у яких тим чи іншим способом можна легко понизити по-
рядок. Розрізняють декілька класів таких рівнянь. Розглянемо їх 
послідовно. 
I. Диференціальні рівняння типу ( ) ( )xfy n =  
( )xf
 – неперервна диференційована функція в області свого 
визначення.  
Таке рівняння розв’язується шляхом поступового інтегру-
вання: 
( ) ( ) ;11 Cdxxfy n += ∫−  
( ) ( )( ) ;212 CdxCdxxfy n ++= ∫ ∫−  і. т. ін. 
Приклад 1 
Знайти загальний розв’язок (інтеграл) рівняння 
( )43cos2 −+=′′′ xxy . 
Розв’язання 
Маємо рівняння 1-го типу – рівняння, розв’язане відносно 
старшої похідної, яке в правій частині має функцію, залежну 
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тільки від х. Для отримання загального розв’язку цього рівняння 
необхідно послідовно проінтегрувати його 3 рази: 




dy ′′′=′′⇒′′=′′′ , 






2 Cxxydxxxyd +−+=′′−+=′′ ∫∫  
constC −1 ; 











xdy x C dx ′ = + − + 
 
∫ ∫ , 











інтегруємо третій раз: 
 
dx







xdy x C x C dx = − − + + 
 






12 5 9 3 2
x xy x C C x C= − − + + +
⋅ ⋅
, 
 constCCC −321 ,, . 
 
Отже, загальним розв’язком рівняння буде множина інтег-






x xy x C C x C= − − + + + . 
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IІ. Диференціальні рівняння типу ( ) ( ) ( )( ) 0,...,,, 1 =+ nkk yyyxF . 
У цих рівняння відсутня функція ( )y=y x  і можливо відсутні 
похідні до ( )k-1 -i  включно. В цьому разі порядок рівняння мо-
жна понизити заміною: 
( )( ) ( )xzxy k = . 
Приклад 2 
Знайти загальний розв’язок (інтеграл) рівняння 
( )22 yyx ′=′′ . 
Розв’язання 
Це рівняння не має змінної у. Робимо заміну: 
( ) zyxzy ′=′′=′ ; . Отже, отримане рівняння 
22 zzx =′  –  
рівняння першого порядку з відокремлюваними змінними. Відо-
кремимо змінні, помноживши на ( )0, 2222 ≠zxzx
dx
. Отримаємо 





















=+−=−= ∫∫ . 
Згадаємо тепер, що 
dx






















. Змінні відокремлені, можна інтегрувати: 




















 ( ) 2 1 221 1 1 1 1
1 1
, ln 1 ,
1
x dx xy C xC y C
C C xC C C
− = + − + = +
+∫
 
 constCC −21, . 






ІІІ. Диференціальні рівняння типу ( )( ) 0,...,, =′′′ nyyyF . 
У цих рівняннях відсутня незалежна змінна x . У цьому разі 
порядок рівняння можна понизити заміною 




dpyypy ′==′′=′  










dy 22 ′+′′=′+′=′=′′′ . 
Приклад 
Знайти загальний розв’язок (інтеграл) рівняння 
12 2 +′=′′ yyy . 
Розв’язання 





dpyypy ′==′′=′ ;  
і підставляємо до рівняння 
12 2 +=′ ppyp . 
Отримали рівняння з відокремлюваними змінними відносно 
( )p=p y . 
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Відокремимо змінні множником ( ) 0;12 ≠+ ypy
dy
. Отримаємо 





























































































Або ( ) ( ) constCCCxCyC −+=− 2122211 ,,14 . 
ІV. Диференціальні рівняння ( )( ) 0,...,,, =′′′ nyyyxF , які не 
змінюються заміною ( )nyyy ,...,, ′  на ( )ntyytty ,...,, ′ , називаються 
однорідними. 
Порядок таких рівнянь знижується підстановкою yzy =′ ,  
де ( )z=z x  є нова невідома функція. 
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Приклад 
Знайти загальний розв’язок (інтеграл) рівняння 
yyyxyxy ′=′−′′ 2 . 
Розв’язання 
Диференціальне рівняння другого порядку має всі змінні: x , 
y, y , y′ ′′ . Щоб визначитися з типом рівняння, підставимо у нього 
замість  , ,y ty y ty y ty′ ′ ′′ ′′− − − . Отримаємо 
 ( ) ( ) ( ) ⇒′=′−′′⇒′=′−′′ yytyxyxytytytytxyxtyt 2222  
2xyy xy yy′′ ′ ′⇒ − = . 
Тобто рівняння від заміни не змінилося, отже, дане рівняння 
– однорідне відносно , ,y y y′ ′′ . 
Вводимо заміну 
 ( ) ( ) =′⋅+⋅⋅=′⋅+⋅′=′′⋅=′ zyzzyzyzyyxzxyy ;  
( )zzyzyzy ′+=′⋅+⋅= 22 . 
Підставимо отримані похідні до рівняння 
( ) ( ) ( ) ( ) zyzxyzzxyyzyyzxzzxyy 2222222 ; =−′+=−′+ . 
За умови 0≠y  рівняння можна скоротити на 2y . 
















==+== ∫∫ 111 ,lnlnlnln; . 
Потенціюємо: 1xCz = . 
Згадаємо, що ( ) ( )xzxyy ⋅=′ . 
Отже, 1 1 1
dy dy dyyxC C xdx C xdx
dx y y




















constCC −21 , . 
Відповідь 
Загальним розв’язком вихідного рівняння є множина інтег-





§ 4.  СИСТЕМИ ЗВИЧАЙНИХ ДИФЕРЕНЦІАЛЬНИХ 
РІВНЯНЬ 
4.1.   ЗАГАЛЬНІ ПОНЯТТЯ 
Розглянемо множину диференціальних рівнянь, кожне з 
яких зв’язує незалежну змінну x , декілька невідомих функцій 
від змінної x  ( ) ( ) ( )xyxyxy
n
...,,, 21  та похідні цих функцій дові-
льного порядку. 
Означення 1 
Системою звичайних диференціальних рівнянь (системою 
ДР) називається множина диференціальних рівнянь, які мають 
спільні розв’язки. 
Означення 2 
Системою n диференціальних рівнянь 1-го порядку назива-
ється система вигляду 
( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )( )
1 1 2 1 2
2 1 2 1 2
1 2 1 2
, , ,..., , , ,..., 0;
, , ,..., , , ,..., 0;
..........................................................................




F x y x y x y x y x y x y x
F x y x y x y x y x y x y x
F x y x y x y x y x y x y x
 ′ ′ ′ =

′ ′ ′ =







де x  – незалежна змінна; 
 niyi ,1, =  – шукані невідомі функції; 
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 niFi ,1, =  – відомі співвідношення. 
Означення 3 
Система ДР (4.1) називається нормальною, якщо її можна 
розв’язати відносно похідних кожної з невідомих функцій 
, 1,iy i n= , тобто подати її у вигляді 
( ) ( ) ( )( )
( ) ( ) ( )( )






, , ,..., ;
, , ,..., ;
...............................................





dy f x y x y x y x
dx
dy f x y x y x y x
dx













Кожна з функцій ( ) nixyi ,1, =  визначена на деякому інтер-
валі RX i ⊆ .  
Об’єднанням всіх niRX i ,1, =⊆  є деякий інтервал 




, , який є інтервалом визначення системи ДР.  
Функції ( ) ( ) ( )( ) nixyxyxyxf
ni ,1,,...,,, 21 =  є функціями 
( )1+n -ї змінної і визначаються точками у ( )1+n  – вимірному 
просторі 
1+nR .  
Множина точок визначення функцій 
( ) ( ) ( )( )xyxyxyxf
ni ,...,,, 21  становить відкриту область визна-
чення 
1+∈ nRD  системи ДР. 
Означення 4 
Система (4.2) називається лінійною, якщо 
( ) ( ) ( )( )1 2, , ,..., , 1,i nf x y x y x y x i n=  є лінійними функціями від 
невідомих ( ) , 1,iy x i n= , тобто якщо систему (4.2) можна пода-
ти у вигляді 
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( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
11 1 12 2 1 1
2
21 1 22 2 2 2









dy f x y x f x y x f x y x f x
dx
dy f x y x f x y x f x y x f x
dx
dy f x y x f x y x f
dx
= + + + +
= + + + +











де ( ) njnixf ij ,1;,1, ==  – відомі функції змінної x . 
Означення 5 
Система ДР (4.3) називається автономною (стаціонарною), 
якщо праві частини всіх рівнянь явно не залежать від змінної x : 
( ) ( ) ( )( )
( ) ( ) ( )( )














dy f y x y x y x
dx
dy f y x y x y x
dx













Розв’язком системи ДР (4.2) на інтервалі ( ),a b R⊆  назива-
ється сукупність функцій  
( ) ( ) ( )xyxyxy nn ϕϕϕ === ,...,, 2211 , (4.5) 
визначених і неперервних на цьому інтервалі, якщо підстановка 
даної сукупності до системи (4.2) перетворює кожне з рівнянь 
системи на тотожність для будь - якого ( )bax ,∈ . 
Процес знаходження сукупності функцій розв’язку системи 
( ) ( ) ( )xyxyxy nn ϕϕϕ === ,...,, 2211  називається інтегруванням 
системи (4.2). 
Задача Коші для систем ДР сформулюється так. 
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Для заданої точки ( )0 ,x a b∈  знайти таку сукупність функцій 
(4.5), яка задовольняє умови: 
( ) ( ) ( )0002200110 ,...,, xyxyxy nn ϕϕϕ === . (4.6) 
Умови (4.6) називаються початковими умовами задачі 
Коші. Значення 02010 ,...,, nyyy  задаються одночасно з точкою 
( )bax ,0 ∈  і називаються початковими значеннями задачі  
Коші. 
Теорема Коші (існування розв’язку системи ДР) 
Нехай задані нормальна система ДР (4.2) та початкові умови 
(4.6). І нехай функції ( ) ( ) ( )( ) nixyxyxyxf
ni ,1,,...,,, 21 =  системи 
(4.2) визначені й неперервні в деякій відкритій області D, яка мі-
стить точку ( )0100 ,...,, nyyx . 
За таких умов система (4.2) завжди має розв’язок. 
У випадку, коли функції ( ) ( ) ( )( ) nixyxyxyxf
ni ,1,,...,,, 21 =  












то розв’язок єдиний. 
Означення 7 
Загальним розв’язком системи ДР (4.2) на інтервалі 





































яка задовольняє дві умови: 
1) при довільних фіксованих сталих { }02010 ,...,, nCCC  сукуп-
ність (4.7) є розв’язком системи (4.2); 
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2) будь - який частинний розв’язок (4.2) можна отримати з 
(4.7) за певних значень сталих { }
n
CCC ,...,, 21 . 
Розв’язки системи (4.2), у кожній точці яких порушуються 
умови теореми Коші, називаються особливими розв’язками. 
4.2.   ЛІНІЙНІ СИСТЕМИ ДР ЗІ СТАЛИМИ КОЕФІЦІЄНТАМИ 
Означення 1 
Лінійною системою ДР зі сталими коефіцієнтами називаєть-
ся система вигляду 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )



































де niaij ,1, =  – дійсні числа; ( )xf i  – відомі неперервні функції 
на інтервалі визначення системи ( )ba, . 
Означення 2 
Лінійна системою ДР зі сталими коефіцієнтами (4.8) назива-
ється однорідною, якщо всі функції ( ) nixf i ,1, =  у правій час-
тині системи тотожно дорівнюють 0. Тобто лінійна однорідна 
система ДР зі сталими коефіцієнтами має вигляд 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1
11 1 12 2 1
2
21 1 22 2 2








n n nn n
dy
a y x a y x a y x
dx
dy
a y x a y x a y x
dx
dy
a y x a y x a y x
dx

= + + +









Для інтегрування системи (4.9) застосуємо метод зведення 
системи ДР до лінійного диференціального рівняння n -го по-
рядку зі сталими коефіцієнтами від одного невідомого. Перевага 
цього методу в тому, що однорідні й неоднорідні системи  
зводяться до одного рівняння за однією схемою. В першому разі 
отримаємо однорідне рівняння, в іншому – неоднорідне. Методи 
розв’язання обох рівнянь нам відомі з попереднього матеріалу. 
Не порушуючи загальної теорії, для прикладу візьмемо  





11 1 12 2 13 3 1
2
21 1 22 2 23 3 2
3





a y a y a y f x
dx
dy
a y a y a y f x
dx
dy
a y a y a y f x
dx

= + + +

= + + +


= + + +

 (4.10) 
Візьмемо за невідому функцію ( )xy1 . Зведемо систему 
(4.10) до ДР 3-го порядку. Для цього візьмемо похідну від пер-
шого рівняння: 




11 12 13 12 .
yd y dy dy
a a a f x
dx dx dx dx
′= + + +  








нами із системи (4.10): 
 ( )( )2 1 11 11 1 12 2 13 3 12d y a a y a y a y f xdx = + + + +  
( )( )12 21 1 22 2 23 3 2a a y a y a y f x+ + + + +  
( )( ) ( )13 31 1 32 2 33 3 3 1a a y a y a y f x f x′+ + + + + . 
Зробимо перетворення: 
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11 12 21 13 31 1 11 12 12 22 13 32 22
AA
d y
a a a a a y a a a a a a y
dx
= + + + + + +

 
( ) ( )
( )3 1
11 13 12 23 13 33 3 11 1 12 2 13 3 1
A g x
a a a a a a y a f a f a f f ′+ + + + + + +
 
. 




























Знову підставимо для похідних вирази з правих частин сис-














11 1 12 2 13 3 1
2
1
1 1 2 2 3 3 12
3
1





a y a y a y f x
dx
d y A y A y A y g x
dx
d y B y B y B y w x
dx

= + + +


= + + +


= + + +

 (4.11) 







dyyx , тобто розв’яжемо систему: 
( )
( )
12 2 13 3 1 11 1 1
2 2 3 3 1 1 1 1
;
.
a y a y y a y f x
A y A y y A y g x
′+ = − −

′′+ = − −
 (4.12) 
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Підставимо отримані вирази для 32 , yy  у третє рівняння  
системи (4.11) й отримаємо рівняння 
( )xyLyLyLy Φ=+′+′′+′′′ 1312111 , (4.13) 
де 3,...,1, =iLi  - дійсні числа;  ( )xΦ  - відома функція. 
Рівняння (4.13) – лінійне неоднорідне диференціальне рів-
няння зі сталими коефіцієнтами 3-го порядку. Методи знахо-
дження розв’язку такого рівняння відомі з попереднього матері-
алу. Знаходимо його загальний розв’язок: ( )32111 ,,, CCCxy ϕ= , а 
потім, підставивши його у систему (4.12), знайдемо розв’язки 
для ( )32122 ,,, CCCxy ϕ=  та ( )32133 ,,, CCCxy ϕ= . 
Приклад 1 










Дана система – однорідна система двох ДР відносно змінних 
функцій ( )tx  та ( )ty . За незалежну змінну взято змінну t . 
Зведемо систему до лінійного однорідного рівняння 2-го по-
рядку відносно y : 
( ) ( ) yxyxyxyxyyxy 19184342343;43 +=+++=′+′=′′+=′ , 
отже, 
43 4 ; ;
3
18 19 . 6 24 19 6 5 .
y yy x y x
y x y y y y y y y
′
−
′ = + = 
 
′′ = +  ′′ ′ ′= − + = −
 
Отримали однорідне рівняння 2-го порядку відносно  
змінної y :  
056 =+′−′′ yyy . 
Розв’яжемо його. 
Форма розв’язку – ktey = . 
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Характеристичне рівняння: 0562 =+− kk . 
Корені: 5,1,23593 212,1 ==±=−±= kkk  - дійсні, різні. 
Отже, tt eyey 521 ; == . 
Загальний розв’язок: constCCeCeCy tt −+= 21
5
21 ,; . 

















































, constCC −21, . 
Приклад 2 
Знайти загальний розв’язок системи 
53 2 4 ,
2 .
tx x y e
y x y





Дана система – однорідна система двох ДР відносно змінних 
функцій ( )tx  та ( )ty . За незалежну змінну взято змінну t . 
Зведемо систему до лінійного неоднорідного рівняння 2-го 
порядку відносно змінної y : 
 ;2yxy +=′  
 ( )5 52 3 2 4 2 2 5 6 4t ty x y x y e x y x y e′′ ′ ′= + = + + + + = + + , 
отже, 
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 5 5 5
2 ; 2 ;
5 6 4 ; 5 10 6 4 5 4 4 .t t t
y x y x y y
y x y e y y y y e y y e
′ ′= + = − 
 
′′ ′′ ′ ′= + + = − + + = − + 
 
Отримали неоднорідне рівняння 2-го порядку відносно 
змінної y :  
teyyy 5445 =+′−′′ . 
Розв’яжемо його.  
Структура розв’язку: 
...... нчознз yyy += . 
І. Знайдемо 
..озy . 
Форма розв’язку - ktey = . 










212,1 ==±=−±= kkk  - дійсні,  
різні. Отже, tt eyey 421 ; == . 
Загальний розв’язок constCCeCeCy ttоз −+= 21
4
21.. ,; . 
ІІ. Знайдемо 
..нч
y .  
Права частина рівняння ( ) tetf 54= . Загальний вигляд - 
( ) tnePtf α= . 
Тут 04,5 =⇒== nPnα . 
У цьому випадку частинний розв’язок шукаємо у вигляді 
tt
нч AeteQy 5050.. == ; 0r = , тому що 5α =  не збігається з  









25;5 =′′=′ . 
Підставимо 
......
,, нчнчнч yyy ′′′′  до неоднорідного рівняння: 
( ) 1;44;445525 5555 ===⋅+− AAeAeAуAe tttt . 






Загальний розв’язок однорідного рівняння: 
constCCeeCeCy tttнз −++= 21
54
21.. ,, . 
ІІІ. Продовжимо розв’язувати систему. 
Отримали загальний розв’язок для змінної y . Підставимо 
його до співвідношення для x : 
tttttt eeCeCyeeCeCy 5421
54
21 54, ++=′++= , 
( )4 5 4 5 4 51 2 1 2 1 24 5 2 2 3t t t t t t t t tx C e C e e C e C e e C e C e e= + + − + + = − + + . 

















РОЗДІЛ 5.   ЧИСЛОВІ ТА СТЕПЕНЕВІ РЯДИ 
§ 1.   ОСНОВНІ ПОНЯТТЯ ТА ОЗНАЧЕННЯ 
Нехай задана нескінченна послідовність чисел 
...;...;;;; 321 nuuuu . 
Якщо кожний елемент послідовності можна отримати як де-
яку одну й ту саму функцію від номера цього елемента 
( ) Nnnfun ∈= ; , то кажуть, що заданий загальний член послі-
довності. 








nn uuuuu . (5.1) 
Таку суму нескінченної кількості елементів числової послі-
довності називають нескінченним числовим рядом, а елементи 
числової послідовності, з яких склався ряд, називають членами 
числового ряду. Функція, яка ставить у відповідність номер 
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члена ряду і його числове значення ( )nu f n= ; n N∈ , задає нам 
загальний член числового ряду. 









n aqaqaqaqa  
є рядом усім відомої геометричної прогресії з першим членом a  
та знаменником q . 
Другий приклад – ряд, який має загальний член, заданий  
функцією Rk
n
u kn ∈= ,
1

















і носить назву узагальненого гармонічного ряду. 
Щоб задати числовий ряд, достатньо задати його загальний 
член формулою ( )nfun = . 
Іноді ряд задають першими декількома членами і на базі 
аналізу цих членів ряду виявляють закономірність та знаходять 
залежність значення члена ряду від його номера, тобто будують 
загальний член ряду. 

















Знайти загальний член ряду. 



















= uuuu .  
Бачимо, що у чисельнику завжди стоїть 1, а у знаменнику – 
добуток номера члена ряду на 2 у степені, що збігається з номе-
ром члена ряду, тобто для 
n







= .  












 nn uuuS +++= ...21  (5.2) 
називається n -ю частковою сумою ряду. Наприклад, для 
2122 uuSn +== , для 32133 uuuSn ++== . 





lim , (5.3) 







nuS . (5.4) 
Якщо ж границя не існує або нескінченна, то кажуть, що ряд 
(5.1) розбіжний. 
Величина 
 ...21 ++=−= ++ nnnn uuSSR  (5.5) 
називається n -м залишком ряду. 
Приклад 










Зі шкільного курсу математики відомо, що сума n  членів 
геометричної прогресії з першим членом a  та знаменником 












Ця сума є n -ю частковою сумою для ряду геометричної 
прогресії. Отже, щоб дослідити збіжність даного ряду, необхід-
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но знайти границю цієї часткової суми і визначити, скінченна 








a q qS S a
q q q→∞ →∞ →∞
−  
= = = ⋅ − = 
− − − 
 
1






q q q q→∞ →∞ →∞
= ⋅ − ⋅ = − ⋅
− − − −
. 
Отже, бачимо, що границя залежить від останнього доданка 
і, відповідно, від значення q . 
Розглянемо 4 випадки: 







, границя часткової суми 








Зі шкільного курсу ця формула відома як сума членів не-
скінченної спадної геометричної прогресії. 










a q aS S a
q q q→∞ →∞
= = − ⋅ = − ∞ = ∞
− − −
, 
тобто за 1>q  ряд розбіжний. 
3. 1=q . Маємо anaaaaS
n








Отже, для 1=q  ряд розбігається. 
4. 1−=q . Маємо 
  
n
n aaaaS +−+−= ... , в цьому разі, якщо n  
– парне, то часткова сума дорівнює 0, а якщо n  непарне, то 
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= lim  не існує. Ряд – розбіжний. 
Висновок. Ряд геометричної прогресії є збіжним тільки для 









У всіх інших випадках ряд геометричної прогресії розбіж-
ний. 
Властивості збіжних числових рядів 
Розглянемо числовий ряд (5.1) 
 












Використовуючи означення та формули (5.2) і (5.5), цей ряд 







де nS  - часткова сума ряду, складається із скінченної кількості 
елементів ряду; nR  - залишок, нескінченна сума елементів ряду. 
Властивість 1 
Якщо ряд (5.1) збігається, то збігається і його залишок 
n
R . 
І навпаки, якщо збігається залишок 
n
R , то збігається і ряд (5.1) 
Виходячи з властивості 1, можна записати теорему. 
Теорема 
Для збіжності ряду (5.1) необхідно й достатньо, щоб за умо-








Якщо члени збіжного ряду ∑
∞
=1n
nu  із сумою S  помножити на 
константу C , то ряд ∑
∞
=1n
nCu  теж буде збіжним, його сума дорів-





nu  та ∑
∞
=1n



















n vSuSдеSSS  
Задача дослідження збіжності числових рядів із застосуван-
ням теорії границь до часткової суми ряду або до його залишку є 
задачею досить складною. Простіше для такого дослідження ви-
користовувати ознаки збіжності числових рядів. Такі ознаки 
можна розділити на необхідну та достатні ознаки. Причому не-
обхідна ознака використовується для дослідження будь-якого 
числового ряду. Достатні умови залежать від властивостей 
членів числового ряду, який досліджується. 
 
§ 2.   НЕОБХІДНА ОЗНАКА ЗБІЖНОСТІ ЧИСЛОВОГО 
РЯДУ. ГАРМОНІЧНИЙ РЯД 
Розглянемо довільний числовий ряд (5.1). 
Теорема (необхідна ознака збіжності числового ряду) 
Якщо числовий ряд ∑
∞
=1n
nu  збігається, то його загальний член 





ulim . (5.7) 
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Доведення 
Зауважимо, що n -й член ряду можна отримати як різницю 
між n -ю та 1+n -ю частковими сумами: 
1−−= nnn SSu . 








limlim 1 . 














ulim , то будь - 
який числовий ряд вигляду (5.1) розбігається. 
Приклади 





























n qaq ,  є збіжним.  
Розглянемо його загальний член: nn aqu = , причому 1<q .  




n qaaq limlim . Тобто необхідна умова 
збіжності ряду виконується. 
































lim , отже, умова 
(5.7) не виконується. Відповідно, цей ряд не може бути збіжним. 
Вище був наведений приклад узагальненого гармонічного 
ряду 
1
1 1 11 ...
2 3k k kn n
∞
=






Розглянемо, як виконується необхідна умова для цього ряду 











uk lim,limlimlim: 010  
– необхідна умова не виконується, тобто такий ряд однозначно 
розбіжний (відповідно до наслідку з теореми). 
►Якщо 010 ==>
∞→∞→ knnn n
uk limlim:  - необхідна умова викону-
ється, тобто є можливість того, що узагальнений гармонічний 
ряд є збіжним для будь - якого 0>k . 









Такий ряд носить назву гармонічного ряду. 























+++++= ...... . 


























=− ... . 
Сума має n  доданків. Кожний доданок, крім останнього в 






























2 >− nn SS . 
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limlim , або 
2
10 >  
отримали суперечливість. 








 є розбіжним, не-
зважаючи на те, що необхідна умова збіжності виконана. 
Остаточний висновок про збіжність ряду можна зробити 
тільки після перевірки виконання достатніх ознак збіжності 
ряду. 
Наприкінці розділу 1 було зауважено, що достатні ознаки 
залежать від властивостей загального члена ряду nu . Тому бу-
демо розглядати ряди відповідно до властивостей їх загальних 
членів, починаючи з найпростіших рядів. 
§ 3.   ЧИСЛОВІ ЗНАКОПОЗИТИВНІ РЯДИ. ДОСТАТНІ 




nu , у якого всі члени невід’ємні, тобто 
0≥nu , називається рядом з невід’ємними (знакопозитивни-
ми) членами, або знакопозитивним рядом. 
Достатні ознаки збіжності знакопозитивних рядів. 
1. Радикальна ознака Коші 
Розглянемо ряд (5.1) з невід’ємними членами. Вважаємо, що 
для загального члена ряду nu  виконується необхідна умова збі-



























































2 2 27 7 7lim lim







n n n→∞ →∞
     
= ⇒ = =     
− − −     
 
2 27 7 49lim 1
3 1 3 9n
n
n→∞
   
= = = >   
−   














































n limlim   
- за радикальним критерієм Коші ряд збіжний. 
2. Інтегральна ознака Коші 
Розглянемо ряд (5.1) з невід’ємними членами такими, що 
...... ≥≥≥≥≥ nuuuu 321 . Вважаємо, що для загального члена  
ряду nu  виконується необхідна умова збіжності (5.7). 
Загальний член ряду nu  можемо розглядати як функцію від 
дискретної змінної ,...,21=n  ( )nfun = . Поширимо цю функцію 





де ( ) nunf = . 

















Перевіримо інтегральну ознаку Коші на узагальненому гар-
монічному ряді для усіх k , для яких виконалася необхідна умо-












=  відповідає функція 
( ) 1 , [1, )kf x xx= ∈ ∞ . 
































Аналізуємо отримане граничне значення для різних k : 
 а) 10 << k ; 
 
1











< ⇒ − + > ⇒ = = ∞










lim  - інтеграл розбіжний. 







 для 10 << k  
теж розбіжний. 
 б) 1=k ; 

























 для 1=k  
теж розбіжний. Даний висновок збігається з висновком безпо-
середнього аналізу гармонічного ряду на збіжність, який був 
проведений у попередньому розділі. 
 в) 1>k ; 























⇒ − = − ⇒













⇒ = = − ⇒
−
∫ ∫  невласний інтеграл збіжний. 







 для 1>k  теж 
збіжний. 
Висновок 







 збігається 1>∀k  і є 
розбіжним 1≤∀k . 
3. Критерій Даламбера 
Розглянемо ряд (5.1) з невід’ємними членами. Вважаємо, що 
для загального члена ряду nu  виконується необхідна умова збі-






















































Даний ряд має 














u ; . Розглянемо 
границю відношення 
 
( ) ( )












n nu n n
u n n n n
+
+→∞ →∞ →∞
+ + + +













































( ) ( )
( )
1
1 1 1 1 !! 1
1 ! ! 1




n n n n
n
n n n nu n n
u n n n n n n
+
+
→∞ →∞ →∞ →∞
+ + + + 








= + = ≈ > 
 
 - ряд розбіжний. 
4. Порівняльна ознака у граничній формі 








Якщо існує скінченна, відмінна від нуля границя відношення 










;lim , (5.11) 
то ці обидва ряди збігаються або розбігаються одночасно. 
Приклад 4 


































. Про цей ряд відомо, що він збіжний. Розглянемо границю 






3= ;  3
1
n
















3 limlimlim  - отже, за порівня-
льною ознакою у граничній формі вихідний ряд збігається як і 

















Для дослідження цього ряду за порівняльний ряд потрібно 











































limlimlim  - отже, за по-
рівняльною ознакою у граничній формі вихідний ряд розбігаєть-







§ 4.   ЗНАКОПОЧЕРЕЖНІ РЯДИ 
 
Означення 
Знакопочережним рядом називається числовий ряд (5.1), 
члени якого мають по черзі додатний та від’ємний знаки.  
Такий ряд можна записати так: 
( ) Nnuuuuuu nnn ∈>+−++−+− − ,...,..... 01 14321 , або 
































...  – знакопочережний ряд, тому 
що члени ряду по черзі є додатними і від’ємними.  









un = . 
Для дослідження таких рядів на збіжність застосовують дві 
теореми. 
Теорема 1 (ознака Лейбніца) 
Якщо абсолютні величини членів знакопочережного ряду 
строго монотонно спадають, тобто 
...... >>>>> nuuuu 321 , 







то такий знакопочережний ряд збігається, причому його сума 





















































a  - ряд знакопочережний. 
Застосуємо до ряду критерій Лейбніца: 

































a  збігається; 
 б) 
2
1 1 1 1




− = − + 
− + − + 
∑  
1 1 1 1
... ...
3 1 3 1 1 1n n
+ − + + −
− + − +
 
















;;...;;;;  – ця послі-
довність не є спадною, оскільки якщо згадати навіть приблизні 




u = = ≈  2
1 0,42;
2,4
u = ≈  3
1 10 1,4;
0,7 7




u = ≈ , тобто ...4321 uuuu ><>  - монотонності немає. 










= − = 
− + 
 
( ) ( )






 + − +   = = = 
−   − +
 
. 
Отже, перша з двох умов не виконується, абсолютні значен-
ня членів ряду не спадають монотонно – ряд розбіжний.  
Наслідок з ознаки Лейбніца 
Абсолютна величина похибки nR , яка виникає із заміною 
суми цього ряду S  на часткову суму nS , не перевищує абсолю-
тної величини першого відкинутого члена ряду: 
 1+≤=− nnn uRSS . (5.13) 
Цей наслідок використовують для наближеного обчислення 
знакопочережних рядів. 
Приклад 3 













 необхідно взяти до час-





R < . З урахуванням наслідку із ознаки 
Лейбніца можна записати 
1 0,001nu + ≤ , або ( ) ( )
2
2




≤ ⇒ + ≥ ⇒
+
 
1 1000 31,6 31,6 1 30,6n n⇒ + ≥ ≈ ⇒ ≥ − = . 
Отже, для того, щоб обчислити даний ряд з точністю до 
0,001, необхідно взяти 31 перших членів ряду. 
Теорема 2 (достатня ознака збіжності знакопочережного 
ряду) 
Розглянемо знакопочережний ряд (5.12). Такому ряду відпо-








nn uuuuu ......  
Якщо ряд, складений з абсолютних значень членів ряду 
(5.12), збігається, то збігається і ряд (5.12). 
Означення 1 
Знакопочережний ряд (5.12) називається абсолютно збіж-
ним, якщо збігається ряд, складений з абсолютних значень чле-
нів цього ряду. 
Означення 2 
Якщо ряд, складений з абсолютних значень членів ряду 
(5.12) розбігається, а сам ряд (5.12) є збіжним за ознакою  
Лейбніца, то такий знакопочережний ряд називається умовно 
збіжним (або неабсолютно збіжним). 
Приклад 4 




















Вище було показано, що за ознакою Лейбніца цей ряд збіж-
ний. 
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Розглянемо ряд, що складається з абсолютних значень чле-








. Це гармонічний ряд, і вище 
було доведено, що цей ряд розбіжний. 












 є умовно 
збіжним за означенням оскільки сам ряд за ознакою Лейбніца 
збіжний, а ряд, складений з абсолютних значень членів ряду, – 
розбіжний. 
























Спочатку перевіримо ряд на абсолютну збіжність. Для цього 










































10 10 0;lim lim
n n
n nn n→∞ →∞
   
= =   
   
 









< ∀ = ⇒ = + + 
. 
Отже, необхідна умова збіжності ряду виконується. 
► Достатня умова збіжності. Застосуємо порівняльну озна-





















, то й 
вихідний ряд збігається теж. 






































Відповідно до порівняльної ознаки збіжності ряду ряд, у 
якого загальний член, менший за загальний член збіжного ряду, 









 є збіжним. 
Висновок 2 













, є збіжним. 
Отже, робимо висновок, що вихідний знакопочережний ряд 
є абсолютно збіжним. 
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§ 5.   ФУНКЦІОНАЛЬНІ РЯДИ. СТЕПЕНЕВІ РЯДИ.  
ВЛАСТИВОСТІ СТЕПЕНЕВИХ РЯДІВ 
5.1.   ОСНОВНІ ОЗНАЧЕННЯ ТА ПОНЯТТЯ.  
ВЛАСТИВОСТІ СТЕПЕНЕВИХ РЯДІВ 
Ряди, до загального члена яких входить функція ( )xf , нази-





n xfa , (5.14) 
де na  - числовий коефіцієнт, функція від номера Nn∈ , ( )xf  - 
функція від незалежної змінної x . 
Якщо функція, що входить до загального члена ряду, є сте-
пеневою ( ) nxxf = , то такий функціональний ряд носить назву 





n xa . (5.15) 
Розглянемо задачу про збіжність ряду (5.15). 
Як відомо, функція ( ) nxxf =  за область визначення має всю 
дійсну числову вісь R . Якщо обрати деяке конкретне значення 






n xa  із загальним 
членом 
n
nn xau 0= . Отже, можна проводити дослідження збіжно-
сті такого ряду за необхідною і достатніми умовами збіжності 
числового ряду, які були розглянути у попередньому розділі. 
Числовий ряд для Rx ∈0  може бути або збіжним, або розбіж-
ним. Якщо взяти інше значення змінної x , наприклад Rx ∈1 , то 






n xa  і результат дослідження 
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на збіжність цього ряду може відрізнятися від того результату, 






n xa . 
Отже, для різних значень змінної x  ряд (5.15) може бути як 
збіжним, так і розбіжним. 
Приклад 











Такий ряд можна розглядати як геометричну прогресію із 
знаменником xq = . Для геометричної прогресії вище проводи-
лося дослідження на збіжність і був зроблений висновок, що 
геометрична прогресія збігається для 1<q . Отже, можна зроби-
ти висновок, що степеневий ряд ∑
∞
=0n
nx  збігається для усіх 1<x . 
Іншою мовою, область збіжності степеневого ряду ∑
∞
=0n
nx  є 
інтервал ( )11;− . 
Ставиться узагальнена задача: Для яких значень змінної 
x  ряд (5.15) є збіжним? 
Відповідь на таке питання дає теорема норвезького матема-
тика Нільса Генріка Абеля. 
Теорема Абеля 
1. Якщо степеневий ряд (5.15) збігається для деякого 00 ≠x , 
то він абсолютно збігається і для усіх 0xxx <: . 
2. Якщо степеневий ряд (5.15) для деякого 1x  є розбіжним, 
то він буде розбіжним для усіх 1xxx >: . 
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Доведення 






n xa  є збіжним для 00 ≠x , отже 





xalim . Це означає, 
що загальний член ряду є величиною обмеженою, тобто існує 
деяке число MxanM nn ≤∀> :0 . 














n xa . 




































. Таке відношення можна 
взяти за 10 << q  і ряд, що отримали за геометричну прогресію з 




xq . Така геомет-
рична прогресія збігається. 




n xa  





xM , то за порівняльним 
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: , що й потрібно було довести. 




















n xa  є теж розбіжним. 






















:  може бути тільки розбіжним. 
Теорема доведена. 
Наслідком з теореми Абеля буде існування такого додатного 
числа 0x R= , що для усіх x R<  ряд (5.15) буде збіжним, а для 
усіх x R>  ряд (5.15) буде розбіжним. 
Таке число R  має назву радіус збіжності, а інтервал 
( )RR;−  - інтервал збіжності степеневого ряду (5.15). Збіж-
ність ряду для Rx =  не обов’язкова. Зокрема, 
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– якщо ряд збігається в точці Rx = , то інтервал збіжності 
такого степеневого ряду буде ( ];R R− ; 
– якщо ряд збігається в точці Rx −= , то інтервал збіжності 
такого степеневого ряду буде [ );R R− ; 
– якщо ряд збігається в обох точках Rx −=  та Rx = , то ін-
тервал збіжності такого степеневого ряду буде [ ];R R− . 
Значення радіуса збіжності степеневого ряду знаходять з ви-
користанням достатньої умови збіжності числового ряду – озна-

















































aR lim , (5.16) 




n xa , то значення такої границі і буде 










aR lim , кажуть, що радіус збіжності степе-






aR lim  - раді-
усом збіжності степеневого ряду є вся числова вісь ( )∞∞− ; . 
Приклади 
















;  c) ∑
∞
=0n










1. Знайдемо радіус збіжності ряду. За формулою (5.16) має-
мо 


































 збігається на інтервалі ( )33;− . 
2. Перевіримо збіжність ряду для 3−=x : 




















- знакопочережний ряд. З попередніх 
прикладів відомо, що він умовно збіжний. 















 - гармонічний ряд, розбіжний. 










































nn xn . 






lim , отже, необхідна умова збіжності ряду не 
виконується. 
Знайдемо радіус збіжності такого степеневого ряду: 














= = = = + + +
 
( )
( ) ( )1 1














= + = ⋅ = 
− + + 
, 
отже, радіус збіжності степеневого ряду вироджений у нуль. Ряд 
розбіжний. 
Властивості степеневих рядів 






n xaxf  - нескінченну лінійну 




n xa  має область збіжно-
сті ( );R R− . 






n xaxf  на будь - якому інтервалі 
[ ] ( ), ;a b R R∈ −  є функцією неперервною. Відповідно до цієї вла-
стивості степеневий ряд можна почленно інтегрувати на про-
































n xaxf  на інтервалі збіжності мо-
жна почленно диференціювати: 
( ) ...... +++=′+++=′ 23212210 32 xaxaaxaxaaf  
Причому радіус збіжності ряду, який отриманий диферен-
ціюванням, зберігається. 
 
5.2.   РЯДИ ТЕЙЛОРА І МАКЛОРЕНА. РОЗКЛАДАННЯ ДЕЯКИХ 
ФУНКЦІЙ У РЯД МАКЛОРЕНА 






n xa  з інтерва-
лом збіжності ( );R R− . Число α  належить інтервалу збіжності 
ряду, тобто ( );R Rα ∈ − . Сумою такого ряду буде деяка функція 
( ) ( ), ;S f x x R R= ∈ − . 
На практиці часто виникає обернена задача – чи можна по-
дати деяку функцію ( )xf  на деякому інтервалі [ ],a b  в околі то-






n xa , тобто чи можна 






n xa , щоб він збігався на 
інтервалі [ ],a b  і його сума дорівнювала заданій функції ( )xf  – 









lim .  
Побудуємо відповідний степеневий ряд для функції ( )xf  
на інтервалі [ ]a,b . 
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Відомо, що функція ( )xf  на інтервалі [ ],a b  в околі точки 
[ ],a bα ∈  n  разів диференційована, причому для похідних  
будь - якого порядку виконується умова 
[ ] ( ) ( ), : ; 0; 1,2,...nx a b f x M M n∀ ∈ ≤ > =  
Припустимо, що задана функція розкладається в околі  
точки α  у степеневий ряд: 





f x a x a a x a x
∞
=
= − α = + − α + − α +∑  
( ) ( )33 ... ...nna x a x+ − α + + − α +  (5.16) 
Для визначення невідомих коефіцієнтів naaa ,...,, 10  проди-
ференціюємо (5.16) n  разів. За властивістю 2 степеневих рядів 
ми можемо це зробити: 
 
( ) ( ) ( ) ( ) ...... +α−++α−+α−+=′ −12321 32 nn xnaxaxaaxf  
 ( ) ( ) ( )22 3 42 3 2 4 3 ...f x a a x a x′′ = + ⋅ − α + ⋅ − α + +  
( ) ( ) 2... 1 ...nnn n a x −+ + ⋅ − − α +  
 ( ) ( )3 43 2 4 3 2 ...f x a a x′′′ = ⋅ + ⋅ ⋅ − α + +  
( ) ( ) ( ) ( ) ( )2 3... 1 ... 1 2 ...n nn nn n a x n n n a x− −+ + ⋅ − − α + ⋅ − − − α +  
 
( ) ( ) ( )4 4 54 3 2 5 4 3 2 ...f x a a x= ⋅ ⋅ + ⋅ ⋅ ⋅ − α + +  
( ) ( ) ( ) ( ) 4... 1 2 3 ...nnn n n n a x −+ + ⋅ − − − − α +  
 ………………………………………….. 
 
( )( ) ( ) ( ) ( ) ....... +⋅⋅−⋅−⋅−⋅= nn annnnxf 23321  
Обчислимо значення функції ( )xf  та її похідних в точці α : 
 ( ) ( )0 1 1; 1 1! ;f a f a a′α = α = ⋅ = ⋅  
 ( ) ( )2 2 3 32 1 2! ; 3 2 1 3! ;f a a f a a′′ ′′′α = ⋅ ⋅ = ⋅ α = ⋅ ⋅ ⋅ = ⋅  
 
( ) ( )4 4 44 3 2 1 4! ; ...;f a aα = ⋅ ⋅ ⋅ ⋅ = ⋅  
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( ) ( ) ( ) ( ) ( ) 41 2 3 ... 4 3 2 1 !n nf n n n n a n aα = ⋅ − ⋅ − ⋅ − ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ = ⋅ . 
З останніх співвідношень можна отримати значення коефіці-
єнтів степеневого ряду (5.16): 
 ( ) ( ) ( )0 1; ;1!
f
a f a f′ α ′= α = = α  
 
( ) ( )




= =  
 








= = . 
Підставимо отримані коефіцієнти у ряд (5.16): 
 ( ) ( ) ( ) ( ) ( ) ( )2
1! 2!
f ff x f x x′ ′′α α= α + − α + − α +  
( ) ( )







+ − α + + − α +  (5.17) 
Ряд побудований. 
 
Ряд (5.17) носить назву ряду Тейлора функції ( )xf  в околі 
точки α=x , процес отримання такого ряду носить назву  
розкладання функції ( )xf  в околі точки α=x  у ряд Тейлора. 
Необхідно відзначити, що не всі функції можна розкласти в 
ряд Тейлора, може статися, що формально отриманий ряд Тей-
лора не є збіжним. Для дослідження побудованого ряду на збіж-
ність необхідно звернутися до властивості 1 з властивостей збі-
жних числових рядів (п.5.1). Як і числові ряди, ряд Тейлора мо-
жна подати сумою двох доданків – часткової суми nS  та n -го 
залишку ряду nR , тобто 
( ) nn RSxf += . 
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Теорема 
Для збіжності ряду Тейлора (5.17) до функції ( )xf  необхід-
но і достатньо, щоб за умови ∞→n  n -й залишок ряду nR  пря-
мував до нуля для всіх значень [ ]bax ;∈  де [ ] [ ]RRba ;, −=  - ін-
тервал збіжності степеневого ряду, тобто 





Розкладання функції в ряд Тейлора в околі точки α  можна 
подати за формулою Тейлора 
 ( ) ( ) ( ) ( ) ( ) ( )2
1! 2!
f ff x f x x′ ′′α α= α + − α + − α +  
( ) ( )






x x R x
n
′′′ α α
+ − α + + − α + , (5.18) 
де 
( ) ( )

















 – n -й залишок ряду у 
формі Лагранжа. 
Частковим випадком ряду Тейлора є ряд Маклорена, який 
відповідає ряду Тейлора для 0=α : 
 ( ) ( ) ( ) ( ) 20 00
1! 2!
f ff x f x x′ ′′= + + +  







+ + + +  (5.19) 
Ряд Маклорена часто використовують для розкладання в ряд 
та наближеного обчислення аналітичних функцій. 
Завдяки властивості 1 з властивостей степеневих рядів 
(п.5.1) розкладання в ряд Маклорена використовується для на-
ближеного інтегрування класу функцій, для яких первісну не 
можна подати в елементарних функціях. 
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Приклад 1 
Розкласти у ряд Маклорена такі функції: ( )) xa f x e= ; 
( )) sinб f x x= . 
Розв’язання 
( )) xa f x e= ; функція неперервна ( )∞∞−∈∀ ;x . 
1. Знайдемо похідні функції: ( ) ( ) ( ) xn exfxfxf ===′′=′ ... . 
2. Обчислимо значення функції і її похідних у точці 0=x : 
( ) ( ) ( ) ( ) 10000 0 ====′′=′= effff n... . 
















Область збіжності ряду ( )∞∞− ; . 
( )) sinб f x x= . 
1. Знайдемо похідні функції: 
( ) ( ) ( ) ( )( ) xxfxxfxxfxxf sin;cos;sin;cos =−=′′′−=′′=′ 4  і т.д. 
 
2. Обчислимо значення функції і її похідних у точці 0x = : 
 ( ) ( ) ( )0 0 0; 0 0 1; 0 0 0;sin cos sinf f f′ ′′= = = = = − =  
 ( ) ( ) ( )40 0 1; 0 0 0cos sinf f′′′ = − = − = =  і т.д. 
Можна помітити, що похідні парних порядків будуть дорів-
нювати xsin± , тобто в точці 0=x  вони дорівнюватимуть нулю. 
Похідні непарних порядків будуть xcos± , тобто вони набува-
тимуть значення в точці 0=x  1± . Точніше 
( )( ) ( ) xxf nn cos112 1 −− −= , 
в точці ( )( ) ( ) ( ) 1112 10100 −−− −=−== nnnfx cos . 
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= − + + + +
−
 
Область збіжності ряду ( )∞∞− ;  




1 ... ...; ;
2 3! ! !
n
x x x xe x x
n
= + + + + + + ∈ −∞ ∞ . 
2. ( )21 1 ... 1 ...; 1
1
n nx x u x
x
= − + − + − + <
+
. 
3. ( ) ( ) ( ]
12 3 1








+ = − + − + + ∈ − . 













= − + + + + ∈ −∞ ∞
−
. 
5. ( )( ) ( )
2 4





nx xx x x
n
−
= − + + + + ∈ −∞ ∞ . 
6. ( )
3 5 2 1
... 1 ...; 1
3 5 2 1
n
nx x x
arctg x x x
n
+
= − + − + − + ≤
+
. 
7. ( ) ( ) ( )( )2 31 1 21 1 ...
2 3! !
m m m m m m
x m x x x
− − −
+ = + ⋅ + + + +  




m m m m n
x
n
− − ⋅ ⋅ − +
+ +  
Інтервал збіжності ряду залежить від m : 
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а) [ ]0 1,1m x≥ ⇒ ∈ − ; 
б) ( ]1 0 1,1m x− < < ⇒ ∈ − ; 
в) ( )1 1,1m x≤ − ⇒ ∈ − . 
Приклад 2 
Розкласти у ряд Маклорена функції: 




2xea −) . 





x x x xe x
n
= + + + + + + . 
Підставимо тепер замість x  функцію 2x− : 
( )2
4 6 2
21 ... 1 ...
2! 3! !
n
nx x x xe x
n
−




З попереднього прикладу маємо 
( )
( ) ( )
13 5
2 11sin ... ...; ;
3! 5! 2 1 !
n













2 11sin 1 ... ...
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