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Abstract
A normalized holomorphic family (depending on λ ∈ C3) of con-
formally invariant trilinear forms on the sphere is studied. Its zero set
Z is described. For λ /∈ Z, the multiplicity of the space of conformally
invariant trilinear forms is shown to be 1.
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Introduction
The present paper is a continuation of the study of conformally invariant tri-
linear forms for three representations belonging to the scalar principal series
of the conformal group G = SO0(1, n). More precisely, the representations
are realized on C∞(S), where S ≃ Sn−1 is the unit sphere in a n-dimensional
Euclidean space E, and trilinear forms are required to be continuous for the
natural topology on C∞(S)× C∞(S)× C∞(S).
In the reference [6], co-authored with B. Ørsted, the generic case was
studied. The trilinear forms Kλ are formally defined by an integral formula,
depending on a parameter λ = (λ1, λ2, λ3) in C
3, each λj indexing a rep-
resentation of the scalar principal series of G. The domain of convergence
is described, and the meromorphic extension is obtained, showing simple
poles along four families of parallel equally spaced planes in C3. A generic
multiplicity one theorem (valid for λ not a pole) is proved for the space of
trilinear conformally invariant forms.
In a second article [1], coauthored with R. Beckmann, the residues along
the planes of poles were computed, at least generically. The planes of poles
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are partitioned in two types, those of type I and those of type II. Viewed
as a distribution on S × S × S, the residue of Kλ at a pole of type I is a
singular distribution, supported on a submanifold of codimension (n − 1),
its expression uses covariant differential operators on S, while the residue at
a pole of type II is supported on a submanifold of codimension 2(n−1) (the
diagonal in S × S × S) and its expression requires covariant bi-differential
operators (mapping functions on S × S to functions on S).
In the present paper the normalized holomorphic family K˜λ (obtained
from Kλ by multiplication by appropriate inverse Γ factors) is introduced
and studied. The first result is the determination of the zero set Z of the
holomorphic function λ 7→ K˜λ. The set Z is contained in the set of poles
and is of codimension 2 (Z is a denumerable union of lines in C3). The
determination of Z usesK-harmonic analysis on S×S×S, whereK ≃ SO(n)
is the maximal compact subgroup of G. The explicit computation of some
integrals (called Bernstein-Reznikov integrals) (see [2, 8, 6, 7]) plays a major
role in this approach.
The second main result is an extension of the generic multiplicity one
theorem. For λ ∈ C3, let Tri(λ) be the space of conformally invariant
trilinear forms with respect to the three representations indexed by λ.
Theorem 0.1.
λ ∈ C3 \ Z =⇒ dimTri(λ) = 1 .
An equivalent formulation is that Tri(λ) = CK˜λ for λ /∈ Z.
To obtain this result, we first reformulate Bruhat’s theory ([3]). The
concept of a distribution smoothly supported on a submanifold is introduced,
which allows, for such a distribution, the definition of its transverse symbol
(see [15] for similar ideas). This gives more flexibility for studying ”nearly
invariant” distributions supported on a submanifold, and this is crucial in
section 6. The strategy for the proof of Theorem 0.1 is presented with more
details at the beginning of section 6.
T. Oshima (personal communication) observed that dimTri(λ) ≥ 2 for
λ ∈ Z. This (Theorem 7.4)is obtained by using a general result on the
closure of a meromorphic family of distributions (Lemma 6.3 in [18]). Hence
λ ∈ C3 \ Z ⇐⇒ dimTri(λ) = 1 .
Throughout this paper, we assume that n ≥ 4. The methods of the
present paper could be (to the price of slight modifications) developed also
for n = 2 or n = 3, but these two cases are special. This can be observed al-
ready in Liouville’s theorem on local conformal diffeomorphisms, for which
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S1 and S2 stand apart. Perhaps a deeper insight into the difference can
be obtained from the geometric structure of spheres when viewed as sym-
metric R-spaces. Recall that a symmetric R-space is a homogeneous space
S = G/P where G is a semi-simple Lie group, and P a parabolic subgroup,
such that, denoting by K a maximal compact subgroup of G, the space S,
viewed as S ≃ K/(K ∩ P ) is a compact Riemannian symmetric space. As
a major result, a symmetric R-space is a real form of a compact Hermitian
space. Now observe that S1 is a real form of P 1(C), which is a Hermitian
compact symmetric space of rank 1, S2 ≃ P 1(C) is a compact Hermitian
symmetric space (hence a real form of P 1(C) × P 1(C), a product of two
Hermitian symmetric spaces of rank 1), whereas, for d ≥ 3, Sd is a real form
of the complex projective quadric Qd(C), which is an irreducible compact
Hermitian symmetric space of rank 2 (see [4] for more details on the geom-
etry and analysis of symmetric R-spaces). For n = 3, which corresponds to
the Riemann sphere S2 ≃ P 1(C) as a homogenous space for SL2(C), the
conformally invariant trilinear forms where studied by Oksak in [16] (even
more generally for representations of the principal series which are not nec-
essarily scalar). He obtained fairly complete results, making heavy use of
the complex nature of S2, and his techniques do not seem to be transposable
to higher dimensional spheres.
Let us mention connections to two other problems. First, the space
Tri(λ) is isomorphic to the space HomG(piλ1 ⊗ piλ2 , pi−λ3) (consequence of
a lemma due to Poulsen, see [20]). From this point of view, the present
study is a special case of the restriction program designed by T. Kobayashi
and collaborators, where the ”big group” is G × G and the ”small group”
is diag(G) ≃ G, the representations are piλ1 ⊗ piλ2 as a representation of
G×G, and pi−λ3 as a representation of G. In this respect, the reference [14]
was a source of inspiration for the present paper. A second problem con-
cerns those invariant trilinear forms, which, when viewed as distributions on
S × S × S, are supported in the diagonal. They are expressed by covariant
bi-differential operators. Those have been studied (see [19, 21]), also in con-
nection with problems about tensor product of generalized Verma modules
(see [21, 13],) and they deserve further study.
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1 Conformal geometry and analysis on the sphere
1.1 Geometry of the sphere
Let S ≃ Sn−1 be the unit sphere in a Euclidean space E of dimension n.
The Euclidean distance is denoted by |x − y|. Let G = SO0(n, 1) be the
connected component of the neutral element in the Lorentz group. The
action of G on S is by conformal transformations. For g ∈ G and x ∈ S, the
conformal factor κ(g, x) of g at x is defined by the relation
|Dg(x)ξ| = κ(g, x) |ξ| , (1)
for any vector ξ in the tangent space Tx(S) of S at x.
The restriction to the sphere of the Euclidean distance satisfies an im-
portant covariance relation under the action of G, namely
|g(x)− g(y)| = κ(g, x) 12 |x− y|κ(g, y) 12 (2)
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for x, y ∈ S, g ∈ G.
The subgroup K ≃ SO(n) can be identified with a maximal compact
subgroup of G. It acts transitively on S. Let dx be the measure on S
induced by the Euclidean structure. It transforms under the action of G by
the rule d(g(x)) = κ(g, x)n−1dx, for g ∈ G.
Let E1,n = R⊕E equipped with the Lorentzian form [(x0, x)] = x20−|x|2.
The Lie algebra g ≃ o(1, n) of the Lie group G is realized in matrix form as
=
{
0 ut
u X
 , u ∈ E,X ∈ o(E)
}
.
The Cartan decomposition of g w.r.t. the standard Cartan involution is
g = k⊕ p, where
k =
{(
0 0
0 X
)
,X ∈ o(E)
}
≃ o(n), p =
{
Xu =
(
0 ut
u 0
)
, u ∈ E
}
≃ E
Fix an orthonormal basis {e1, e2, . . . , en} of E, and choose 1 = (1, 0, . . . , 0)
as the origin in S. The stabilizer of 1 in G is a parabolic subgroup P which
contains in particular the Abelian subgroup (at)t∈R, where
at =

cosh t sinh t . . . 0 . . .
sinh t cosh t . . . 0 . . .
0 0 1
...
...
. . .
0 0 . . . 1
 .
Notice that at = exp(tXe1). These elements act on S by the formula
x =

x1
x2
...
xn
 7−→ at(x) =

sinh t+x1 cosh t
cosh t+x1 sinh t
x2
cosh t+x1 sinh t
...
xn
cosh t+x1 sinh t
 ,
and κ(at, x) = (cosh t + x1 sinh t)
−1. To any X ∈ p, we denote by X˜ the
vector field on S given by
X˜f(x) =
d
dt
f(exp tX(x))|t=0 .
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Lemma 1.1. Let X ∈ p ≃ E. Then
d
dt
κ(exp tX, x)|t=0 = −〈X,x〉 . (3)
Proof. LetX = Xe1 . Then exp tX = at, and κ(at, x) = (cosh t+x1 sinh t)
−1 =
1 − x1t + O(t2). Hence d
dt
κ(exp tX, x)|t=0 = −x1 = −〈X,x〉. The general
case follows, as it is always possible to choose the orthonormal basis of E
such that X is (a multiple of) e1.
1.2 The scalar principal series
For λ ∈ C, let piλ be the representation (spherical principal series) realized
on C∞(S) by
piλ(g)f(x) = κ(g
−1, x)ρ+λf
(
g−1(x)
)
,
where ρ = n−12 . Observe that for k ∈ K, piλ(k) is independant of λ and
coincides with the regular action of K on C∞(S).
Lemma 1.2. Let X ∈ p. Then
dpiλ(X)f(x) = −X˜f(x) + (λ+ ρ)〈X,x〉f(x) . (4)
Proof.
dpiλ(X)f(x) =
d
dt
(
κ(exp−tX), x)λ+ρf(exp−tX(x)))
|t=0
= −X˜f(x) + (λ+ ρ)〈X,x〉f(x)
by using (3).
Recall the duality relation for piλ and pi−λ given by∫
S
(
pi−λ(g)ϕ
)
(x)ψ(x) dx =
∫
S
ϕ(x)
(
piλ(g
−1)ψ
)
(x) dx , (5)
where ϕ,ψ ∈ C∞(S), g ∈ G.
Finally, recall that the representation piλ is irreducible, unless
λ ∈ (− ρ− N) ∪ (ρ+ N) .
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1.3 Geometry of orbits in S × S × S
The action of G can be extended ”diagonally” to S × S × S by g(x, y, z) =(
g(x), g(y), g(z)
)
. The next proposition recalls the structure of G-orbits for
this action.
Proposition 1.1. There are five orbits in S×S×S under the action of G.
Denoting by (x, y, z) a generic element of S × S × S, they are given by
O0 = {x 6= y, y 6= z, z 6= x}
O1 = {y = z 6= x}, O2 = {z = x 6= y}, O3 = {x = y 6= z} ,
O4 = {x = y = z} .
The orbit O0 is open and dense in S×S×S, O4 is closed, and for j = 1, 2, 3,
Oj = Oj ∪O4.
See e.g. [6] Proposition 1.2.1
2 The holomorphic family K˜λ
Let λ1, λ2, λ3 ∈ C. A continuous trilinear form T on C∞(S)×C∞(S)×C∞(S)
is invariant w.r.t. (piλ1 , piλ2 , piλ3) if
T (piλ1(g)f1, piλ2(g)f2, piλ3(g)f3) = T (f1, f2, f3)
for all f1, f2, f3 ∈ C∞(S) and g ∈ G.
By Schwartz’s kernel theorem, such a trilinear form can also be viewed
as a distribution on S × S × S, still denoted by T . Let λ = (λ1, λ2, λ3) and
let piλ be the representation on C∞(S×S×S) (= the canonical completion
of the tensor product piλ1 ⊗ piλ2 ⊗ piλ3) given by
piλ(g)f(x, y, z) = κ(g
−1, x)λ1+ρκ(g−1, y)λ2+ρκ(g−1, z)λ3+ρf(g−1(x), g−1(y), g−1(z)) .
Then the invariance condition simply reads
T (piλ(g)f) = T (f)
for all f ∈ C∞(S × S × S) and g ∈ G. When this is verified, we also say
simply that T is λ-invariant.
For λ ∈ C3, let Tri(λ) be the space of λ-invariant distributions on
S × S × S.
1When n = 2, there are six orbits, two of them being open.
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2.1 The construction of the generic family
In [6], B. Ørsted and the present author constructed trilinear invariant forms
for the family of representations (piλ)λ∈C. Given λ = (λ1, λ2, λ3) ∈ C3, let
α = (α1, α2, α3) be given by
α1 = −ρ− λ1 + λ2 + λ3
α2 = −ρ+ λ1 − λ2 + λ3
α3 = −ρ+ λ1 + λ2 − λ3
(6)
Relations (6) can be inverted to yield
λ1 = ρ+
α2 + α3
2
λ2 = ρ+
α3 + α1
2
λ3 = ρ+
α1 + α2
2
.
(7)
In the sequel, α = (α1, α2, α3) (called the geometric parameter describ-
ing the singularities of Kα) and λ = (λ1, λ2, λ3) (called the spectral param-
eter describing the invariance of Kλ) will be considered as two associated
parameters on the same space C3, related by the relations (6) or (7).
Let λ ∈ C3 and let α be its associated geometric parameter. For f ∈
C∞(S × S × S), let
Kλ(f) = Kα(f) =
∫∫∫
S×S×S
|x−y|α3 |y−z|α1 |z−x|α2f(x, y, z) dx dy dz . (8)
The formula defines (formally) a map on C∞(S ×S ×S), which is invariant
under piλ. Less formally, assume that Supp(f) ⊂ O0. Then the integral
makes sense and thus defines a distribution Kα,O0 on the open orbit O0.
The integral (8) is absolutely convergent for all f ∈ C∞(S × S × S) if
and only if
ℜαj > −(n− 1), j = 1, 2, 3, ℜ(α1 + α2 + α3) > −2(n − 1) .
The integral can be meromorphically continued to C3, with simple poles
along four families of planes in C3,
αj = −(n− 1)− 2kj , kj ∈ N
for j = 1, 2 or 3 and
α1 + α2 + α3 = −2(n− 1)− 2k, k ∈ N .
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A pole α is said to be
• of type Ij if αj ∈ −(n − 1) − 2N (and in general of type I if it is of
type Ij for some j ∈ {1, 2, 3})
• of type II if α1 + α1 + α3 ∈ −2(n− 1)− 2N
• of type I+II if α is at the same time a pole of type I and a pole of
type II.
Definition 2.1. A pole α is said to be generic if α belongs to a unique
plane of poles.
Introduce the normalized trilinear invariant functional K˜α defined by
K˜α = Kα
Γ(ρ+ α12 )Γ(ρ+
α2
2 )Γ(ρ+
α3
2 )Γ(
α1+α2+α3
2 + 2ρ)
,
or similarly,
K˜λ =
Kλ
Γ(λ1+λ2+λ3+ρ2 )Γ(
−λ1+λ2+λ3+ρ
2 )Γ(
λ1−λ2+λ3+ρ
2 )Γ(
λ1+λ2−λ3+ρ
2 )
.
Both definitions define entire (distribution-valued) functions in C3, as the
generic poles of Kα are simple and by using Hartog’s prolongation principle.
Notice that a pole α is generic if and only if among the four Γ factors in
the normalization process, exactly one is singular.
2.2 The Bernstein-Reznikov integrals
The following calculation was achieved in [6] (see also [7, 8]), extending an
earlier result in the case n = 2 (see [2]).
Proposition 2.1. Let α = (α1, α2, α3) and assume it is not a pole. Then
∫
S×S×S
|x− y|α3 |y − z|α1 |z − x|α2 dx dy dz =
(pi
2
) 3
2
(n−1)
2α1+α2+α3
Γ
(
α1+α2+α3
2 + 2ρ
)
Γ(α12 + ρ) Γ(
α2
2 + ρ) Γ(
α3
2 + ρ)
Γ(α1+α22 + 2ρ) Γ(
α2+α3
2 + 2ρ) Γ(
α3+α1
2 + 2ρ)
This formula can be equivalently written as
K˜α(1, 1, 1) =
(
pi
2
) 3
2
(n−1)
2α1+α2+α3
Γ(α1+α22 + 2ρ) Γ(
α2+α3
2 + 2ρ) Γ(
α3+α1
2 + 2ρ)
(9)
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or, in terms of the spectral parameter λ = (λ1, λ2, λ3)
K˜λ(1, 1, 1) =
(√
pi
2
)3(n−1)
2λ1+λ2+λ3
Γ(ρ+ λ1) Γ(ρ+ λ2) Γ(ρ+ λ3)
. (10)
3 K-analysis of K˜λ
3.1 K-invariant polynomial functions on S × S × S
The group K ≃ SO(n) acts on S by rotations. A K-invariant function on
S × S × S is a function on S × S × S which is invariant under the diagonal
action of K on S×S×S. A K-invariant distribution on S×S×S is defined
by duality.
A polynomial function function on S (resp. S×S×S) is by definition the
restriction to S (resp. to S×S×S) of a polynomial on E(resp. E×E×E).
Lemma 3.1. A K-invariant polynomial function on S × S × S is the re-
striction to S × S × S of a K-invariant polynomial on E × E × E.
Proof. Let P be a polynomial on E×E×E, and assume that its restriction
to S × S × S, say p = P|S×S×S is K-invariant. Then let for x, y, z ∈ E
Q(x, y, z) =
∫
K
P (kx, ky, kz) dk ,
where dk is the normalized Haar measure on K. Then Q is a K-invariant
polynomial. When x, y, z belong to S, Q(x, y, z) =
∫
K
p(kx, ky, kz) dk =
p(x, y, z) by the K-invariance of p, hence p = Q|S×S×S.
With some abuse, we will often use the same notation for a polynomial
on E × E ×E and its restriction to S × S × S.
Lemma 3.2. The space of K-invariant polynomial functions is dense in the
space of K-invariant functions in C∞(S × S × S).
Proof. By K ×K × K-Fourier analysis, the space of polynomial functions
on S×S ×S is dense in C∞(S ×S×S). As the topology on C∞(S ×S×S)
can be defined by K-invariant semi-norms (e.g. the Sobolev semi norms
‖(∆x +∆y +∆z)Nf‖2), K-invariant polynomial functions are dense in the
space of K-invariant functions in C∞(S × S × S).
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Lemma 3.3. The algebra of K-invariant polynomial functions on S×S×S
is generated (as an algebra) by the polynomial functions
|x− y|2, |y − z|2, |z − x|2 .
Proof. By the first fundamental theorem (see e.g. [10]), the algebra of K-
invariant polynomials on E × E × E is generated by the polynomials
|x|2, |y|2, |z|2, < x, y >, < y, z >, < z, x > .
Hence, by Lemma 3.1, the algebra of K-invariant polynomial functions on
S × S × S is generated by the restrictions to S × S × S of the previous
polynomials, that is to say by
1, < x, y >, < y, z >, < z, x > .
But for x, y ∈ S, < x, y >= 1− 12 |x− y|2, so that {|x− y|2, |y− z|2, |z−x|2}
is also a generating family.
Remark. The assumption n ≥ 4 is important for this lemma. When n = 3,
the algebra of polynomials on E × E × E which are invariant under SO(3)
is generated by |x|2, |y|2, |z|2, < x, y >,< y, z >,< z, x > and det(x, y, z).
For n ≥ 4, the algebra of SO(n)-invariant polynomials is the same as the
algebra of O(n)-invariant polynomials.
Lemma 3.4. Let T be a K-invariant distribution on S × S × S. Then
T ≡ 0 if and only if (T , p) = 0 for any K-invariant polynomial function p
on S × S × S.
Proof. The only if part being trivial, assume that T satisfies (T , p) = 0 for
any K-invariant polynomial function p on S × S × S. Lemma 3.2 implies
that (T , ϕ) = 0 for all K-invariant C∞ functions ϕ on S × S × S. Let
f ∈ C∞(S×S×S). For k ∈ K, let fk be the function defined by fk(x, y, z)) =
f(kx, ky, kz). By K-invariance of T , (T , fk) = (T , f). Let ϕ be defined by
ϕ(x, y, z)) =
∫
K
f(kx, ky, kz))dk. Then ϕ is a K-invariant C∞ function on
(S × S × S). Now
(T , f) = (T ,
∫
K
fk dk) = (T , ϕ) = 0 ,
hence T = 0.
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3.2 K-analysis of K˜λ
For a1, a2, a3 ∈ N, let pa1,a2,a3 be the polynomial function on S × S × S
defined by
pa1, a2, a3(x, y, z) = |x− y|2a3 |y − z|2a1 |z − x|2a2 .
Proposition 3.1. Let T be a K-invariant distribution on S ×S×S. Then
T ≡ 0 if and only if T (pa1, a2 ,a3) = 0 for any a1, a2, a3 ∈ N.
Proof. The proposition is a consequence of Lemma 3.3 and Lemma 3.4.
Recall the Pochhammer symbol (x)n which is defined for x ∈ C and
n ∈ N by
(x)0 = 1, (x)1 = x, (x)n = x(x+ 1) . . . (x+ n− 1) .
Observe that (x)n = 0 if and only if x ∈ −N and n > −x.
Proposition 3.2. Let α ∈ C3, and let a1, a2, a3 ∈ N.
Iα(a1, a2, a3) := K˜α(pa1, a2, a3) =
(pi
2
) 3
2
(n−1)
2α1+α2+α322(a1+a2+a3) . . .
(11)(
α1+α2+α3
2 + 2ρ
)
a1+a2+a3
(
α1
2 + ρ
)
a1
(
α2
2 + ρ
)
a2
(
α3
2 + ρ
)
a3
Γ(α1+α22 + 2ρ+ a1 + a2) Γ(
α2+α3
2 + 2ρ+ a2 + a3) Γ(
α3+α1
2 + 2ρ+ a3 + a1)
.
Proof. Suppose first that α is not a pole of Kα. Then
Kα(pa1,a2,a3) = Kα1+2a1, α2+2a2, α3+2a3(1⊗ 1⊗ 1) ,
whose value is known by (9). Then take into account the normalizing factor,
to get (3.1) for α not a pole. The two handsides of (11) being holomorphic
on C3 are equal for all α in C3.
For further use, we also give the same result formulated in terms of the
spectral parameter.
Iλ(a1, a2, a3) = K˜λ(pa1,a2,a3)
= (
√
pi
2
)3(n−1)2λ1+λ2+λ322(a1+a2+a3)
(λ1 + λ2 + λ3 + ρ
2
)
a1+a2+a3
(−λ1+λ2+λ3+ρ2 )a1(
λ1−λ2+λ3+ρ
2 )a2(
λ1+λ2−λ3+ρ
2 )a3
Γ(λ1 + ρ+ a2 + a3)Γ(λ2 + ρ+ a3 + a1)Γ(λ3 + ρ+ a1 + a2)
.
(12)
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3.3 The support of K˜λ
Proposition 3.3. Let λ ∈ C3.
i) if λ is not a pole, Supp(K˜λ) = S × S × S.
ii) if λ is a pole of type Ij, j ∈ {1, 2, 3}, then Supp(K˜λ) ⊂ Oj .
iii) if λ is a generic pole of type Ij , j ∈ {1, 2, 3}, then Supp(K˜λ) = Oj .
iv) if λ is a pole of type II, then Supp(K˜λ) ⊂ O4.
Proof. The support of any λ-invariant distribution is a closed G-invariant
subset of S × S × S. If λ is not a of pole, then K˜λ is a non zero multiple
of Kλ and hence has the same support. The restriction of Kλ to O0 is
certainly not 0, and hence Supp(Kλ) = S × S × S. Hence i) is verified.
Let λ0 be a generic pole (recall Definition 2.1), either of type I or of
type II. The normalizing factor in the definition of K˜λ is a product of
three Γ factors which are non singular at λ0 and only one Γ factor which
has a simple pole at λ0. Hence, K˜
λ0 is equal (up to a non zero scalar) to the
residue of Kλ at λ0. The residues are computed in [1], at least generically.
More precisely, in each plane of poles, the residues are computed for λ in a
dense open subset. From the formulæ for the residues, it is easy to deduce
the inclusion of their support as indicated in the proposition. The general
result follows by analytic continuation in each plane of poles. Hence ii) and
iv) hold true.
Assume now that λ is a generic pole of type I, e.g. of type I3. As
Supp(K˜λ) ⊂ O3 and Supp(K˜λ) is invariant under G, either Supp(K˜λ) = O3
or Supp(K˜λ) ⊂ O4. So, assume that Supp(K˜λ) ⊂ O4. By Schwartz’s
theorem on the local structure of distributions supported by a submanifold
and the compactness of S, if a test function ϕ ∈ C∞(S × S × S) vanishes
on O4 at a sufficiently large order, then K˜λ(ϕ) = 0. For a1, a2 ∈ N large
enough, the function pa1, a2, 0 vanishes on O4 at an arbitrary large order. A
careful inspection of (3.1) shows that, for a1, a2 large, K˜λ(pa1, a2, 0) 6= 0, thus
getting a contradiction. Hence Supp(K˜λ) = O3.
4 The zero set Z of K˜λ
Proposition 4.1. For α ∈ C3, the trilinear form K˜α is identically 0 if and
only if Iα(a1, a2, a3) = 0 for any a1, a2, a3 ∈ N.
Proof. Viewed as a distribution on S×S ×S, K˜α is K-invariant. Hence we
may apply Proposition 3.1.
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The rest of this section is devoted to the (rather long) proof of the
following theorem.
Theorem 4.1. Let α = (α1, α2, α3) ∈ C3. The trilinear form K˜α vanishes
identically if and only if (at least) one of the following properties (up to a
permutation of the indices) is satisfied
α1 = −(n− 1)− 2k1, α2 = −(n− 1)− 2k2 (13)
for some k1, k2 ∈ N, or
α1 + α2 + α3 = −2(n − 1)− 2k, α3 = 2l3 (14)
for some k, l3 ∈ N.
This theorem can be translated in terms of the spectral parameter λ.
Theorem 4.2. Let λ = (λ1, λ2, λ3). Then K˜λ vanishes identically if and
only if (at least) one of the following properties (up to permutation of the
indices) is satisfied
λ3 = −ρ− l, λ1 − λ2 = m, l ∈ N,m ∈ Z, |m| ≤ l, l ≡ m (2) (15)
λ3 = −ρ− l, λ1 + λ2 = m, l ∈ N,m ∈ Z, |m| ≤ l, l ≡ m (2) (16)
Proof of the equivalence of the two formulations.
• First case. Let α1 = −(n − 1) − 2k1 and α2 = −(n − 1) − 2k2 where
k1, k2 ∈ N. Then, by (7)
λ1 = −k2 + α3
2
, λ2 = −k1 + α3
2
, λ3 = −ρ− k1 − k2 .
Set l = k1 + k2, and m = k1 − k2, so that λ3 = −ρ− l, λ1 − λ2 = m. Then
l ∈ N, m ∈ Z, l ≡ m (2), and |m| ≤ l.
Conversely, if λ satisfies (15), set k1 =
l−m
2 , k2 =
l+m
2 . Then k1, k2 ∈ N
and α1 = −(n− 1)− 2k1, α2 = −(n− 1)− 2k2.
• Second case. Let α1 + α2 + α3 = −2(n − 1) − 2k and α3 = 2l3, for
some k, l3 ∈ N. Then, by (7)
λ1 = ρ+ l3 +
α2
2
, λ2 = −ρ− k − α2
2
, λ3 = −ρ− k − l3 .
Set l = k + l3,m = l3 − k. Then l ∈ N,m ∈ Z,m ≡ l (2) and |m| ≤ l.
Moreover, λ1 + λ2 = l3 − k = m,λ3 = −ρ− l.
Conversely, if λ satisfies (16), set k = l−m2 , l3 =
l+m
2 . Then k, l3 ∈ N and
the statement follows.
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4.1 The first vanishing situation
Proposition 4.2. Let α be such that
α1 = −(n− 1)− 2k1, α2 = −(n− 1)− 2k2, k1, k2 ∈ N .
Then K˜α ≡ 0.
Proof. The assumptions on α imply that
α1
2
+ ρ = −k1, α2
2
+ ρ = −k2, α1 + α2
2
+ 2ρ = −k1 − k2
so that, for a1, a2, a3 ∈ N, (11) can be rewritten as
Iα(a1, a2, a3) =
(−k1)a1(−k2)a2
Γ(−k1 − k2 + a1 + a2) × . . .
If a1 + a2 ≤ k1 + k2, the denominator is singular, so Iα(a1, a2, a3) = 0. If
a1 + a2 > k1 + k2, then either a1 > k1 or a2 > k2. If for instance a1 > k1,
then (−k1)a1 = 0, so that Iα(a1, a2, a3) = 0.
4.2 The second vanishing situation
Proposition 4.3. Let α be such that
α1 + α2 + α3 = −2(n− 1)− 2k, α3 = 2l3, k, l3 ∈ N .
Then K˜α ≡ 0.
Proof. The assumptions on α imply that
α1 + α2 + α3
2
+ (n− 1) = −k, α1 + α2
2
+ (n− 1) = −k − l3
so that for a1, a2, a3 ∈ N, (11) can be rewritten as
Iα(a1, a2, a3) =
(−k)a1+a2+a3
Γ(−k − l3 + a1 + a2) × . . .
If a1+a2 ≤ k+ l3, (−k− l3+a1+a2) is a pole of Γ, so that Iα(a1, a2, a3) = 0.
If a1+a2 > k+ l3, then a1+a2+a3 > k+ l3 ≥ k, so that (−k)a1+a2+a3 = 0.
Hence, in any case, Iα(a1, a2, a3) = 0.
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4.3 Necessary conditions for the vanishing
We now prove that the conditions of Theorem 4.1 are necessary to have
K˜α ≡ 0.
Step 1. Reduction of the problem
Proposition 4.4. Let α be such that K˜α ≡ 0. Then either α belongs to Z
or, up to a permutation of the indices,
α1 + α2 + α3 = −2(n − 1)− 2k, α1 + α2 = −2(n− 1)− 2l
for some k, l ∈ N, k > l.
Proof. If α is not a pole, then K˜α is a (non zero) multiple of Kα, and the
restriction of Kα to the open orbit O0 is non identically 0. Hence K˜α ≡ 0
implies that α is a pole.
Next, K˜α ≡ 0 implies Iα(0, 0, 0) = 0. Hence some Γ factor in (9) has a
pole, or explicitly
αi + αj + 2(n − 1) ∈ −2N (17)
for some 1 ≤ i 6= j ≤ 3.
Hence for α a pole of type II, up to a permutation of the indices, there
exist k, l ∈ N, such that
α1 + α2 + α3 = −2(n− 1)− 2k, α1 + α2 = −2(n− 1)− 2l .
Let α be a pole of type I, say of type I1, i.e. α1 = −(n − 1) − 2k1, for
some k1 ∈ N. For a2 and a3 sufficiently large, (11) implies
Iα(0, a2, a3) =
(α1 + α2 + α3
2
+ 2ρ
)
a1+a2+a3
(α2
2
+ ρ
)
a2
(α3
2
+ ρ
)
a3
×NV T
(NVT = non vanishing term). Hence K˜α ≡ 0 implies
• α22 + ρ ∈ −N (or α32 + ρ ∈ −N)
or
• α1+α2+α32 + 2ρ ∈ −N.
In the first case, α is also a pole of type I2 (or I3), hence α belongs to
Z by (13). In the second case, we are back to the case of a pole of type II.
Summing up, and up to a permutation of the indices, it remains to
consider the situation where
α1 + α2 + α3 = −2(n− 1)− 2k, α1 + α2 = −2(n− 1)− 2l .
for some k, l ∈ N. The two conditions imply α3 = −2k+2l. If k ≤ l, then α
is in Z. So, only the case where k > l remains open, and this is the content
of the proposition.
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Proposition 4.5. Let α satisfy
α1 + α2 + α3 = −2(n − 1)− 2k, α1 + α2 = −2(n− 1)− 2l
for some k, l ∈ N, k > l. Then either α belongs to Z or there exists a1, a2, a3
such that K˜α(pa1,a2,a3) 6= 0.
Proof. By (11) Iα(a1, a2, a3) can be written as
(−k)a1+a2+a3 (α12 + ρ)a1 (α22 + ρ)a2(α32 + ρ)a3
Γ(−l + a1 + a2) Γ(α2+α32 + (n− 1) + a2 + a3) Γ(α3+α12 + (n − 1) + a3 + a1)
Choose a3 = 0 and a1, a2 such that l < a1+a2 ≤ k. Then (−k)a1+a2+a3 6= 0
and Γ(−l + a1 + a2) is finite, so that Iα(a1, a2, a3) is 6= 0 unless (perhaps)
one of the following is true :
• α1 ∈ −(n− 1)− 2N or α2 ∈ −(n− 1)− 2N
• α2 + α3 ∈ −2(n− 1)− 2N or α3 + α1 ∈ −(n− 1)− 2N.
Up to a permutation of the indices 1 and 2, we are reduced to examine
the following cases:
• case (A)
α1+α2+α3 = −2(n−1)−2k, α1+α2 = −2(n−1)−2l, α1 = −(n−1)−2m
for some k, l,m ∈ N, k > l.
• case (B)
α1+α2+α3 = −2(n−1)−2k, α1+α2 = −2(n−1)−2l, α1+α3 = −2(n−1)−2m
for some k, l,m ∈ N, k > l, k > m.
In each case, we have to prove that either α is in Z or there exists
a1, a2, a3 such that Iα(a1, a2, a3) 6= 0.
Step 2. Case (A)
From the assumptions, we get
α2 = −(n− 1)− 2(l −m) .
If l ≥ m, then α is in two planes of poles of type I, hence is in Z. So assume
that l < m. Conditions (A) imply
α1 + α3 = −(n− 1)− 2k − 2l − 2m, α2 + α3 = −(n− 1) + 2(m− k) .
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• Suppose that n − 1 is odd. Then α3 = 2l − 2k /∈ −(n − 1) − 2N. So
Iα(a1, a2, a3) is equal to
(−k)a1+a2+a3 (−m)a1
Γ(−l + a1 + a2) ×NV T
(NVT = non vanishing term). As l < k and l < m, it is possible to
choose a1 ∈ N such that a1 > l and a1 ≤ k, a1 ≤ m. Let a2 = a3 = 0.
Then (−k)a1+a2+a3 6= 0, (−m)a1 6= 0, and Γ(−l + a1 + a2) is finite, thus
Iα(a1, a2, a3) 6= 0.
• Suppose that n− 1 is even. Now α3 = −(n− 1) + 2(n−12 − k + l). Let
p = n−12 − k + l ∈ Z. If p ≤ 0, then α lies in two planes of poles of type I
and hence belongs to Z. Assume that p > 0. Now,
α1 + α3
2
+ n− 1 = n− 1
2
−m− k + l = −m+ p
α2 + α3
2
+ (n − 1) = n− 1
2
+m− k .
But n−12 +m− k > n−12 + l − k > 0. Hence Iα(a1, a2, a3) is equal to
(−k)a1+a2+a3(−m)a1
Γ(−l + a1 + a2)Γ(−m+ p+ a1 + a3) ×NV T
First choose a1 such that m− p < a1 ≤ m and l ≤ a1. Now choose a2 such
that l < a1 + a2 ≤ k, and let a3 = 0. It follows that Iα(a1, a2, a3) 6= 0.
Step 3. Case (B)
We now assume that α satisfy the conditions
α1+α2+α3 = −2(n−1)−2k, α1+α2 = −2(n−1)−2l, α1+α3 = −2(n−1)−2m ,
where l < k and m < k.
We may further assume that αj /∈ −(n − 1) − 2N, j = 1, 2, 3, otherwise
we are in case A.
Now α1 = −2(n − 1) + 2k − 2m − 2l. If k ≥ (n − 1) + l + m, then
α1 ∈ 2N, so that α ∈ Z by (14). So assume that k < (n− 1) + l+m. Then
α2 + α3 = −2(2k −m− l).
• Assume first that 2k −m− l < (n − 1). Then
Iα(a1, a2, a3) =
(−k)a1+a2+a3
Γ(−l + a1 + a2)Γ(−m+ a1 + a3) ×NV T .
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For a1 = sup(l,m) + 1, a2 = a3 = 0, the Γ factors are finite and the factor
in the numerator is not 0 because l,m < k.
• Assume now that 2k −m− l ≥ (n− 1), so that altogether
k < l +m+ (n− 1) ≤ 2k .
Then
Iα(a1, a2, a3)
=
(−k)a1+a2+a3
Γ(−l + a1 + a2)Γ(−m+ a1 + a3)Γ(−(2k − l −m− (n− 1)) + a1 + a2)×NV T .
Let us exhibit three nonnegative integers a1, a2, a3 such that
a2 + a3 ≥ l + 1
a1 + a3 ≥ m+ 1
a1 + a2 > 2k − l −m− (n− 1)
a1 + a2 + a3 ≤ k
(18)
because for such a choice, Iα(a1, a2, a3) 6= 0. Recall that k > l and k > m.
Now the condition l+m+(n−1) ≤ 2k can be rewritten as (k−l)+(k−m) ≥
n− 1. Hence there exist integers p, q ≥ 1 such that
k − l − p ≥ 0, k −m− q ≥ 0, p+ q = (n − 1) .
As n ≥ 4, either p or q is greater than or equal to 2. Up to a permutation
of the indices, we may assume that p ≥ 2. Now let
a1 = k − l − p+ 1, a2 = k −m− q, a3 = m+ l − k + (n− 1)− 1
The three coefficients are ≥ 0. Moreover
a2 + a3 = l + (n− 1)− q − 1
a1 + a3 = m+ (n− 1)− p
a1 + a2 = 2k − l −m− (n− 1) + 1
a1 + a2 + a3 = k
and conditions (18) are satisfied as (n−1)−q−1 = p−1 ≥ 1 and (n−1)−p =
q ≥ 1.
In [6], the following result was obtained.
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Theorem 4.3 (generic multiplicity 1 theorem). Assume that λ ∈ C3 is not
a pole. Then Kλ is, up to a scalar, the unique λ-invariant distribution on
S × S × S.
In other words, when λ is not a pole, dimTri(λ) = 1 or, more precisely,
Tri(λ) = CK˜λ.
The proof of this theorem used two results, which we now recall , because
they will be needed in the sequel.
Lemma 4.1. Let α ∈ C3 and λ the associated spectral parameter. Let
O be a G-invariant open set of S × S × S which contains O3 as a closed
submanifold. Let T 6= 0 be a distribution in O, λ-invariant and such that
Supp(T ) ⊂ O3. Then α3 = −(n − 1) − 2k for some k ∈ N. Moreover, if
S is a λ-invariant distribution in O such that Supp(S) ⊂ O3, then S is
proportional to T .
Lemma 4.2. Let α ∈ C3 and λ the associated spectral parameter. Let
T 6= 0 be a distribution on S × S × S which is λ-invariant and such that
Supp(T ) ⊂ O4. Then α1 + α2 + α3 = −2(n− 1)− 2k for some k ∈ N.
The proof of both statements is obtained by standard application of
Bruhat’s theory, and is essentially contained in [6]. The only exception is
the second statement of the first lemma, the multiplicity one result, but
it is only a refinement and its proof can be considered as routine. Notice
that there is no multiplicity 1 assertion in the second lemma, a point which
reflects a basic difference between poles of type I and poles of type II.
5 Distributions smoothly supported on a subman-
ifold
Let E be a real vector space of dimension n, and F a subspace of codimension
p. Choose coordinates (x1, x2, . . . , xp, yp+1 . . . , yn) such that
F = {(x, y) ∈ Rp × Rq, x1 = x2 = xp = 0} .
For J = (j1, j2, . . . , jp) a multi-index, let
xJ = xj11 . . . x
jp
p , ∂
J =
( ∂
∂x1
)j1
. . .
( ∂
∂xp
)jp
.
Let U be an open set in E. A (smooth) transverse differential operator
on U is an operator from C∞(U) into C∞(F ∩ U) given by
Df(y) =
∑
J
aJ(y) ∂
Jf (y) , f ∈ C∞(U), y ∈ F ∩ U
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where J runs through all multi-indices and (aJ) is a locally finite family of
smooth functions on F∩U . Notice that the functions aJ are well determined,
as can be observed by testing the operator D against the functions xJ . A
transverse differential operator D is said to be of transverse order ≤ m if
aJ ≡ 0 for all multi-indices J such that |J | = j1 + j2 + · · · + jp > m.
Let E∗ be the dual space of E, and let F⊥ = {ψ ∈ E∗, ψ|E = 0}.
The space F⊥ is canonically isomorphic to (E/F )∗. The coordinate forms
ξj : (x, y) 7→ xj, 1 ≤ j ≤ p form a basis of F⊥.
Let D =
∑
|J |≤m aJ∂
J be a transverse differential operator on U of
transverse order ≤ m. Then its symbol σm(D) is defined by
σm(D)(y, ξ) =
∑
|J |=m
aJ(y)ξ
J ,
where y ∈ F ∩ U and ξ ∈ F⊥. To see the intrinsic character of the symbol,
there is a useful formula. For y ∈ F ∩ U and ξ ∈ F⊥, choose smooth
functions f, ϕ on U such that f(y) = 1 and dϕ(y) = ξ. Then
σ(D)(y, ξ) = lim
t→∞
t−me−tϕD(etϕf)(y) . (19)
Fix a Lebesgue measure dy on F . To any transverse differential operator
D is associated the distribution TD given by
TD(f) =
∫
U∩F
Df(y)dy
for any test function f ∈ C∞c (U).
It is possible to characterize the distributions which are of this form. For
T a distribution on U , denote by WF (T ) the wave front set of T (see [11]
ch. VIII).
Lemma 5.1. Let T be a distribution on U , with Supp(T ) ⊂ F ∩ U . Then
the two following properties are equivalent :
i) WF (T ) ⊂ (F ∩ U)× F⊥
ii) There exists a unique transverse differential operator D on F ∩ U
such that
(T, ϕ) =
∫
F
Dϕ(y)dy .
For a proof see [1]. A distribution T which satisfy the conditions of the
Lemma is said to be smoothly supported on F .
An important source of smoothly supported distribution is obtained by
the following result, which is a version in the present context of the principle
”invariance implies smoothness”.
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Lemma 5.2. Let Xj , 1 ≤ j ≤ m be a family of smooth vector fields on U
such that
∀y ∈ F∩U, ∀j, 1 ≤ j ≤ m, Xj(y) ∈ F and {Xj(y), 1 ≤ j ≤ m} generate F .
Let (aj)1≤j≤m be a family of smooth functions on E and (Uj)1≤j≤m a family
of distributions on U smoothly supported in F ∩ U . Let T be a distribution
on U which satisfies
i) Supp (T ) ⊂ F ∩ U
ii) ∀j, 1 ≤ j ≤ m, (Xj + aj)T = Uj .
Then T is smoothly supported on F ∩ U .
Proof. Using Lemma 5.1, it suffices to prove that WF (T ) ⊂ (F ∩ U)× F⊥.
Now for D any differential operator on U ,
WF (T ) ⊂ Char(D) ∪WF (DT ) ,
where Char(D) ⊂ U × E∗ is the characteristic set of D (see [11] Theorem
8.3.1). Apply to D = Xj + aj . Observe that WF (Uj) ⊂ (F ∩ U) × F⊥ by
assumption. Next Supp(T ) ⊂ F ∩ U , and for x ∈ F ∩ U, ξ ∈ E∗,
(x, ξ) ∈ Char(Xj + aj)⇐⇒ ξ(Xj(x)) = 0 .
As the Xj(x) generate F , it follows that (x, ξ) ∈WF (T ) implies ξ ∈ F⊥
and the statement follows.
Let E′ be another vector space, also of dimension n and F ′ a subspace
of E′ also of codimension p. Let Φ be a diffeomorphism on an open subset
U ′ of E′ which satisfies Φ(U ∩F ) ⊂ U ′ ∩F ′. Let Φ∗f = f ◦Φ. This formula
defines isomorphisms between C∞(U ′) (resp. C∞(U ′∩F ′)) and C∞(U) (resp
C∞(U ∩ F )). If D is a transverse differential operator on U of order ≤ m,
let
Φ∗D = Φ
∗−1 ◦D ◦ Φ∗ .
Then Φ∗D is a transverse differential operator on U
′ (relative to F ′) of
transverse order ≤ m. The transverse symbols of D and Φ∗D are related by
the formula
σm(Φ∗D)(y, ξ) = Φ∗ σm(D)(y, ξ) = σm(D)
(
Φ−1(y), ξ ◦ dΦ−1(y)−1) . (20)
The formula is easily obtained from (19).
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Let T be a distribution on U smoothly supported on F , and let DT be
the associated transverse differential operator. Let Φ∗T be the distribution
on U ′ defined by
(Φ∗T, ϕ) = (T, ϕ ◦ Φ), ϕ ∈ C∞c (U ′)
Then Φ∗T is smoothly supported on U
′ ∩ F ′. Fix a Lebesgue measure dx′
on F ′. Then there exists an associated transverse differential operator DΦ∗T
on U ′ ∩ F .
Lemma 5.3. The transverse differential operator DΦ∗T is given by
DΦ∗T = |det
(
(DΦ−1)|F ′→F
)|Φ∗DT (21)
Proof. By definition,
(Φ∗T, f) =
∫
F∩U
D(f◦Φ)(y)dy =
∫
F∩U ′
D(f◦Φ)◦Φ−1(y′) |det ((DΦ−1(y′))|F )| dy′
by the change of variables y′ = Φ(y). The result follows.
For T a distribution smoothly supported on U ∩F , which is of transverse
order less than m, define its transverse symbol σm(T ) by
σm(T )(x, ξ) = σm(DT )(x, ξ) dx .
These notions can be generalized to the setting of a regular submanifoldN of
a manifoldM to get definitions of a transverse differential operator on N , of
a distribution on M smoothly supported on N and of its transverse symbol
(after the choice of a smooth measure is chosen on N). In particular, the
transverse symbol of a differential operator of order ≤ m is a section of the
bundle SmN (m-symmetric tensor product of the conormal bundle on N),
whereas the transverse symbol of a distribution on M smoothly supported
in N and of transverse order ≤ m is a section of the bundle SmN ⊗ |Λ|,
where |Λ| is the density bundle of N (this is the reason to add ”dx” in the
definition of the transverse symbol of a distribution). We omit details (see
[15] for related ideas).
The main properties of the symbol map are summarized in the next
proposition.
Proposition 5.1. Let N be a regular submanifold of a manifold M . Let
T be a distribution smoothly supported in N , of transverse order ≤ m. Let
σm(D) be the transverse symbol of T .
23
i) let Φ be a diffeormorphism of M , such that Φ(N) = N . Then Φ∗T is
smoothly supported on N , of transverse order less than or equal to m and
its transverse symbol is given by
σm(Φ∗T )(x, ξ) =
∣∣det (DΦ−1|TxN (x))∣∣σm(Φ−1(x), ξ ◦DΦ−1(x)−1) .
ii) Let a be a smooth function on M . Then aT is smoothly supported on
N and is of transverse order ≤ m. Its transverse symbol satisfies σm(aT ) =
a σm(T ).
iii) if σT ≡ 0, then T is of transverse order ≤ m− 1.
6 The theorem of the support
Let λ ∈ C3 be a pole and assume that λ /∈ Z. The distribution K˜λ is not
0 (by the very definition of Z), and is singular as stated in Proposition 3.3.
The following result is a major step towards proving Theorem 0.1.
Theorem 6.1. Let λ be a pole and assume λ /∈ Z. Let T 6= 0 be a λ-
invariant distribution on S × S × S. Then
Supp(T ) = Supp(K˜λ) .
Recall that Kα,O0 is the distribution onO0 defined by integration against
|x− y|α3 |y− z|α1 |z−x|α2 . The distribution Kα,O0 is λ-invariant. The most
difficult step towards proving Theorem 6.1 is the following result.
Theorem 6.2. Let α be a pole and assume that α /∈ Z. Let λ be the asso-
ciated spectral parameter. Then the distribution Kα,O0 cannot be extended
to S × S × S as a λ-invariant distribution.
As the proof is long, let us sketch the main steps.
• The distribution Kα,O0 has a ”natural” extension (say F ) to S ×
S × S, given by the degree 0 coefficient in the Laurent expansion of the
meromorphic function α 7−→ Kα restricted to a (well chosen) complex line
in C3.
• The distribution F is not λ-invariant, but ”almost” invariant, in the
sense that, for each g ∈ G,
F ◦ piλ(g)− F = Eg
where Eg is a distribution (depending on g) which is identically 0 on O0.
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• If T is a λ-invariant distribution extending Kα,O0 , then S = F − T
vanishes identically on O0 and satisfies
S ◦ piλ(g)− S = Eg . (22)
• Both S and Eg are supported in O1 ∪ O2 ∪ O3 ∪ O4. Successively for
each orbit Oj , it is possible to define and compute the transverse symbols
of both sides of (22). In Oj, there is a point which is fixed by all at, t ∈ R.
Evaluate both symbols at this point. Studying their behavior as t varies
eventually leads to a contradiction.
Three separate cases have to be considered : the case of a generic pole of
type I (which automatically is not in Z), the case of a generic pole of type
II not in Z, and the case of a pole of type I+II not in Z. The proofs rely
on the same ideas, but are formally different. Details are given for the first
case, we ask the the friendly reader to accept the more sketchy treatment of
the last two cases.
6.1 Type I
Assume α = (α1, α2, α3) is a generic pole (recall Definition 2.1) of type I3,
that is α3 = −(n − 1) − 2k for some k ∈ N. The assumption of genericity
implies that α /∈ Z. It also implies that among the four Γ factors in the
holomorphic normalization of Kα only one (namely Γ(
1
2α3 + ρ)) becomes
singular. Let s be a complex parameter, s 6= 0, |s| small. Let
α(s) = (α1, α2, α3 + 2s), λ(s) = (λ1 + s, λ2 + s, λ3)
and let
F(s) = (−1)
k
k!
Γ(
α1
2
+ ρ) Γ(
α2
2
+ ρ) Γ(
α1 + α2 + α3
2
+ 2ρ+ s) K˜α(s).
This is well defined distribution-valued function, at least for |s| small.
Consider its Taylor expansion at 0
F(s) = F0 + sF1 +O(s2), (23)
where F0, F1 are distributions on S × S × S. The observation on the nor-
malization factor implies that the distribution F0 is a non zero multiple of
K˜α, which, as α /∈ Z, is not equal to 0. Hence F0 6= 0. Moreover F0 is
λ-invariant and Supp(F0) ⊂ O3.
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Lemma 6.1.
i) The restriction of F1 to O0 is equal to Kα,O0.
ii) for any g ∈ G,
F1 ◦ piλ(g)− F1 = −(lnκ(g−1, x)κ(g−1, y))F0 (24)
iii) for any X ∈ p ≃ E
F1 ◦ dpiλ(X) = −〈X,x+ y〉F0 . (25)
Proof. Let ϕ be a test function supported in O0. For s 6= 0, replace K˜α(s)
by its expression in term of Kα(s) to get
F(s)(ϕ) = (−1)
k
k!
1
Γ(−k + s) Kα(s),O0(ϕ) .
Let s→ 0 to get F0(ϕ) = Kα,O0(ϕ) and i) follows.
Next, for f ∈ C∞(S) and arbitrary λ ∈ C,(
piλ+s(g)f
)
(x) = κ(g−1, x)s
(
piλ(g)f
)
(x)
and hence for f ∈ C∞(S × S × S)(
piλ(s)(g)f
)
(x, y, z) = κ(g−1, x)s κ(g−1, y)s
(
piλ(g)f
)
(x, y, z)
=
(
1 + s ln
(
κ(g−1, x)κ(g−1, y)
)
+O(s2)
) (
piλ(g)f
)
(x, y, z) .
Recall that F(s) ◦ piλ(s)(g) = F(s). Compare the Taylor expansion of both
sides to obtain(
F1 + ln
(
κ(g−1, x)κ(g−1, y)
)
F0
) ◦ piλ(g) = F1 , (26)
and use the λ-invariance of F0 to get ii). Notice that, as the conformal
factor of an element in K (a rotation) is identically equal to 1, ii) implies
that F0 is K-invariant.
For iii), let X ∈ p. Then dpiλ(x)F0 = 0 by the λ-invariance of F0, and
using (3)
ln
(
κ(exp−tX, x)κ(exp−tX, y)) = ln (1 + t(〈X,x〉 + 〈X, y〉) +O(t2))
= t〈X,x+ y〉+O(t2) .
Let g = at in (24) and take the derivative of both sides at t = 0 to get
F1 ◦ dpiλ(X) = −〈X,x+ y〉F0 .
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Now, by assumption α1, α2 /∈ −(n− 1)− 2N. Hence, on
O′3 = S × S × S \ O3 = {(x, y, z) ∈ S × S × S, x 6= y}
it is possible to extend the distribution Kα,O by meromorphic continua-
tion, to get a distribution on O′3 (denoted by Kα,O′3) which is λ-invariant.
Moreover, it is the only extension to O′3 which is λ-invariant. In fact, if
there is one such, say T ′, then the difference T ′ − Kα,O′
3
is supported in
O′3 \ O0 = O1 ∪O2 and λ-invariant. Now use twice Lemma 4.1 to conclude
that this distribution has to be 0 : once for O = O0 ∪O1 containing O1, the
second for O = O0∪O2containing O2. On the other hand, the restriction to
O′3 of F0 is 0, and hence, by (24), the restriction of F1 to O′3 is λ-invariant.
Hence F1 coincides on O′3 with Kα,O′3 . We now are in position to prove
the following result which implies a fortiori Theorem 6.1 for the case of a
generic pole of type I.
Proposition 6.1. There is no λ-invariant distribution on O′4 = S × S ×
S \ O4 which extends Kα,O′
3
.
Proof. For convenience, when F is a distribution on S × S × S, denote by
F ′ its restriction to O′4. Assume T is a distribution on O′4 which extends
Kα,O′
3
and is λ-invariant. Let S = T − F ′1. Then S is supported in O3,
which is a closed regular submanifold of O′4. Let g be the Lie algebra of G,
and for X ∈ g, let X˜ be the vector field on O′4 induced by the one-parameter
subgroup exp tX, t ∈ R. Recall that G acts transitively on O3, so that for
any m ∈ O3 the vector space generated by {X˜(m),X ∈ g} is equal to TmO3,
the tangent space to O3 at m.
As both T and F ′1 are K-invariant,
∀X ∈ k, S ◦ dpiλ(X) = 0 . (27)
Now for X ∈ p,
dpiλ(X)(x, y, z) = −X˜(x, y, z)+(λ1+ρ)〈X,x〉+(λ2+ρ)〈X, y〉+(λ3+ρ)〈X, z〉
is a first order differential operator of the form −X˜ + aX with aX a smooth
function on S × S × S. Moreover T ◦ dpiλ(X) = 0 as T is assumed to be
λ-invariant. Restrict (25) to O′4 to get F ′1 ◦dpiλ(X) = −〈X,x+y〉F ′0. Hence
∀X ∈ p, S ◦ dpiλ(X) = 〈X,x + y〉F ′0 . (28)
As F ′0 is invariant under piλ, F
′
0 is smoothly supported in O3. Take into
account (27) and (28), use Lemma 5.2 to conclude that S is smoothly sup-
ported in O3.
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For any g ∈ G, (24) and the λ-invariance of T imply
S ◦ piλ(g) − S = − ln
(
κ(g−1, x)κ(g−1, y)
)
F ′0 . (29)
The next elementary result is needed in order to make connection with the
notation and results of section 5.
Lemma 6.2. Let F be a distribution on a G-invariant open set in S×S×S.
For any g ∈ G,
F ◦ piλ(g) = ag
(
g−1
)
∗
F (30)
where ag is given by
ag(x, y, z) = κ(g, x)
−(λ1+ρ)κ(g, y)−(λ2+ρ)κ(g, z)−(λ3+ρ) .
Proof. Let ϕ ∈ C∞(S). As κ(g−1, x) = κ(g, g−1x)−1,
piλ(g)ϕ(x) = κ
(
g−1, x)λ+ρϕ(g−1(x)
)
=
(
κ(g, .)−1ϕ
)
(g−1(x)) .
Hence for f ∈ C∞(S × S × S),
piλ(g)f(x) = (ag f)(g
−1(x))
which amounts to piλ(g)f = (g
−1)∗(agf). Hence(
F ◦ piλ(g)
)
f = F (piλ(g)f) = F ((g
−1)∗(agf)) = (ag(g
−1)∗F )(f) .
From the computation of the residue of Kλ at a generic pole of type I
(see [1] Theorem 2.2), it is known that F0 has a (global) transverse order
along O3 equal to 2k. From (29) and (30) follows that S also has a global
transversal order along O3, say m, and m ≥ 2k.
At a point p = (x, x, z) ∈ O3 with x 6= z, the tangent space to O3 is
TpO3 = {(u, u, v), u ∈ TxS, v ∈ TzS, } ,
the conormal space (as a subspace of the cotangent space) is given by
Np = {nξ = (ξ,−ξ, 0), ξ ∈ T ∗xS}
Let g ∈ G such that g(p) = p. The Jacobian of the differential Dg(p) on
TpO3 is equal to κ(g, x)n−1κ(g, z)n−1. So, using the transformation rules
(20) and (21) and Lemma 5.1, (30) leads to
28
σm(S ◦ piλ(g))
(
(x, x, z), nξ
)
= κ(g, x)−(λ1+λ2)κ(g, z)−λ3+ρσm(S)
(
(x, x, z), nξ◦Dg(x)−1
)
.
Apply this to x = 1, z = −1, and g = at. Then at(1) = 1, at(−1) = −1,
Dat(1) = e
−t Id,Dat(−1) = et Id. Recall that λ1 + λ2 − λ3 + ρ = −2k. So,
after some computation, (29) implies(
et(2k−m) − 1)σm(S)((1,1,−1), nξ) = −t σm(F0)((1,1,−1), nξ) (31)
If m > 2k, the right hand side is 0, which forces σm(S)
(
1,1,−1) = 0 by
and hence σm(S) = 0 by (29), and hence S is of transverse order ≤ m− 1,
a contradiction. So the only possibility is m = 2k. But then, the left hand
side is 0. So σ2k(F0, (1,1,−1)) = 0 and be the invariance of F0, σ2k(F0) = 0
on all of O3. Hence (31) leads to a contradiction, thus proving Proposition
6.1.
The proof of Theorem 6.1 in the case of a generic pole of type I is now
easy. Let T be a distribution on S × S × S which is λ-invariant. Consider
its restriction TO0 to O0. As O0 is a unique orbit under G, TO0 has to
be a multiple of Kα,O0 . By Proposition 6.1, TO0 has to be 0. Hence T is
supported in O1 ∪O2 ∪O3 ∪O4. As α1, α2 /∈ −(n− 1)− 2N by assumption,
two applications of Lemma 4.1 show that T is supported in O3, which is the
statement to be proved.
6.2 Type II
Proposition 6.2. Let α be a generic pole of II, and assume that α is not in
Z. Let λ be the associated spectral parameter. Then the distribution Kα,O0
cannot be extended to a λ-invariant distribution on S × S × S.
Proof. Let α = (α1, α2, α3) be a generic pole of type II, i.e. α1 +α2 +α3 =
−2(n − 1)− 2k for some k ∈ N, which moreover is not in Z.
The distribution Kα,O0 can be extended in a unique way to a λ-invariant
distribution on O′4. The proof is similar to the argument given in the proof
of Proposition 6.1, as by assumption, αj /∈ −(n − 1) − 2N for j = 1, 2 or 3.
We skip details. Denote by Kα,O′
4
the extension.
Now, again by assumption, among the Γ-factors involved in the normal-
ization of Kα only one is singular at α, namely Γ(α1+α2+α32 + 2ρ). For s a
complex parameter, s 6= 0, |s| small, define
α(s) = (α1 +
2
3
s, α2 +
2
3
s, α3 +
2
3
s), λ(s) = (λ1 +
2
3
s, λ2 +
2
3
s, λ3 +
2
3
s) .
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Notice that α1(s)+α2(s)+α3(s) = α1+α2+α3+2s. For s ∈ C, s 6= 0 and
|s| small, let
F(s) = (−1)
k
k!
Γ
(α1(s)
2
+ ρ
)
Γ
(α2(s)
2
+ ρ
)
Γ
(α3(s)
2
+ ρ
)
Kα(s)
The Taylor expansion of F(s) at s = 0 reads
F(s) = F0 + sF1 +O(s)
where F0, F1 are distributions on S × S × S.
The distribution F0 is a (non zero) multiple of K˜α, which is not 0 as
α /∈ Z. Hence F0 is a (non zero) λ-invariant distribution supported in O4.
Proposition 6.3. The distribution F1 satisfies the following properties :
i) on O0, F1 coincides with Kα,O0.
ii) for any g ∈ G,
F1 ◦ piλ(g)− F1 = −2
3
ln
(
κ(g−1, x)κ(g−1, y)κ(g−1, z)
)
F0 (32)
Proof. For s 6= 0, and ϕ ∈ C∞(S × S × S) supported in O0,
F(s)(ϕ) =
(−1)k
k!
1
Γ(−k + s) Kα(s),O0(ϕ)
Let s→ 0 to get i). The proof of ii) is similar to the proof of (24).
Assume now there exists a distribution T on S × S × S, which extends
Kα,O0 and is λ-invariant. As Supp(F0) ⊂ O4, the restriction to O′4 of F0
and Kα,O′
4
coincide. Let S = T − F0. Then S is smoothly supported in O4
and satisfies
S ◦ piλ(g)− S = −1
2
(lnκ(g−1, x)κ(g−1, y)κ(g−1, z)F0 (33)
Let (x, x, x) ∈ O4. Then T(x,x,x)O4 = {(u, u, u), u ∈ TxS} so that
N(x,x,x) = {ξ = (ξ1, ξ2, ξ3), ξ1 + ξ2 + ξ3 = 0, ξj ∈ T ∗xS, j = 1, 2, 3} .
From the computation of the residue of Kα at a pole of type II, the distri-
bution F0 has global transverse order equal to 2k (see [1]). From (33), the
distribution S has also a global order, say m, and m ≥ 2k. Let g ∈ G such
that g(x) = x. Then
σm
(
S ◦ piλ(g)
)(
(x, x, x), ξ
)
=
κ(g, x)−(λ1+λ2+λ3+ρ)σm(S)
(
(x, x, x), ξ ◦Dg(x)−1) . (34)
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Let x = 1, and let g = at for t ∈ R. Then at(1) = 1and Dat(1) = e−t Id,
so that (29) implies
(et(2k−m) − 1)σm(S)
(
(1,1,1), ξ
)
= −t σm(F0)
(
(1,1,1), ξ
)
(35)
An argument similar to the one used in the proof of Proposition 6.1 yields
a contradiction.
The proof of Theorem 6.1 in the case of a pole of type II (generic and
not in Z) is similar to the proof given for the case of a pole of type I, and
we omit it.
6.3 Type I+II
Proposition 6.4. Let α be a pole of type I+II, and assume moreover that
α /∈ Z. Let λ be its associated spectral parameter. Then the distribution
Kα,O0 can not be extended to a λ -invariant distribution on S × S × S.
Proof. Let α = (α1, α2, α3) and assume that
α1 + α2 + α3 = −2(n − 1)− 2k, α3 = −(n− 1)− 2l
for some k, l ∈ N. Assume moreover that α /∈ Z. This time, two of the four
Γ-factors (namely Γ(α32 + ρ) and Γ(
α1+α2+α3
2 + 2ρ)) in the normalization of
Kα are singular at α.
For s ∈ C, let
α(s) = (α1, α2, α3 + 2s), λ(s) = (λ1 + s, λ2 + s, λ3) ,
and consider the distribution-valued function
F(s) = (−1)
k+l
k! l!
Γ
(α1
2
+ ρ
)
Γ
(α2
2
+ ρ
)
K˜α(s) . (36)
The Taylor expansion of F at s = 0 reads
F(s) = F0 + s F1 + s2 F2 +O(s) , (37)
where F0, F1, F2 are distributions on S × S × S.
Lemma 6.3.
i) Supp(F0) ⊂ O4
ii) Supp(F1) ⊂ O3
iii) on O0, F2 coincides with Kα,O0 .
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Proof. i) was proved in Proposition 3.3.
For s 6= 0 and ϕ ∈ C∞(S × S × S) with Supp(ϕ) ⊂ O0,
F(s)(ϕ) = (−1)
k+l
k! l!
1
Γ(−k + s)
1
Γ(−l + s) Kα(s),O0(ϕ) . (38)
Let s→ 0 and iii) follows. Now let ϕ ∈ C∞(S×S×S) such that Supp(ϕ)∩
(O3 ∪ O4) = ∅. As α1, α2 /∈ −(n− 1) − 2N, the expression Kα(s)(ϕ) can be
defined by analytic continuation in s, and (38) is still valid. When s → 0,
the right hand side has a zero of order 2. Hence F0(ϕ) = F1(ϕ) = 0, thus
proving ii).
Lemma 6.4. For any g ∈ G,
F0 ◦ piλ(g)− F0 = 0 (39)
F1 ◦ piλ(g)− F1 = −AgF0 (40)
F2 ◦ piλ(g)− F2 = −AgF1 + 1
2
A2gF0 (41)
where Ag is the function on S × S × S given by
Ag = lnκ(g
−1, x) + lnκ(g−1, y) . (42)
Proof. Recall that F(s) ◦ piλ(s)(g) = F(s). Now
piλ(s)(g) = κ(g
−1, x)sκ(g−1, y)spiλ(g) =
(
1 + sAg + s
2A
2
g
2
+O(|s|3))piλ(g)
(43)
Now use (37) and (43) to get the conclusion.
In order to prove Proposition 6.4, a lemma is needed.
Lemma 6.5.
Supp (F1) = O3 .
Proof. By Lemma 6.4, the restriction of the distribution F1 to O′4 is λ-
invariant and is supported in O3. From this follows that either Supp(F1) =
O3 or Supp(F1) ⊂ O4. Let us assume that Supp(F1) ⊂ O4 and get a
contradiction. If this was the case, then the distribution F1 would be of
finite (global) transverse order along the submanifold O4. The function
pa1,a2,a3 vanishes on O4 to an arbitrary given order provided a1 + a2 + a3 is
large enough. Hence F1(pa1,a2,a3) = 0 as a1 + a2 + a3 is large enough.
So to get a contradiction , it is enough to prove that F1(pa1,a2,a3) 6= 0
for some triples (a1, a2, a3) with a1 + a2 + a3 arbitrary large.
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Lemma 6.6. Let a1, a2, a3 be chosen so that 0 ≤ a3 ≤ l and a1+a2+a3 > k.
Then
K˜α(s)(pa1,a2,a3) = Ca1,a2,a3 s+O(s2) as s→ 0 ,
where the constant Ca1,a2,a3 6= 0 for a2, a3 large enough.
Proof. A careful look at (11) shows that
K˜α1,α2,α3+s(pa1,a2,a3) = Φ(s)(−k + s)a1+a2+a3(−l + s)a3
where Φ(s) → Φ(0) and Φ(0) 6= 0 provided a1, a2 are large enough. If
0 ≤ a3 ≤ l then (−l)a3 6= 0 and if a1 + a2 + a3 > k, then (−k + s)a1+a2+a3
has a simple 0 for s = 0. The statement follows.
From (36) and (37) follows F0(pa1,a2,a3) = 0, F1(pa1,a2,a3) 6= 0 under the
same constraints on a1, a2, a3 as in Lemma 6.6.
We are now ready for the proof of Proposition 6.4. As α1, α2 /∈ −(n −
1)− 2N, the distribution Kα,O0 can be extended (by analytic continuation)
to a λ-invariant distribution Kα,O′
3
on O′3. Moreover it is the unique λ-
invariant extension to O′3 of Kα,O0 , by the same argument as in the proof
of Proposition 6.1.
Suppose there exists a λ-invariant distribution T on S × S × S which
extends Kα,O0 to S × S × S. From the last remark follows that T also
extends Kα,O′
3
. Form the distribution S = T − F2. Then the distribution S
satisfies
S ◦ piλ(g) − S = gF1 − 1
2
A2gF0 (44)
and
Supp(S) ⊂ O3 (45)
Restrict (44) to O′3 to get
S′ − S′ ◦ piλ(g) = Ag F ′1 , (46)
where ′ means ”restriction to O′3”. From (40), F ′1 is λ-invariant on O′3.
Arguing as in the previous situations, S′ is smoothly supported in O3, as
well as F ′1. We now reproduce the argument of Proposition 6.1, getting a
contradiction as, by Lemma 6.5, F ′1 6= 0.
The proof of Theorem 6.1 in the case of a pole of type I+II (and not in
Z) requires some more work.
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Lemma 6.7. Let α be a pole of typeI+II, and assume that α /∈ Z. Let λ be
the associated spectral parameter. Let T be a λ-invariant distribution. Then
Supp(T ) ⊂ O4.
Proof. Let α = (α1, α2, α3) satisfying
α1 + α2 + α3 = −2(n− 1)− 2k, α3 = −(n− 1)− 2l
where k, l ∈ N and assume moreover that α /∈ Z. Let λ be its associated
spectral parameter, and let T be a λ-invariant distribution on S × S × S.
By the same argument as in the case of a generic pole of type I, we get that
T is supported in O3 = O4 ∪ O3. Let T ′ be its restriction to O′4. Then F ′1
and T ′ are two λ-invariant distributions on O′4 which are supported in O3.
Hence by Lemma 4.1, T ′ = cF ′1 for some constant c. Assume c 6= 0, and
substituting 1
c
T to T , we assume that c = 1. Consider then the distribution
S = T − cF1. Then Supp(S) ⊂ O4, and S satisfies
S ◦ piλ(g)− S = AF0 .
As argued previously, this implies that S is smoothly supported on O4. Let
p be its transverse order along O4. As S is of transverse order 2k (see [1]),
p ≥ 2k. Now the transverse symbols at (1,1,1) satisfy(
et(2k−p) − 1)σp(S)((1,1,1), ξ) = 2tσp(F1)((1,1,1), ξ)
for any t ∈ R. As F0 6= 0 (and hence σp(F0)
(
(1,1,1)ξ
) 6= 0), letting t go to
infinity yields a contradiction. Hence T is supported in O4.
7 Multiplicity one results
7.1 Type I
Theorem 7.1. Let α be a generic pole of type I, and let λ be its associated
spectral parameter. Let T 6= 0 be a λ-invariant distribution. There exists a
constant C such that T = CK˜λ.
Proof. From Theorem 6.1, T is supported in O3 = O3 ∪ O4. Let O′4 =
S × S × S \ O4, and recall that O3 is a regular submanifold in O′4. Let T ′
be the restriction of T to O′4. It is a λ-invariant distribution supported in
O3. On the other hand, consider the restriction of K˜α to O′4. Then it is
a λ-invariant distribution supported in O3, and it is not 0, otherwise, K˜α
would be supported in O4, a fact that would imply, by Lemma 4.2 that α is
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a pole of type II, which is not the case. Now Lemma 4.1 implies that there
exists a constant C such T ′ = CK˜α,O′
4
.
Now T −CK˜λ is a λ-invariant distribution supported in O4. As λ is not
a pole of type II, Lemma 4.2 forces T −CK˜λ = 0 and the conclusion follows.
7.2 Type II and type I+II
Theorem 7.2. Let λ be a pole of type II and assume that λ /∈ Z. Let T 6= 0
be a λ-invariant distribution. There exists a constant C such that T = CK˜λ.
The proof is more difficult, and we need first to recall the relation be-
tween λ-invariant distributions supported in O4 and covariant bi-differential
operators, for which we refer to [1].
Lemma 7.1. Let λ ∈ C3. Let T 6= 0 be a distribution on S × S × S which
is λ-invariant and such that Supp(T ) ⊂ O4. There exists a bi-differential
operator B : C∞(S ×S) −→ C∞(S) which intertwines (piλ1 ⊗ piλ2) and pi−λ3
such that, for f ∈ C∞(S × S), g ∈ C∞(S)
T (f ⊗ g) =
∫
S
Bf(x) g(x) dx . (47)
Conversely, given a bi-differential operator B : C∞(S×S) −→ C∞(S) which
intertwines (piλ1 ⊗ piλ2) and pi−λ3 , then (47) defines a λ-invariant distribu-
tion.
Given λ, µ ∈ C, denote by BDG(λ, µ; k) the space of bi-differential oper-
ators from C∞(S × S) into C∞(S) which are covariant w.r.t. piλ ⊗ piµ and
piλ+µ+ρ+2k.
Proposition 7.1. Let λ be a pole of type II (including type I+II), and
assume λ /∈ Z. Let k be the integer such that λ1+λ2+λ3 = −ρ− 2k. Then
dimTri(λ) = dim
(BDG(λ1, λ2; k)) .
Proof. Let T ∈ Tri(λ). By Theorem 6.1, in both cases Supp(T ) ⊂ O4.
Hence the result follows from Lemma 7.1.
Lemma 7.2. Let k be a given integer. Let Hk be the plane in C3 given by
the equation
λ1 + λ2 + λ3 = −ρ− 2k .
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Then λ ∈ Z if and only if (at least) one of the following properties i) to vi)
is verified
i) λ1 + λ2 ∈ −k + N
ii) λ1 ∈ −ρ− k − N
iii) λ2 ∈ −ρ− k − N
iv) λ1 = −ρ− l, l ∈ N and λ2 ∈ {−k,−k + 1, . . . ,−k + l}.
v) λ2 = −ρ− l, l ∈ N and λ1 ∈ {−k,−k + 1, . . . ,−k + l}.
vi) λ1 = −k + p, λ2 = −k + q, p, q ∈ N, p+ q ≤ k.
The proof is elementary and we omit it. Let
Zk = {(λ1, λ2) ∈ C2, (λ1, λ2,−ρ− 2k − λ1 − λ2) ∈ Z} .
The elements of Zk have to satisfy (at least) one of the properties i) through
vi).
To finish the proof of Theorem 7.2, it remains to prove the following
result, which will be done in the next subsection.
Theorem 7.3. Let (λ1, λ2) ∈ C2, (λ1, λ2) /∈ Zk, where k ∈ N. Then
dimBDG(λ1, λ2; k) = 1 .
7.3 Multiplicity one for bi-differential operators
For the first time in this article, we will use the noncompact picture. Let
F ≃ Rn−1 be the tangent space of S at the point 1. The stereographic
projection is a diffeomorphism from S \ {−1} onto F . The action of G is
transferred to a (rational) action of G on F . The representations piλ can
also be transferred, and in fact for the problem at hand, it is enough to
consider the derivate of the representation, viewed as a representation of g.
For X ∈ g, dpiλ(X) acts by a first order differential operator with polynomial
coefficients. A covariant bi-differential operator on S ×S is transferred to a
covariant bi-differential operator on F × F and vice versa. In our context,
these operators have been studied in [19], to which we refer for more details.
Choose coordinates on F with respect to some orthogonal basis of F , and
consider the bi-differential operators on F × F given by
∆xx =
n−1∑
j=1
∂2
∂x2j
, ∆x y =
n−1∑
j=1
∂2
∂xj∂yj
, ∆y y =
n−1∑
j=1
∂2
∂y2j
.
Let D be a bi-differential operator on F × F which is covariant w.r.t.
(piλ1 ⊗ piλ2 , piλ1+λ2+ρ+2k) for some k ∈ N. As a first (and elementary) reduc-
tion of the problem, the operator D has to be of the form
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D =
∑
r+t≤k
cr,t∆
r
xx∆
s
x y∆
t
y y (48)
where s = k − r − t and the cr,t are constants.
The next propositions are two main results obtained in [19]. Notice
that in their notation dimF = n, and their index λ for the representation
corresponds to λ
n−1 − 12 in our notation.
Proposition 7.2. The bi-differential operator D given by(48) is covariant
w.r.t. (piλ1 ⊗piλ2 , piλ1+λ2+ρ+2k) if and only if the (cr,t) satisfy the system (S)
of homogeneous linear equations :
4(r + 1)(r + 1 + λ1)cr+1, t
+2(k − r − t)(k − r + t− 1 + ρ+ λ2)cr, t
−(k − r − t+ 1)(k − r − t)cr, t−1 = 0
E
(1)
r,t
4(t+ 1)(t+ 1 + λ2)cr, t+1
+2(k − r − t)(k + r − t− 1 + ρ+ λ1)cr, t
−(k − r − t+ 1)(k − r − t)cr−1, t = 0
E
(2)
r,t
for r + t ≤ k.
Proposition 7.3. Let λ1, λ2 such that
λ1, λ2 /∈ {−ρ,−ρ− 1, . . . ,−ρ− (k − 1)} ∪ {−1,−2, . . . ,−k} .
Then the system (S) has, up to a constant, a unique non trivial solution.
Hence, the proof of Theorem 7.3 is reduced to the following statement.
Proposition 7.4. Let λ1, λ2 ∈ C such that λ1 or λ2 belongs to {−ρ,−ρ −
1, . . . ,−ρ − (k − 1)} ∪ {−1,−2, . . . ,−k}, but (λ1, λ2) /∈ Zk. Then the
system (S) has, up to a constant a unique solution.
The proof of Proposition 7.4 is a case-by-case proof. As the arguments
are of the same type in each case, we have chosen to present the worst case
with full details, giving only a sketch of proof in the others.
Proposition 7.5. Let λ1 = −p, λ2 = −q, where 1 ≤ p, q ≤ k, and assume
that (λ1, λ2) /∈ Zk. Then the system (S) has a unique solution, up to a
constant.
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Proof. As vi) in Lemma 7.2 is not satisfied, p+ q < k. This fact will reveal
crucial for the non vanishing of some of the coefficients of the equations E
(1)
r,t
or E
(2)
r,t .
Lemma 7.3. Assume previous conditions are satisfied. Then
cr,t = 0 if 0 ≤ r ≤ p− 1 or 0 ≤ t ≤ q − 1 .
Proof.
Step 1.
Equation E
(1)
p−1,0 reads
2(k − p+ 1)(k − p+ ρ− q)cp−1,0 + 0 = 0
which implies cp−1,0 = 0.
Step 2.
Use equations E
(1)
r,0 successively for r = p − 2, . . . , 0 to compute cr,0.
Notice that the coefficient in the equation corresponding to the unknown
cr,0 is equal to
2(k − r)(k − r − q + ρ− 1) 6= 0 .
Hence cr,0 = 0 for 0 ≤ r ≤ p− 1.
Step 3.
For 1 ≤ t ≤ q − 1, and 0 ≤ r ≤ p − 1, use equation E(2)r,t−1 to compute
cr,t. Notice that the coefficient of the unknown in the equation is equal to
4t(t − q) 6= 0. Let first t = 1 to obtain cr,1 = 0 for 0 ≤ r ≤ p − 1, and
then increment t by 1 up to q − 1 to obtain cr,2 = 0 for 0 ≤ r ≤ p − 1, . . . ,
cr,q−1 = 0 for 0 ≤ r ≤ p− 1.
Step 4.
For r = p, p+1, . . . , k−q+1, consider the equations E(2)r,q−1 which reduce
to
2(k−r−q+1)(k+r−p−q+ρ)cr,q−1+(k−r−q)(k−r−q+1)cr−1,q−1 = 0 ,
and hence cr,q−1 = 0 for p ≤ r ≤ k − q + 1.
Step 5.
For p ≤ r ≤ k − q + 1 and 0 ≤ t ≤ q − 1, use equation E(2)r,t to compute
cr,t . Notice that the coefficient of the unknown in the equation is equal to
2(k − r − t)(k − t− p+ r + ρ− 1) 6= 0 .
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Start with t = q−2 and let r = p to conclude that cp,q−2 = 0, then increment
r by 1 up to k − q + 1 to get cr,q−2 = 0. Then increment t by −1, . . . , to
conclude that cr,t = 0 if p ≤ r ≤ k − q + 1 and 0 ≤ t ≤ q − 1.
Step 6.
For r > k − q + 1 and 0 ≤ t ≤ q − 1, use equation E(1)r−1,t to compute
cr,t. Notice that the coefficient of the unknown in the equation is equal to
4r(r − p) and conclude that cr,t = 0 for r > k − q + 1 and 0 ≤ t ≤ q − 1.
Summarizing what has been done, cr,t = 0 for t ≤ q − 1 and arbitrary
r. By exchanging the role of r and t (and of p and q) follows cr,t = 0 for
0 ≤ r ≤ p− 1 and t arbitrary.
Now, choose cp,q as principal unknown and show that all the remaining
unknowns (i.e. cr,t for r ≥ p, t ≥ q) can be expressed in terms of the principal
unknown.
Let r ≥ p. To determine cr+1,q, use E(1)r,q which, as cr,q−1 = 0 reads
4(r + 1)(r + 1− p)cr+1,q + 2(k − r − q)(k − r − 1 + ρ)cr,q = 0 .
Starting with r = p and incrementing r by 1 up to k− q− 1 , the equations
allow to compute all cr,q with r ≥ p+ 1 in term of cp,q.
Symmetrically, compute the unknowns cp,t, t ≤ q + 1.
For r > p and t > q, use equation E
(2)
r,t−1 to compute cr,t. Notice that the
coefficient of the unknown in the equation is equal to 4t(t − q) 6= 0. Start
with r = p, t = q + 1 and increment r by 1. Then increment t by 1, and
repeat the process over r . . . , to effectively compute cr,t, r > p, t > q. This
achieves the proof of the proposition.
Proposition 7.6. Let λ1 = −ρ−k1, λ2 = −ρ−k2, where 0 ≤ k1, k2 ≤ k−1
and assume that (λ1, λ2) /∈ Z. Then the system (S) has a unique non trivial
solution, up to a constant.
Proof. As property iv) of Lemma 7.2 is not true, λ1 /∈ {−k,−k+1, . . . ,−k+
k2} and similarly λ2 /∈ {−k,−k + 1, . . . ,−k + k1}. As in the previous case,
this is crucial for the non vanishing of some of the coefficients of the equa-
tions.
First, for r ≥ k − k2 or t ≥ k − k1, cr,t = 0, which is proved with
arguments similar to those used in the previous case. Then choose c0,0 as
principal unknown, and compute the cr,t for 0 ≤ r ≤ k − k2 − 1, 0 ≤ t ≤
k − k1 − 1 in terms of c0,0.
Now, assume λ1 = −ρ − k1, λ2 = −k2, with 0 ≤ k1 ≤ k − 1 and
1 ≤ k2 ≤ k, and moreover (λ1, λ2) /∈ Z. As λ1 + λ2 + λ3 = −ρ − 2k,
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λ3 = −2k+ k1+ k2. By Zk iv), −k+ k1 < −k2, and hence λ3 = −k− (k1 −
k − l2) /∈ {−k,−k + 1, . . . ,−1}. Because of the symmetry of our problem
in (λ1, λ2, λ3), (λ1, λ3) or (λ2, λ3) do not belong to Zk, and proving the
uniqueness statement for (λ1, λ2) or for (λ1, λ3) or for (λ2, λ3) is equivalent.
So if λ3 ∈ {−ρ,−ρ−1, . . . ,−ρ−(k−1)}, the uniqueness statement for (λ1, λ3)
is obtained by Proposition 7.6. Otherwise λ3 /∈ {−ρ,−ρ− 1, . . . ,−ρ− (k −
1)} ∪ {−1,−2, . . . ,−k1}, the uniqueness for (λ1, λ3) is part of the situations
to be analyzed next.
Consider now the case where λ1 = −p with 1 ≤ p ≤ k, but λ2 /∈
{−ρ,−ρ− 1, . . . ,−ρ− (k − 1)} ∪ {−1,−2, . . . ,−k}. By the same argument
used in first part cr,t = 0 if r ≤ p−1. Then choose cp,0 as principal unknown,
and then compute the other cr,t for r ≤ p in terms of cp,0 as done in the
proof of Proposition 7.4.
In the case where λ1 = −ρ − p for 0 ≤ p ≤ k − 1 but λ2 /∈ {−ρ,−ρ −
1, . . . ,−ρ−(k−1)}∪{−1,−2, . . . ,−k}, first prove that c0,t = 0 for t ≥ k−k1.
Choose c0,0 as principal unknown and then solve the system as done in
Proposition 7.6. This achieves the proof Theorem 7.3.
7.4 Final remarks
Corollary 7.1. Let λ ∈ C3 and assume that the three representations piλj
are irreducible. Then dimTri(λ) = 1.
Proof. The assumption of irreducibility amounts to
λj /∈ (−ρ− N) ∪ (ρ+ N)
for j = 1, 2, 3. These conditions guarantee that λ is not in Z. Hence the
result follows from Theorem 0.1.
The next result is based on a remark due to T. Oshima (personal com-
munication).
Theorem 7.4. Let µ be in Z. Then
dimTri(µ) ≥ 2 .
Proof. (Sketch) It is a consequence of Lemma 6.3 in [18]. We follow the
notation of this paper. Let U = C3 and let
r(λ) =
1
Γ(λ1+λ2+λ3+ρ2 )Γ(
−λ1+λ2+λ3+ρ
2 )Γ(
λ1−λ2+λ3+ρ
2 )Γ(
λ1+λ2−λ3+ρ
2 )
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(this is nothing but the normalizing factor for Kλ). Let Ur = {λ, r(λ) 6= 0}.
If λ ∈ Ur, then λ is not a pole and hence Vλ = Tri(λ) is of dimen-
sion 1. For µ ∈ U \ Ur, let V µ be the closure of the holomorphic fam-
ily Vλ (see precise definition in [18]). Then V µ ⊂ Tri(µ). Now, by [18],
dimV µ ≥ dimλ∈Ur Vλ = 1, and there is a necessary and sufficient condition
for having equality (in which case µ is said to be a removable point). Now
Z is contained in U \Ur. Let µ be in Z. The fact that K˜µ = 0 implies that
µ does not satisfy the criterion for removability, so that dimV µ > dimVλ.
All together, dimTri(µ) > 1.
Final remark. When λ is a pole of type II, and λ is in Z, a λ-invariant
distribution is not necessarily supported on the diagonal O4 (such cases will
appear in [5]). So it is conceivable that for some λ in Z dimBDG(λ1, λ2; k) =
1 although dimTri(λ) > 1 by Theorem 7.4. So an explicit necessary and
sufficient condition for having dimBD(λ1, λ2; k) = 1 is still an open prob-
lem. This problem is to be studied in relation with a problem about tensor
products of generalized Verma modules (see [21] for some work in this di-
rection).
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