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ABSTRACT
This paper presents a set of new results directly exploring the
special characteristics of the wireless channel capacity pro-
cess. An appealing finding is that, for typical fading chan-
nels, their instantaneous capacity and cumulative capacity
are both light-tailed. A direct implication of this finding
is that the cumulative capacity and subsequently the delay
and backlog performance can be upper-bounded by some
exponential distributions, which is often assumed but not
justified in the wireless network performance analysis liter-
ature. In addition, various bounds are derived for distribu-
tions of the cumulative capacity and the delay-constrained
capacity, considering three representative dependence struc-
tures in the capacity process, namely comonotonicity, inde-
pendence, and Markovian. To help gain insights in the per-
formance of a wireless channel whose capacity process may
be too complex or detailed information is lacking, stochas-
tic orders are introduced to the capacity process, based on
which, results to compare the delay and delay-constrained
capacity performance are obtained. Moreover, the impact of
self-interference in communication, which is an open prob-
lem in stochastic network calculus (SNC), is investigated
and original results are derived. The obtained results in this
paper complement the SNC literature, easing its application
to wireless networks and its extension towards a calculus for
wireless networks.
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1. INTRODUCTION
In wireless communication, there will be a continu-
ing wireless data explosion and an increasing demand
on higher data rate and less latency. It has been de-
picted that the amount of IP data handled by wireless
networks will exceed 500 exabytes by 2020, the aggre-
gate data rate and edge rate will increase respectively
by 1000ˆ and 100ˆ from 4G to 5G, and the round-trip
latency needs to be less than 1ms in 5G [2]. Evidently, it
becomes more and more crucial to explore the ultimate
capacity that a wireless channel can provide under strin-
gent delay constraints and to analyze what delay limit
may be achieved in specific wireless channel situations.
Information theory provides a framework for study-
ing the performance limits in communication and the
most basic measure of performance is channel capac-
ity, i.e., the maximum rate of communication for which
arbitrarily small error probability can be achieved [56].
To date, wireless channel capacity has mostly been ana-
lyzed for its average rate in the asymptotic regime, i.e.,
ergodic capacity, or at one time instant/short time slot,
i.e., instantaneous capacity. For instance, the first and
second order statistical properties of instantaneous ca-
pacity have been extensively investigated, e.g., in [45,
49]. However, such properties of wireless channel ca-
pacity are ordinarily not sufficient for use in assessing
if data transmission over the channel meets its quality
of service (QoS) requirements.
Additionally, the accumulation of capacity in finite
time regime, namely cumulative capacity, should be in-
vestigated. The cumulative capacity through a period is
essentially the amount of data transmission service that
the wireless channel provides (if there is data for trans-
mission) or is capable of providing (if there is no data
for transmission) in this period. This concept is closely
related to the cumulative service used in the stochas-
tic network calculus (SNC) theory [32], which has been
used for delay and backlog analysis in wireless networks,
e.g., [31, 19, 32, 30, 39, 57, 9, 10, 44, 37, 1]. However,
most of the results focus on deriving delay and backlog
by mapping the physical layer model to a higher layer
abstraction, e.g., Gilbert-Elliott channel model [31, 20]
and finite state Markov channel [57, 37], and then mak-
ing use of the SNC theory to perform the analysis, with-
out digging deep into the fundamental properties them-
selves of the cumulative capacity process of the wireless
channel.
The wireless channel is an open medium, susceptible
to noise, interference, and other channel impediments
that change randomly over time as a result of user move-
ment and environment dynamics [25], e.g., large scale
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fading due to path loss of signal as a function of dis-
tance and shadowing by obstacles between the trans-
mitter and the receiver, and small scale fading due to
constructive and destructive addition of multipath sig-
nal components. Such natures of wireless channel give
special characteristics of the channel capacity process.
The two (possibly most well-known) and fundamental
ones are: the wireless channel capacity is generally a
logarithm function of the fading effect, and on the chan-
nel, if two transmissions happen at the same time, they
will collide or interfere with each other.
The objective of this paper is to investigate such char-
acteristics and properties of the wireless channel capac-
ity, which have little been focused in the literature, and
study their implications or impacts on the delay perfor-
mance of the wireless channel. They include tail behav-
ior, distribution bounds, stochastic ordering, and self-
interference in communication.
The specific contributions of this work are several-fold
as summarized in the following.
1. The tail behavior of the wireless channel capacity
is studied. Specifically, we prove that the distribu-
tion of the instantaneous capacity is light-tailed for
a number of typical fading channels, e.g., Rayleigh,
Rice, Nakagami-m, Weibull, and lognormal fading
channels. In addition, we prove that, conditioned
on the instantaneous capacity being light-tailed,
the cumulative capacity is also light-tailed. (Sec-
tion 3)
2. Distribution bounds are derived for the cumula-
tive capacity process, under different dependence
structures, namely comonotonic process, additive
process, and Markov additive process. For each
case, the distribution of the transient capacity is
also investigated. (Section 4)
3. Bounds on the tail probabilities of delay under
fluid arrival, which is the best delay performance
that can be guaranteed for a specific channel, are
derived for each dependence structure. Based on
these, bounds on the delay constrained capacity,
which is the maximum date rate that the channel
can support without violating the required delay
constraint, are correspondingly obtained. (Section
4)
4. Stochastic ordering properties of the cumulative
capacity process are exploited to compare the de-
lay performance, based on which a comparison of
the delay constrained capacity performance is also
obtained. (Section 5)
5. The impact of the transmission self-interference
characteristic on the delay performance is inves-
tigated. Results for both a single hop case and a
multi-hop case are derived. (Section 6)
The remainder of this paper is structured as follows.
In Sec. 2, basic wireless channel capacity concepts,
including instantaneous capacity, cumulative capacity,
transient capacity and delay-constrained capacity are
introduced. Also in Sec. 2, the necessity of studying cu-
mulative capacity is elaborated through an analysis on
the delay and backlog performance. In Sec. 3, the tail
behavior of wireless channel capacity is focused. Distri-
bution bounds on the cumulative capacity and delay are
derived in Sec. 4, based on which the maximal delay-
constrained capacity is also presented for each consid-
ered case. Comparison approaches for different channel
ordering characteristics are provided in Sec. 5. The im-
pact of transmission interferences in wireless channel is
analyzed in Sec. 6. In Sec. 7, discussion on our find-
ings and contributions and related works is provided.
Finally, the paper is concluded in Sec. 8.
2. BASIC CONCEPTS
In this section, basic wireless channel capacity con-
cepts, including instantaneous capacity, cumulative ca-
pacity, transient capacity and delay-constrained capac-
ity are first introduced, followed by an elaboration on
the necessity of studying cumulative capacity for QoS
performance of a wireless channel.
2.1 Instantaneous Capacity
The instantaneous capacity of a (wireless) communi-
cation channel at time t, denoted as Cptq throughout
this paper, is defined as the maximum mutual informa-
tion over input distribution at t:[12]:
Cptq “ max
P pxq
IpX ;Y |hptqq (1)
where hptq is a stochastic process describing the fading
behavior of the channel, X and Y are respectively the
input and output alphabets of the channel.
Consider a discrete-time flat fading channel with in-
put xptq, output yptq, and stationary fading process
hptq, which has the following complex baseband rep-
resentation
yptq “ hptqxptq ` nptq, (2)
where nptq is an i.i.d. white Gaussian noise process
CN p0, N0q. Then, conditional on a realization of hptq,
the mutual information can be expressed as [55]
IpX ;Y |hptqq “
ÿ
xPX ,yPY
P px, y|htq log2
P px, y|htq
P px|htqP py|htq
.
(3)
Particularly, for a single input single output channel,
if the channel side information is only known at the
receiver, the instantaneous capacity can be found by
solving the right hand side of (1) with (3) as [56]
Cptq “W log2p1` γ|hptq|
2q, (4)
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where |hptq| denotes the envelope of hptq, γ ” P {N0W
denotes the average received SNR per complex degree
of freedom, P is the average transmission power per
complex symbol, N0{2 is the power spectral density of
AWGN, and W is the channel bandwidth. For multiple
input and multiple output channels, a generalized form
of (4) is available [55, 22].
Averaging the instantaneous capacity over the prob-
ability space of channel gain gives the ergodic capacity
that formally is defined as [55]:
C “ ErCptqs. (5)
The ergodic capacity of a channel is constant. It de-
fines the maximum transmission rate of the channel
with asymptotically small error probability for the code
with sufficiently long length that the received codewords
is affected by all fading states [25]. As implied by its
definition, the ergodic capacity is a concept for infinite
code length in infinite time regime.
2.2 Cumulative Capacity
To account for finite time regimes, the cumulative
capacity over a time period ps, ts, denoted as Sps, tq,
is defined as the sum of instantaneous capacity in this
period:
Sps, tq ”
tÿ
i“s`1
Cpiq. (6)
For Sp0, tq, we also use Sptqp” Sp0, tqq to simplify the
expression.
The time average of the cumulative capacity through
p0, ts is defined as the transient capacity [56], i.e.,
Cptq “
Sptq
t
. (7)
Note that the transient capacity is random, which es-
sentially defines the achievable capacity for a code with
finite length that the received codewords only experi-
ence partial fading states. The probabilistic average of
the transient capacity is expressed as
E
“
Cptq
‰
“ C (8)
where C is the ergodic capacity of the channel. Accord-
ing to the law of large numbers, the transient capacity
converges to the ergodic capacity when time goes to
infinity, i.e.,
lim
tÑ8
Cptq Ñ C, (9)
for independent and identically distributed instantaneous
capacity. However, the dependence in capacity may be
unknown, a more general result for the transient capac-
ity in finite time horizon is expressed by the Chebyshev
inequality [43]
P t|Cptq ´ C| ě xu ď
VarrCptqs
x2
, (10)
which is a basic result of concentration [6]. It indicates
that more statistical properties of the cumulative pro-
cess should be taken into account besides the instanta-
neous capacity in view of temporal behavior.
2.3 Delay-Constrained Capacity
In the above-introduced wireless channel capacity con-
cepts, the delay performance of the channel in transmit-
ting data is not touched. As highlighted in the previous
section, the delay performance is also crucial.
In words, the delay-constrained capacity is defined as
the maximum data traffic rate that the channel can
support without violating a desired delay constraint for
transmitting the data traffic over the channel [24].
More formally, the delay-constrained capacity or through-
put is defined as the maximum traffic rate that the sys-
tem can support without dropping, for which the delay
constraint is met [24]:
Cpd,ǫq “ suptλ : P pDptq ą dq ď ǫ,@tu (11)
where λ denotes the average traffic rate, the delay con-
straint is represented by a desired delay d and the al-
lowed violation probability ǫ of this delay, and the delay
Dptq at time t is defined as [10]:
Dptq “ inftd ě 0 : Apt´ dq ď A˚ptqu, (12)
where Aptq denotes the total amount of traffic in p0, ts.
2.4 Necessity of Studying Cumulative Capac-
ity
In order to find the delay-constrained capacity of the
wireless channel, we first need to analyze P pDptq ą dq
under input Aptq. Let aptq denote the traffic input to
the channel at time t.
The wireless channel is essentially a queueing system
with cumulative service process Sptq and cumulative ar-
rival process Ap0, tq “
tř
s“0
apsq, and the temporal incre-
ment in the system is expressed as
Xptq “ aptq ´ Cptq. (13)
The backlog in the system is a reflected process of the
temporal increment Xptq, as [3]
Bpt` 1q “ rBptq `Xptqs
`
. (14)
Throughout this paper, Bp0q “ 0 is supposed, with
which the backlog function can be further expressed as
Bptq “ sup
0ďsďt
pAps, tq ´ Sps, tqq. (15)
For a system without loss, the output, denoted as
A˚ptq, is the difference between the input and backlog,
i.e.,
A˚ptq “ Aptq ´Bptq “ Ab Sptq, (16)
where fbgptq “ inf0ďsďttfpsq`gps, tqu is the min-plus
convolution [5].
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In order to avoid nontrivial considerations, we focus
in this paper on the maximal delay-constrained capac-
ity under all types of inputs that have the same average
traffic rate λ. It can be shown, based on queue compar-
ison results [41], that such maximal delay-constrained
capacity is achieved when Aptq “ λt, i.e., the input is a
constant fluid input.
In this case, it is trivial from (15) that for backlog,
there holds
P pBptq ą xq “ P
"
sup
0ďsďt
tλpt´ sq ´ Sps, tqu ą x
*
.
(17)
For delay, with its definition and (15), the following can
also be shown
P pDptq ą dq “ P
"
sup
0ďsďt
tλpt ´ sq ´ Sps, tqu ě λd
*
.
(18)
With (17) and (18), the following relationship can be
easily verified:
P pBptq ą xq “ P
´
Dptq ą
x
λ
¯
. (19)
Eq. (18) and Eq. (17) immediately imply that for
delay and backlog performance analysis of the wire-
less channel, knowing its ergodic capacity only is not
enough, Cptq is not sufficient either as it ignores the po-
tential dependence behavior between Cps`1q, ¨ ¨ ¨ , Cptq
in Sps, tq, and it is necessary to study the stochastic be-
havior of the cumulative capacity process Sptq.
3. LIGHT TAIL BEHAVIOR
A distribution is said to be light-tailed if the tail
F pxq “ 1´ F pxq is exponentially bounded, i.e.,
F pxq “ Ope´θxq, (20)
for some θ ą 0, or equivalently, the moment generating
function pF rθs is finite for some θ ą 0. Otherwise, the
distribution is said to be heavy-tailed [4, 50].
Theorem 1. For flat fading, where the instantaneous
capacity is expressed in the logarithm transform of the
instantaneous channel gain, i.e., Cptq “ W log
2
p1 `
γHptq2q for all t, if the distribution of the fading pro-
cess is not heavier than fat tail, then the distribution of
the instantaneous capacity is light-tailed.
Proof. Due to stationary assumption,Hptq does not
change its statistical properties over time, or Hpsq
d
“
Hptq for all s and t. Then for any t, we can remove the
time index t and write
C “W log2p1` γH
2q. (21)
Correspondingly, the tail of the instantaneous capacity
is a function of the tail of the channel gain, i.e.,
FCpxq “ FH
¨˝d
2
x
W ´ 1
γ
‚˛. (22)
Let r “
b
2
x
W ´1
γ
. The tail behavior of the instanta-
neous capacity can be expressed in terms of that of the
fading process. Specifically, for some θ ą 0, FCpxq “
Ope´θxq entails
FHprq “ O
`
r´θ
˘
, (23)
which completes the proof.
Corollary 1. If a wireless channel is Rayleigh, Rice,
Nakagami-m, Weibull, or lognormal fading channel, its
instantaneous capacity is light-tailed.
Proof. For Weibull fading channel, the tail of fading
is expressed as
FHprq “ e
´crk , (24)
where cpą 0q and kpą 0q are some constants. Applying
Taylor’s theorem to expend ecr
k
, it is easily shown that,
for some θ satisfying k ą θ ą 0
lim
rÑ8
e´cr
k
r´θ
“ lim
rÑ8
rθ
1` crk ` . . .
“ 0. (25)
The limit (25) shows that though the Weibull distri-
bution is heavy-tailed for 0 ă k ă 1, it is lighter than
the fat tail. Hence from Theorem 1, the instantaneous
capacity under Weibull fading is light-tailed.
Rayleigh fading is a special case of Weibull fading
with k “ 2. The distribution of its instantaneous ca-
pacity is expressed as [27]
F pxq “ 1´ e
1´2
x
W
γ . (26)
It is trivial to show that the tail is exponentially bounded
F pxq ď e
1
γ e´θx, (27)
for 0 ă θ ď 1
Wγ
2
1
log 2 log 2. Hence, the instantaneous
capacity under Rayleigh fading is also light-tailed.
For Rice fading channel, the tail of the instantaneous
capacity is expressed as [48]
F pxq “ Q1
˜
s
σ0
,
a
2x{W ´ 1{γss
σ02
¸
, (28)
where W is the bandwidth, s the amplitude of the LOS
(light of sight) component, σ0
2 the variance of the un-
derlying Gaussian process, and γs the average SNR.
According to the exponential bound of the Marcum Q-
function [54],
αF “ lim supxÑ8
´ logF pxq
x
(29)
ě lim supxÑ8
1
2x
˜a
2x{W ´ 1{γss
σ02
´
s
σ0
¸2
(30)
“ 8, (31)
which means that the instantaneous capacity of a Rice
fading channel is light-tailed [50].
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For Nakagami-m fading channel [46], since the square
of the Nakagami-m random variable follows a gamma
distribution, which is light-tailed [4], the distribution of
its instantaneous capacity is thus also light-tailed.
For lognormal fading channel [47], since the lognor-
mal distribution have all the moments, which means
that it has a lighter tail than the fat-tailed distribution
[26], thus the distribution of its instantaneous capacity
is light-tailed.
Corollary 2. For frequency-selective fading mod-
eled by parallel L independent channels, whose instan-
taneous capacity is expressed as C “
řL
ℓ“1Wℓ log2p1 `
γH2ℓ q, if the distribution of the instantaneous capacity
of each sub-channel, which is Cℓ “ Wℓ log2p1 ` γH
2
ℓ q,
is light-tailed, so is the instantaneous capacity of the
frequency-selective fading channel.
Proof. For this frequency-selective fading channel,
its instantaneous capacity is by definition related to the
instantaneous capacity of each sub-channel as
C “
Lÿ
ℓ“1
Cℓ. (32)
The tail of the distribution of the instantaneous capac-
ity can then be expressed by [32]
FCpxq “ 1´ FC1 f . . .f FCLpxq
ď FC1 b . . .b FCLpxq, (33)
where f f gpxq “
ş8
´8
fpx´ yqdgpyq is the Stieltjes con-
volution and f b gptq “ inf0ďsďttfpsq ` gps, tqu is the
min-plus convolution [5]. The first step is a property of
sum of independent random variables, and the second
step is from that the independent case is upper bounded
by the distribution bound for such a sum where no de-
pendence information is utilized [32]. The latter, as to
be illustrated in the proof of the next theorem, is light-
tailed.
Theorem 2. Consider a wireless channel. If the dis-
tribution of its instantaneous capacity at any time is
light-tailed, the distribution of the cumulative capacity
is also light-tailed. In addition, the distribution of the
cumulative capacity of a concatenation of such wireless
channels is light-tailed as well.
Proof. Without relying on any dependence constraint,
it has been proved the tail of the cumulative capacity,
i.e., Sptq “ Cp1q ` ¨ ¨ ¨ ` Cptq, is bounded by [32]
FSptqpxq ď FCp1q b . . .b FCptqpxq. (34)
In case that the instantaneous capacity is light tailed,
i.e., FCpxq ď ae
´bx, the tail of the cumulative capacity
is also exponentially bounded, i.e.,
FSptqpxq ď
tź
k“1
pakbkwq
1
bkw ¨ e
´x
w , (35)
where w “
řt
k“1
1
bk
, by applying a distribution bound
for the sum of exponentially bounded random variables
[32].
For a concatenation of wireless channels, each with a
cumulative capacity Sips, tq, the cumulative capacity of
the concatenation network can be expressed
Sps, tq “ S1 b . . .b SN ps, tq. (36)
This is because the cumulative capacity process is essen-
tially the service process of the channel. Consequently,
the service process SNC result for such a concatenation
system directly applies, which has the same form as (36)
(see e.g., [19] [32]).
Then, the tail is expressed as
FSptqpxq “ P tS1 b . . .b SN ptq ě xu (37)
“ P
#
inf
uPUpxq
Nÿ
i“1
Sipµi´1, µiq ě x
+
(38)
ď inf
uPUpxq
P
#
Nÿ
i“1
Sipµi´1, µiq ě x
+
(39)
ď inf
uPUpxq
E
”
eθ
řN
i“1 Sipµi´1,µiq
ı
¨ e´θx, (40)
where Upxq “ tu “ pu1, . . . , utq : 0 ď µ1 ď . . . ď µN´1 ď tu,
for some θ ą 0. This ends the proof.
4. DISTRIBUTION BOUNDS
In general, there is dependence in capacity over time,
for which the dependence in fading is a direct cause.
For the influence of stochastic dependence in the cu-
mulative capacity process, the general Fre´chet bounds
[51] directly apply as:qFSptqpxq ď FSptqpxq ď pFSptqpxq, (41)
where
qFSptqpxq “
«
sup
uPUpxq
tÿ
i“1
FCpiqpuiq ´ pt´ 1q
ff`
(42)
pFSptqpxq “
«
inf
uPUpxq
tÿ
i“1
FCpiqpuiq
ff
1
(43)
with Upxq “
!
u “ pu1, . . . , utq :
řt
i“1 ui “ x
)
.
The Fre´chet bounds are general bounds. By making
use of the dependence information amongCp1q, Cp2q, . . . ,
the bounds may be improved. In addition, the bound
analysis of cumulative capacity can be extended to de-
lay performance analysis. To this aim, three specific
and representative capacity process types are investi-
gated in this section, which are comonotonic process,
additive process, and Markov additive process.
4.1 Comonotonic Process
The upper Fre´chet bound expresses the extremal pos-
itive dependence indicating the largest sum with respect
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to convex order and the dependence structure is repre-
sented by the comonotonic copula, i.e., [15, 17, 18]
F pc1, . . . , ctq “ min
1ďiďt
FCpiqpciq, (44)
or equivalently [15], for U „ Up0, 1q,
pCp1q, . . . , Cptqq
d
“
´
F´1
Cp1qpUq, . . . , F
´1
CptqpUq
¯
, (45)
which implicates that comonotonic random variables
are increasing functions of a common random variable
[17].
If the increment of the cumulative capacity carries a
dependence structure of comonotonicity, we define the
cumulative capacity as a comonotonic process in this
paper, which is different from a similar concept regard-
ing the comonotonicity between different processes [33].
Theorem 3. For a stationary capacity process, the
distribution of the cumulative capacity with comono-
tonic dependence is expressed as
FSptqpxq “ FC
´x
t
¯
. (46)
Proof. In the special case that all marginal distribu-
tion functions are identical FCpiq „ FC , comonotonicity
of Cpiq is equivalent to saying that Cp1q “ Cp2q, . . . ,“
Cptq holds almost surely [15]. In other words, the sam-
ple function of the capacity process is stationary and
depends only on the initial value of the capacity in each
realization.
Theorem 4. Consider a constant arrival process Aptq “
λt. The delay at finite time horizon is expressed as
P pDptq ą dq “ P
"
Cp1q ă λ´
λd
t
*
, (47)
while the delay at infinite time horizon is expressed as
P pD ą d;@d ą 0q “ P tCp1q ă λu. (48)
Proof. For a constant arrival process Aptq “ λt, the
delay is expressed as
P pDptq ą dq “ P
"
sup
0ďsďt
pApsq ´ Spsqq ą λd
*
(49)
“ P
"
Cp1q ă λ´
λd
t
*
. (50)
Letting time go to infinity gives
P pD ą d;@d ą 0q “ P tCp1q ă λu. (51)
This completes the proof.
It indicates that, for a comonotonic capacity process,
a delay bound makes sense only in the finite time hori-
zon, and for the infinite time horizon, whenever there is
deep fade, there will be infinite delay, which is relevant
to the outage probability for slow fading [56].
4.2 Additive Process
The independence structure of an additive process is
expressed by a product copula
F pc1, . . . , ctq “
tź
i“1
FCpiqpciq, (52)
and the distribution of the cumulative capacity is ex-
pressed via Stieltjes convolution as
FSptqpxq “ FCp1q f . . .f FCptqpxq. (53)
The cumulative capacity with independent increment
can be modeled as an additive process [28].
Theorem 5. For a stationary capacity process, the
distribution of the cumulative capacity with indepen-
dence is expressed as, for some θ ą 0,
1´ etκpθq´θx ď FSptqpxq ď e
tκp´θq`θx, (54)
where κpθq “ logE
“
eθCpiq
‰
is the cumulant generating
function of the instantaneous capacity, and the distri-
bution of the transient capacity is expressed as
1´ e´yl ď P
 
Cptq ď c˚
(
ď e´yu , (55)
where c˚ “ tκpθ
˚q`y˚
θ˚t
, with y˚ “ yu for θ
˚ ă 0 for
the upper bound, and y˚ “ yl for θ
˚ ą 0 for the lower
bound.
Proof. In the special case that all marginal distri-
bution functions are identical FCpiq „ FC , a likelihood
ratio process of the cumulative capacity can be formu-
lated and is expressed as [3]
Lptq “ eθSptq´tκpθq, (56)
where Lptq is a mean-one martingale and κpθq is the
cumulant generating function, i.e.,
κpθq “ logE
”
eθCpiq
ı
“ log
ż
eθxF pdxq, (57)
where θ P Θ “ tθ P R : κpθq ă 8u.
According to Markov inequality, for any µ ą 0,
P tLptq ě µu ď
1
µ
ErLptqs “
1
µ
. (58)
Letting µ “ e´tκpθq`θx, for θ ď 0, the cumulative dis-
tribution function is bounded by
P tSptq ď xu ď etκpθq´θx, (59)
while for θ ą 0, the complementary cumulative distri-
bution function is expressed as
P tSptq ě xu ď etκpθq´θx, (60)
which shows that the distribution has a light tail. Let-
ting ´y˚ “ tκpθq ´ θx ď 0, the distribution of the
transient capacity is bounded by
1´ e´yl ď P
 
Cptq ď c˚
(
ď e´yu , (61)
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where c˚ “ tκpθq`y
˚
θt
, with y˚ “ yu for θ ă 0 for the
upper bound, and y˚ “ yl for θ ą 0 for the lower
bound.
Theorem 6. Consider a constant arrival process Aptq “
λt, the delay at the wireless channel is bounded by
C´e
´θλd ď P pD ě dq ď C`e
´θλd. (62)
Letting P pD ě dq “ ǫ, the delay constrained capacity is
expressed by
´ log ǫ
C´
θd
ď λ ď
´ log ǫ
C`
θd
, (63)
where
C´ “ inf
xPr0,x0q
Bpxqş8
x
eθpy´xqBpdyq
, (64)
C` “ sup
xPr0,x0q
Bpxqş8
x
eθpy´xqBpdyq
, (65)
and B is the distribution of λ ´ C and x0 “ suptx :
Bpxq ă 1u.
Proof. For a constant arrival process Aptq “ λt, the
delay is bounded by
P pD ě dq “ P
"
sup
tě0
pAptq ´ Sptqq ě λd
*
(66)
ď e´θλd, (67)
where the last inequality follows the Lundberg’s inequal-
ity [50, 4], if θpą 0q satisfies the Lundberg equation
κpθq “ 0, where
κpθq “ log
ż
eθpλ´CptqqF pdxq. (68)
The approach to obtain the lower bound and to improve
the prefactors is available in [50, 4].
4.3 Markov Additive Process
The Markov property is a pure dependence property
that can be formulated exclusively in terms of copulas.
As a consequence, starting with a Markov process, a
multitude of other Markov processes can be constructed
by just modifying the marginal distributions [13, 42].
Specifically, if dependence in the capacity follows a
Markov process, the instantaneous capacity has a spe-
cific distribution with respect to a state transition, then
the cumulative capacity is a Markov additive process.
Theorem 7. For a Markov additive process, the dis-
tribution of the cumulative capacity is expressed as, for
some θ ą 0,
1´
hpθqpJ0qe
tκpθq´θx
min
jPE
phpθqpJjqq
ď FSptqpxq ď
hp´θqpJ0qe
tκp´θq`θx
min
jPE
php´θqpJjqq
,
(69)
and the distribution of the transient capacity is expressed
as
1´
hpθqpJ0qe
´yl
min
jPE
phpθqpJjqq
ď P
 
Cptq ď c˚
(
ď
hpθqpJ0qe
´yu
min
jPE
phpθqpJjqq
,
(70)
where c˚ “ tκpθ
˚q`y˚
θ˚t
, with y˚ “ yu for θ
˚ ă 0 for
the upper bound, and y˚ “ yl for θ
˚ ą 0 for the lower
bound.
A Markov additive process is defined as a bivariate
Markov process tXtu “ tpJt, Sptqqu where tJtu is a
Markov process with state space E and the increments
of tSptqu are governed by tJtu in the sense that [4]
ErfpSpt` sq´SptqqgpJt`sq|Fts “ EJt,0rfpSpsqqgpJsqs.
(71)
For finite state space and discrete time, a Markov addi-
tive process is specified by the measure-valued matrix
(kernel) Fpdxq whose ijth element is the defective prob-
ability distribution
Fijpdxq “ Pi,0pJ1 “ j, Y1 P dxq, (72)
where Yt “ Sptq ´ Spt ´ 1q. An alternative description
is in terms of the transition matrix P “ ppijqi,jPE (here
pij “ PipJ1 “ jq) and the probability measures
Hijpdxq “ P pY1 P dx|J0 “ i, J1 “ jq “
Fijpdxq
pij
. (73)
Consider the matrix pFtrθs “ pEireθSptq; Jt “ jsqi,jPE , it
is proved that [3] pFtrθs “ pFrθst, (74)
where pFrθs “ pF1rθs is a E ˆ E matrix with ijth ele-
ment pF pijqrθs “ pij ş eθxF pijqpdxq, and θ P Θ “ tθ P R :ş
eθxF pijqpdxq ă 8u. By Perron-Frobenius theory, eκpθq
and hpθq “ ph
pθq
i qiPE are respectively the positive real
eigenvalue with maximal absolute value and the cor-
responding right eigenvector of pFrθs, i.e., pFrθshpθq “
eκpθqhpθq. In addition, for the left eigenvector vpθq,
vpθqhpθq “ 1 and πhpθq “ 1, where π “ vp0q is the
stationary distribution and hp0q “ e.
Proof. Like the independent case, a likelihood ratio
process can be formulated with an exponential change
of measure [3]:
Lptq “
hpθqpJtq
hpθqpJ0q
eθSptq´tκpθq, (75)
which is a mean-one martingale. In order to provide
exponential upper bound for the distribution of the cu-
mulative capacity, define [23]
Lptq “
minjPEph
pθqpJjqq
hpθqpJ0q
eθSptq´tκpθq, (76)
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where Lptq ď Lptq, i.e., ErLptqs ď 1. Apply Markov
inequality to Lptq and get, for any µ ą 0,
P tLptq ě µu ď
1
µ
ErLptqs ď
1
µ
. (77)
Choose µ “ e´tκpθq`θx
minjPEph
pθqpJjqq
hpθqpJ0q
, for θ ď 0,
P tSptq ď xu ď
hpθqpJ0q
minjPEphpθqpJjqq
etκpθq´θx, (78)
while for θ ą 0,
P tSptq ě xu ď
hpθqpJ0q
minjPEphpθqpJjqq
etκpθq´θx, (79)
which indicates that the distribution has a light tail.
Letting ´y˚ “ tκpθq ´ θx ď 0, the distribution of the
transient capacity is bounded by
1´
hpθqpJ0qe
´yl
min
jPE
phpθqpJjqq
ď P
 
Cptq ď c˚
(
ď
hpθqpJ0qe
´yu
min
jPE
phpθqpJjqq
,
(80)
where c˚ “ tκpθq`y
˚
θt
, with y˚ “ yu for θ ă 0 for the
upper bound, and y˚ “ yl for θ ą 0 for the lower
bound.
Theorem 8. Consider a constant arrival process Aptq “
λt, the delay conditional on the initial state J0 “ i is
bounded by
hp´θqpJiqe
´θλd
max
jPE
hp´θqpJjq
ď PipD ě dq ď
hp´θqpJiqe
´θλd
min
jPE
hp´θqpJjq
, (81)
and the stationary delay is thus bounded by
P pD ě dq “
ÿ
iPE
πiPipDM ě dq. (82)
Letting P pD ě dq “ ǫ, the delay-constrained capacity is
expressed as
´1
θd
log
ǫ ¨max
jPE
hp´θqpJjqř
iPE πih
p´θqpJiq
ď λ ď
´1
θd
log
ǫ ¨min
jPE
hp´θqpJjqř
iPE πih
p´θqpJiq
.
(83)
Proof. For a constant arrival process Aptq “ λt, the
delay conditional on initial state J0 “ i is bounded by
[58]
PipD ě dq “ Pi
"
sup
tě0
pλptq ´ Sptqq ě λd
*
(84)
ď
hp´θqpJiq
minjPE hp´θqpJjq
e´θλd, (85)
where the last inequality follows the Lundberg’s inequal-
ity, if θpą 0q satisfies the Lundberg equation κp´θq “ 0.
κpθq is the logarithm of the Perron-Frobenius eigenvalue
of the kernel for the Markov additive process Cptq ´ λ,
i.e., pFrθs. The lower delay bound is available in [58].
Specifically, if Fij is independent of j, the prefector
in the Lundberg inequality can be improved and the
doubly-sided bound is expressed as, i.e.,
C´h
p´θqpJiqe
´θλd ď PipD ě dq ď C`h
p´θqpJiqe
´θλd,
(86)
where
C´ “ min
jPE
1
h
p´θq
j
¨ inf
xě0
Bjpxqş8
x
eθpy´xqBjpdyq
, (87)
C` “ max
jPE
1
h
p´θq
j
¨ sup
xě0
Bjpxqş8
x
eθpy´xqBjpdyq
, (88)
and Bj is the distribution of the instantaneous capacity
Cj [4].
Remark 1. The Markov additive process can be seen
as a non-stationary additive process defined on a Markov
process. If the Markov process has only one state, then
it reduces to a stationary additive process [8].
5. CHANNEL COMPARISONS
5.1 Ordering of Cumulative Capacity
The cumulative capacity SX is said to be smaller than
SY in stochastic order, written as
SX ďst SY , (89)
if the distribution functions FSX and FSY are compa-
rable in the sense that P pSX ď xq ě P pSY ď xq, @x.
An equivalent condition is that the expectation of all
increasing functions F is larger for SY than for SX , i.e.,
ErfpSXqs ď ErfpSY qs, @f P F .
The cumulative capacity SX is said to be smaller than
SY in convex order (respectively increasing convex or-
der), written as
SX ďcx SY , (90)
(respectively SX ďicx SY ), if for all convex functions
Fcx (respectively all increasing convex functions Ficx,
ErfpSXqs ď ErfpSY qs, @f P Fcx (respectively @f P
Ficx).
By comparing to the probability measure of indepen-
dence, positive dependence and negative dependence
can be defined under specific stochastic orderings. In
particular, the cumulative capacity S is said to have a
positive dependence structure in the sense of increasing
convex order, if
SK ďicx SP , (91)
and respectively a negative dependence structure in the
sense of increasing convex order, if
SN ďicx SK, (92)
where SK has an independence structure. Positive de-
pendence implies that large values of random variables
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tend to occur together, while negative dependence im-
plies that large values of one variable tend to occur to-
gether with small values of others [14].
Lemma 1. For cumulative capacities SN , SK and SP
which respectively have negative dependence, indepen-
dence, and positive dependence structures, if their marginal
distributions are identical for all t, their convex ordering
is equivalent to their increasing convex ordering, i.e.,
SN ďicx SK ďicx SP ðñ SN ďcx SK ďcx SP . (93)
Proof. Since the mean of the sum of random vari-
ables equals the sum of the means of individual random
variables, i.e.,
ErSN s “ ErSKs “ ErSP s, (94)
the proof follows directly from that the increasing con-
vex order is identical to the convex order under equal
expectations [34].
5.2 Ordering of Delay
For dependence scenarios with more involved assump-
tions, explicit results, e.g., for delay, are hard to derive
or no more tractable. Yet, if their dependence struc-
tures are known, insights are obtained if delay ordering
may be found from the dependence structure, which is
the focus of this subsection.
By making use of Chernoff bounds, an upper bound
on delay is as: for some θ ą 0,
P pD ě dq ď
8ÿ
t“0
P tAptq ´ Sptq ě λdu (95)
ď e´θλd
8ÿ
t“0
E
”
eθpλt´Sptqq
ı
, (96)
which indicates that the complementary delay distri-
bution has an exponential bound with adjustment co-
efficient θ, if the instantaneous capacity is light-tailed.
Particularly, for light tailed instantaneous capacity, the
asymptotic behavior of the bounding function is still
exponential for week forms of dependence, while it be-
comes heavy tailed for stronger dependence [4].
Theorem 9. Consider two wireless channel capacity
processes, if the cumulative capacities are convex or-
dered, then the above adjustment coefficients for the de-
lay bounds are correspondingly ordered, i.e.,
S ďcx rS ùñ rθ ě θ. (97)
Proof. Consider the negative increment process, i.e.,
´Xptq “ Cptq ´ aptq. (98)
If it is light-tailed, then the delay violation probability
has an exponential bound with adjustment coefficient θ
defined by κpθq “ 0, where [4, 40]
κpθq “ lim
tÑ8
1
t
E
”
eθ
řt
i“1 Xpiq
ı
. (99)
By exploring the ordering of the cumulative increment
process,
nÿ
i“1
´Xpiq ďcx
nÿ
i“1
´ rXpiq, (100)
the adjustment coefficients are ordered as follows [4, 40]rθ ě θ. (101)
Specifically, for constant arrival, the ordering of the cu-
mulative capacity results in the ordering of the cumu-
lative negative increment process.
Since every multi-dimensional distribution functions
y ÞÑ Ipy ď xq and multi-dimensional survival functions
y ÞÑ Ipy ą xq are both supermodular functions [52],
i.e., fpxq`fpyq ď fpx^yq`fpx_yq, the supermodular
ordering of the instantaneous increment, i.e.,
´X ďsm ´rX, (102)
indicates that the marginal distributions of the instan-
taneous increments are identical, which can be used for
comparison between scenarios of instantaneous incre-
ment with identical marginal distributions and different
dependence structures. Specifically, if ´X ďsm ´rX,
then
řn
i“1´Xpiq ďcx
řn
i“1´
rXpiq.
Corollary 3. For delay bounding functions with the
same prefactor or are bounded by a same prefactor be-
fore the exponential term, the ordering of the cumulative
capacity SN ďcx SK ďcx SP indicates the ordering of
the delay, i.e.,
P pDN ě xq ď P pDK ě xq ď P pDP ě xq, (103)
and the ordering of the delay-constrained capacity for
the same prefactor, i.e.,
λN ě λK ě λP . (104)
Based on the ordering result, to analyze the delay
violation probability of an intractable dependence sce-
nario, we may use that of a scenario that has some spe-
cial dependence structure, whose analysis is tractable,
to bound. For instance, the results under independence
assumption can be treated as a conservative approxi-
mation for cases with negative dependence structures.
6. INTERFERENCES IN CHANNEL
For an ad hoc network, nodes may communicate in
a multi-hop style, where, the output from the previ-
ous hop is exactly the input to the next hop [38]. A
simple scenario for self-interference is neighbor interfer-
ence, i.e., interference only exists in adjacent hops. In
this case, the total input to the channel consists of both
the output from the previous hop and the output of the
channel which is input to the next hop. Overall, the
wireless channel can be treated as a feedback system.
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6.1 Single Hop Case
We focus on the delay upper bound.
Consider a wireless channel with input Aptq and out-
put A˚ptq, where the output A˚ptq is directly fed back
into the wireless channel, i.e., the total input rAptq to
the channel is rAptq “ Aptq `A˚ptq. (105)
For such a feedback system, we can treat it as a black-
box providing service rSptq only to the input Aptq. Then,
as shown in Eq. (16)
A˚ptq “ Ab rSptq. (106)
In the more general case, if the output A˚ptq first passes
through a server with capacity process S˚ptq on the path
of feedback, then, the overall input to the channel be-
comes rAptq “ Aptq `A˚ b S˚ptq. (107)
The following theorem establishes a relation betweenrSptq, Sptq and Aptq.
Theorem 10. The service process rSptq for the input
Aptq is lower bounded byrSptq ě Sptq ´Aptq, (108)
correspondingly, the delay is upper bounded by
P pD ě dq ď P
"
sup
tě0
pAptq `Aptq ´ Sptqq ě Apdq
*
.
(109)
Proof. The service for the input Aptq is bounded byrSptq ě Sptq ´A˚ b S˚ptq (110)
ě Sptq ´A˚ptq (111)
ě Sptq ´Aptq, (112)
where the first inequality follows the leftover service
under blind scheduling [32], the second inequality fol-
lows the monotonicity of bivariate min-plus convolution
[7], i.e., @t, f b g ď g if fpt, tq “ 0 or f b g ď f if
gpt, tq “ 0, and the last inequality takes advantage of
system causality, i.e., Aptq ě A˚ptq.
Then the delay is bounded by
P pD ě dq ď P
"
sup
tě0
pAptq ´ pSptq ´Aptqq ě Apdq
*
(113)
which is resulted from a direct application of the SNC
delay bound analysis, given the arrival process Aptq and
the service process rSptq ě Sptq ´Aptq [32].
Example 1 (Additive Case). For the constant ar-
rival process Aptq “ λt, the delay is bounded by
P pD ě dq ď P
"
sup
tě0
p2λptq ´ Sptqq ě dλ
*
(114)
ď e´θdλ, (115)
where the last inequality follows Lundberg’s inequality,
if θ ą 0 satisfies the Lundberg equation κpθq “ 0, where
κpθq “ log
ş
eθp2λ´CptqqF pdxq.
Example 2 (Markov Additive Case). For the
constant arrival process Aptq “ λt, the delay conditional
on initial state J0 “ i is bounded by
PipD ě dq ď Pi
"
sup
tě0
p2λptq ´ Sptqq ě dλ
*
(116)
ď
hp´θqpJiq
minjPE hp´θqpJjq
e´θdλ, (117)
where the last inequality follows Lundberg’s inequality,
if θ ą 0 satisfies the Lundberg equation κp´θq “ 0. κpθq
is the logarithm of the Perron-Frobenius eigenvalue of
the kernel for the Markov additive process Cptq ´ 2λ,
i.e., pFrθs. Then the delay is bounded by P pD ě dq ďř
iPE πiPipD ě dq.
6.2 Multiple Hop Case
For a concatenation of wireless channels, assume a
common wireless channel is shared among different hops,
i.e., the arrival goes through a common channel for mul-
tiple times while each time it sees a different channel
capacity, thus the end to end capacity is expressed as
pS ´A˚1 q b . . .b pS ´A
˚
N qptq (118)
ě pS ´A1q b . . .b pS ´A1qptq (119)
“ inf
uPUpxq
Nÿ
i
pS ´A1qpµi´1, µiq (120)
ě pS ´A1qptq, (121)
where Upxq “ tu “ pu1, . . . , utq : 0 ď µ1 ď . . . ď µN´1 ď tu,
A1ptq “ Aptq, the first inequality holds because of the
monotonicity of the bivariate min-plus convolution [7],
i.e., f b gps, tq ď f˜ b g˜, @ f ď f˜ and g ď g˜, and
the second inequality holds under the assumption that
Sptq ´ Aptq is a subadditive process [35], e.g., a sta-
tionary additive process. It implies that, for neighbor
interference, the number of hops has no impact on the
end to end service of the feedback system, i.e., it seems
that the arrival traverses the channel only once.
The neighbor interference is the extremal scenario
that only output interference should be considered. For
the generic K hop interference, where K is independent
of the network size N in principle, both output and in-
put interference should be taken into account and the
most severe interference contains K output interference
and K ´ 1 input interference. In contrast to output in-
terference, input interference is the interference to the
next hops. Under the same assumption for neighbor in-
terference and with the same approach for analysis, the
network service is lower bounded by
Sptq ´ p2K ´ 1qAptq, (122)
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where K “ minpK,Nq. It is worth noting that the in-
terference of the input is absolute while the interference
of the output is relative in that it exists only when the
output is fed back into the wireless channel. This re-
sult implies that the network service is limited by the
hop with the most severe interference, and the multi-
hop network can be reduced to a single hop system for
performance analysis.
The above insights are summarized in the following
corollary.
Corollary 4. Consider a concatenation of wireless
channels with intra- and inter- interferences. If all hops
see a common wireless channel, i.e., an identical service
process is shared among each hop, then the number of
hops has no impact on performance, i.e., it seems that
the arrival traverses through the channel for only once
with a service process that is limited by the hop experi-
encing the deepest interference.
Another generalization is that different hops see dif-
ferent wireless channels, and the result is summarized
in the following theorem.
Theorem 11. Consider a concatenation of wireless
channels with cumulative capacity process Siptq that is
an additive process. Then, for constant arrival Aptq “
λt, the end to end delay is expressed as
P pD ě dq ď
8ÿ
t“0
ÿ
uPUpxq
E
”
e´θ
řN
i“1 S
˚
i pµi´1,µiq
ı
¨ eθλpt´dq,
(123)
where S˚i pµi´1, µiq “ pSi´K
˚A1qpµi´1, µiq and Upxq “
tu “ pu1, . . . , utq : 0 ď µ1 ď . . . ď µN´1 ď tu.
Proof. Recall that the distribution function of the
cumulative capacity of a concatenation of wireless chan-
nels is bounded by
FStpxq “ P tS1 b . . .b SN ptq ď xu (124)
ď
ÿ
0ďµ1ď...ďµN´1ďt
E
”
e´θ
řN
i“1 Sipµi´1,µiq
ı
¨ eθx, (125)
for some θ ą 0.
Specifically, the network capacity with interference is
bounded by
Sptq “ pS1 ´A
˚
1
q b . . .b pSN ´A
˚
N qptq (126)
ě pS1 ´K
˚A1q b . . .b pSN ´K
˚A1qptq, (127)
where K˚ “ 2K´1 and K “ minpK,Nq. Thus the end
to end delay is bounded by
P pD ě dq ď
8ÿ
t“0
P tSptq ď λpt´ dqu (128)
ď
8ÿ
t“0
ÿ
uPUpxq
E
”
e´θ
řN
i“1 S
˚
i pµi´1,µiq
ı
¨ eθλpt´dq, (129)
where S˚i pµi´1, µiq “ pSi´K
˚A1qpµi´1, µiq and Upxq “
tu “ pu1, . . . , utq : 0 ď µ1 ď . . . ď µN´1 ď tu, so long
as the summation converges for some θ ą 0.
7. DISCUSSION AND RELATED WORK
Network calculus is a promising theory for service
guarantee analysis of queueing systems in computer net-
works, which compliments the classic queueing theory.
Its stochastic branch, i.e., stochastic network calculus
(SNC), is more relevant to wireless networks owing to
the stochastic nature of wireless channel which can hardly
be dealt by the deterministic branch of network calculus
(DNC). In the SNC literature, a lot of results have been
reported (see [21] for a comprehensive survey). Repre-
sentative works include [29] and [11]. The 2006 paper
[29] provides a holistic overview on the basic proper-
ties that are needed for the theory. In the 2012 paper
[11], new insights in SNC are provided. In brief, these
two papers are more about the fundamental SNC the-
ory itself, which is just a framework of theory. For the
application of the SNC theory, more details and charac-
teristics of the considered scenario should be taken into
careful account.
In this paper, we focus on wireless networks, taking
over the future work of [29]. The intention is to derive
results that are helpful for extending SNC to construct
a calculus for wireless networks. We focus on exploring
special properties of wireless channel capacity and link
them to the foundation of SNC through the cumulative
capacity process that is a direct match with the most
fundamental service process model in SNC. In addition
to the large set of results reported in the paper, there
are two findings worth highlighting, which bridge two
critical gaps when applying SNC to wireless networks.
One gap is that, in most existing SNC results, their
analysis relies on the assumption that the distribution
of the service process is exponential (e.g., [36]) or that
the moment generating function of the service process
exists with finite moments (e.g., [19]). However, for
wireless networks, no justification of this assumption
has been given, weakening the application of SNC to
wireless networks. An appealing finding of this paper
is that for typical wireless channel models, including
Rayleigh, Rice, Nakagami-m, Weibull, and lognormal
fading channel, their instantaneous capacity and cumu-
lative capacity are both light-tailed, which implies that
for such a wireless channel, its service process has mo-
ment generating function existent with finite moments.
This bridges the first gap. In addition, a direct im-
plication of this finding is that the QoS performance in
terms of delay and backlog of the channel is up-bounded
by exponential distribution, if the traffic arrival is also
light-tailed.
Another gap is caused by the fact that wireless chan-
nel is broadcast channel. As such, when the receiver
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on a channel forwards its received data traffic in the
network case, this forwarded traffic flow competes with
the initial flow from the sender, causing self- or intra-
flow interference on the channel. This problem belongs
to the feedback problem, which is an open problem in
SNC [32]. In this paper, original results are derived
to bridge this gap. These results, not limited to the
wireless channel channel case, complement the five ba-
sic properties of SNC [29], thus providing a support to
extend the application domain of SNC from feedforward
networks to non-feedforward networks.
In comparison with literature SNC based performance
analysis of wireless networks, this paper works directly
on the stochastic channel capacity process. In addi-
tion, the literature investigation mainly focuses on the
stochastic service curve characterization of the cumu-
lative service process and on applying it to QoS per-
formance analysis. Little has directly focused on the
probability distribution function characteristics of the
cumulative capacity. One benefit of the analytical ap-
proach in this paper is that it can take the channel ca-
pacity characteristics more directly into account, reveal-
ing findings and obtaining results that could otherwise
not be achieved.
In the literature, while many SNC-based studies have
been conducted for performance analysis of wireless net-
works, they typically map the wireless channel physical
layer models to some link layer modes, e.g., Gilbert-
Elliott model [31, 20], finite state Markov channel [57,
37], and other upper layer abstractions [9]. However,
such a mapping form physical layer models to upper
layer modelers prevents the analysis from directly ex-
ploring special characteristics of the physical wireless
channel. In addition, it also hides the ultimate capacity
limit, which the wireless channel can achieve, from the
analysis, which consequently leads to a conservative es-
timation of the delay-constrained capacity based on the
results obtained.
A closely related work with using the wireless chan-
nel’s physical layer fading behavior as its starting point
of analysis is [1]. However, the focus of [1] is on ap-
plying Mellin transforms to the fading process, based
on which backlog and delay results are derived in the
transform domain. A related work on feedback analy-
sis is [53], where a window flow control system is ana-
lyzed for additive service process, but its studied feed-
back type is different from the self-interference resultant
feedback type investigated in this paper.
The idea of taking advantage of specific dependence
structures in analysis can also be found in the stochas-
tic network calculus literature, e.g., independent incre-
ments [19, 32, 30] and Markov property [57, 10, 44, 37].
However, such diverse dependence structures are inves-
tigated separately, without comparing their impacts on
the channel capacities. In [16], the concept of copula is
brought into stochastic network calculus, but the focus
is on the arrival process. Different from [16], our fo-
cus is the cumulative capacity process that essentially
is the cumulative service process, while not the arrival
process. In addition, besides additive processes or Le´vy
processes and Markov processes, whose copulas are fo-
cused and their properties are made use of in the related
literature works, we also consider comonotonicity as a
dependence structure when there is a strong time de-
pendence in the channel, i.e., when the time series of
instantaneous wireless channel capacities can be rep-
resented as increasing functions of a common random
variable.
8. CONCLUSION
Future wireless communication calls for exploration
of more efficient use of wireless channel capacity to
meet the increasing demand on higher data rate and
less latency. This motivates to maximally take into
consideration the special characteristics of the wireless
channel capacity process in analysis, which include the
tail behavior, distribution bounds, stochastic ordering,
and self-interference in communication of the capac-
ity. To this aim, a set of new results directly explor-
ing these characteristics have been presented in this pa-
per. Among them, an appealing finding is that, for typ-
ical fading channels, their instantaneous capacity and
cumulative capacity are both light-tailed. It immedi-
ately implicates that the cumulative capacity and sub-
sequently the delay and backlog performance can be
upper-bounded by some exponential distributions and
provides evident justification for the exponential dis-
tribution assumption used in the literature. In addi-
tion, various bounds have been derived for distributions
of the cumulative capacity and the delay-constrained
capacity, considering three representative dependence
structures in the capacity process, namely comonotonic-
ity, independence, and Markovian. To help gain insights
in the performance of a wireless channel, stochastic or-
ders are introduced to the cumulative capacity process,
based on which, results to compare the delay and delay-
constrained capacity performance have been obtained.
Moreover, the open SNC problem, i.e., the impact on
performance caused by self-interference in communica-
tion in wireless channel is tackled through a novel ap-
proach that models it as a feedback system, based on
which original results have been derived. In all, the set
of results obtained in this paper provide fundamental
contributions to linking the SNC theory to wireless net-
works and hence contribute significantly to its extension
towards a calculus for wireless networks.
12
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