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Abst ract - -Let  {p~, i = 1, 2,..., n} be a set of independent, normal random variables where p~ 
has expected value m~, variance v~, and ~'~i rn~ = 1. In this note we show how to generate a vector 
of random varlates, (~I,XU2 . . . . .  15n), such that ~-]~ilU~ = 1, 0 < i~ _< 1, E(i~i) = m~, and Var(~i) = v~, 
for all i. This problem m in the simulation of heterogenous expectations in economic settings. 
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INTRODUCTION 
Let {p~, i = 1 ,2 , . . . ,  n} be a set of independent, normal random variables where p~ has mean m~, 
variance v~, and ~-]~ m~ = 1. In this note we show how to generate a vector of random variates, 
~1,~52,... ,15n), such that ~-~ ~ = 1, 0 < ~5~ < 1, E05~) = rn~, and Var(~) = v~, for all i. 
This problem arises in the simulation of heterogeneous expectations in economic settings. An 
example is the problem of competitive quilibrium under uncertainty (see, for instance [1-3]), 
where agents form heterogeneous expectations about the probabilities of future states of the 
world. More specifically, we have encountered the problem in the simulation of heterogeneous 
expectations for a group of bettors wagering on a horse race. Consider a race with n horses. Let 
the objective win probabilities for horses be given by (ml,m2,. . .  ,mn). An agent's ubjective 
beliefs are given by the random (probability) vector (~1,~, . . .  ,~Sn), where 
(i) the subjective belief (probability) for each horse is unbiased, E(15~) = m~, and has variance, 
Var(~) = v~, and 
(ii) the subjective belief probabilities sum to 1, ~-~i i5~ = 1, since one of the horses will win the 
race. 
In particular, we were interested in what happens when a group of bettors formed different 
opinions about he relative strength of horses in the field. An important aspect of our investigation 
was that the mean subjective xpectation on horse i, over all bettors, be unbiased. 
A natural way to approach this problem is to assume that, for state i, each agent draws a 
subjective probability iSi out of a probability distribution centered on state i's true probability, 
m~. For each agent, we generate an expectation, (~1,~2,... ,Pn), which is just a vector of these 
random drawings over all possible states. 
A reasonable property for the objective probabilities i  that they sum to 1, since one of these 
states will obtain. Similarly, a reasonable property for an agent's expectation is that the com- 
ponent probabilities um to 1, 5-~= 1Pi = 1. However, if each LS~ is a random drawing from a 
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probability distribution, there is no guarantee that they will sum to 1. The expected value of 
their sum will be 1, but a given realization will be different han 1. Hence, the problem: how do 
we generate xpectations such that n ~ ~-']i=1P~ = 1? 
An obvious approach is the normalization 
;5i i -- 1,2,. . .  ,n, (1) 
which has the property that )-~1;5 N = 1. Unfortunately, it also has the property that it is 
biased, 
E(;5~ N) # mi. (2) 
Hence, the more complicated problem: how do we generate unbiased expectations such that 
~-~,n=l/5, = 1? The purpose of this note, then, is to show how to generate unbiased heterogeneous 
expectations which are normally distributed with a given mean and variance. 
THE SOLUTION 
The general solution procedure is as follows. We generate n independent variates from a vector 
of normal random variables, 0 0 (Pl,P2,'" ,pO), where p0 has a mean m ° and variance v°. Denote 
these variates by ~o = (;501,~2,... ,~0n) ' and assume that 0 _< ~ < 1 for all i. 
Next we apply a transformation, T : R n ~ > R n, to ~o to get a new vector of variates, 
;5 = (;51,~,-.. ,;5,) = T(;5°). (3) 
Let the i th component of T(fi °) be T,(@°). Also define the unit simplex 
S={(x~,x2 , . . . , x , )~x~=l ,  0_<x~_< 1, V,}. 
We require that this transformation have the following properties. 
PROPERTY 1. (;51,;52,-.. ,;hn) e S. 
PROPERTY 2. E(;h,) = m,, Vi. 
PROPERTY 3. Var(;h,) = v,, V,. 
The first property requires that the variates be on the unit simplex. The second and third require 
that each variate have the target mean and variance. Thus, the basic problem is to specify the 
means and variances of the initial distributions, (m °, v°), and the transformation, T. 
In order to satisfy Property 1, the most obvious approach is to draw independent ~ from 
N(m,, vi) and then apply the normalization 
;5, = T,(~ °) -- E ,~"  (4) 
This transformation satisfies Property 1 but, as noted above, does not satisfy the unbiasedness 
property (Property 2). Moreover, the distribution of ;5~ is not straightforward. Interested readers 
are referred to [4] for details. 
Another approach would be to draw n - 1 independent variates from N(m,, v,) for, say, i = 
1, 2 , . . . ,  n - 1, and then let ~0 = 1 - ~-1  ~.  This satisfies Properties 1 and 2 but does not 
allow control of variance, since 
n--1 
Var(p°~) = Z Var(~). (5) 
i----1 
Hence, the variance on state n would be much larger than the variances on the other states. 
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Still another approach would be to draw from a Dirichlet distribution. This approach has the 
benefit that there would be no possibility of negative drawings (as there is with normal variates). 
However, the drawback is that, again, it is not possible to control variance. For Dirichlet variates, 
the variance of a component is proportional to the mean of that component. Nonetheless, where 
only the first moments of the distributions are important, or where Gamma distributions are 
considered relevant (Dirichlet variates are generated from independent Gamma variates), the 
Dirichlet provides an alternative to the method of this paper. 
The transformation which does work takes the following form: 
where )-~i Ai = 1. We term this transformation a linear normalization. 
First note that, if the ~ are normal random variables, then so also is i5~ since £5i is just a 
linear combination of normal random variables. Moreover, the weighted normalization satisfies 
the sum-to-one characteristic of Property 1 since 
-~-1. 
However, given that the distributions for the 15~ are normal distributions, it is impossible to 
guarantee that all components of a drawing (fi1,~2,... ,fin) will lie between 0 and 1, even given 
that 0 < (~,~, . . .  ,~°n) < 1. Hence, there has to be a judicious choice of initial variances and 
weights to ensure that the resulting expectation is bounded between 0 and 1. We discuss this 
point more fully at the end of the paper. 
Now examine E(fi~), assuming that E (~)  = mi: 
(8) 
= mi  
since Y]~j m s = 1. Thus, if the ~/have means m~, then Property 2 will be satisfied. 
It remains to show how the weighted normalization produces the correct arget variances. First, 
examine the variance of ~:  
= (1 - + Var( ) (9) 
(1 2 0 0 
= - v ,  + v s 
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Thus, given a set of target variances, v~, and weights, )~i, we can compute the initial variances, 
v °, which are required to produce the target variances, v~, by solving the linear system: 
,~2 (1 - ),2) 2 . . .  ) ,2 v~ _- v2 ( lo)  
• ° . : " 
. . .  \,,o 
In our work, we have used weights )~ = m~. 
Thus, to generate normal random variates having means rn~ and variances v~, we proceed as 
follows. 
Step 1: Set Ai = mi and solve the linear system in (10), obtaining the variances v°, i -- 
1 ,2 , . . . ,n .  
Step 2: Draw the normal random variates ~0 __ (~,~, . . .  ,~0n) from distributions having 
means mi and variances v°. 
Step 3: Apply the weighted normalization i  (6) to ~o. 
In closing, we make two remarks. First, note that this transformation produces a covariance 
structure which is easily calculated: 
Cov(~i,~j) = -Ajv ° - ~iv ° 4- A,~j Z v~. (11) 
k=l 
The second deals with the possibility that variates in Step 2 are negative or exceed 1. We focus 
our discussion on the possibility that variates are negative, recognizing that parallel arguments are 
appropriate for variates which exceed 1. If the standard eviation of a normal distribution does 
not exceed its mean divided by three, then there is a negligible probability of negative variates 
regardless of how low the mean is. If, on the other hand, a modeler wishes to increase variances 
on low probability events, then a truncated normal would have to be employed. Presumably, 
a negative drawing on event i, ~ < 0, would indicate that the bettor felt that event i had no 
chance, and thus, we would set 15~ = 0. Hence, the distribution becomes a trucated normal, 
which poses some problems regarding choice of the parameters of the original distributions. For 
instance, to preserve unbiasedness, the mean of ~ would have to exceed its objective probability, 
m~. But since our application did not require us to use large variances, we have yet to pursue 
this problem, interesting as it is. 
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