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In this work, we present new data on the 89Y(γ,n) cross section studied with a quasi-
monochromatic photon beam produced at the NewSUBARU synchrotron radiation facility in Japan
contributing torwards resolving a long standing discrepancy between existing measurements of this
cross section. Results for γ-ray strength function below threshold obtained by applying the Oslo
method to 89Y(p, p′γ)89Y coincidences combined with the 89Y(γ,n) data this providing experimental
data for the γ-ray strength function of 89Y for γ energies in the range of ≈ 1.6 Mev to ≈ 20 MeV. A
low-energy enhancement is seen for γ-rays below ≈ 2.5 MeV. Shell-model calculations indicate that
this feature is caused by strong, low-energy M1 transitions at high excitation energies. The nuclear
level density and γ-ray strength function have been extracted from 89Y(d, pγ)90Y coincidences using
the Oslo method. Using the (γ, n) and (d, pγ) data as experimental constraints, we have calculated
the 89Y(n, γ)90Y cross section with the TALYS reaction code. Our results have been compared with
directly measured (n,γ) cross sections and evaluations. The N = 50 isotope 89Y is an important
bottleneck in the s-process and the magnitude of the 89Y(n,γ) cross section is key to understanding
how s-process stars produce heavy isotopes.
I. INTRODUCTION
Explaining the observed distribution of heavy element
abundances in our solar system is a pressing scientific
question. The quest for a quantitative understanding
of nucleosynthesis involves exploring and understanding
a complex interplay between nuclear properties and ex-
treme, astrophysical environments. Our understanding
of the stellar processes responsible for the production
of elements heavier than iron has improved significantly
since the first serious attempts at explaining stellar nu-
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cleosynthesis in the seminal works of Burbidge et al. [1]
and Cameron [2] in the 1950s. Despite recent advances,
several open questions remain and better determined nu-
clear data is key to answering these open questions [3, 4].
Elements heavier than iron are mainly produced by
the slow neutron capture process, s-process, that takes
place in asymptotic giant branch stars or in the rapid
neutron capture process, r-process. We recently found
observational support for that this process takes place
in neutron star mergers (not excluding other possible r-
process sites such as core collapse supernovae) [4, 5]. The
isotope 89Y is produced by both the s- and r-processes.
Since it is an N = 50-isotope, the neutron capture cross
section on this isotope is rather low, making it a bottle-
neck for the s-process and the yield of heavier isotopes.
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2FIG. 1. (Color online) Part of the s-process network is shown
here. The blue arrows indicate the main reactions that involve
89Y for the case of an s-process taking place in an AGB star,
while the dashed arrows indicate branchings that in a more
massive AGB star may impact the production of Zr isotopes.
Understanding the 89Y(n,γ)90Y reaction cross section is
therefore key to understanding how isotopes heavier than
89Y are formed by the s-process in the evolved stars on
the asymptotic giant branch (AGB) of the Hertzsprung-
Russell diagram. Reactions that involve 89Y are impor-
tant to determine the total s-process production of iso-
topes in the mass region 78 ≤ A ≤ 92 [6] and the neutron
cross section of 89Y also influences the whole s-process
abundance distribution [7]. The r-process contribution
to the solar abundances, a key set of abundance data
to which galactic chemical evolution model outputs is
routinely compared, is commonly obtained by subtract-
ing the s-process contribution. For this reason, s-process
isotope production is key to understanding also the r-
process. Furthermore, the abundance of 89Y is one of
three so-called s-light abundances that are used as refer-
ence to compare theoretical models of stellar nucleosyn-
thesis and galactic chemical evolution to abundance ob-
servations. The part of the s-process reaction network
that involves 89,90Y is shown in Fig.1. Also note that in
AGB stars more massive than typically 4 M, the ther-
mal pulses are hot enough to burn 22Ne at the bottom
of the pulse leading to a rather large neutron flux (with
densities of the order of 1012 cm−3). In this case an im-
portant amount of the unstable 90Sr (with a half-life of
t1/2 = 28.8 y),
90Y (t1/2 = 2.7 d) and
91Y (t1/2 = 58.5 d)
is produced. These branchings in the neutron-rich re-
gion may impact the production of Zr isotopes by bypass-
ing 90Zr [8], but are still affected by nuclear physics un-
certainties regarding the 90Sr(n,γ)91Sr, 90Y(n,γ)91Y and
91Y(n,γ)92Y reaction rates, as also indicated in Fig.1.
The reaction cross sections needed for large reac-
tion network calculations are calculated in the statistical
framework of Hauser and Feshbach [9], except for cases
where experimental cross sections are available. Two key
ingredients for such calculations are the nuclear level den-
sity (NLD) and the γ-ray strength function (γSF). The
cross section of neutron capture on unstable isotopes is
challenging to study experimentally, and benchmarking
theoretical models of NLD and γSF needed for calcu-
lating cross sections is therefore important also in the
context of the s-process.
In this work we present novel measurements of the
(γ, n) reaction cross section on 89Y made at the NewSUB-
ARU synchrotron facility [10, 11]. The inverse Compton
scattering method was used to produce γ-ray energy pho-
ton beams in the range of Sn ≤ Eγ ≤ S2n. This photon
beam was used to make neutron measurements between
the neutron binding energy, Sn = 11.482 MeV, and the
two neutron separation energy, S2n = 20.835 MeV. We
combine our results obtained at NewSUBARU with the
γSF measured below particle threshold for 89Y obtained
using the Oslo method [12–14], making use of the prin-
ciple of detailed balance for emission and absorption of
radiation [15]. The NLD of 89,90Y below Sn have pre-
viously been reported in Ref. [16] and the γSF of 89Y
in Ref. [17]. We focus here on the experimental de-
tails and results of the 89Y(d, p)90Y experiment where the
NLD and γSF of 90Y below the neutron binding energy,
Sn, were extracted. The Y-isotopes close to stability are
not expected to display substantial structure effects and
therefore the experimental results for the γSF of 89Y are
used in combination with the 90Y γSF and NLD to con-
strain the 89Y(n, γ)90Y cross section and to calculate the
Maxwellian averaged reaction rates for astrophysical rel-
evant temperatures.
II. MEASURING 89Y(γ,N): SETUP AND
METHOD
The measured photonuclear cross section for the exclu-
sive one-neutron channel, σexp, for an incoming photon
beam with maximum beam energy, Emax, is given by,
σexp =
∫ Emax
Sn
DEmax(Eγ)σ(Eγ)dEγ =
Nn
NtNγζng
, (1)
where D is the normalized energy distribution of the pho-
ton beam and σ(Eγ) is the photoneutron cross section
as function of photon energy, Eγ . The number of neu-
trons detected is Nn, n represents the neutron detec-
tion efficiency, Nt the number of target nuclei per unit
area, Nγ the number of photons incident on target and
ζ = (1−exp−µt)/µt is a correction for the self-attenuation
effect in a thick-target measurement and finally,g, is the
fraction of photons with Eγ > Sn. To determine σ(Eγ)
from σexp, we need to determine experimentally the other
parameters on the right hand side of 1 and the energy
distribution of the photon beam.
The experiment was carried out using photon beams
with maximum energies energies in the range of 11.6-20.0
3FIG. 2. A schematic illustration of the experimental setup,
including the laser-electron collision. The angle between the
laser photon and electron is added for illustration only, at
NewSUBARU the laser beam approaches the electron beam
head-on.
MeV with FWHM 0.21 - 0.68 MeV. The energy distribu-
tion of the photon beams used in this work are shown
in Fig.6). The beams were produced through inverse
Compton scattering between Nd:YVO4 laser photons (λ
= 1064 nm) and relativistic electrons at the NewSUB-
ARU storage ring [10]. The laser Compton scattering
(LCS) photons resulted in narrowly distributed, pencil-
like beams. The experiment was set up at BL01, situated
at the end of one of the two 14 m long straight sections of
the storage ring. Electrons are injected into the ring at
' 1.0 GeV and can be decelerated down to ' 0.5 MeV or
accelerated up to ' 1.5 GeV. The energy of the photon
beam is varied by changing the energy of the electron
beam, rather than the wavelength of the laser photons.
The photon beam was directed at a 89Y target with
areal density of 1.873 g/cm2. The High Efficiency Neu-
tron Detector, based upon the ring-ratio technique devel-
oped by Berman et al. [18], was used to detect the neu-
trons emitted from the (γ, n)-channel. A 8”x12” NaI(Tl)
scintillator detector was placed behind the target and
the neutron detector directly in the beam-line to contin-
uously monitor the number of photons per beam-bunch.
For neutron detection the signals were read out from
the detector using a combined amplifier and discrimina-
tion module, and the number of neutrons detected were
counted with a scaler unit. The schematic layout of the
setup is provided in Fig. 2. Further details on the setup
and analysis is provided in what follows.
A. Determining Nγ and the beam profile
The LCS photons are produced in head-on collisions
between laser photons and electrons. The energy of a
photon emitted after scattering off an electron is given
by the following relation
Eγ =
4γ2EL
1 + (γθ)2 + 4γEL/(mc2)
(2)
where EL is the laser photon energy, γ is the relativis-
tic factor γ = Ee/mc
2 = 1/
√
1− β2 where Ee is the
incident electron energy and mc2 = 0.511 MeV is the
electron energy at rest, β = v/c where v is the veloc-
ity of the electrons and c is the speed of light and θ is
the scattering angle of the scattered photon relative to
the electron beam axis. The energy spread of the pho-
ton beam is mainly due to the electron beam emittance
and the angular divergence of the backscattered photon
beam, the latter of which was limited by two lead collima-
tors placed between the laser-electron interaction point
and the experimental station at BL01. The laser beam
was provided by a Q-switch Nd:YVO4 laser with wave-
length, λ = 1064 nm, and maximum power = 35 W. The
laser was operated at the internal frequency at 20 kHz
and was gated with external switching gates at 10 Hz
providing a macroscopic time structure of 80 ms beam-
on and 20 ms beam-off. The macroscopic time structure
of the beam-off was used as gate to generate background
spectra during the runs.
The energy of the electron beam, and consequently
the maximum energy of the photon beam, was calculated
from the nominal electron energy setting of the storage
ring using distinct calibration coefficients for the beam
energy for nominal energies 974 MeV ≤ E0 ≤ 1250 MeV
[19] and and for 500 MeV ≤ E0 < 974 MeV [20]. This
calibration has an accuracy in the order of 10−5.
A total of 12 photon beam energies ranging from
11.6 MeV - 16.0 MeV were provided by decelerating the
electrons and 4 photon beam energies in the range of
17.0 - 20.0 MeV were provided by accelerating the in-
jected electrons. For comparison, Sn = 11.474 MeV and
S2n = 20.8257 MeV for
89Y, meaning that we probed
the full range of the exclusive (γ, n) channel. The (γ,np)
channel opens at 18.190 MeV. The threshold for (γ,p) is
at 7.076 MeV, but we assume throughout our analysis
that any effect of this channel can be neglected since the
(γ, n) channel dominates.
After every change of electron energy (and thus photon
beam energy), the alignment of the setup was checked by
inspecting the light spot produced by the synchrotron ra-
diation from NewSUBARU, ensuring that it was centered
on the center of the neutron detector and the NaI(Tl)-
scintillator detector at the end of the beam-line.
To determine the energy profile of the photon beam,
a γ-spectrum was measured at the beginning and end
of each run with a given energy. For this purpose a
3.5′′ × 4.0′′ LaBr3(Ce) detector was placed directly in
front of the photon beam. To avoid pile-up in this de-
tector, the laser power was set to a lowest setting and a
2 cm thick lead slab was placed in front of the scintil-
lator to attenuate the beam to  1 photon per bunch
to avoid multi-photon events. A time gate was used to
take a background spectrum in parallel by gating on the
laser-off time window.
To obtain the actual energy profile of the incident
photon beam, the response function of the LaBr3(Ce)-
scintillator detector must be taken into account. For
this purpose a simulation package has been developed
for simulating the response of the LaBr3(Ce) detector
4to the photon beam using the framework of GEANT4
9.6[21–24]. The interaction between a laser photons and
electrons, as well as the transport of photons back into
the experimental hall and the LaBr3(Ce) scintillator de-
tector, are simulated with the GEANT4 package. The
simulations include beam-line elements such as the vac-
uum tube and the collimators. The emittance parameters
of the electron beam are varied by hand, starting at the
emittance values of Ref.[25] and varying the emittance el-
lipse parameters within the typical deviations measured
for the NewSUBARU storage ring, until a good agree-
ment between the simulated spectrum and experimental
spectrum has been obtained. The incident photon beam
that provides a the best agreement between simulated is
accepted as the energy distribution of the photon beam.
This simulation procedure was repeated for each beam
energy as the emittance of the electron beam will change
as the energy of the beam is changed and also as function
of storage time in the ring.
Since both the electrons in the storage ring and the
laser photons are packed in small bunches due to the
microstructure of the colliding beams, the photon beam
resulting from collisions is also bunched. The electron
beam is bunched at 500 MHz with a bunch width of 60
ps and the laser beam at 20 kHz with a bunch width
of 60 ns. Consequently, the photon beam resulting from
collisions has the same bunch-structure as that of the
laser photons. The photons passing through the target
without interacting are detected in the NaI(Tl) detec-
tor behind the neutron detector. Since photons within
a given 60 ns bunch cannot be resolved in time by the
NaI(Tl) scintillation detector, the signals pile up, gen-
erating a pile-up (or multi-photon) spectrum. From the
shape of the measured pile-up spectrum, the mean num-
ber of photons per bunch was deduced, and consequently
the total number of photons, Nγ , could be calculated [26]
according to the following equation
Nγ =
〈ch〉pile-up
〈ch〉single (
∑
ni)pile-up (3)
where 〈ch〉pile-up is the mean channel of the pile-up spec-
trum, 〈ch〉single the mean channel of the single photon
spectrum and (
∑
ni)pile-up the total number of counts,
ni, for all channels i. A typical single photon and pile-up
spectrum is shown in Fig. 3. In a recent work by Ut-
sunomiya et al, submitted to Nucl. Instrum Meth. A, the
experimental formula used to determine the mean num-
ber was thoroughly investigated with the Poisson-fitting
method. It was shown that the inherent uncertainty of
this method for determining photon flux determined from
the pile-up spectrum (provided that the spectra are free
from quenching effects of the photomultiplier tube of the
NaI(Tl) detector as is the case here) is less than 0.1%.
The main contribution to the uncertainty of the pile-up
technique is consequently related to experimental con-
ditions leading to ambiguity in what channel to set the
lower threshold for analysis at and where to cut off the
small 2-photon contribution in the single-photon spec-
FIG. 3. (Color online) The pile-up and single photon spec-
trum for Eγ,max = 14.68 MeV. In this case the average num-
ber of photons per bunch is 3.4 and Nγ = 4.32× 107.
trum. This uncertainty has been estimated to be ≈ 1%.
B. Neutron detection
As mentioned previously, the neutrons were detected
with the high-efficiency 4pi neutron detector consisting
of 20 3He-filled proportional counters embedded in a
polyethylene moderator of 36 × 36 × 50 cm3 fully cov-
ered by a neutron absorbing material in order to reduce
the neutron background. The proportional counters were
arranged in three rings of 4, 8, and 8 3He counters placed
at distances of 3.8 (ring 1), 7.0 (ring 2), and 10.0 cm (ring
3), respectively from the photon beam axis [27]. The av-
erage neutron energy was determined by the ring-ratio
technique originally developed by Berman et al. [18],
where differential moderation provides a measure of the
average energy of the detected neutrons. The discrimi-
nator threshold of the counters was adjusted to exclude
signals from X-ray and γ, consequently only counting
signals originating from the 3He(n,p)3H reaction in the
counters. By taking the ratios of counts for detectors in
the different rings of detectors, R12, R23 and R13, the
average energy of the emitted neutrons was determined.
The ring-ratio curves (see Fig. 4) used to determine the
average neutron energy, and thus the detection efficiency,
were determined by simulating the response of the detec-
tor using monochromatic neutron sources [28].
The total neutron detection efficiency is > 60% for
neutrons with energies less than 1 MeV. The detection
energies for the neutrons detected in this experiment are
shown in panel c of Fig.5. The neutron detection efficien-
cies of the three rings were recently remeasured using a
calibrated 252Cf source with an emission rate of 2.27×104
s1 with 2.2% uncertainty at the National Meteorology In-
stitute of Japan [29]. Details about the neutron detector
can be found in Ref. [28]. The target sample was kept
in a aluminum holder shaped as a cylinder placed at the
center of the neutron detector setup. The ring ratios ob-
tained in this experiment are shown in panel a of Fig. 5
and the corresponding average neutron energies (shown
5FIG. 4. (Color online) a) The ring ratio curves for the High
Efficiency Neutron Detector and b) the efficiency curves, as
function of the neutron energy, for the three rings and th total
efficiency.
in panel b) were determined using the curves shown in
Fig. 4.
C. Error propagation
In this work we have performed error propagation anal-
ysis by Monte Carlo sampling. The starting point for
determining the neutron detection efficiency is the ring
ratios. In the Monte Carlo simulations, the measured
number of detected neutrons for each ring, both on gate
N1,ON , N2,ON , N3,ON and off gate N1,OFF , N2,OFF ,
N3,OFF , were varied. The number in the subscript stands
for the ring number. We assumed that the measured val-
ues to vary as a Gaussian distribution where the mean
value µi,A was taken to be the originally measured values,
µi,A = Ni,A and the standard deviation, σi,A, was taken
to be σi,A =
√
Ni,A, where i is the ring number and A is
ON or OFF. For each sampling repetition, the three ring
ratios, Ri,j =
Ni
Nj
, i 6= j, were calculated, where Ni is the
number of neutrons after background subtraction. The
average neutron energy, En, was then calculated and the
neutron detection efficiency, n, by accessing the ring-
ratio-curves for the neutron detector.
The ring-ratio-curve itself has an uncertainty stem-
ming from the uncertainty in absolute calibration of the
efficiency of the detector. This uncertainty was assumed
to be the same as the uncertainty of the main calibration
point of the efficiency curve and the whole efficiency of
the detector was sampled independently from a Gaussian
FIG. 5. (Color online) a) The ring ratios determined for each
photon beam energy used in the current experiment and b)
the average values for the neutron energy, En, used to deter-
mine the c) total detection efficiencies, n, used to determine
the total number of neutrons emitted. The values in b) and
c) are given without error bars. See the discussion in Sec.II C
for details on uncertainties and error propagation.
distribution where the mean value was taken to be n and
the standard deviation to be 0.022n.
The total uncertainty of Nγ is taken to be ≈ 1.0%
in this work, as the 1.0%. The errors of Nγ are also as-
sumed to be distributed according to a Gaussian with the
mean µ = Nγ . The number of photons were also sam-
pled independently from the other variables. We did not
attempt to quantify the uncertainty of the energy profile
determined through GEANT4-simulations. As this error
is expected to be small, but the work would be detailed
and rather technical, such an investigations is left to be
carried out in future work.
Finally, the deviation for each run was determined by
fitting a Gaussian function to the simulated distribution
of cross section values resulting in the standard errors,
SECS , of each run. The results are presented in Tab.
I. As one would expect and has been reported in earlier
works, see e.g. Ref.[28], the largest errors occur for the
photon beam energies closest to Sn. This is mainly due
to the low statistics in the neutron number due to the
low (γ,n)-cross section close to particle threshold. The ±
1 σ limits of the unfolded cross section shown in Fig.12,
σ(Eγ), were finally obtained by unfolding the monochro-
matic cross section, σEXP ± 1SE, where SE is the stan-
6TABLE I. The simulated errors of the measured cross sec-
tions for the 17 runs, before any corrections for the energy
distribution of the photon beam. Enom is the nominal beam
energy, σCS the average cross section for the full photon beam
distribution and SECS the standard error of the cross section.
See the text for details on the simulations.
Enom [MeV] σexp [mb] SECS [mb] SECS [%]
801 0.60 2.9 · 10−2 4.8
808 0.86 6.4 · 10−2 7.5
808 0.88 8.0 · 10−2 9.1
815 3.5 1.7 · 10−1 4.9
824 7.6 2.6 · 10−1 3.5
832 12.3 3.1 · 10−1 3.1
849 20.6 5.8 · 10−1 2.8
882 41.3 1.1 2.7
904 62.0 1.6 2.7
946 126.4 3.3 2.6
976 165.3 4.2 2.6
991 172.8 4.4 2.6
1006 156.3 4.2 2.7
1020 143.5 3.8 2.7
1034 125.1 3.4 2.7
1047 116.5 3.2 2.7
1061 106.0 2.9 2.8
dard error obtained in the Monte Carlo simulations. The
values are also provided in Table I.
D. Correction for photon beam energy profile
A first approximation for the cross section can be ob-
tained by using the maximum photon beam energy ,
Eγ,max,i for a given Ee, i and assuming that the pho-
ton energy is monochromatic. These values are provided
in Table I. This measured quantity that we from now on
call σexp, measured for Eγ,max,i, represents the integrated
cross section for the whole range of photon beam energies
from Sn − Eγ,max,i. To obtain σ(Eγ), the energy profile
must be taken into account. The photon beam profiles
for this experiment, as determined using GEANT4 sim-
ulations, are shown in Fig. 6. A recently developed pro-
cedure has been used to determine the cross section as a
function of photon energy, σ(Eγ), by unfolding with the
simulated beam profiles from our integrated cross section
values measured for each photon beam energy, σf
σf =
∫ Eγ,max
Sn
n(Eγ)σ(Eγ)dEγ (4)
where n(Eγ) is constituted of our simulated photon beam
profiles. The unfolding method we have developed is in-
spired by the well tested unfolding method developed for
the Oslo method [12]. We formulated the problem as a
set of linear equations
σf = Dσ, (5)
where the indexes i and j of the matrix element Di,j
corresponds to Eγ,max and Eγ , respectively. The Di,j
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FIG. 6. The incident photon beam energy distributions for
all runs, as determined by GEANT4 simulations. The total
area of the beam profiles have been normalized to 1.
elements are non-zero for j corresponding to Eγ values
fulfilling the condition Sn −∆ ≤ Eγ ≤ Emax + ∆, where
∆ is the resolution of the full-energy peak. Thus, the set
of equations is given by

σ1
σ2
...
σN

f
=

D11 D12 · · · · · · D1M
D21 D22 · · · · · · D2M
...
...
...
...
...
DN1 DN2 · · · · · · DNM


σ1
σ2
...
...
σM
 . (6)
Each row ofD corresponds to a GEANT4 simulated pho-
ton beam profile belonging to a specific measurement
characterized by Eγ,max,i. In this experiment, we mea-
sured N = 16 beam energies, but the beam profile is sim-
ulated with M = 2000 energy bins. The system of linear
equations in Eq. (6)is underdetermined and the σ(Eγ)
cannot be determined by matrix inversion. In order to
find σ(Eγ), we utilize the following iterative algorithm to
unfold for the photon beam profile:
1) As a starting point, we choose for the 0th iteration,
a constant trial function σ0. This initial vector is
multiplied with D and we get the 0th folded vector
σ0f = Dσ
0.
2) The next trial input function, σ1, can be estab-
lished by adding the difference of the experimen-
tally measured spectrum σexp and the folded spec-
trum σ0f , to σ
0. In order to be able to add the
folded and the input vector together, we first per-
form a spline fit on the folded vector, then inter-
polate with a cubic spline, so that the two vectors
have equal dimensions. Our new input vector is:
σ1 = σ0 + (σexp − σ0f ). (7)
7TABLE II. The final, unfolded cross section σ evaluated at
the maximum photon beam energy, Eγ,max, of each run, and
the standard error, SECS , of the unfolded cross section also
evaluated at Eγ,max. The number of digits for Eγ,max indi-
cates how well the beam profile has been determined.
Eγ,max [MeV] σ [mb] SECS [mb]
11.80 3.1 0.2
12.00 8.4 0.4
12.26 15.7 0.5
12.50 24.5 0.8
13.00 30.4 0.9
14.00 59.5 1.6
14.68 90.4 2.4
16.02 177.8 4.6
17.00 214.9 5.6
17.50 191.2 5.0
18.02 139.5 3.8
18.50 107.0 2.9
19.01 83.6 2.3
19.48 79.7 2.2
20.00 67.2 1.9
3) The steps 1) and 2) are iterated i times giving
σif = Dσ
i (8)
σi+1 = σi + (σexp − σif ) (9)
until convergence is achieved. This means that
σi+1f ≈ σexp within the statistical errors. In order
to quantitatively check convergence, we calculate
the reduced χ2 of σi+1f and σexp after each itera-
tion.
4) Finally, an energy dependent smoothing was ap-
plied. No structures finer than the full width half
maximum of the photon beam may be expected to
be resolved and are thus removed by smoothing.
In this work we needed 6 iterations to obtain convergence
within the statistical uncertainties. The final result (Ta-
ble II) is shown in Sec. IV Fig.12 where we compare with
(γ,n) cross section data from previous works by Berman
et al. [18] and Lepretre et al. [30].
III. PARTICLE-γ DATA ON 90Y: SETUP AND
METHOD
The experiment probing the γSF below Sn was per-
formed at the Oslo Cyclotron Laboratory (OCL), utiliz-
ing a deuteron beam of 13 MeV. The beam impinged
on a natural 89Y target with thickness 2.25 mg/cm2.
Details about the experimental setup and analysis of
the data are provided in Ref. [16]. Particle-γ coinci-
dences were measured with the particle-telescope system
SiRi[31] and the NaI(Tl) scintillator array CACTUS[32]
at OCL. The (d,p)-channel of the experiment was se-
lected using ∆E − E technique. From the coincidence
data, the primary γ-ray spectra, as shown in Fig.7, for
the excitation energies, Ex, was extracted using the iter-
ative method described in Ref. [13]. The primary spec-
tra represent the distribution of the first emitted γ-rays
in cascades from a given excitation energy range. The
γ transmission coefficient, T (Eγ), is assumed to depend
only upon the energy of the emitted primary γ-ray, in
keeping with the Brink hypothesis [33, 34]. In that case,
the primary matrix can be factorized into two multiplica-
tive functions as follows
P (Eγ , Ex) ∝ ρ(Ex − Eγ)T (Eγ), (10)
where ρ(Ex − Eγ) is the nuclear level density at the ex-
citation energy of the nucleus after a γ-ray with energy
Eγ has been emitted and T (Eγ) is the transmission co-
efficient.
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FIG. 7. (Color online) The primary γ-ray spectra as function
of excitation energy, Ex, for the (d, pγ)
90Y data set. The
dashed lines indicate the region used in the further analysis.
A. Extraction of level density and T (Eγ)
From the distribution of primary γ-rays as function of
excitation energy, we get simultaneously information on
both the nuclear level density (NLD) and γ-transmission
coefficient [13]. The limits for extraction used in this
work are: Eminγ = 1.51 MeV, E
min
x = 3.67 MeV, and
Emaxx = 7.84 MeV. Although E
max
x is higher than the
neutron separation energy Sn = 6.857 MeV by approxi-
mately 1 MeV, we ensure that we are not using gamma
spectra contaminated with gamma decay events from the
(d, pnγ)89Y channel by setting Eminγ = 1.51 MeV. The
Ex, Eγ matrix is previously shown in Ref. [16].
The obtained reduced χ2 is 2.8. Note that we do not
attempt to correct for Porter-Thomas fluctuations [35],
8which are expected to be significant for nuclei with low
level density. The excitation-energy resolution is ≈ 120
keV (FWHM), determined from the width of the ground-
state proton peak.
In Fig. 8, we test how well the functions ρ(Ex −
Eγ) and T (Eγ) extracted from the whole region within
Eminγ , E
min
x , E
max
x reproduce individual primary spectra
from 127-keV Ex bins. In general, the product ρ×T re-
produces the data points well. Some data points do how-
ever deviate from the product by several orders of mag-
nitude. This is likely to be due to Porter-Thomas fluctu-
ations of transitions to individual or a few levels, as men-
tioned above. Note that the error bars in Fig. 8 include
statistical errors and systematic errors from the unfolding
procedure and the extraction of primary γ rays [13].
B. Normalization of level density and γ-ray
strength function
As only the functional form is uniquely determined
through the above mentioned fit procedure, the com-
mon slope and the absolute scales of the NLD and γ-
transmission coefficient, respectively, are found by nor-
malizing to auxiliary data.
1. Level density
For the level density, we normalize to known, dis-
crete levels [36] at low excitation energy, where the level
scheme is considered complete. In the case of 90Y,
we normalize to the discrete levels (binned in 127-keV
excitation-energy bins as our data points) for the range
Ex = 0.88− 1.89 MeV.
Close to the neutron separation energy, Sn, we uti-
lize neutron-resonance data for estimating the total level
density ρ(Sn) at that energy. For
90Y, we take the
average s-wave resonance spacing D0 from Ref. [37] of
4790(300) eV. To calculate ρ(Sn) for all spins, not just
the spins reached via s-wave neutron capture, we make
use of the Hartree-Fock-Bogoliubov plus combinatorial
(HFB+comb.) calculations of Goriely et al. [38] tuned to
reproduce the D0 value at Sn, using a shift δ and a slope
correction α (see Eq. (9) in Ref. [38]). We note that the
spin distribution of these calculations are fully compat-
ible with the average spin 〈J〉exp ≈ 3.4 at low Ex ≈ 1
MeV for 90Y. We take the lower limit to be the highest
value of D0 (corresponding to the lowest level density)
and vice versa, see Table III, and propagate the errors
quadratically. Note that the previous normalization of
90Y in Ref. [16] is fully compatible with the lower limit
of the present normalization.
Because the 89Y(d, p) reaction does not populate high
spins, and the slope of the NLD is intertwined with the
slope of the γ-transmission coefficient, we also estimate a
reduced NLD corresponding to a spin range representa-
tive of the one populated in the experiment. From levels
TABLE III. NLD and γSF normalization parameters for
90Y. The parameters α and δ are used for matching the
HFB+comb. calculations with the D0 value as shown in
Eq. (9) of Ref. [38].
D0 ρ(Sn) ρred(Sn) α δ 〈Γγ0〉
(eV) (MeV−1) (MeV−1) (MeV−1/2) (MeV) (meV)
Low 5090 4924 3689 -0.3763 -0.269 101
Middle 4790 5232 3920 -0.3527 -0.269 168
High 4490 5582 4182 -0.3275 -0.269 302
populated in previous (d, p) experiments [36], in particu-
lar levels given in table 3 of Ref. [39] and levels identified
in the present experiment, we estimate the spin range of
the directly populated levels to be J ≈ 0 − 6. Further,
we take into account that our NLD is determined after
emission of one dipole transition carrying L = 1, so that
the spin range of the final levels is J ≈ 0 − 7. Using
the spin distribution of the HFB+comb. calculations at
Sn, the NLD for the spin range J = 0 − 7 corresponds
to ≈ 75% of the total NLD for all spins at Sn. This re-
duced NLD, ρred(Sn), (see Table III) gives us the slope
for the γ-transmission coefficient. The normalized level
density is shown in Fig. 9. This minor reduction of the
slope of the γ-transmission coefficient is not crucial for
the further analysis. In fact, the γ-transmission coeffi-
cient obtained by assuming a full coverage of all spins
available in the HFB+comb. calculations is well within
the final systematic errors.
2. γ-ray strength function
The slope of the γ-transmission coefficient is deter-
mined by normalizing the NLD to the reduced ρred(Sn)
as described in the previous section. The absolute scale
was found by use of the total, average radiative width
〈Γγ0〉 as described in Ref. [40]: Ref. [37] gives for 90Y
a value 〈Γγ0〉 = 134 meV, without any estimate of the
uncertainty. By closer inspection of the individual Γγ0
values listed, it is clear that a rather wide range of pos-
sible 〈Γγ0〉 can be estimated. The values from Ref. [37]
are provided in Table IV.
Making an average of all the values in Table IV we get
〈Γγ0〉 = 168 meV. Calculating the unbiased standard de-
viation, this yields 134 meV. However, by removing the
abnormal 11.59-keV resonance with Γγ0 = 542(64) meV
from the average, we obtain 〈Γγ0〉 = 126(25) meV. Based
on these considerations we estimate 〈Γγ0〉 = 168+134−67
meV, so that the lower(upper) limit is given by the re-
sults excluding(including) the resonance with the largest
width (see also Table IV).
From the normalized transmission coefficient, the γSF
is determined by
f(Eγ) =
T (Eγ)
2piE3γ
, (11)
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FIG. 8. (Color online). Data of primary γ rays for several excitation-energy gates compared to the calculated result using the
extracted ρ(Ex − Eγ) and T (Eγ).
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FIG. 9. (Color online) Normalized level density of 90Y (see
text). The data points within the arrows are used for nor-
malization. Error bars include statistical errors, systematic
errors from the unfolding and extraction of the primary γ-ray
spectra, and systematic errors from the normalization to the
D0 value.
since dipole radiation dominates in the considered Ex
region [41, 42]. The normalized γSF is shown in Fig. 10.
TABLE IV. Individual Γγ0 widths for
90Y as listed in Ref. [37].
As 89Y as Jpi = 1/2− in the ground state, s-wave capture gives
J = 0−, 1− levels in 90Y.
En J Γγ0
(keV) (meV)
−0.251 1 126
2.598 1 131(10)
7.498 0 116(12)
11.59 0 542(64)
13.78 1 109(11)
15.23 0 92(9)
26.40 0 128(15)
26.94 [1] 106(10)
29.65 1 151(15)
38.06 1 174(20)
C. Re-evaluation of the 89Y level density and γ-ray
strength function
For completeness, we have also re-evaluated the nor-
malization of the 89Y data from Ref. [17]. As for 89Y,
the HFB+comb calculations of Ref. [38] reproduce well
the average spin at low excitation energies, 〈J〉exp ≈ 3.3
around Ex ≈ 2.2 MeV. For the re-normalization, we use
the HFB+comb. calculations with the following param-
eters keeping the shift δ = 0. MeV in all cases: middle
normalization with D0 = 121 eV at Sn = 11.482 MeV,
α = 0.0 MeV−1/2; high normalization with D0 = 100 eV,
α = 0.0551 MeV−1/2 ; low normalization with D0 = 143
eV, α = −0.0505 MeV−1/2.
For the normalization of the γSF of 89Y, we have con-
sidered all available 〈Γγ0〉 data for Rb, Sr, Y and Zr iso-
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FIG. 10. (Color online) Normalized γSF of 90Y shown to-
gether with the renormalized 89Y data from Ref. [17]. The
error bars include statistical errors, systematic uncertainties
from the unfolding and extraction of primary γ-ray spectra,
and systematic uncertainties from the normalization.
topes from Ref. [37]. For 91,92Zr, we use the adopted val-
ues from Ref. [43]. As noted for 90Y, the Γγ0 values for
individual s-wave resonances vary considerably, as do the
estimated averages. With the aim of catching the spread
in the 〈Γγ0〉 data, we have fitted simple polynomials to
the available data as shown in Fig. 11. From these fits, we
estimate 〈Γγ0〉 = 279+220−129 meV for 89Y, where the central
value is taken as the average of the linear and constant
fit, the lower limit corresponds to the one estimated in
Ref. [17], and the upper limit is taken as 79% above the
central value (as estimated for 90Y). The present central
value is considerably higher and with larger errors than
the previous value from Ref. [17] of 150(38) meV. The
resulting renormalized γSF of 89Y is shown in Fig. 10.
IV. COMPARISON OF DATA
Our results for the 89Y(γ,n) cross section are here com-
pared to existing data for this reaction in Fig. 12. The
measurements of Berman et al. [18] and Lepretre et al.
[30] show a significant discrepancy for the whole energy
range probed by the two experimental campaigns. Our
measured cross section represents an intermediate value,
but somewhat closer in value to Lepretre et al’s result
for Eγ less than approximately 18 MeV. For Eγ > 18
MeV, our results are compatible with the results of Lep-
retre et al. To compare all available data for 89Y, the
89Y(γ, n) cross section data from Refs. [18, 30] and the
new 89Y(γ, n) data from this work are converted into
γSF using the principle of detailed balance [15] by the
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FIG. 11. (Color online) Fit of available 〈Γγ0〉 data for Rb, Sr,
Y and Zr isotopes taken from Refs. [37, 43].
FIG. 12. The variation in the cross section under the
monochromatic assumption was determined by the simula-
tion procedure described in the text (for 107 samples). The
upper and lower limits on the unfolded cross section corre-
sponds to unfolding the monochromatic cross section ±1SE,
where SE is the standard error found in II C. For compari-
son, previous experimental results by Berman et al. [18] and
Lepretre et al. [30] are also displayed.
relation [44]
f(Eγ) =
σ(γ,n)(Eγ)
3pi2h¯2c2Eγ
, (12)
again assuming that dipole radiation is dominant. These
data are also shown in Fig. 13. We note that (γ, n) cross
section data are not a good measure for the γSF close
to neutron threshold due to threshold effects of the neu-
tron emission (see, e.g, Ref. [45]); most importantly the
11
 (MeV)γ-ray energy Eγ
0 2 4 6 8 10 12 14 16 18
)
-
3
-
ra
y 
st
re
ng
th
 fu
nc
tio
n 
(M
eV
γ
9−10
8−10
7−10
6−10
,n), this workγY(89 
Y Oslo data, renorm.89 
,n), Lepretre γY(89 
,n), Berman γY(89 
 '), Benouaret γ,γY(89 
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data from Refs. [18, 30] as well as 89Y(γ, γ′) data from
Ref. [46].
competition of the neutron channel with the γ channels.
Hence, the (γ, n) data closest to Sn are not used in the fol-
lowing. Eq. (12) is also used for transforming 89Y(γ, γ′)
cross sections from Ref. [46] into γSF. All the data are
shown together in Fig. 13.
In general, the 89,90Y γSFs increase as a function of
γ-ray energy. This is expected as we are measuring the
low-energy tail of the giant dipole resonance (GDR) [47],
which in this case is centered around Eγ ≈ 17 MeV,
and is represented by the photoneutron data. In the 90Y
Oslo data, we note that there is a peak at Eγ ≈ 6.6
MeV. This is likely due to strong M1 spin-flip transitions
for the neutron configuration ν(0g−19/20g
1
7/2). Such spin-
flip transitions have been measured recently in a photon-
scattering experiment on the N = 50 isotone 90Zr at
the HIγS facility [48]. Also, in a previous measurement
of the (n, γ)90Y reaction by Raman et al. [49], it was
found that the 2.6-keV resonance decays via (a) strong
M1 transition(s).
Moreover, we observe an increase at decreasing γ en-
ergies for Eγ <∼ 3 MeV for both 89,90Y. This feature has
been seen in many nuclei since the first observation in the
iron isotopes [50], where it was recently shown to also be
dominated by dipole transitions [42, 51, 52].
The physical mechanism causing the low-energy en-
hancement is, however, still unclear, despite its presence
in many nuclei, with the deformed 151,153Sm being the
heaviest cases so far [51]. Within the thermal-continuum
quasiparticle random phase approximation (TCQRPA),
the low-energy enhancement is explained as being due to
E1 transitions [53], while shell-model calculations pre-
dict an increase in strength for low-energy M1 transi-
tions [54–56], even when the E1 component is calculated
as well [57]. A recent Compton polarization measure-
ment by Jones et al. using the GRETINA array [58]
shows a slight bias towards M1 transitions. However,
the data statistics do not allow to draw significant con-
clusions about the source of the low-energy enhancement
in 56Fe. Admixtures of E1 and M1 transitions cannot
be ruled out.
In the following section (Sec. V) we discuss predic-
tions of the γSF from shell-model calculations on 90Y
for the quasi-continuum region, as well as recent calcula-
tions within the quasi-particle random phase approxima-
tion (QRPA) for the E1 and M1 strength built on the
ground state. In addition, we compare with fits using
phenomenological models.
V. MODEL DESCRIPTIONS OF THE γSF
A. Shell-model calculations
The shell-model calculations were performed with the
RITSSCHIL code [59] with a model space consisting
of the pi(0f5/2, 1p3/2, 1p1/2, 0g9/2) proton orbits and the
ν(0g9/2, 1d5/2, 0g7/2) neutron orbits relative to a
68Ni
core. The same configuration space was also applied
in our earlier study of the M1 strength functions in
94,95,96Mo and 90Zr [54]. In the present calculations, two
protons were allowed to be lifted from the (fp) shell to
the 0g9/2 orbit and two neutrons from the 0g9/2 to the
1d5/2 orbit. This resulted in dimensions up to 29000.
The exclusion of an occupation of the ν(0g7/2) orbit sup-
presses the spin-flip peak formed mainly by 1+ → 0+
transitions with energies, Eγ , around 7 MeV [48, 54],
but turned out to have no significant influence on the
low-energy part of the strength function.
The calculations included states with spins from J = 0
to 10 for 90Y. For each spin the lowest 40 states were cal-
culated. Reduced transition probabilities B(M1) were
calculated for all transitions from initial to final states
with energies Ef < Ei and spins following the usual
dipole selection rules. For the minimum and maximum
Ji, the cases Jf = Ji − 1 and Jf = Ji + 1, respectively,
were excluded. This resulted in more than 32000 M1
transitions for each parity pi = + and pi = −, which were
sorted into 100 keV bins according to their transition en-
ergy Eγ = Ei − Ef . The average B(M1) value for one
energy bin was obtained as the sum of all B(M1) values
divided by the number of transitions within this bin.
The M1 strength functions were deduced using the
relation
fM1(Ei, Eγ , J, pi) = a 〈B(M1, Ei, Eγ , J, pi)〉 · ρ(Ei, J, pi).
(13)
This corresponds to the relation given in Ref. [60] using
B(M1) = aΓE−3 where a = 16pi/9(h¯c)−3. They were
calculated by multiplying the B(M1) value in µ2N of each
transition with 11.5473× 10−9 times the level density at
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TABLE V. Parameters found from the model fits of f1tot to the γSF of
90Y and (γ, n) data.
Norm. EE1,1 ΓE1,1 σE1,1 EE1,2 ΓE1,2 σE1,2 Tf EM1 ΓM1 σM1 C η
(MeV) (MeV) (mb) (MeV) (MeV) (mb) (MeV) (MeV) (MeV) (mb) 10−7(MeV−3) (MeV−1)
Low 16.1(1) 3.85(5) 115(7) 17.1(1) 1.99(10) 153(7) 0.73(2) 6.54(3) 0.56(10) 0.75(11) 0.9(2) 2.1(1)
Middle 16.2(1) 3.71(6) 131(8) 17.1(1) 1.78(10) 149(9) 0.96(2) 6.56(4) 1.03(19) 1.14(16) 1.5(3) 2.1(1)
High 16.1(1) 3.00(5) 146(10) 17.1(1) 1.60(8) 180(10) 1.45(3) 6.60(4) 1.34(16) 2.16(20) 2.8(5) 2.1(1)
the energy, as determined by these calculations, of the
initial state ρ(Ei) in MeV
−1 and deducing averages in
energy bins as done for the 〈B(M1)〉 values (see above)
and averaging over J , pi and Ei. When calculating the
strength functions, gates were set on the excitation en-
ergy Ei that correspond to the ones applied in the anal-
ysis of the experimental data, namely 3.67 - 7.84 MeV
(see Sec. III A). The resulting M1 strength function for
90Y is shown in Fig. 14. The low-energy behavior shows
an increase at low energies similar to that of the strength
functions calculated for the neighboring nuclei 94,95,96Mo,
90Zr [54] and for 56,57Fe [55].
The low-energy enhancement of M1 strength is in the
shell model picture caused by transitions between the
several close-lying states of all considered spins located
above the yrast line in the transitional region to the
quasi-continuum of nuclear states. Inspecting the wave
functions, one finds large B(M1) values for transitions
between states that contain a large component (up to
about 50%) of the same configuration with broken pairs
of both protons and neutrons in high-j orbits, whereas
states containing only proton excitations or only neu-
tron excitations are not depopulated by strong M1 tran-
sitions.
The largest M1 matrix elements connect configu-
rations with the spins of high-j protons re-coupled
with respect to those of high-j neutrons to the
total spin Jf = Ji, Ji ± 1. The correspond-
ing main configurations for negative-parity states in
90Y are pi(1p11/2)ν(0g
−1
9/21d
2
5/2) or pi(1p
1
1/2)ν(0g
−2
9/21d
3
5/2)
and by additional proton excitations within the
(fp) shell, i.e. pi[(0f5/2, 1p3/2)
−11p21/2]ν(0g
−1
9/21d
2
5/2)
and also proton excitations over the subshell gap
at Z = 40, pi[(0f5/2, 1p3/2)
−11p01/20g
2
9/2]ν(0g
−1
9/21d
2
5/2).
The positive-parity states require the excitation of
an (fp) proton to the 0g9/2 orbit, for example
pi(1p−13/21p
1
1/20g
1
9/2)ν(0g
−1
9/21d
2
5/2). The orbits in these
configurations have large g factors with opposite signs
for protons and neutrons. Combined with specific rel-
ative phases of the proton and neutron partitions they
cause large total magnetic moments.
B. QRPA calculations
As E1 transitions are out of reach within the frame-
work of the shell model in this case, we have employed
recent QRPA calculations based on the D1M Gogny force
taken from Ref. [61]. These calculations give the E1
strength for one-particle-one-hole excitations built on the
ground state only, and are not necessarily representative
of the E1 strength in quasi-continuum. On the other
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hand, if the Brink hypothesis [62] is approximately cor-
rect, the obtained E1 strength should be a good substi-
tute for the quasi-continuum strength. Further, also the
ground-state M1 strength is obtained within the same
framework [63]. The microscopic calculations including
the shell-model results are shown together with the data
in Fig. 14.
It is apparent that the QRPA E1 strength describes
rather well the lower limit of the (d, pγ)90Y data, while
the GDR centroid is shifted towards lower Eγ with re-
spect to the (γ, n) data. The QRPA M1 strength shows
quite a bit of structure with a strong peak around Eγ ≈
7.8 MeV, consistent with the expected spin-flip transi-
tions, and probably related to the peak seen in the 90Y
data about 1 MeV lower in Eγ .
As expected, the QRPA M1 strength shows no low-
energy increase in strength as these are built up of
ground-state excitations. In contrast, the shell-model
calculations show a prominent low-energy increase, al-
though lower in absolute value than the (d, pγ)90Y data.
This indicates that the upbend in 90Y can be understood
as relating to transitions between excited states in the
quasi-continuum.
C. Phenomenological models
We have used the phenomenological Generalized
Lorentzian (GLo) model [64], with a constant temper-
ature of the final states Tf in agreement with the Brink
hypothesis [62]. The GLo model is given by
fE1GLo(Eγ , Tf ) =
1
3pi2h¯2c2
σE1ΓE1× (14)[
EγΓ(Eγ , Tf )
(E2γ − E2E1)2 + E2γΓ(Eγ , Tf )2
+ 0.7
Γ(Eγ = 0, Tf )
E3E1
]
,
with
Γ(Eγ , Tf ) =
ΓE1
E2E1
(E2γ + 4pi
2T 2f ). (15)
Here, the parameters ΓE1, EE1 and σE1 correspond to
the width, centroid energy, and peak cross section of the
GDR respectively.
To simultaneously fit the 89Y(γ, n) data from this work
together with the (d, pγ)90Y data, we have used two
GLo functions for the E1 strength with a common tem-
perature Tf together with a Standard Lorentzian (SLo)
function for the M1 spin-flip resonance, and an expo-
nential function of the form fM1upbend = C exp−ηEγ . Al-
though 89Y is considered to be a spherical nucleus, where
only one GLo function would be assumed to be suffi-
cient to describe the GDR, we find that our (γ, n) data
display significant structures, and that the peak around
Eγ ≈ 16 − 17 MeV is rather flat. Hence, we introduce
two GLo components to better reproduce the (γ, n) data.
We obtain the total dipole-strength fit function
f1tot = f
E1
GLo1 + f
E1
GLo2 + f
M1
SLo + f
M1
upbend, (16)
with, in principle, 12 free parameters in the fit.
To restrict the temperature parameter, we first per-
formed an individual fit of the two GLo components to
the present 89Y(γ, n) data in the range of Eγ = 14.0−18.0
MeV and the 89Y(d, pγ)90Y data of this work in the range
of Eγ = 1.5 − 7.9 MeV. From this fit of the E1 compo-
nent, we determine Tf and fix it in the next fit where we
include the fE1SLo and f
M1
upbend terms, so that there are in
practice 11 free parameters. We performed three differ-
ent fits for the lower, middle and upper normalizations.
The obtained parameters from the three fits to the upper,
lower and middle f1tot are listed in Table V.
We find that the centroids EE1,1, EE1,2 are similar re-
gardless of which normalization is used for the 90Y data,
as expected since these centroids are mainly determined
by the (γ, n) data. The other GLo parameters vary signif-
icantly from the fits to the low, middle and high normal-
ization to compensate for the change in absolute value
of the 90Y data. Further, the M1 spin-flip centroid is
not sensitive to our choice of normalization, while the
width and peak cross section vary according to the low,
middle and high normalizations. The parameters for the
exponential fit to the upbend indicate a stable slope of
η = 2.1(1) MeV−1, while the constant C again show a
large spread in accordance with the normalization uncer-
tainties. It is interesting that the η parameter is similar
to that found for 89Y: η(89Y) ≈ 2.5 MeV−1 [17].
VI. RADIATIVE NEUTRON CAPTURE CROSS
SECTION AND REACTION RATE
We now use the obtained lower, middle and upper
normalizations of the γSF to constrain the input NLD
and γSF of 90Y using the nuclear reaction code TALYS-
1.9 [73] to calculate the 89Y(n, γ)90Y cross section and
astrophysical reaction rate. Specifically, we use the
HFB+comb. NLD normalized with the parameters given
in Table III to well reproduce the NLD data points [38].
We also include the 30 first discrete levels of 90Y in
the calculations. Further, we use the phenomenologi-
cal, fitted models in Eq. (16) as input with the param-
eters given in Table V, including them as tabulated E1
and M1 strengths using the E1file and M1file keywords.
For the neutron optical-model potential, we apply the
one from Koning and Delaroche with global parame-
ters [74]. We consider the uncertainty in the treatment
of the width fluctuations by using the default TALYS
option (Moldauer, Refs. [75, 76] as well as the Hofmann-
Richert-Tepel-Weidenmu¨ller model [77–79]. Further, we
also take into account a possible contribution from direct
capture as prescribed in Ref. [80], using the TALYS key-
words racap y to invoke the direct-capture mechanism
and ldmodelracap 2 to use total particle-hole state den-
sities in the direct-capture calculation. We propagate
the errors quadratically as before to estimate ≈ 1σ un-
certainties in the calculated cross section and the rate.
The resulting (n, γ) cross sections and reaction rates
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FIG. 15. (Color online) Calculated 89Y(n, γ)90Y cross sections (a) compared to data from Refs. [65–70], and the corresponding
astrophysical reaction rates (b) compared with BRUSLIB [71] and JINA REACLIB (kd02-v06) [72] recommended rates. The
shaded bands indicate the 1σ uncertainty, including statistical and systematic errors as well as contributions from the width-
fluctuation treatment, and the possible contribution from direct capture.
are shown in Fig. 15a and b, respectively. Note that
using the constant-temperature (CT) NLD, ρCT (E) =
1/T exp (E − E0)/T [81, 82] deduced from the 90Y data
in Ref. [16], gives a cross section and reaction rate very
close to the middle normalization in this work. Hence,
the HFB+comb. NLD and the CT NLD are fully com-
patible in this case.
We see from Fig. 15a that our upper limit best repro-
duces the data we compare with. This implies that the
tentative value of 〈Γγ〉 ∼ 134 meV given in Ref. [37] is
likely to be too low. Also, by looking at the two last in-
dividual radiative widths listed in Table IV, there could
be an increasing trend. New measurements of both 〈Γγ〉
and the (n, γ) cross section would be highly desirable to
clarify the situation and provide higher precision. As for
the astrophysical rates shown in Fig. 15b, the BRUSLIB
rate agrees rather well with our results for the middle
normalization. The JINA REACLIB rate differs signifi-
cantly in shape between T ≈ 0.1−1 GK, and the absolute
value is also much higher for T ≈ 4−10 GK compared to
the BRUSLIB one. Our current error band seems to cap-
ture both the library reaction rates except at the highest
temperatures.
We have also calculated the Maxwellian-averaged cross
section (MACS) and compared to experimentally avail-
able information compiled in the KADoNiS library [83].
The experimental results compiled in KADoNiS for 30
keV have statistical errors ranging from 3.2% − 14.3%
and the absolute value varies from 13.5-21 mb. The ex-
perimental MACS values are shown in Fig. 16 together
with the present experimentally constrained MACS. Our
results are in good agreement with the recommended
KADoNiS values [84].
FIG. 16. (Color online) Calculated 89Y(n, γ)90Y MACS com-
pared with the experimental values compiled by KADoNiS at
30 keV [6, 85–87] and for a range of temperatures according
to Ref. [84].
VII. SUMMARY AND OUTLOOK
We have measured the 89Y(γ,n) cross section between
Sn and S2n with high precision, providing a third data
set that eventually could contribute to resolving the
longstanding discrepancy between data from Livermore
(Berman et al.) and Saclay (Lepretre et al.). Our er-
rors are in the range of ∼ 3% − 5%, where the larger
15
relative error relates to the low cross section values mea-
sured close to Sn. The
89Y(γ,n)-cross section measured
in this work is rather consistent in shape with previous
measurements, but our values are intermediate to the two
previous measurements for Eγ < 18 MeV. We are how-
ever unable to describe the details of the structure of the
GDR by the phenomenological Generalized Lorentzian
model without two components. It is known that 89Y is
a spherical system and this asymmetry can therefore not
be contributed to deformation.
We combined the γSF obtained from 89Y(p,pγ) coinci-
dence data and Eγ < Sn with the γSF obtained from the
89Y(γ,n) and thereby describing experimentally most of
the energy range 1.5 MeV < Eγ < 20 MeV. The γ-ray
strength function of 90Y for Eγ < Sn has been studied
using the Oslo method on 89Y(d,pγ) coincidence data.
We assumed that structure effects can be neglected and
that the γSF of 89Y can be combined with that of 90Y
to cover a large energy range.
Our experimental results for 89Y and 90Y were com-
bined into TALYS cross section and reaction rate cal-
culations to constrain the 89Y(n, γ)90Y reaction cross
section and the Maxwellian averaged reaction rate. In
addition to the systematic uncertainty of the normaliza-
tion, the gap in Eγ where data is lacking also introduces
substantial uncertainty in how to model the total γ-ray
strength function. While our cross section results are
consistent with several previous measurements and thus
both BRUSLIB and JINA REACLIB, our systematic un-
certainties stemming from the normalization parameters
for the γ-ray strength function for Eγ < 8 MeV are too
large to be sensitive to the differences between the two
reaction rate libraries in the temperature range of rele-
vance for the s-process. Our MACS values are in good
agreement with the recommended values of the KADo-
NiS library.
While Hauser-Feshbach calculations of reaction cross
sections cannot compete with experimental data, where
available, the approach is needed in order to reliably pre-
dict for energy ranges and reactions where direct mea-
surements are lacking. The 89Y(n, γ)90Y reaction cross
section is vital in calculating the production of elements
heavier than A ∼ 90 in the s-process in stellar mod-
els, and has consequently been well studied experimen-
tally (all thought not with small enough uncertainties for
certain applications). Our experimentally based calcula-
tions demonstrate well the applicability of the approach
of using experimental γSFs and NLDs to constrain reac-
tion cross sections, through the application of the Hauser-
Feshbach formalism as implemented in TALYS, in this
region of the nuclear chart. Future work will focus on
obtaining experimental γSFs and NLDs from particle-γ
coincidence data for unstable isotopes close to N = 50
and using these results to constrain important cross sec-
tions for astrophysical applications.
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