ABSTRACT Modifying and generating facial images with desired attributes are two important and highly related tasks in the field of computer vision. Some current methods can take advantage of their relationship and use a unified model to handle them simultaneously. However, producing high visual quality images on both tasks is still a challenge. To tackle this issue, we propose a novel model called adversarially regularized U-net (ARU-net)-based generative adversarial networks (ARU-GANs). The ARU-net is the major part of the ARU-GAN and is inspired by the design principle of U-net. It uses skip connections to pass different-level features from encoder to decoder, which preserves sufficient attribute-independent details for the modification task. Besides, this U-net-like architecture employs an adversarial regularization term to guide the distribution of latent representation to match the prior distribution, which guarantees to generate meaningful faces from this prior. We also propose a joint training technique for the ARU-GAN, which enables the facial attribute modification and generation tasks to learn together during training. We perform experiments on celebfaces attributes (CelebA) dataset and make visual analysis and quantitative evaluation on both tasks, which demonstrates that our model can successfully produce high visual quality facial images. Also, the results show that learning two tasks jointly can lead to performance improvement compared with learning them individually. At last, we further validate the effectiveness of our method by making an ablation study and experimenting on another dataset.
I. INTRODUCTION
As an important biological identity, human face has been widely studied in the field of computer vision. Owing to the collection of large-scale annotated datasets and advances in convolutional neural networks (CNNs), some supervised tasks such as face detection [1] - [3] , recognition [4] - [7] , and facial attribute prediction [8] - [10] have made tremendous progress. In this work, we are interested in two highly related subtasks of human face: facial attribute modification and generation. They both need to produce a face with desired attributes (e.g., Black Hair, Male, Young), and the former additionally requires that the output image retains the attribute-independent details of the input. However, it is difficult to collect faces of a same person with various attributes
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for the modification task. In other words, supervised methods are generally inapplicable for this task as well as the generation task. Fortunately, unsupervised methods, such as variational autoencoders (VAEs) [11] and generative adversarial networks (GANs) [12] , are suitable for these two tasks.
Based on these unsupervised methods, recent approaches [13] - [15] have achieved remarkable success on the facial attribute modification task. This task requires that the modified images should retain the attribute-independent details of the given input while obtaining the desired attributes. Thus they commonly adopt encoder-decoder architecture and auxiliary classifier respectively for reconstruction and attribute prediction of target images. In addition, the modified images should also be realistic enough and they achieve this by combining with a discriminator. In this way, these methods can accurately produce high visual quality modified images with desired attributes. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ Current studies argue that learning related tasks jointly can lead to performance improvement compared with learning them individually [16] , [17] . There are also some unified models proposed for jointly learning the facial attribute modification and generation tasks. Here they need to address two key issues in their work. Firstly, how to ensure that the unified model has the ability to perform both facial attribute modification and generation tasks? Secondly, how to produce high visual quality facial images with desired attributes on both tasks? Existing approaches [18] - [20] provide different algorithms for these issues. They all adopt the combination of VAE and GAN architecture as their backbone network. The former network architecture ensures the ability of modification and generation, and the latter encourages the generator to produce facial images as realistic as the source images. The difference between these methods is how to model the relation between the attributes and the face latent representation. VAE/GAN [18] represents each attribute as a vector, which is defined as the difference between the latent vector of images with and without this attribute. SL-GAN [19] separates the attribute by minimizing the mutual information between the latent representation and attribute, and uses recognition networks for correctly generating target images. In IFcVAEGAN [20] , the attribute is disentangled by imposing an auxiliary network on latent representation. Although they can successfully modify and generate facial images with desired attributes by using a unified model, the attributeindependent details of the input faces are seriously lost in the modified faces. Besides, the produced faces on both tasks are also not realistic enough.
In this work, we aim to propose a simple unified model which can not only well perform both facial attribute modification and generation tasks, but also produce high visual quality faces. To this end, we propose a novel model called Adversarially Regularized U-net (ARU-net) based generative adversarial networks (ARU-GAN). In this model, ARU-net is designed to ensure that the unified model has the ability to perform both tasks. It is inspired by U-net [21] to use symmetric skip connections to pass details directly from bottom layers to top layers, which deeply preserves the facial details for modification task. This U-net-like architecture also applies an adversarial regularization term to constrain the latent representation, which leads to better images generation [22] , [23] . To produce high quality results, we use a discriminator to encourage the ARU-net to generate realistic faces with desired attributes. We also propose a joint training technique for ARU-GAN to have better results on two tasks. Extensive experiments on CelebA dataset [10] verify the superiority of our method and the benefit of joint training by comparing with other methods. At last we validate the effectiveness of our method by making an ablation study and experimenting on another dataset.
Our major contributions are listed below:
(1) We propose a novel Adversarially Regularized U-net (ARU-net) based GANs (ARU-GAN). Different from VAE-based architecture, ARU-net adds skip connections between the encoder and decoder layers, while using an adversarial training procedure to constrain the latent representation. In this way, our ARU-GAN can be used for both facial attribute modification and generation tasks.
(2) We propose a joint training technique for ARU-GAN, which enables facial attribute modification and generation tasks to learn together during training. Experimental results show that the ARU-GAN can produce higher visual quality faces than individual learning.
(3) We provide both visual analysis and quantitative evaluation on two tasks, showing its superiority over existing models addressing the same issues. At last we further demonstrate the effectiveness of our method by making an ablation study and experimenting on another dataset. The paper's remaining part is constructed as follows. Section II introduces the related work about facial attributebased image generation and modification tasks. Section III firstly analyzes the limitations of current encoder-decoder architecture, and then proposes our solution and some loss functions used for training. Section IV presents some experiments and analyses respectively on two tasks. Besides, we also make an ablation study and test on another dataset. In the end, we summarize this paper in Section V.
II. RELATED WORK A. ATTRIBUTE-BASED FACE GENERATION
Since generating faces with desired attributes can be seen as a subtask of conditional image generation, we focus on recent work [19] , [20] , [24] , [25] that can generate images from semantic information (e.g., text, landmarks or attributes). Their architectures are predominantly from three promising generative methods. The first one is the generative adversarial network (GAN) that employs a two-player min-max game with the generator and discriminator. The discriminator learns to distinguish between the samples and the given training data, while the generator tries to produce samples to confuse the discriminator. Its variant cGAN [26] is widely used to generate realistic images conditioned on text description [27] , landmarks [24] , or attributes [25] - [27] . The second method is regularized auto-encoder [11] , [22] , [23] , [28] which can not only generate images from a prior distribution, but also compress a given image into low-dimensional latent representation and then reconstructs it. Yan et al. [29] introduce a method for generating faces conditioned on the desired attributes, yet the generated image is relatively blurry compared to GANs. The third method is the hybrid models of VAE and GAN [18] , which retains the original efficacy of regularized auto-encoder while producing more realistic images. Its variants [19] , [20] , [30] are also able to generate random facial images based on visual attributes. Inspired by the third method, we also combine a novel encoder-decoder variant with GAN for generation task.
B. FACIAL IMAGE MODIFICATION
At present, considerable methods proposed for facial attribute modification task [13] , [14] , [31] - [33] are committed to accurately modifying the attributes of input faces while retaining the attribute-independent details. Among them, some approaches [31] - [33] separate attributes from faces to achieve the facial attribute modification. Shen and Liu [32] modify the attribute by learning a residual image and then adding it on input images. GeneGAN [33] decomposes every image to the background feature and the attribute feature, and then swaps an attribute between two images. Fader networks [31] learns attribute-independent representation by employing an adversarial process on latent representation, and then the decoder modifies the given input face based on such representation and desired attributes. They all use reconstruction objective to preserve the attribute-independent information. Other mentioned approaches [13] , [14] , [34] are image-to-image translation, which is also bound up with the facial attribute modification. CycleGAN [34] modifies one attribute at a time by training two bidirectional transfer models between two domains. AttGAN [13] and StarGAN [14] use an attribute classifier to ensure the attributes are modified correctly. Besides, similar to previous methods, these image-to-image translation methods also need reconstruction loss to preserve the attribute-independent details. In our ARU-GAN, we also choose to use an attribute classifier to guarantee the modified and produced faces to have desired attributes.
III. METHODOLOGY
In this section, we first analyze in detail why current models handling the facial attribute modification and generation tasks fail to generate high visual quality images on both tasks. Then we introduce a novel encoder-decoder architecture and extend it to ARU-GAN with the discriminator of PatchGANs [35] . Besides, we present the objectives used for training this model. Lastly, we introduce the joint training technique, the network architecture and training details.
A. ANALYSIS OF ENCODER-DECODR ARCHITECTURE
An auto-encoder is based on an encoder-decoder architecture, where the encoder first encodes an input image into a lower-dimensional latent representation, and a decoder tries to reconstruct the original input from this representation by minimizing a cost function. Therefore, AEs have been widely used in applications such as feature extraction, unsupervised learning and clustering [31] . VAE augments AEs to a generative model by using a KL-divergence penalty to impose a standard Gaussian prior on the latent representation. However, the latent representation of VAE is encoded as 1-dim vector z ∈ R c [11] , which is a lower-dimensional representation of the input(shown in Figure 1(a) ). A lack of sample diversity and overly smooth reconstructions and generations are main drawbacks of VAE. One possible reason is that the naive parameterization of the latent representation may fail to model the complex image details [31] .
In the last few years, the remarkable success of deep CNNs architectures has shown that convolutional encoder-decoder architecture can retain more spatial structures by latent representation, which is a 3-dim tensor z ∈ R w×h×c [13] , [14] , [34] , therefore substantially improves the quality of reconstruction but not a generative model. Besides, Sohn et al. [36] also propose cVAE, whose encoder and decoder networks, totally different from standard VAE, are thoroughly convolutional. However, this kind of convolutional architecture (Figure 1(b) ) produce disordered samples due to the latent representation sampled from spatially independent prior ignores the global structure of input images [37] .
Consequently, we can find that the encoder-decoder architecture of these methods [13] - [15] proposed for facial attribute modification task is unsuitable for generating realistic new faces. Conversely, the latent representation of double-task models [18] - [20] may lack the capacity to model the complex data distribution [37] , resulting in unexpected changes in modified images.
B. ADVERSARIALLY REGULARIZED U-NET
How to get a high visual quality reconstruction as well as generate meaningful samples from prior distribution is a tricky problem. Employing a full covariance Gaussian prior is an effective solution to the problem of disordered image generation, since its latent representation is spatially dependent. Unfortunately, such prior significantly increases number of parameters [38] and complicates the optimization.
To address these limitations, we propose a novel ARU-net (Figure 1(c) ). Inspired by the design principle of U-net [21] , ARU-net adds skip connections between encoder and decoder for providing more different-level details while using adversarial regularization to constrain the latent representation. Note that ARU-net is not directly applicable for performing both facial attribute modification and generation tasks, we stitch ARU-net with GAN, obtaining ARU-GAN, and make a training to achieve this objective. Illustration of ARU-GAN. This model consists of four main components: the U-net-like generator (ARU-net) for preserving attribute-independent details, the adversarial network D z for guiding q (z) to match the prior distributionp (z), the discriminator for visually realistic face generation and the attribute classifier for correct facial attribute modification. The 3-dim constant map x c (c is an arbitrary constant, we set c to 0) is used to guide the x new generation.
C. FORMULATION OF ARU-GAN
Our ARU-GAN is composed of four main components, i.e., a U-net-like generator G(G enc & G dec ), an adversarial network D z on latent space, a discriminator D x on samples and an auxiliary classifier C. Figure 2 illustrates the functions of different components. Our goal is to learn a simple unified model that can perform both facial attribute modification and generation tasks. In other words, the generator G is able to transform the given image x a to latent representation and generate the target image x b conditioned on the desired attribute b, while retaining the facial identity and background, etc. Meanwhile, we can generate new faces x new by sampling from prior distribution. The results of both tasks should be realistic enough. To achieve this goal, we adopt several loss functions formulated as follows,
1) RECONSTRUCTION LOSS
For facial attribute modification task, the modified faces need to retain the attribute-independent details of inputs, such as facial identity and background, etc. Therefore, we employ a cycle consistency loss on the modified faces, defined as,
where x b is defined as:
, similar to current work [14] . Note that we extend every attribute to the high dimensional tensor (5 × 4 × 4) which is merged to the first layer of the decoder. Besides, we leverage the encoder (G enc ) and decoder (G dec ) twice, first to modify the input with desired attributes b and then reconstruct it based on original attributes a. We adopt 1 norm as our reconstruction loss.
2) ADVERSARIAL LOSS ON LATENT SPACE
For facial attribute generation task, our goal is to generate new faces by sampling from prior. To achieve this, we employ an adversarial regularization term to guide the encoding distribution q(z|x) to match the prior distribution p(z). The encoder (G enc ) and discriminator D z are trained by the conventional GANs loss, which is defined as,
where the inputs to the D z include the latent vector sampled from prior and the latent vector of the original input x a . During training phase, the D z regards the former as a real sample and the latter as a fake sample. By maximizing this objective, D z is able to distinguish between the real and fake sample. Meanwhile, the G enc tries to confuse D z by minimizing this objective. Considering the continuity and complexity of face data, we adopt the same selection strategy of previous methods [18] - [20] by choosing p(z) as the standard Gaussian distribution.
3) ATTRIBUTE CLASSIFICATION CONSTRAINT
For both tasks, we expect that the ARU-net can produce faces with desirable attributes. To achieve this condition, we employ an attribute classifier C on the produced faces. We first optimize the attribute classifier C by minimizing the attribute classification loss of real images, which is defined as,
where L r cls represents the expectation of binary cross entropy losses of all attributes. As a result, C learns to classify a real face to its corresponding attributes. Then we update the ARU-net by minimizing the attribute classification loss of produced images. This objective is defined as:
In other words, ARU-net tries to produce faces which can be classified as the target attributes.
4) ADVERSARIAL LOSS ON IMAGES
Owing to the impressive visual quality of GANs, we also apply an adversarial loss on the produced images, which encourages the ARU-net to generate faces that are indistinguishable from real. Meanwhile, to stabilize the training process, we leverage Wasserstein GAN objective with gradient penalty [39] defined as,
where x b new is the target image generated from prior distribution conditioned on the desired attributes b andx is sampled uniformly along a straight line between a pair of produced images and real image.
5) FULL OBJECTIVE
Finally, we train our unified ARU-GAN with the reconstruction loss, the attribute classifier loss, and the adversarial loss. Overall, the objective functions to optimize generator (G enc & G dec ), attribute classifier C and discrimitor D x are written, respectively, as
where the λ rec and λ Dz are the hyperparameters for balancing the losses, and we use λ rec = 10, λ Dz = 1. Besides, D z is trained by maximizing (1), updated together with D x .
D. JOINT TRAINING TECHNIQUE
Due to the skip connections structure of ARU-net, it is impossible to generate a new face by only providing the decoder with the latent representation sampled from prior. In order to learn two tasks jointly during training phase, we first use a 3-dim constant map x c whose dimensionality is same as the input image of the encoder to serve as a guidance for the generation process. For the generator, this map is distinguishable from the real input, which guarantees the ARU-GAN to produce both modified and generated faces during training phase. Secondly, we use the modified and generated faces as negative examples to train the discriminator, which promotes the discriminating ability of discriminator. Finally, we use this discriminator to encourage the generator to generate more realistic faces. Table S1 in supplemental material shows the complete network architectures of ARU-net, discriminator and classifier. ARU-net is a U-net-like network since it has three skip connections. The encoder consists of a stack of convolutional layers, and the decoder is similar to it but using some deconvolutional layers. The discriminator D x and attribute classifier C share most convolutional layers except the last layer, and they directly use LeakyReLU behind the convolutional layer instead of Instance Normalization(IN) [40] . The architecture of the discriminator D z consists of three fully connected layers, in which the first two layers use dropout and the last layer uses the Sigmoid function. The length of the latent representation is 128. For all comparisons, the size of faces is fixed as 64 × 64.
E. IMPLEMENTATION DETAILS 1) NETWORK ARCHITECTURE

2) TRAINING DETAILS
During training phase, ARU-GAN is trained by Adam optimizer (β 1 = 0.5, β 2 = 0.999). The batch size is set to 16 for every framework. The learning rates of D x and G enc , G dec are 0.0002, and that of D z is 5×1e-4 for the first 15 epochs and then linearly decays to 0 over the remaining 15 epochs. We perform one generator update after 5 updates of discriminators (D z .D x ) and attribute classifier C. Training takes about one day on a single GTX 1080 Ti GPU.
IV. EXPERIMENTS AND DISCUSSIONS
In this section, at first we describe the dataset and the baseline models used for experiments and comparison. Secondly, we compare our ARU-GAN with other methods in terms of the facial attribute modification and generation tasks. Finally, we validate the effectiveness of our method by conducting an ablation study and testing on another dataset.
A. DATASET
We use the proposed ARU-GAN to experiment on aligned and cropped CelebA dataset [10] , which is composed of about 200k faces of celebrities, and each image is annotated with 40 binary attributes (with/without). Like the previous method [14] , we randomly select 2000 images as test partitions for evaluation and use remaining images to VOLUME 7, 2019 train our model. All aligned images are center-cropped to 150 × 150, and scaled to 64 × 64. We select seven attributes (Black Hair, Blond Hair, Brown Hair, Male, Female, Young, Old) having apparent visual impact in all of our experiments [14] .
B. BASELINE MODELS
Since our model can perform both facial attribute modification and generation tasks, we compare ARU-GAN with two related models: VAE/GAN and IFcVAEGAN. To further present the competitive performance of our method, we compare it with StarGAN which is a great method for modifying facial attributes. Besides, we respectively train an ARU-AGN-FAM which only performs facial attribute modification (FAM) task and an ARU-GAN-FAG which only performs facial attribute-based generation (FAG) task to show the advantages of joint learning by comparison. Figure 3 shows the facial images modified by different models based on various attributes. We observe that VAE/GAN and IFcVAEGAN produce many unexpected changes in the modified images, e.g., the facial identity and background patterns of the inputs. This phenomenon occurs because the latent representation omits many facial details which are essential for modification. In addition, we also observe that their outputs of female inputs have beard and short hair when modifying the gender attribute. This is mainly because none of these methods successfully separates the highly related attributes. Conversely, both ARU-GAN and StarGAN can retain attribute-independent details perfectly and are visually comparable. To further evaluate the performance differences between the different methods, we quantitatively analyze these face samples. The peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) are suitable choices since it measures the difference between the input image and the reconstructed image, and the higher value indicates that there are more attribute-independent details and the face structure of inputs are preserved in modified faces. As we can see in Table 1 , the PSNR and SSIM values of ARU-GAN are much higher than VAE/GAN and IFcVAEGAN, and also slightly higher than StarGAN, which indicates that our model is better in terms of attributeindependent details preservation. This can be attributed to the ARU-net which provides sufficient facial details through symmetric skip connections. In addition, we also compare ARU-GAN with ARU-GAN-FAM. As can be seen from the 4 th face in Figure 3 , ARU-GAN preserves the skin color of the input faces more accurately than ARU-GAN-FAM. The PSNR and SSIM values of our jointly trained model is also higher than that of ARU-GAN-FAM, which indicates the advantages of joint training.
C. FACIAL ATTRIBUTE MODIFICATION 1) FACIAL DETAILS PRESERVATION
2) FACIAL ATTRIBUTE MODIFICATION ACCURACY
We also visually observe whether the different models accurately modify the specified attributes of the original image in Figure 3 . Compared with VAE/GAN and IFcVAEGAN, our ARU-GAN and StarGAN produce faces with more obvious target attributes. We further train an independent attribute classifier on CelebA dataset, which achieves the average of 90.06% per attribute on testing set, to judge whether the modified faces contain the desired attributes. When calculating the accuracy of each attribute, the pre-trained attribute classifier is used to predict every modified face from different models. If the predicted attributes are the same as the desired ones, it will be considered as a correct modification. In this way we can get the modification accuracy of each attribute. Higher accuracy means that the attribute characteristic on this face is more obvious. Figure 4 shows the attribute classification accuracy of different models. We find that VAE/GAN and IFcVAEGAN can only achieve relatively high accuracy on a few attributes. We think this is because VAE/GAN defines each attribute vector as the difference between the mean latent representation of the faces with and without this attribute and IFcVAEGAN separates the attributes from the face. Their methods will harm the attribute representation. However, ARU-GAN, ARU-GAN-FAM and StarGAN achieve high classification accuracy for each attribute, owing to their use of attribute classifier. Note that the accuracy of ARU-GAN is slightly higher than StarGAN and ARU-GAN-FAM, which also shows that our method has competitive performance and the joint learning of two tasks can lead to better results. Figure 5 shows the facial images generated by VAE/GAN, IFcVAEGAN, ARU-GAN-FAG and ARU-GAN based on various attribute vectors. As can be seen from this figure, the faces generated from VAE/GAN look blurry and lack of reality, and the results of IFcVAEGAN are blurred at the edge of the hair. In contrast, our methods can successfully model the details of faces and the results also look realistic enough. There are also some methods for quantitatively measuring the quality of generated images. A commonly used subjective metric for quantifying the quality of synthetic images is Inception score (IS) [41] , which puts an image into a pretrained image classifier and then evaluates it based on the entropy in class probability distribution. However, it suffers from intra-class mode collapse since a model only needs to generate one perfect sample for each class to get perfect Inception score. To alleviate this problem, Fréchet Inception Distance (FID) [42] measures the difference between real and fake data distributions in a different way. Experiments demonstrate that the FID is consistent with human visual judgment [43] . Therefore, we adopt the FID metric as the primary criterion for random samples. Table 2 shows the FID scores of the generated faces from different models. Since the lower FID score represents better image quality, our proposed model has the lowest value, which means that ARU-GAN produces more realistic samples than others. This phenomenon can be credited to the fact that ARU-net uses adversarial training procedure to impose prior distribution on latent representation, which can successfully capture the face representation for better generation.
D. FACIAL ATTRIBUTE-BASED GENERATION
In addition, by comparing with ARU-GAN-FAG, we find that ARU-GAN produces higher visual quality facial images. This is mainly because we also use high visual quality modified images as negative examples to train the discriminator D x , which will significantly encourage the decoder to reproduce the original data distribution. In other words, the generated and modified images affect each other by affecting the discriminating ability of discriminator. At last, to explore the effects of other prior distributions on the facial generation process, we also do some experiments where the noise distribution obeys uniform distribution and exponential distribution respectively. The results, shown in the Figure S1 of supplemental material, indicate that the standard Gaussian distribution is a suitable selection.
E. ABLATION STUDY
In this section, we make an ablation study to further explore the effect of each part in ARU-GAN on two tasks. It mainly consists of five parts: skip connections, regularizer in ARU-net, reconstruction loss, classification loss and adversarial loss used on images. In order to guarantee the model to generate new faces from the prior distribution, the regularizer is necessary. Thus, we compare the difference between two different regularization terms instead of removing this part. We use the same metrics to evaluate the performance of different models. Corresponding results are shown in Figure 6 , where the results in row (1) are produced by our best model ARU-GAN.
We first present the effects of skip connections and adversarial regularization term in the ARU-net. Without the skip connection part (row (2)), the network can be regarded as the combination of regularized auto-encoder and GAN. For the facial attribute modification task, we notice that the modified faces produce many unexpected changes such as face shape, background and related attributes (e.g., female and long hair). However, this does not appear in the faces produced from our best model. This phenomenon indicates that the skip connections provide enough details for reconstruction, which also makes the model only change an attribute with the maximum probability. For the facial attribute generation task, the faces generated from the ARU-GAN without skip connections are not realistic enough, which is also reflected by the FID score. As explained earlier, credited to the improvement of discriminator trained with high visual quality modified images, the decoder generates more realistic random samples from prior. In the final analysis, the result improvements on both tasks can be owed to the skip connection part. In row (3) of Figure 6 , we show the results of the model using KL-Divergence penalty. As shown, this model can also accurately modify attributes and generate new faces. However, in quantitative analysis, this model does not perform as well as our best model. This indicates that adversarial regularization is better than KL-Divergence penalty in facial attribute-based image modification and generation tasks. Then, we present the effects of different loss items applied to the produced images, as shown in row (4)-(6) of Figure 6 . We notice that if there is no reconstruction loss, the image quality will decrease. If there is no classification loss or adversarial loss, the model will not be able to complete the facial attribute modification and generation tasks. For example, the produced faces do not contain target attributes or have no meaningful content. In summary, each part in ARU-GAN plays an important role in producing high visual quality faces.
F. RESULTS ON OTHER DATASETS
We perform additional experiments on the fashion dataset [44] , which contains 14221 images annotated with 22 binary attributes (colors and sleeve lengths). We select nine attributes owned by most images (black, white, red, grey, navyblue, blue, pink, long-sleeve, no-sleeve) as labels to train ARU-GAN. During training phase, every image is scaled to 64 × 64. The results are shown in Figure 7 . For the image translation task, the modified clothes preserve the attributeindependent details of the original inputs such as textures and patterns, and accurately contain the target attributes. For the attribute-based image generation task, our ARU-GAN can generate clothes with desired attributes. These experiments indicate that ARU-GAN is also suitable for producing realistic results based on other datasets.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a unified model to learn the facial attribute modification and generation tasks jointly, called ARU-GAN, which can produce realistic face images on both tasks. We argue that it is first attributed to the ARU-net architecture, which uses skip connections to provide more attribute-independent details for modification while employing an adversarial regularization term to constrain the latent representation for generation. Secondly, the proposed joint training technique also helps to improve the performance of both tasks. The experimental results indicate that the quality of the faces produced by ARU-GAN on two tasks is considerably higher than that of other double-task methods, such as VAE/GAN and IFcVAEGAN. We also achieve the competitive performance with the StarGAN in terms of the facial attribute modification task.
However, the visual quality of the faces produced by ARU-GAN still has the possibility of improvement. Recent studies show that self-attention mechanism is complementary to convolutions, which can capture global dependencies of input images. We think this mechanism might be helpful for producing more realistic faces, thus integrating it into ARU-GAN will be our future work. Additionally, using other training methods such as semi-supervised method to train the model is also very worthy to be considered. 
