Introduction
Consider an algebraic equation
The well-known Newton iteration formulation is 
He's Iteration Method
We will use the general Lagrange multiplier method to re-derive the above formulation. If n x is an approximate root of Eq.(1), we have
We write a correction equation in the form
where λ is a general Lagrange multiplier [6] , which can be identified optimally by setting * To whom any correspondence should be addressed 
We, therefore, can identify the multiplier as follows
Substituting the identified multiplier into (4) results in the well-known Newton iteration formulation. The above idea was first proposed by Inokuti, and was further developed to the well-known variational iteration method [7] [8] [9] [10] [11] [12] . Now re-write the correction equation (4) in an alternative way [13] :
where α is a free parameter.
Setting , we have

/
n n dx dx
from which we can identify the multiplier in the form
We, therefore, obtain the following iteration formulation [13] :
The free parameter α can be used as a control parameter to adjust convergence in every step if necessary. The optimal value for α can be determined from the relation 1 
Numerical examples
To illustrate the effectiveness of the modified Newton iteration, Eq. (10), we consider the following examples. Example1. , 10 1 0 Fig.1(a) . However, the choice of 10 α = − also leads to, after few iterations, x=1, see Fig.2 . In case the chosen α does not work effectively, we can adjust its value. 
