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Abstract 
In order to track ground moving target, a variable structure interacting multiple model (VS-IMM) using mean shift unscented 
particle filter (MS-UPF) is proposed in this paper. In model-conditioned filtering, sample particles obtained from the unscented 
particle filter are moved towards the maximal posterior density estimation of the target state through mean shift. On the basis of 
stop model in VS-IMM, hide model is proposed. Once the target is obscured by terrain, the prediction at prior time is used in-
stead of the measurement at posterior time; in addition, the road model set used is not changed. A ground moving target indica-
tion (GMTI) radar is employed in three common simulation scenarios of ground target: entering or leaving a road, crossing a 
junction and no measurement. Two evaluation indexes, root mean square error (RMSE) and average normalized estimation error 
squared (ANEES), are used. The results indicate that when the road on which the target moving changes, the tracking accuracy is 
effectively improved in the proposed algorithm. Moreover, track interruption could be avoided if the target is moving too slowly 
or masked by terrain. 
Keywords: ground moving target tracking; mean shift; unscented particle filter; hide model; road information; variable structure 
interacting multiple model
1. Introduction1 
In the recent years, ground moving target tracking 
has a wide range of applications in military defense 
and national economy, and attracts more and more 
attention. Ground moving target has certain character-
istics [1]: strong maneuverability with speeding up and 
slowing down quickly, or even being stationary; detec-
tion difficulties due to terrain or minimum detection 
velocity of radar; large and random motion region. 
Therefore, some difficulties exist in ground moving 
target tracking. The mobility of targets would lead to 
nonlinear state estimation; the loss of measurements 
may undermine tracking; heading direction is uncer-
tain because of large motion region. 
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Kalman filter cannot solve nonlinear problem be-
cause linear or nearly linear state model is required. 
Extended Kalman filter [2] (EKF) solves nonlinear 
problem by linearizing the nonlinear model. However, 
when system is highly nonlinear, this method has some 
limitations, such as that only first-order item of Taylor 
expansion is taken, otherwise Jacobian matrix may be 
difficult to solve. Particle filter [3] is a sequential Monte 
Carlo filter. In essence, a series of random samples 
called particles are used to substitute state posterior 
probability distribution. When the number of particles 
is large enough, an approximate distribution of state 
posterior probability can be obtained. As particle filter 
algorithm could process nonlinear and non-Gaussian 
problems well, it has been widely applied to target 
tracking in the recent years [4-5]. Due to particle degra-
dation [6], appropriate importance density function is 
required. In addition, a large number of particles are 
used in conventional particle filters, resulting in very 
slow operation speed. Unscented Kalman filter [7-8] Open access under CC BY-NC-ND license.
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(UKF) is based on unscented transform. Kalman filter 
frame is used to carry out deterministic sampling ac-
cording to a certain sampling rule. Thus, UKF has bet-
ter performance than EKF. The core idea of unscented 
particle filter [9] (UPF) is on the basis of particle filter. 
Importance density function is obtained from UKF. To 
some extent, particle degradation can be avoided while 
the required number of particles reduces substantially. 
Mean shift [10] is a local optimizing procedure. Sam-
plings are moved towards the maximal density in their 
neighborhood. In Ref. [11], mean shift and particle 
filter are combined to track infrared target. The track-
ing performance is improved to some extent, but there 
is much time complexity, because all particles are re-
quired to be moved. 
Generally, the motion region of ground target is 
constrained by terrain such as road, so road informa-
tion can be applied to tracking ground target. Algo-
rithms based on road information are divided into four 
categories: state process, motion model correction, 
pseudo measurement and variable structure interacting 
multiple model (VS-IMM). In Refs. [12]-[13], meas-
urement pretreatment and state estimation process are 
proposed. The off-road measurement or state estima-
tion is projected onto a road. Usually, motion model 
correction has two kinds: state transition matrix cor-
rection [14] and process noise correction [15]. The first 
one views the adjustment of target moving direction as 
a process of slow turning; the second one introduces 
the concept of direction process noise. In Ref. [16], 
pseudo measurement is proposed, and the direction of 
road is used as one measurement. VS-IMM is the most 
widely used method, firstly proposed in Ref. [15]. In 
Ref. [17], it is used with state transition matrix correc-
tion. In Ref. [18], the tracking performance has been 
improved to a certain extent with UPF and VS-IMM 
being combined. 
When the target moves too slowly or even stops, or 
is obscured by terrain, the measurement information 
cannot be obtained, which may cause obvious track 
error or even lead to loss of track. In Ref. [19], stop 
model is proposed to solve the problem that the target 
stops for a little moment. The target is considered as 
stationary when there is no measurement, so the target 
state does not change. However, if the reason of lack 
of measurement is terrain, the target may be still mov-
ing. At this time, stop model is no more suitable, and 
other models are required to be considered. 
For nonlinear problem in ground moving target 
tracking, a mean shift UPF (MS-UPF) algorithm on 
the basis of VS-IMM (MS-UPF VS-IMM) is proposed 
in this paper. The tracking accuracy can be improved 
when the target enters, leaves a road or crosses a junc-
tion. When no measurement can be obtained, hide 
model is proposed based on stop model. Track inter-
ruption caused by only using stop model can be 
avoided. The algorithm effectiveness is proved by 
three different simulation scenarios. 
This paper is organized as follows. Section 2 de-
scribes the motion model and the ground moving tar-
get indication (GMTI) measurement model. Section 3 
introduces MS-UPF algorithm. Section 4 introduces 
the detailed theory of the proposed algorithm. The 
simulation results and the tracking performance analy-
sis are presented in Section 5. Conclusions of this pa-
per are in Section 6. 
2. Motion Model and Measurement Model 
In constant velocity (CV) model, the target state 
equation is 
( ) ( ) ( 1) ( ) ( )k k k k k= − +X F X G q        (1) 
where T( ) [ ( ) ( ) ( ) ( )]k x k x k y k y k= & &X  is the target 
state vector at time tk, which contains the distances and 
velocities of the target in X and Y directions. q(k) is the 
zero-mean white Gaussian process noise with covari-
ance Qk. Let T be sampling interval, and F(k) and G(k) 
are state transition matrix and process noise gain ma-
trix respectively: 
2
2
1 0 0 2 0
0 1 0 0 0
( ) , ( )
0 0 1 0 2
0 0 0 1 0
T T
T
k k
T T
T
⎡ ⎤⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
F G  (2) 
GMTI radar measurements include range r (distance 
between the target and the projection of sensor on 
XOY), azimuth θ and range rate r& , then 
T( ) [ ( ) ( ) ( )] ( )k r k k r k kθ= +&Z w       (3) 
Let σr, σθ and rσ &  be standard deviation of meas-
urement error of range, azimuth and range rate respec-
tively, then w(k) is the zero-mean white Gaussian mea- 
surement noise with covariance matrix R = 2diag( ,rσ  
2 2, )rθσ σ & . Assume sensor position is (xs(k), ys(k), zs(k)) 
at time tk, then 
2 2
s s( ) ( ( ) ( )) ( ( ) ( ))r k x k x k y k y k= − + −     (4) 
s
s
( ) ( )
( ) arctan
( ) ( )
y k y k
k
x k x k
θ ⎛ ⎞−= ⎜ ⎟−⎝ ⎠           (5) 
( ) ( ) cos ( ) ( )sin ( )r k x k k y k kθ θ= +& & &       (6) 
3. Mean Shift Unscented Particle Filter 
3.1. Unscented particle filter 
The core idea of particle filter is using weighted av-
erage of a series of random samples to express poste-
rior probability density. Here, 0: 0{ }
k
k j jx x ==  is a set 
of state vectors up to time tk, s0: 1{ , }
Ni i
k k ix w =  are random 
particles on behalf of posterior probability density 
0: 1:( | )k kp x z , Ns is the number of sampling points, 
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and ikw  are normalized weights of 0:
i
kx : 
 11
0: 1
( | ) ( | )
( | , )
i i i
i i k k k k
k k i i
k k k
p z x p x x
w w
q x x z
−
−
−
=         (7) 
where 0: 1( | , )
i i
k k kq x x z−  is importance density function, 
which is an alternative distribution function. It is easy 
to sample from this function and the distribution of it 
is known. At time tk, posterior probability density 
0: 1:( | )k kp x z  can be approximated as 
s
0: 1: 0: 0:
1
( | ) ( )
N
i i
k k k k k
i
p x z w x xδ
=
≈ −⋅∑        (8) 
UPF is based on particle filter. The importance den-
sity function required in particle filter is obtained 
through unscented transform, which is used to transfer 
the target state and covariance matrix in time and 
measurement updating. The detailed theory can be 
found in Ref. [9]. 
3.2. Mean shift 
Mean shift is based on kernel density estimation. Let 
X be the n dimensional Euclidean space Rn. The norm 
of x∈X is a nonnegative number ||x|| such that ||x||2 = 
2
1
| |
n
i
i
x
=
∑ . A function K: X→R is called a kernel if there 
exists a profile, such that 
2( ) (|| || ), : [0, ]K κ κ= ∞ → Rx x       (9) 
and 
(1) κ is nonnegative; 
(2) κ is non-increasing: κ (a)≥κ (b) if a<b; 
(3) κ is piecewise continuous and 
0
( )d .r rκ∞ < ∞∫  
Assume the target state Xk has Ns particles { }ikx  
with weights { }ikw  at time tk. Relative to kernel, ker-
nel density estimation of Xk is 
s
1s
1ˆ ( ) ( )
N
i i
h k k k
i
f x K w
N =
= −∑ X x        (10) 
1( )
i
i k k
h k kK Kh h
⎛ ⎞−− = ⎜ ⎟⎜ ⎟⎝ ⎠
X x
X x        (11) 
where K(·) is kernel function with bandwidth h. If 
kernel function is Gaussian, then 
2 T( ) (2 ) exp( / 2)nK −= π −x x x          (12) 
1/( 4){4 /[ ( 2)]} nh N n += +             (13) 
The particle jkx  is moved to 
s
s
1
1
( )
( )
( )
N
j i i i
h k k k k
j i
k N
j i i
h k k k
i
K w
m
K w
=
=
−
=
−
∑
∑
x x x
x
x x
         (14) 
Weights of particles are required to be recalculated, 
as the distribution of particle set has been shifted. As-
sume new particle set obtained from mean shift is 
,m{ }ikx , new weights are 
s
,m ,m ,m ,m
1
( | ) ( )
N
i i i j
k k k h k k
j
w p K
=
= −∑x Z x x    (15) 
Calculate kernel density of every particle in particle 
set after measurement updating or importance resam-
pling. Then all particles are moved along the gradient 
direction, so that they point to the direction of maxi-
mum density. By mean shift, the distribution of parti-
cles is more approximate to the real target state. 
4. Ground Target Tracking with VS-IMM Using 
MS-UPF 
4.1. VS-IMM using MS-UPF 
VS-IMM with different model sets is the extension 
of fixed model. Let S(tk) be the model set in the inter-
val (tk−1, tk]. Assume the true target state matches one 
model in S(tk). Let s=M(tk) denote the effective model 
and μs(tk) be the probability. 
The state estimate and the associated covariance of 
filter model s∈S(tk) are denoted by ˆ ( )s ktX  and ( )s ktP  
respectively. With these definitions, the steps of VS- 
IMM using MS-UPF are as follows. 
Step 1  Model set updating 
Update model set S(tk−1) according to the state esti-
mate 1ˆ ( )r kt −X , estimate covariance matrix 1( )r kt −P  
and prior information at time tk−1, and the model set 
S(tk) at time tk can be obtained. 
Step 2  Model interaction 
The initial condition for each model s at time tk can 
be obtained from the state estimate 1ˆ ( )r kt −X  and co-
variance matrix Pr(tk−1) at time tk−1. The initial estimate 
and covariance matrix for filter model s are evaluated 
using 
1
1 1 | 1
( )
ˆ ˆ( ) ( ) ( ),  ( )
k
s k r k r s k k
r S t
t t t s S tμ
−
− − −
∈
= ∈∑X X  (16) 
1
1 | 1 1
( )
( ) ( ) ( ( )
k
s k r s k r k
r S t
t t tμ
−
− − −
∈
⎡= +⎣∑P P  
T
1 1
ˆ ˆ ˆ ˆ( ( ) ( ))( ( ) ( ))r k s k r k s kt t t t− − ⎤− − ⎦X X X X   (17) 
where 
1
1 1
| 1
1 1
( )
( ( ), ( )) ( )
( )
( ( ), ( )) ( )
k
rs k k r k
r s k
ls k k l k
l S t
p S t S t t
t
p S t S t t
μμ μ
−
− −
−
− −
∈
= ∑  (18) 
is the combining probability, prs(·) the model transition 
probability. 
Step 3  Model-conditioned filtering 
Assume there are M models in set S(tk). For each 
model, Ns sampling points s, 1 1{ }
Ni
s k i− =x  are extracted  
from 1 1 1ˆ( ( ), ( ))
M
s k s k sN t t− − =X P , where N(·) represents a 
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normal probability density function. This is the initial 
condition. Filtering process for each model is as fol-
lows. 
(1) Calculating sigma points 
For each particle s, 1 1{ }
Ni
s k i− =x , calculate 2n+1 sigma 
points from unscented transform: 
, 1
, 1 , 1,
, 1
, 1 , 1
,                                   0
( ( ) ) ,  1, 2, ,
( ( ) ) ,
1, 2, , 2
i
s k
i i j
s k s ki j
s k
i i j n
s k s k
j
n j n
n
j n n n
λ
λ
−
− −
− −
− −
⎧ =⎪⎪ + + =⎪= ⎨⎪ − +⎪⎪ = + +⎩
L
L
x
x P
x
x P
 
(19) 
where λ=α2(n+κ)−n (n denotes state dimension). 
Weights of sigma points are 
v /( ),      0
1/[2( )], 0j
n j
w
n j
λ λ
λ
+ =⎧= ⎨ + ≠⎩          (20) 
2
c /( ) (1 ),      0
1/ 2( ),                          0j
n jw
n j
λ λ α β
λ
⎧ + + − + =⎪= ⎨ + ≠⎪⎩
   (21) 
(2) Time updating 
According to motion model and measurement model 
equation, the predicted state and measurement are 
, ,
, | 1 | 1 , 1 | 1 , | 1
i j s i j s i
s k k k k s k k k s k k− − − − −= +x F x G q     (22) 
2
v ,
, | 1 , | 1
0
n
i i j
s k k j s k k
j
w− −
=
= ∑X x          (23) 
2
c , , T
, | 1 , | 1 | 1 , | 1 | 1
0
( )( )
n
i i j i i j i
s k k j s k k k k s k k k k
j
w− − − − −
=
= − − +∑P x X x X  
T
| 1 | 1 | 1( )
s s s
k k k k k k− − −G Q G            (24) 
, ,
, | 1 , | 1( )
i j i j
s k k s k kh− −=z x            (25) 
2
v ,
, | 1 , | 1
0
n
i i j
s k k j s k k
j
w− −
=
= ∑Z z           (26) 
(3) Measurement updating 
New measurements are used to update the predicted 
state: 
2
c , , T
, | , | 1 , | 1 , | 1 , | 1
0
( )( )
n
i i j i i j i
s k k j s k k s k k s k k s k k
j
w − − − −
=
= − −∑S z Z z Z  
(27) 
, , |
i i
s zz s k k s= +P S R             (28) 
2
c , , T
, , | 1 , | 1 , | 1 , | 1
0
 ( )( )
n
i i j i i j i
s xz j s k k s k k s k k s k k
j
w − − − −
=
= − −∑P x X z Z  
(29) 
, , ,/
i i i
s k s xz s zz=K P P             (30) 
, | , | 1
i i
s k k k s k k−= −v Z Z            (31) 
, , | 1 , , |
i i i i
s k s k k s k s k k−= +X X K v         (32) 
T
, | , | 1 , , ,( )
i i i i i
s k k s k k s k s zz s k−= −P P K P K      (33) 
(4) Weight calculating 
Particle set s, 1{ }
Ni
s k i=X  is obtained from s, 1 1{ }
Ni
s k i− =x  
as shown above. , , |( , )
i i
s k s k kN X P  is chosen to be im-
portance function, particle weight isw  is calculated 
according to Eq. (7), then normalized weight isw  is 
gotten. 
(5) Importance resampling 
Whether importance resampling is required is de-
termined by the number of effective particles. 
(6) Mean shift  
Particle s, 1{ }
Ni
s k i=X  is moved according to Eq. (14) to 
get new a particle set s, 1{ }
Ni
s k i=%X , and the weight ,misw  
can be obtained according to Eq. (15). Then normal-
ized weight ,i msw  is gotten. 
(7) Status updating 
For each model filter, calculates the estimation and 
covariance matrix 
s
,m
,
1
ˆ ( )
N
i i
s k s s k
i
t w
=
= ∑ %%X X           (34) 
s
,m T
, ,
1
ˆ ˆ( ) ( ( ) )( ( ) )
N
i i i
s k s s k s k s k s k
i
t w t t
=
= − −∑ % %%P X X X X  
(35) 
(8) Likelihood function 
The likelihood function Λs(tk) of model s is given by 
( ) ( ( );0, ( ))s k s k s kt N t tΛ = v S         (36) 
where vs(tk) and Ss(tk) are innovation and its covariance 
respectively. 
Step 4  Model probability updating 
In view of the latest measurements and the state es-
timation, the probability that a particular model is ef-
fective is 
1
1
1 1
( )
1 1
( ) ( )
( ) ( ( ), ( )) ( )
( )
( ) ( ( ), ( )) ( )
k
k k
s k ls k k l k
l S t
s k
r k lr k k l k
r S t l S t
t p S t S t t
t
t p S t S t t
Λ μ
μ Λ μ
−
−
− −
∈
− −
∈ ∈
=
∑
∑ ∑  
(37) 
Step 5  State combination 
The model-conditioned estimations and covariance 
matrixes are probabilistically combined to obtain the 
overall estimation ˆ ( )ktX  and its corresponding co-
variance matrix P(tk): 
( )
ˆ ˆ( ) ( ) ( )
k
k s k s k
s S t
t t tμ
∈
= ∑X X        (38) 
( )
( ) ( )[ ( )
k
k s k s k
s S t
t t tμ
∈
= +∑P P  
Tˆ ˆ ˆ ˆ( ( ) ( ))( ( ) ( )) ]s k k s k kt t t t− −X X X X     (39) 
4.2. Application of road information 
(1) Directional process noise 
Usually, in the off-road target motion model, proc-
ess noises along X and Y directions are the same, i.e., 
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2 2
X Yσ σ= . For the on-road target motion model, ma-
neuvering ability orthogonal to road is much smaller 
than along road, so the process noise projecting to X 
and Y directions may be different. The variances of 
process noise along and orthogonal to the direction of 
road are given by 2aσ  and 2oσ  respectively, 2 2a oσ σ>> . 
Assume ϕ is the angle between the road and Y di-
rection, the process noise in the on-road target motion 
model in the XOY coordinate system is expressed as 
2
o
2
a
0cos sin cos sin
sin cos sin cos0
σϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕσ
⎡ ⎤− −⎡ ⎤ ⎡ ⎤= ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
Q  
(40) 
(2) State transition matrix correction 
Ground moving target maintains its moving direc-
tion along the road at all times, and its heading should 
be rectified. The rectifying process can be approxi-
mated as a slow constant turning. Importing turning 
motion model, the state transition matrix can be cor-
rected as 
1 cos( 2) 0 sin( 2)
0 cos( ) 0 sin( )
( )
0 sin( 2) 1 cos( 2)
0 sin( ) 0 cos( )
k k
k k
k k
k k
T T
k
T T
θ θ
θ θ
θ θ
θ θ
Δ − Δ⎡ ⎤⎢ ⎥Δ − Δ⎢ ⎥= ⎢ ⎥Δ Δ⎢ ⎥Δ Δ⎣ ⎦
F  
(41) 
where Δθk denotes the angle between road direction 
and the estimated velocity direction at time tk−1. 
(3) Prediction uncertainty region  
An elliptical region can be determined by the target 
state X(tk) and covariance matrix P(tk): 
T ( ) ( )
( ) ( )
k XX k XY k k
k YX k YY k k
x x p t p t x x
y y p t p t y y
α− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ≤⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦  (42) 
where xk and yk denote the target prediction position at 
time tk, p(·)(tk) represents element relating to location in 
the covariance matrix, and α is a gate used to deter-
mine the area of elliptical region. Prediction uncer-
tainty region can be used to judge whether a target is 
nearby a junction of roads or which road it is on. 
4.3. Model set updating based on road information 
Compared with the fixed model algorithm, advan-
tage of VS-IMM is the adaptive changing of model set. 
With different conditions, updating of model set is an 
important factor affecting the tracking performance.  
(1) Entering or leaving a road 
In the off-road motion model, model set includes 
two CV models, one has bigger process noise while 
the other has smaller. Use Eq. (42) to judge whether 
the target is on road. It is considered on-road after 
there are n times satisfying the condition, then the 
model of this road is added to the model set. In the 
on-road motion model, judge whether the target is 
off-road. It is considered off-road after there are n 
times meeting the condition, then the on-road motion 
model is deleted. 
(2) Crossing a junction 
In the on-road motion model, the direction process 
noise is the same as the direction of road on which the 
target moves. Judge whether the target is nearby a 
junction. If it is, models relating to all roads connect-
ing to the junction are added to the model set. After the 
target has crossed the junction, if there are n times that 
the target is judged on a certain road, models relating 
to other roads are deleted. Only the model determined 
by the chosen road will be used in model filter. 
(3) No measurement 
No measurement is divided into two cases, i.e., the 
target moves too slowly such as stop or the target is 
obscured by terrain such as passing through a tunnel. 
Stop model and hide model will be added when there 
are no measurements. In stop model, the target is con-
sidered as stationary; in hide model, the prediction at 
prior time is used instead of the measurement at poste-
rior time. Furthermore, filter model is consistent with 
the direction of tunnel. At any time, there are two CV 
models, one with higher process noise and the other  
with lower. Model set is constructed as follows: 
a) When the motion region of the target is visible 
and there are measurements, stop model is included in 
model set, and the actual measurements are used. 
b) When the motion region of the target is visible 
and there are no measurements, stop model is included 
in model set, and the prediction at prior time is used 
instead of the measurement at posterior time. 
c) When the motion region of the target is not visi-
ble and there are no measurements, hide model is in-
cluded in model set, and the prediction at prior time is 
used instead of the measurement at posterior time. 
Let m=0 denote stop model and m=1 denote hide 
model, and others denote CV model, then the likeli-
hood function of model is 
D ,0 ,1( ( ) | model )(1 )i m mP p k iΛ δ δ= − − +z  
D ,0 D ,1(1 ) (1 )m mP Pδ δ− + −          (43) 
where PD is detection probability and δ(·) Kronecker 
function.  
5. Simulation Results 
Assume there are three roads s1, s2 and s3 inter-
secting at junction J (10, 10) km. The angles between 
roads and Y direction are 0°, 45° and 90° respectively. 
There is a tunnel on road segment s2 from point A to 
point B, and the length is 400 m. Schematic diagram of 
simulation scenarios is given in Fig. 1. Sensor position 
is (0, 0, 8) km. Measurements of range, azimuth and 
range rate are received at a sampling rate of T = 5 s 
with standard deviations of 20 m, 0.5° and 2 m/s re-
spectively. Detection probability is PD=0.95, and 
minimum detection velocity of radar is 2 m/s. 
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Fig. 1  Schematic diagram of simulation scenarios. 
5.1. Simulation scenario 1 
A target moves at a speed of (0, 20) m/s from 
(8, 9) km off-road, arrives at (8, 10) km, turns right 
and enters road s3; moves along s3 to (9, 10) km, turns 
left and leaves the road. The velocity maintains at 
20 m/s.The tracking performances of EKF VS-IMM, 
UPF VS-IMM and MS-UPF VS- IMM are compared. 
The position and azimuth root mean square errors 
(RMSEs) are given in Fig. 2. Credibility of those esti-
mators is compared by average normalized estimation 
error squared (ANEES) [20] in Fig. 3. The ANEES is 
defined by 
s
T 1
1s
1 ˆ ˆANEES ( ) ( )
N
i i i i i
inN
−
=
= − −∑ x x P x x    (44) 
where ˆ( )i i−x x  and Pi are the state estimation error 
and covariance in the ith Monte Carlo run; n is dimen-
sion of the state, and Ns the total number of runs. If the 
estimation error and the covariance are compatible 
with each other, the ANEES will be close to 1, which 
means the estimator is credible. The comparison of 
performances of estimators is given in Table 1. Simu-
lation results show that: 
(1) In this simulation scenario, three estimators have 
approximate position tracking accuracy; when entering 
or leaving road, the tracking error will not become 
larger significantly. However, the azimuth RMSE of 
EKF VS-IMM reaches 0.011 1 rad, which is bigger 
than UPF VS-IMM and MS-UPF VS-IMM. 
(2) Peak and mean of ANEES obtained from MS- 
UPF VS-IMM are both close to 1, but these values 
obtained from EKF VS-IMM and UPF VS-IMM are 
far away from 1. This means that the state estimation 
error and covariance of MS-UPF VS-IMM are the 
most consistent, and the tracking results are the most 
credible. 
(3) According to the position and azimuth RMSE as 
well as ANEES, EKF VS-IMM has the worst tracking 
performance while MS-UPF VS-IMM has the best. 
Compared to EKF, UPF and MS-UPF can solve 
nonlinear tracking better. In MS-UPF, particles ob- 
 
Fig. 2  RMSE of position and azimuth in scenario 1. 
 
Fig. 3  ANEES in scenario 1. 
Table 1  Comparison of performances in scenario 1 
Peak of RMSE ANEES 
Algorithm 
Position/m Azimuth/rad Mean Peak
EKF VS-IMM 14.83 0.011 1 2.71 11.75
UPF VS-IMM 15.81 0.009 1 2.01 7.75
MS-UPF VS-IMM 15.39 0.008 3 1.10 3.14
 
tained from UPF are moved toward the maximal pos-
terior probability density through mean shift. New 
particle distribution is more approximate to the real 
state of the target. When the target enters or leaves the 
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road, state estimation approaches the real position of 
the target more quickly, thus the tracking accuracy is 
improved. 
5.2. Simulation scenario 2 
The target moves at a speed of (0, 20) m/s from (10, 
9) km on road s1, arrives at junction J, turns to road 
s2, and moves along the road s2 until the end of simu-
lation. Velocity maintains at 20 m/s. The tracking per-
formances of EKF VS-IMM, UPF VS-IMM and 
MS-UPF VS-IMM are compared. 
The position and azimuth RMSE are given in Fig. 4. 
Credibility of those estimators is compared by ANEES 
in Fig. 5. The comparison of performances of estima-
tors is given in Table 2. Simulation results show that 
(1) When the target is not near a junction, three 
estimators have approximate tracking accuracy, and all 
of them can track the target moving at constant veloc-
ity accurately. This means that the tracking perform-
ances of those three algorithms are approximate when 
the motion model of the target is linear. 
(2) When the target crosses a junction, peaks of po-
sition and azimuth RMSE obtained from MS-UPF 
VS-IMM are 16.9 m and 0.006 6 rad respectively, 
which are smaller than those obtained from EKF 
VS-IMM and UPF VS-IMM. For MS-UPF VS-IMM, 
the mean value of ANEES is 0.941 5, which is also 
closer to 1. This means that MS-UPF VS-IMM has 
better tracking performance. 
 
Fig. 4  RMSE of position and azimuth in scenario 2. 
 
Fig. 5  ANEES in scenario 2. 
Table 2  Comparison of performances in scenario 2 
Peak of RMSE ANEES 
Algorithm 
Position/m Azimuth/rad Mean Peak
EKF VS-IMM 25.10 0.007 5 0.809 1 5.78 
UPF VS-IMM 21.27 0.006 9 0.919 3 3.84 
MS-UPF VS-IMM 16.90 0.006 6 0.941 5 2.89 
5.3. Simulation scenario 3 
The target moves at a speed of 20 m/s from (12, 
12) km along road s2 for 80 s, slows down with accel-
eration −1 m/s2, stops for 30 s after the speed reaches 
0. Then it speeds up to 20 m/s with acceleration 1 m/s2, 
moves at speed of 20 m/s for 50 s to Entry A of tunnel. 
The velocity is constant when in tunnel. The target 
leaves the tunnel from Exit B. Using MS-UPF VS- 
IMM algorithm, the tacking performances with only 
stop model, as well as with both stop model and hide 
model are compared. In addition, fixed model (FM) 
algorithm is compared. 
The position and azimuth RMSE are given in Fig. 6. 
Credibility of those estimators is compared by ANEES 
in Fig. 7. The comparison of performances of estima-
tors is given in Table 3. Simulation results show that: 
(1) In fixed model algorithm, the tracking perform-
ance is very bad, and much worse than the algorithm 
proposed in this paper. When the target stops, peaks of 
position RMSE, azimuth RMSE and ANEES are 
397.3 m, 0.017 2 rad and 20.65 respectively. When the 
target passes through tunnel, peaks of position RMSE, 
azimuth RMSE and ANEES are 58.3 m, 0.012 2 rad 
and 10.51 respectively. This is because in VS-IMM 
with stop model and hide model, when the target stops, 
stop model is included in model set; when the target 
passes through tunnel, hide model is included in model 
set. Thus tracking can be maintained. Otherwise, road 
information is used in VS-IMM, by which the tracking 
performance, especially the tracking precision of azi-
muth, can be improved. 
(2) With only stop model, when the target stops, the 
tracking performance is satisfactory. However, if the  
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Fig. 6  RMSE of position and azimuth in scenario 3. 
 
Fig. 7  ANEES in scenario 3. 
Table 3  Comparison of performances in scenario 3 
Peak of RMSE 
(stop) 
Peak of RMSE 
(tunnel) 
Peak of 
ANEES
Algorithm 
Position 
/m 
Azimuth 
/rad 
Position 
/m 
Azimuth 
/rad Stop 
Tun-
nel
Mean of 
ANEES
FM 397.3 0.017 2 58.3 0.012 2 20.65 10.51 3.07 
Stop model 44.7 0.004 7 466.5 0.004 5 2.60 16.54 2.11 
Stop and  
hide model 47.9 0.004 0 31.1 0.004 3 2.61 1.34 0.92 
 
reason of no measurement is terrain, peaks of position 
RMSE and ANEES are 466.5 m and 16.54 respec-
tively, which are much bigger than VS-IMM with both 
stop model and hide model, even larger than fixed 
model algorithm. This is because that if the target en-
ters the tunnel, although there is no measurement, the 
speed of the target may be non-zero. At this time, stop 
model does not match real state of the target, which 
leads to large tracking error. The prediction at prior 
time is used instead of the measurement at posterior 
time in hide model, and the road model before entering 
tunnel is still adopted in tracking, so the track can be 
maintained. 
6. Conclusions 
A variable structure interacting multiple model with 
mean shift UPF used in ground moving target tracking 
is proposed in this paper. Particles obtained from UPF 
are moved towards the maximal posterior probability 
density through mean shift. Hide model is proposed in 
VS-IMM, where the methods of using road informa-
tion include prediction uncertainty region, state transi-
tion matrix correction and directional process noise. 
Carrying out three different simulation scenarios, con-
clusions can be drawn: 
(1) As the number of particles required in UPF is 
much less than conventional particle filter, only few 
particles are moved by mean shift, thus operational 
complexity can be reduced. Besides, new particle dis-
tribution is more approximate to the real state of the 
target. The effectiveness of particles is improved, so 
the tracking accuracy can be enhanced. When the tar-
get enters or leaves the road as well as crosses a junc-
tion, the state estimation can approach the real state of 
the target more quickly in MS-UPF VS-IMM, thus the 
tracking performance is better than EKF VS-IMM and 
UPF VS-IMM. 
(2) Hide model is proposed on the basis of stop 
model. The track can be maintained, when there is no 
measurement for a litter moment because the target is 
moving too slowly or obscured by terrain. Loss of 
track caused by the fact that the filter model does not 
match the real state will not appear. Compared to 
VS-IMM with only stop model or fixed model algo-
rithm, the tracking precision is significantly increased. 
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