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The research conducted for this thesis applies the ENVI-met v. 3.1 
microclimate model to a low-density neighbourhood in Singapore with two 
main objectives. First, ENVI-met’s applicability in a humid tropical urban 
environment is evaluated after careful representation of the site for model 
input, based on field observations. Micro- and bio-climatic evaluations are 
conducted using measured near-surface (2 m) air temperatures (Ta-2m) and 
mean radiant temperatures (MRT) at pedestrian height (1.1 m), respectively. 
Results indicate that ENVI-met simulates spatially-averaged Ta-2m better 
(RMSE: 0.52-0.89°C) during the wetter Northeast (NE) and Southwest (SW) 
monsoons, than during the dry Inter-monsoon conditions (RMSE: 1.11-
1.41°C). Despite the difference in model performance between periods, 
systematic errors dominate all the simulations. MRT evaluations indicate 
variable daytime model performance (RMSE: 6.44-14.02°C) where 
unsystematic errors dominate. Although nocturnal MRT is severely 
underestimated, the differences are consistent leading to smaller RMSE (4.29-
9.18°C), with larger systematic errors. The second objective is to assess how 
manipulating key urban design variables affects the micro- and bio-climate. 
These variables are split into three categories: (i) albedo, (ii) vegetation type 
and cover, and (iii) building heights. Simulations suggest that increasing roof 
albedo results in notable local-scale Ta-2m reductions but does little to 
ameliorate heat stress, while increasing wall albedo increases both Ta-2m and 
MRT, augmenting existing heat stress. The vegetation scenarios result in 
significant micro-scale but negligible local-scale thermal comfort changes. 
Finally, increasing building heights generally improves daytime thermal 
comfort through increased shading, although maximum heat stress increases at 
some locations, which predicted output reveals is partly attributable to reduced 
ventilation. 
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Chapter 1. Introduction 
1.1 The urban climate and the outdoor environment 
Urbanization radically alters the physical environment from its natural 
state, and has inadvertent albeit important environmental consequences. The 
aerodynamic, thermal, radiative and hydrological processes characteristic of 
natural environments are altered through modifications of surface 
morphology, introduction of artificial surfaces, reduction in vegetation cover 
and emission of urban pollutants (Oke, 1982). As a consequence, cities 
experience elevated temperatures and have a different thermal regime from 
surrounding rural areas. Known as the urban heat island (UHI), this is 
probably the most thoroughly studied feature of the urban climate since it was 
first observed in 1818 by Luke Howard in London (Howard, 1818). 
The increased warmth from urbanization may have desirable 
consequences for mid- or high-latitude cities, where it promotes less extreme 
winter temperatures and reduces the demand for indoor heating (Oke, 1988a). 
However, the opposite is true in the humid tropics where the UHI increases 
cooling loads in buildings, transferring the heat burden outdoors thereby 
further exacerbating the UHI. Increased urban warmth in a humid tropical 
climate is also likely to increase thermal discomfort, which may lead to heat 
stress related health concerns (Roth & Chow, 2012). Emmanuel (2010) argues 
that all aspects of urban climate change in the tropics have negative 
consequences, especially when coupled with the global warming trend.    
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Thermally uncomfortable outdoor environments negatively influence 
urban inhabitants' sense of well-being and their use of outdoor spaces (Givoni 
et al., 2003), which may have negative social and economic consequences 
(Chen & Ng, 2012). Apart from the increased cooling load, the attractiveness 
of commercial businesses that capitalize on the (semi-)outdoor environment 
(such as alfresco dining, outdoor recreational activities) also suffers if the 
outdoor environment is too thermally stressful (Johansson, 2006). Provision of 
thermally comfortable outdoor spaces improves the environmental quality of 
cities and the quality of life for urban residents (Aljawabra & Nikolopoulou, 
2010; Whitehead et al., 2006). Promoting outdoor thermal comfort may also 
indirectly encourage sustainable urban practices as it can enhance walkability 
between urban locations (Caprotti & Romanowicz, 2013). This potentially 
decreases reliance on motor vehicles, which in turn reduces urban pollutant 
emissions that affect the urban (and global) atmosphere. 
Promoting outdoor thermal comfort should be a key planning 
consideration in humid tropical cities like Singapore. Here, undesirable urban 
climate change may exacerbate existing uncomfortable thermal conditions. 
Due to concerted economic and population growth policies, Singapore’s 
population has been increasing steeply since the early 2000’s, which has led to 
further expansion of urban areas. By definition, 100% of Singapore's 
population is urban, and the outdoor urban environment constitutes a major 
part of Singaporean lifestyle. The Government of Singapore is aware of the 
concomitant needs of environmental management and economic (and urban) 
growth, and has the explicit goal of developing a “Sustainable Singapore” 
using efficient, clean and green methods (Ministry of the Environment and 
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Water Resources, 2014). In the context of Singapore’s rapid population 
expansion and its accompanied building density growth, the present study is 
interested in how further growth will affect the urban climate and thermal 
comfort conditions in Singapore. 
Urban climate and thermal comfort research carried out in Singapore 
may offer useful results and experience, where the ultimate goal is to reduce 
the detrimental impacts of urban climate change in humid tropical cities that 
are already “naturally oppressive” (Roth, 2007). In their review of existing 
UHI research in Singapore, Roth and Chow (2012) concluded that the body of 
UHI studies in Singapore may provide useful information for urban planning 
in other low-latitude hot and humid cities. Roth (2007) also highlights that 
many cities in developing countries within the (sub)tropics are experiencing 
accelerated urban growth (e.g. in Southeast Asia: Jakarta, Bangkok and 
Manila). Urban development in these cities is often at an early stage, which 
makes them well-positioned to incorporate climatological concerns in their 
urban planning policies (Roth, 2007).  
1.2 Study goals  
The present work aims to add to the existing body of UHI-related 
research within humid tropical climates by addressing two key issues. One, to 
quantify how further urbanization (i.e. denser urban morphologies) influences 
the microclimate and thermal comfort conditions in Singapore. Two, which is 
an applied biometeorological concern, seeks to quantify the effectiveness of 
common UHI mitigation strategies in ameliorating the ill effects of urban 
climate modifications.  
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The present study investigates how the micro-scale climate (one to 
hundreds of meters) and thermal comfort conditions in a low-rise residential 
neighbourhood in the humid tropical city of Singapore respond to urban 
design manipulation. The emphasis is on the microclimate and thermal 
comfort regime at street level (at heights of 2.0 m and 1.1 m, respectively), 
which is where urban residents experience the outdoor environment. 
Specifically, this study uses ENVI-met v. 3.1 (hereafter referred to as ENVI-
met), a three-dimensional (3D) microclimate model, as a tool to simulate the 
thermal climate within the selected study area.  
An important, but often, neglected part of modelling is the proper 
initialization and evaluation of models (Arnfield, 2003). Without proper model 
validation, the further application of models is questionable as there is no 
gauge on the reliability of model output and if it provides a reasonable guide 
to planning policy (Oreskes, 2003). The first objective of this study is thus to 
evaluate ENVI-met’s accuracy in predicting the temporal dynamics of 
microclimatic and biometeorological parameters in a low-density 
neighbourhood in humid tropical Singapore. As the model was first developed 
for temperate climates, default input parameters are not applicable to the study 
area. The study area is therefore carefully represented in ENVI-met using 
selected site-specific input data based on field measurements to reflect local 
characteristics.  
A total of eight simulations representing three periods with different 
prevailing conditions (Inter-monsoons, Northeast (NE) and Southwest (SW) 
monsoons) are used for model evaluations. The days selected for simulations 
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represent the clearest possible days during the study period. This allows the 
estimation of the most thermally uncomfortable days as heat stress is 
maximised with increased solar irradiance on clear days. Model output is 
evaluated against field measurements of air temperature (at 2m, Ta-2m) and 
mean radiant temperature (at 1.1m, MRT). The model evaluation exercise 
provides a means of estimating the level of confidence that should be placed in 
the application of model output.  
The second objective is to assess how further urban growth and the 
implementation of UHI-mitigation strategies affect temperatures and thermal 
comfort conditions in the study area. Following model evaluation, this 
objective is fulfilled using ENVI-met to model scenarios reflecting the key 
interests of this thesis. 15 different model scenarios were constructed by 
varying three urban design variables, which are namely (i) albedo, (ii) 
vegetation (height and density) and, (iii) building heights. The implications of 
these design scenarios are assessed based on differences in Ta-2m, MRT and 
physiologically equivalent temperatures (PET) in comparison to existing 
conditions.  
1.3 Organization of thesis 
There are a total of six chapters in this thesis including this 
introductory chapter. Chapter 2 summarizes literature on the physical factors 
influencing the urban climate and thermal comfort. It briefly reviews the 
microclimate models used in the present study and existing thermal comfort 
research conducted in the (sub)tropics and in Singapore. Chapter 3 introduces 
Singapore’s setting and climate, the field measurements and provides a 
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summary of the ENVI-met model. Chapter 4 presents the results from the 
model evaluations, comparing field measurements of Ta-2m and MRT against 
model output. Model performance is evaluated based on difference measures 
such as the root mean square error (RMSE) and index of agreement (d), which 
are discussed in greater detail in this chapter. Subsequently, PET is calculated 
at different points in the model to assess the spatial variability of outdoor 
thermal comfort at the study site. Chapter 5 presents and discusses the results 
of the 15 model scenarios constructed by varying urban design variables, in 
terms of their differences from current predicted conditions. Lastly, Chapter 6 
summarises the main findings from this study and provides suggestions for 
future directions.  
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Chapter 2. Literature review 
2.1 Urban climate scales 
As a discipline, urban climatology is interested in the interactions 
between human settlements and the atmosphere. More specifically, it is 
concerned with the impacts of the atmosphere on human activities and 
infrastructure, as well as the impacts of human activities and urban form on 
the climate (Oke, 2006). Due to differing controls and processes governing the 
urban climate at different scales, the long-term implications of urban climate 
modification on human thermal comfort also vary between scales. Three 
horizontal scales are of interest in urban climatology (Figure 2-1), which 
according to Oke (2006) are: 
 
Figure 2-1: Schematic of horizontal and vertical climatic scales applied in urban 




a) Micro-scale: Small-scale variability increases closer to the urban 
surface. Urban microclimate scales typically range from one to 
hundreds of metres, and refer to the climates of individual buildings, 
streets, trees, gardens, etc.  
b) Local scale: This scale is concerned with the climates of 
neighbourhoods that have similar surrounding urban forms. Horizontal 
scales typically extend from one to several kilometres.  
c) Meso-scale: This is a city-wide scale, and is typically tens of 
kilometres in extent. 
As the present study is interested in how modifications of individual 
urban design elements affect near-surface temperatures and thermal comfort 
conditions, it focuses on the climate within the urban canopy layer (UCL). The 
UCL is the layer between the ground surface and roof level (see Figure 2-1a), 
which is where most outdoor human activities are conducted, and is a function 
of both the micro- and local-scales as defined above (Oke, 1987; Oke, 1988b; 
Roth, 2013). The following section identifies selected features in urban areas 
and discusses how they alter local climates, which will in turn influence 
human comfort.  
2.2 Selected aspects of the built environment and their influence 
on microclimate and thermal comfort 
2.2.1 Canyon geometry and orientation 
The urban canyon is a simplified, basic geometric element that 
describes a street flanked by buildings on both sides, which collectively makes 
up an urban array (Nunez & Oke, 1977). In order to determine the extent to 
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which urban canyons affect the microclimate, it is useful characterizing urban 
canyons in quantifiable terms. Urban geometry describes the physical 
properties of the urban canyon and may be quantified in terms of aspect ratio 
(or height-to-width (H/W) ratio). This expresses the ratio of building heights 
(H) to the widths of intervening spaces (W) (Oke, 1981; Oke, 1982; Oke, 
1988a). Both longwave radiation loss and shortwave energy gains are 
dependent on exposure to the open sky (Oke, 1981). The sky view factor 
(SVF) is a measure of the openness of the sky to radiative exchanges at a 
particular location (Svensson, 2004), and describes the portion of the 
overlying hemisphere that is occupied by the sky (Johnson & Watson, 1984; 
Yamashita et al., 1986). The SVF is a dimensionless measure ranging from 0 
to 1, where 0 indicates complete obstruction of radiation exchanges while 1 
indicates no obstructions.  The concepts of aspect ratio and SVF are illustrated 
in Figure 2-2. 
 
Figure 2-2: Left: Schematic of an urban canyon with canyon height (H) and width (W) 
pointed out. Right: Diagram showing the hemispheric sky view of a high-rise 
neighbourhood in Singapore, generated with the RayMan model.  The sky view factor 
refers to the proportion of the overlying hemisphere that is occupied by the sky (shown 




Canyon orientation also strongly influences canyon microclimates, as 
it affects solar penetration to the canyon floor and affects the energy and 
radiative budget of canyon facets (Arnfield, 1990) Exposure and shading 
patterns directly impact canyon surface temperatures, which in turn influence 
MRT. Urban geometry and orientations have a well-demonstrated influence on 
the microclimate, as they act as physical controls to solar access and 
consequently radiative heat gains and losses, which ultimately influence heat 
gains to pedestrians in canyons (Oke, 1981; Oke, 1988a; Arnfield, 1990). 
They also play a role in influencing wind speed and direction, which may 
affect the human heat balance (discussed in Section 2.4.1). Sections 2.5.2 and 
2.5.3 provide more specific discussions quantifying their effects on thermal 
comfort.   
2.2.2 Surface materials 
Urban areas usually use darker, impervious construction materials and 
have less vegetation than natural environments, which alters the energy 
balance (Akbari et al., 2001). Natural surfaces like vegetation and bare soil are 
more pervious than urban materials and tend to hold more moisture 
(particularly in humid environments with abundant rainfall). Evaporative 
cooling is an important process in vegetated areas, where evapotranspiration 
dissipates heat through latent heat transfer (Oke, 1989). Replacing natural 
surfaces with impermeable surfaces restricts latent heat exchanges since there 
is less moisture availability and heat is chanelled into ground storage instead 
(Oke, 1987; Taha et al., 1991; Taha, 1997). In vegetated areas, trees are also 
capable of moderating radiative input as their canopies intercept short-wave 
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radiation leading to lower surface temperatures. Buildings may produce a 
similar shading effect although the urban materials are more likely to favour 
heat storage. The component materials of urban surfaces usually have lower 
albedos, meaning a greater quantity of shortwave radiation is absorbed by the 
materials. Furthermore, typical urban building materials, such as concrete and 
asphalt, have greater thermal conductivity (k) and heat capacity (C), allowing 
increased heat storage (Oke, 1982). Heat stored in the urban materials may be 
released at night as sensible heat, thereby increasing nocturnal air temperature 
(Ta).  
2.2.3 Anthropogenic causes 
Apart from all-wave radiation, anthropogenic heat is another source of 
energy input into the urban atmosphere. Anthropogenic heat flux (QF) sources 
include traffic, building energy use and human metabolism. Quah and Roth 
(2012) determined a maximum hourly QF of 113 Wm-2 for a commercial area 
in Singapore, while residential areas have much smaller QF values (low-rise: 
13 Wm-2; high-rise: 17 Wm-2). The lack of seasonality in humid tropical cities 
like Singapore also means that QF can remain high year-round due to space 
cooling demands (Quah & Roth, 2012). Urban pollution and humidity also 
have the combined effect of increasing long-wave radiation from the sky, 
thereby decreasing the net radiative drain from urban canyons (Estournel et 
al., 1983; Oke et al., 1991). 
2.3 Selected microclimate models 
Urban climate models provide an important means of assessing the 
feedback relationships between urban modifications and the climate, and vice 
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versa (Ching, 2013). Modelling the urban climate offers the flexibility of 
evaluating a wide range of urban configurations (Pearlmutter et al., 2007). The 
following section discusses the models used in the present study for 
microclimate and biometeorological predictions. 
ENVI-met 
ENVI-met is a three-dimensional (3D), grid-based computational fluid 
dynamics (CFD) model that simulates the micro-scale interactions between the 
atmosphere, urban surfaces and vegetation (Bruse & Fleer, 1998) The effects 
of small-scale urban design changes on the microclimate, which may have 
palpable consequences on how people experience their outdoor environment, 
may be analysed using ENVI-met (Bruse & Fleer, 1998). It calculates wind 
flow, Ta, humidity and radiation fluxes among numerous other variables, for a 
spatial continuum. The model also requires relatively few and easily measured 
inputs (initial Ta, relative humidity (RH) at 2 m above ground level, wind 
speed and direction etc.) but yields a large number of output variables 
including biometeorologically relevant parameters such as MRT. 
ENVI-met is a popular urban planning tool given its prognostic 
capabilities and the relative ease of operating it (i.e. users do not need prior 
programming skills). The model has been used for physical studies of the UHI 
structure (e.g. Chow et al., 2011) and numerical studies pertaining to the 
microclimate and outdoor thermal comfort (e.g. Ali-Toudert & Mayer, 2006; 
2007; Emmanuel et al., 2007; Yang et al., 2001; Chow & Brazel, 2012) 
Studies generally find a good agreement between predicted and observed Ta, 
although patterns of model error differ between studies (further discussed in 
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Chapter 4). While many studies have evaluated ENVI-met based on Ta, few 
published studies have verified ENVI-met's accuracy for MRT even when 
thermal comfort is an explicit interest (e.g. Emmanuel et al., 2007; Chow & 
Brazel, 2012).  The level of detail afforded by ENVI-met's high spatial and 
temporal resolution also means that model simulations are time-consuming, 
potentially spanning several days.  
RayMan 
RayMan v 1.2 is a radiation and biometeorological model, whose main 
output is the calculation of MRT (Matzarakis et al., 2010). The model also 
functions as a thermal comfort index calculator for indices like the predicted 
mean vote (PMV) and PET.  It requires relatively few meteorological inputs 
(e.g. Ta, cloud cover, humidity, global radiation, Bowen-ratio) for MRT 
estimations based on the total long and short-wave radiation fluxes in relation 
to the obstacles like buildings and vegetation (Matzarakis et al., 2010). MRT 
values calculated from RayMan are reported to have good agreement with 
measured values (Matzarakis et al., 2007). Unlike ENVI-met which uses a 
single value for initialization, RayMan calculates MRT for every instance of 
meteorological input. It thus requires detailed time-series data to represent the 
temporal evolution of ambient conditions.  In view of the present study's 
objectives, RayMan has a major limitation where output is only calculated for 
a single point at the centre of the modelled area rather than a spatial continuum 




2.3.1 Remarks about models 
Few models are able to model the microclimate at high spatial and 
temporal resolutions, while simultaneously providing relevant output for 
thermal comfort assessments. As such, ENVI-met is considered the most 
suitable model for this study. However, ENVI-met does not compute PET 
while Rayman allows its calculations with pre-computed MRT, u, RH and 
other geographical information. Hence, for the thermal comfort assessments, 
the present study uses ENVI-met’s output of the biometeorological parameters 
as input for RayMan’s PET computations. Further details on ENVI-met are 
provided in Chapter 3.  
2.4 Outdoor thermal comfort  
ASHRAE (1992)  defines thermal comfort as "that condition that (the 
mind) expresses satisfaction with the thermal environment", which highlights 
its psychological dimensions. Fanger (1970) offers a more physical definition 
and posits that comfort is reached when heat flows to and from the human 
body are at equilibrium. Six fundamental factors govern the human response 
to the thermal environment (Parsons, 2003). The first four comprise the 
thermal components of the physical environment: Ta, humidity, wind speed (u) 
and MRT (Kántor & Unger, 2011). These influence energy exchanges between 
the human body and its surrounding environment (Büttner, 1935, cited in 
Höppe, 1999), and are henceforth referred to as biometeorological parameters 
in the context of thermal comfort research. The last two are related to 
behavioural characteristics: metabolic heat production resulting from activity 
level, and clothing choices (Höppe, 1993). Both parameters are dependent on 
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personal choices and preferences, and hence are beyond the purview of the 
present study. However, the four biometeorological parameters are relevant 
from a climatological perspective as they are modifiable through urban design. 
Hence, only the four biometeorological parameters are treated in the following 
section.  
2.4.1 Biometeorological parameters affecting thermal comfort  
Before examining the influence of the biometeorological parameters 
governing human response to the physical environment, it is useful to first 
consider the types of energy exchanges between the human body and its 
environment. In terms of human heat exchanges, the role of conductive heat 
transfer is minimal. Convective and radiative fluxes are the main ways heat 
flows to and from the human body. The human heat balance model is useful 
for conceptualising these heat exchanges. It is expressed in Eq. 2-1, where all 
terms have units in Wm-2 and individual terms of the equation are described in 
Table 2-1 (Fanger, 1970; Höppe, 1993; Höppe, 1999).  
H + W + C + R + ED + Eres + Esw = S     (Eq. 2-1) 
Table 2-1: Explanation of terms in the human heat balance model 
Term Description Affected by 
H Internal heat production from metabolic activity N.A. 
W Physical work output N.A. 
C Convective heat flow from exposed skin Ta, u 
R Net radiation from exposed skin MRT 
ED Latent heat flow for imperceptible perspiration Humidity 
Eres Sum of heat flows for respiration Ta, Humidity 
Esw Heat flow due to evaporation of sweat from body Humidity, u 
S Storage (or outflow) of sensible heat in the body N.A. 
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The effects of the four biometeorological parameters on the above terms of the 
human heat balance model are further explained below: 
Air temperature (Ta) 
Ta is one of the most important parameters governing thermal comfort, 
and an inverse relationship with convective heat loss from the body, with 
convective heat loss decreasing as Ta increases (Parsons, 2003). If Ta is higher 
than the skin surface temperature, then the body will experience convective 
heat gain.  Heat is also transferred from the body to the external environment 
through the exhalation of warm air.   
Humidity 
When liquid sweat on the skin evaporates or moisture is diffused from 
the skin to the atmosphere, latent heat is transferred from the body to the 
environment and the body is cooled. Evaporative heat loss rates are dependent 
on the body-to-air vapour pressure gradient and air movement (Oke, 1987). 
When humidity rises, the air's evaporative capacity decreases. The body 
responds physiologically by spreading sweat across a larger surface area to 
maintain evaporation rates (Givoni, 1998). However, the cooling efficiency of 
sweat evaporation is dampened with decreased evaporation and increased skin 
wettedness. This results in humans experiencing warm, sticky and unpleasant 
sensations under humid conditions. This is further exacerbated in hot and 
humid environments (like Singapore) as sweat contains salt, which depresses 




Wind speed (u) 
Air movement is an important parameter that governs the human heat 
balance. Convective and evaporative heat loss rates increase with wind speed. 
In still conditions, the body warms air directly adjacent to the skin, developing 
a laminar boundary layer. This reduces temperature differences between the 
body and air, thus decreasing convective heat loss. Air movements dissipate 
this laminar boundary layer, reducing its insulation capacity and making the 
body-to-air vapour pressure gradient steeper (Oke, 1981). With greater 
ventilation, the layer next to the skin is constantly replaced by cool air that the 
body warms up resulting in more rapid heat loss. In warm and humid climates, 
higher u is favourable for channelling heat away from the body more rapidly. 
Mean radiant temperature (MRT) 
MRT is a way of conceptualising radiant heat exchanges between a 
person and the surrounding physical environment (Matzarakis et al., 2010). It 
is defined as the uniform blackbody temperature of an imaginary enclosed 
room, where radiant heat transfer between a person and the room is equivalent 
to the total radiant transfers in the actual non-uniform enclosure (ASHRAE, 
2001), and represents an area-weighted mean temperature of all surrounding 
objects (Emmanuel, 2005). In the outdoor context, there is no enclosure and 
the radiant heat exchanges occur with all surrounding surfaces in the 
heterogeneous environment (Kántor & Unger, 2011). Outdoors, the body 
receives radiation from multiple sources, such as from direct and diffuse short-
wave radiation, as well as long-wave radiation from building, vegetation and 




Figure 2-3: In the outdoor setting, a person is exposed to direct (S), diffuse (D), and 
reflected (R) shortwave radiation, as well as long-wave radiation from the sky (L↓), and 
long-wave irradiation from buildings walls (Lw) and street surfaces (Lst). Adapted from 
Johansson (2005). 
Radiant heat loss from the body decreases as MRT increases. If MRT is 
higher than the body temperature, as might be the case throughout the year in 
the warm humid tropics, then the body experiences net radiant heat gain. 
During periods of strong solar input, radiant heat gains can be the most 
significant source of heat input for the human energy balance (Matzarakis et 
al., 2010; Lindberg et al., 2008). Given the complexities of outdoor 
environments, MRT varies greatly through time and space, and is considered 
the most difficult biometeorological parameters to quantify. Kantor and Unger 
(2011) provide a review of the techniques available for quantifying MRT, 
which include using integral radiation measurements, globe thermometers and 




2.5 Thermal comfort indices  
Thermal comfort indices provide means of assessing the thermal 
environment, where two or more climatic variables are combined into a single 
index to gauge comfort levels. Over the last 150 years, more than 100 thermal 
comfort indices have been developed based on varied combinations of 
meteorological parameters (Jendritzky et al., 2002). However, these were 
mostly two-parameter indices (e.g. the eponymous temperature-humidity 
index, THI by Thorn, 1959) that largely neglected radiant heat exchanges and 
their thermophysiological impacts on humans (Jendritzky & Nübler, 1981; 
Jendritzky et al., 2002).  
More complex indices based on the human heat balance model have 
since been developed to account for complexities in thermal exchanges 
between the human body and its surrounding environment. The most widely 
used indices in recent outdoor thermal comfort research include the predicted 
mean vote (PMV) and the physiologically equivalent temperature (PET). Both 
are two-node1 indices based on the human heat balance model, and allow 
evaluation of thermal environments in thermophysiologically relevant ways 
(Mayer & Matzarakis, 1998; Matzarakis et al., 1999). PMV (synonymous with 
the predictive Thermal Sensation Vote, TSV) predicts how a large sample of 
human beings will assess the thermal environment given a combination of 
biometeorological parameters, activity and clothing levels (Mayer & 
Matzarakis, 1998). Although PMV has been successfully applied widely, 
                                               
1 The two nodes refer to the way the human body is compartmentalized in these 
human heat balance models: one node refers to the body’s internal core where the core 
temperature must be maintained ~36.8°C for survival, while the other node is the outer shell 
of peripheral tissue (e.g. skin) where temperatures may fluctuate more widely for 
thermoregulation (de Dear, 1989). 
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Mayer and Höppe (1987) argue that its scale (Table 2-2) is unintuitive for 
urban planners who are unfamiliar with thermophysiology. Hence, PET was 
developed as a metric with universally recognizable attributes (i.e. units in °C) 
to describe thermal environments (Mayer & Höppe, 1987). 
Table 2-2: Grades of thermal stress and perception in relation to predicted mean vote 
(PMV) and physiologically equivalent temperature (PET). Source: Matzarakis et al., 
1999. 
PMV PET (°C) Thermal perception Thermal grade of physiological stress 
  




Cold Strong cold stress 
–2.5 8 
Cool Moderate cold stress 
–1.5 13 
Slightly cool Slight cold stress 
–0.5 18 
Comfortable No thermal stress 
0.5 23 
Slightly warm Slight heat stress 
1.5 29 
  




Hot  Strong heat stress 
3.5 41 
  Very hot Extreme heat stress 
 PET is based on transferring the actual outdoor thermal conditions to a 
fictive indoor environment for which the same thermal sensation is achieved 
(Mayer & Höppe, 1987). PET is defined as the air temperature for which the 
human energy balance within indoor conditions is maintained with core and 
skin temperatures equal to the actual conditions being assessed outdoors 
(Höppe, 1993; Mayer & Matzarakis, 1998). In light of the similarities between 
PMV and PET, Matzarakis and Mayer (1996; cited in Matzarakis, et al., 1999) 
related the ranges of PET and PMV using a linear regression between the two 
indices in an investigation conducted in Greece (Table 2-2). PET has since 
been widely applied in large number of studies, some of which are discussed 
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in Section 2.6. One of the disadvantages of PET and PMV is that they are 
steady-state models that do not account for acclimatization and individual 
weather preferences and perceptions (Chen & Ng, 2012). 
The constraints of existing thermal comfort indices, such as the 
restricted validity of the indices to limited ranges of environmental conditions, 
led to the development of the universal thermal comfort index (UTCI) to 
address all aspects of thermal stress and discomfort (Weihs et al., 2012). 
Similar to PET, the UTCI is expressed as an equivalent ambient temperature 
of a reference environment that provides the same physiological response of a 
reference person as the actual environment (Blazejcyzk et al., 2012). However, 
the UTCI is based on an advanced multi-node2 thermophysiological model that 
has shown to accurately reproduce the dynamic thermal responses in humans 
over a wide range of thermal conditions (Jendritzky et al., 2012). 
Despite the advantages of the UTCI, the existing microclimate models 
capable of simulating biometeorological parameters have not integrated such 
advanced multi-node models and do not yet have the capability to evaluate the 
complex human thermoregulatory responses. Hence, the present study is 
unable to utilize the UTCI. All things considered, PET remains one of the 
most robust and universally understandable indices since it accounts for the 
different types of human heat exchanges as well as the human body’s 
thermoregulatory processes (Höppe, 1999). Furthermore, Blazejcyzk et al. 
(2012) also demonstrated that PET showed good concordance (r2 = 0.964) 
                                               
2 The multi-node physiological model incorporated in the UTCI compartmentalizes 
the body into multiple segments, and consists of 12 body elements that comprise 187 tissue 
nodes. It is thus far more robust than the two-node model, such that environmental heat losses 




with the UTCI. Given these considerations and the fact that PET has been 
widely applied in outdoor comfort research, the present study also uses PET 
for thermal comfort assessments. 
2.6 Outdoor thermal comfort studies 
There is an imperative to incorporate thermal comfort considerations in 
urban climate research, especially in applied climatology, in order to be 
relevant to policymakers and urban planners (Jendritzky & Nübler, 1981; 
Pearlmutter et al., 1999; Roth, 2007). This section reviews the state of existing 
outdoor thermal comfort research, and groups them into three main categories. 
The first category involves using questionnaire surveys to assess perceived 
comfort levels under various meteorological conditions, while the other two 
categories explicitly link thermal comfort with the built form. The following 
review only covers published peer-reviewed studies from 1971 onwards.  
2.6.1 Questionnaire surveys evaluating thermal perception 
The studies in this section typically employed a mixed method where 
they conducted questionnaires surveying participants' perceived comfort levels 
and personal details (e.g. clothing, level of activity), and complemented the 
data with biometeorological measurements to calculate thermal comfort 
indices (e.g. Spagnolo & de Dear, 2003; Cheng et al., 2010; Ng & Cheng, 
2012; Makaremi et al., 2012; Yang et al., 2013). In general, these studies are 
more interested in the way people experience the thermal environment given a 
combination of environmental parameters, rather than how characteristics of 
the built environment influence thermal comfort. Table 2-3 summarises the 
major topics in a selection of these studies, which were conducted in either 
23 
 
hot, humid summer conditions or in humid tropical climates from 2003 
onwards.  
Table 2-3: Summary of key themes in questionnaire-survey studies from 2003 onwards 
for hot and humid environments 
Theme and studies Key findings (studies) 
Methodological comparison 
between objective thermal 
comfort indices and 
subjective thermal comfort 
votes 
 
Results from thermal comfort indices may not 
correspond to perceived thermal comfort. Those 
living in the (sub)tropics acclimatize and have 
higher heat thresholds than people in temperate 
regions. Thermal perception also depends on socio-
cultural backgrounds (Spagnolo & de Dear, 2003 
in Sydney Australia; Lin, 2009 in Taichung, 
Taiwan; Ng & Cheng, 2012 in Hong Kong, S.A.R.; 
Makaremi et al., 2012 in Kuala Lumpur, 
Malaysia). 
Pedestrian comfort sensation 
at systematically 
differentiated outdoor urban 
settings 
 
u and incoming solar radiation (K ↓) are significant 
in influencing thermal comfort. In Hong Kong, 
increasing u from 0.3 to 1.0 ms-1 feels equivalent to 
a 2°C decrease in Ta; while increasing solar 
radiation intensity from 136 to 300 Wm-2 is 
equivalent to increasing Ta by 2.4°C (Cheng et al., 
2010 in Hong Kong, S.A.R.). 
Differences between indoor 
and outdoor comfort 
perceptions 
 
Spagnolo and de Dear (2003) found that for 
Sydney, indoor comfort limits are not transferrable 
outdoors as the people had wider ranges of 
'acceptable temperatures' for the outdoors 
(Spagnolo & de Dear, 2003). Similarly, in 
Singapore, outdoor preferred temperatures were 
higher (26.5°C) than indoors (25.3-25.7°C), 
highlighting the expectation for the outdoors to be 
hotter (Yang et al., 2013). 
Develop predictive models of 
thermal sensation (TS) based 
on measured meteorological 
parameters and surveyed 
thermal sensation votes 
 
For Hong Kong during hot and humid summers,  
TS = (0.1895*Ta ) - (0.7754*v) + (0.0028*K↓) + 
(0.1953*ρv) - 8.23, where ρv = absolute humidity 
and TS votes (McIntyre, 1976) operate on a scale 
from -3 (uncomfortably cold) to 3 (hot), and 0 
represents neutral conditions (Cheng et al., 2010). 
 
Results from these studies are typically highly localised and applicable 
only where they were conducted (Spagnolo & de Dear, 2003). They are meant 
to be comprehensive representations of how residents of a particular city 
experience the thermal environment due to the combined effect of the urban 
climate and their personal experiences and backgrounds. This underscores the 
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subjectivity of how people experience thermal comfort. While these studies 
typically conduct surveys in a variety of outdoor settings, they generally do 
not make distinction between the urban morphological characteristics at their 
sampled sites. Distinctions, if made, are vague which limits comparability 
between studies, e.g. Makaremi et al. (2012) describes sampled sites without 
quantifying surface cover or urban geometric properties. However, Cheng et 
al. (2010) compared perceived thermal comfort levels under different artificial 
set-ups, where solar and wind exposure were varied through the use of large 
umbrella shades and wind blockades (Figure 2-4). 
 
Figure 2-4: The four different scenarios used for surveying thermal comfort sensation in 
the Cheng et al. (2010) Hong Kong study. Setting 1 represents shading with wind 
exposure, setting 2 represents solar exposure with wind blockage, setting 3 represents 
shading with wind blockage and setting 4 represents "true" pedestrian exposure, 
without any shading or wind blocking devices.  
The above-cited studies are not an exhaustive selection of survey-
related thermal comfort studies. However, they serve to elucidate the kind of 
research been done in hot and humid environments. There remains a 
knowledge gap where people's experiences in systematically differentiated 
outdoor urban environments have yet to be verified. Although this is not 
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addressed in the present study, it may be useful for this research gap to be 
taken into consideration for future research. 
2.6.2 Existing intra-urban differences 
This section focuses on research that measured intra-urban variations 
in ambient temperatures and biometeorological parameters and how these 
variations were related to the built form ( 
Table 2-4). Several studies in the 1970s and 1980s sought to quantify 
the influence of the urban form on thermal comfort (Clarke & Bach, 1971; 
Morgan & Baskett, 1974; Jendritzky & Nübler, 1981; Mayer & Höppe, 1987). 
However, site classification was usually vague without distinct quantifiable 
characteristics (e.g. Clarke and Bach, 1971: urban vs. suburban sites). In 
addition, the studies listed in  
Table 2-4 from 1987 and before were all conducted in temperate cities. 
Research in hot (both dry and humid) climates only emerged much later (e.g. 
with Pearlmutter et al.'s study in Dimona, Israel in 1999). Nonetheless, the 
earlier research highlighted the importance of including radiant heat in thermal 
comfort assessments, which provided important basis for advances in the field. 
 Clarke and Bach (1971) compared thermal comfort over vegetated and 
paved surfaces in both urban and suburban environs. They used five thermal 
comfort indices: (i) effective temperature (ET), (ii) corrected effective 
temperature (CET), which accounts for ventilation effects, (iii) corrected 
effective globe temperature (CEGT) to account for radiant heat, (iv) wet-bulb 
globe temperature (WBGT) and, (v) the discomfort index, which is 
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synonymous with the THI. They found that generally, the vegetated surfaces 
had more favourable thermal comfort condition than the paved surfaces. They  
 
Table 2-4: Summary of the types of urban morphologies and thermal comfort 
parameters and indices used in key studies examining intra-urban thermal comfort 
differences. Thermal comfort indices incorporating the radiant heat component are 
noted with an asterisk (*). Studies conducted in the humid tropics are underlined. See 
text for more details. 





Urban morphological variable 
Clarke & Bach (1971) 
in Cincinnati, Ohio 
ET, CET, CEGT*, 
WBGT*, THI  
Surface cover (vegetated vs. 
concrete) and land use type (urban 
vs. suburban) 
Morgan & Baskett 
(1974) in Sacramento, 
California 
PMV* Land use categories (split into nine 
classes: e.g. low-density 
residential, open asphalt, central 
business district, etc) 
Jendritzky & Nübler 
(1981) in Freiburg, 
Germany 
PMV*  Land use categories (e.g. urban 
suburban, open rural, forest) 
Mayer & Höppe 




Canyon wall solar exposure (to 
North/South), geometry and 
vegetation cover  
Pearlmutter et al. 




Canyon orientation (E-W vs. N-S) 
Ali-Toudert et al. 
(2005) in Beni-
Isguen, Algeria 
PET* Canyon geometry (H/W ratio: 0.1-
7.5; SVF: 0.03-0.67) and 
orientation (46-166° rotated from 
North) 
Pearlmutter et al. 




Canyon geometry (H/W ratio: 
0.33-2.0) and orientation (N-S, E-
W, NE-SW, NW-SE) 
Johansson & 
Emmanuel (2006) in 
Colombo, Sri Lanka 
MRT* and PET* Canyon geometry (H/W ratio: 0.1-
1.2; SVF: 0.31-0.75) and 
orientation (E-W, ENE-WSW, 
NNE-SSW, NNW-SSE) 
Kakon et al. (2009) in 
Dhaka, Bangladesh 
THI Canyon geometry (H/W ratio: 
0.47-1.88; SVF: 0.126-0.512) and 
orientation (NW-SE, NE-SW) 
Wong and Jusuf 
(2010) in Singapore 
MRT* and PET* Vegetation type (shade trees vs. 
palm trees) 
Yahia & Johansson 
(2013) in Damascus, 
Syria 
PET* Canyon geometry (H/W ratio: 0.3-




a Based on the human heat balance model and directly quantifies heat gains or losses 
from body, units in Wm-2 
also reported that ceteris paribus, thermal comfort indices using (CEGT and 
WBGT) globe temperature measurements showed that the urban site displayed 
more comfortable conditions than the suburban site (Error! Not a valid 
bookmark self-reference.). Meanwhile, indices accounting for only Ta and 
humidity showed less favourable afternoon conditions in the urban site. 
Table 2-5: Average daytime and evening values for the five thermal comfort indices in 
the four environments studied in Clarke and Bach (1971). Indices that incorporate globe 




Afternoon (14:00-15:30 hrs) Evening (20:30-22:00 hrs) 
Urban Suburban Urban Suburban 
Paved Grass Paved Grass Paved Grass Paved Grass 
ET  25.6 24.8 24.9 24.6 23.7 23.6 20.5 20.4 
CET  24.8 23.7 24.5 23.8 23.2 23.1 20.3 19.9 
CEGT  28.6* 26.3^ 29.6 28.0^ 23.6 23.2 19.9 18.9 
WBGT  26.2* 24.4^ 26.9* 25.3^ 22.4 22.2 19.4 19.3 
THI  25.6 24.7 24.8 24.3 23.7 23.6 20.8 19.4 
* Urban paved site has lower values than suburban paved site 
^ Urban grass site has lower values than suburban grass site 
Clarke and Bach (1971) attribute the results to the indices’ sensitivity 
to radiant heat. Urban sites are better shaded by taller buildings, which the 
WBGT and CEGT are sensitive to, whilst the simpler indices are insensitive to 
radiant exchanges. Clearly, this shows that thermal comfort index choices 
have implications on assessing comfort levels. This finding was confirmed in 
Jendritzky and Nübler's (1981) study ten years later, where they calculated and 
mapped PMV for the whole city of Freiburg, Germany. Jendritzky and Nübler 
(1981) found that spatial distributions of early morning positive PMV 
coincided with the heat island. In contrast, midday positive PMV was 
incongruous with Ta distribution and were more strongly associated to radiant 
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heat exposure. This suggests that Ta alone is inadequate as a thermal comfort 
indicator. 
Little work on was done intra-urban thermal comfort differences in the 
1990s although there was renewed interest in the mid-2000s with some focus 
on the humid tropics (Johansson & Emmanuel, 2006; Kakon et al., 2009). 
From  
Table 2-4, it is clear that more recent work describe urban sites with 
greater sophistication, using quantitative descriptors such as aspect ratios, 
SVFs and land cover proportions. These studies also use thermal comfort 
indices or indicators (PET, MRT) that incorporate the radiant heat component.  
General results of the recent studies report that sites with denser urban 
morphology observe favourable daytime conditions, where shading from 
buildings reduces MRT by up to 30°C (Johansson & Emmanuel, 2006). In 
Damascus, maximum PET (PETmax) was lower in canyons with high H/W 
ratios (2.95) than at open sites (H/W: 0.31) (Yahia & Johansson, 2013). Ali-
Toudert et al. (2005) also measured extremely high maximum MRT (MRTmax: 
74°C) and PETmax (55°C) at open sites (SVF: 0.45-0.67) in Beni-Isguen, 
Algeria. Similarly, in Dhaka, Bangladesh, a highly stressful THImax (35.3°C) 
was found at the most open site (SVF: 0.512), while the lowest THI was found 
at the site with the lowest SVF. Street orientation is also important, especially 
for low latitude cities where solar exposure is high all year round. Pearlmutter 
et al. (1999) found that pedestrians in E-W canyons are exposed to >60 Wm-2 
more heat gains than those in N-S canyons during summertime in Dimona, 
Israel. Ali-Toudert et al. (2005) had a similar finding where N-S canyons 
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experience the lowest MRT due to shading from lateral fluxes during low sun 
altitudes, while NE-SW canyons experience worse thermal comfort conditions 
than NW-SE canyons. 
The studies reviewed in this section demonstrate how urban design 
variables (e.g. canyon geometry and orientation, surface cover) may 
significantly influence thermal comfort.  The findings from these studies are 
further confirmed by numerical studies, which are discussed in the following 
section. 
2.6.3 Numerical experiments 
This section focuses on studies using models to simulate the impacts of 
projected urban morphological change on the microclimate and thermal 
comfort in comparison to existing conditions. Table 2-6 lists notable works in 
this field. Apart from Burt et al. (1982) who used the Man-Model (MANMO) 
physical-physiological model, all other studies in this section used ENVI-met 
for their analyses.  
Burt et al. (1982) provide one of the earliest of such studies examining 
how various urban morphologies affect the human energy balance. Although 
simulations were run for fictive cities at 10, 34 and 50°N, meteorological input 
for all three latitudes were identical. They reported that for all latitudes, 
increased shading in high-density configurations led to decreased radiant heat 
although convective heat loss was also reduced. Surface temperatures were 
~16°C lower in high-density compared to low-density configurations. 
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Replacing street pavements with parks yielded a 29% decrease in midday QH, 
while QE and QH were of similar magnitudes. 
Table 2-6: Selected numerical studies that examine the influence of urban design 
variables on thermal comfort. Studies conducted in the humid tropics are underlined, 
while studies that conducted model validation exercises are marked with an asterisk (*). 
Refer to text for more details on results. 
Reference;  
study site(s) 











Burt et al. 
(1982); generic 
latitudes at 10, 
34, 50°N 
























 -   MRT 
Spangenberg et 
al. (2008); São 
Paulo, Brazil 
- -  - PET 
Kakon et al. 
(2009); Dakar, 
Bangladesh 
  - - THI 
Fahmy et al. 
(2010);  Cairo, 
Egypt 
 -  - PMV 
Yang et al. 
(2011)*; 
Shanghai, China 
- -   PET 
Chow & Brazel 
(2012)*; 
Phoenix, Az 
- -  - MRT 
a variation in vegetation may be in the form either vegetation type (grass vs. shade trees, etc), 
foliage density or vegetation density (i.e. areal coverage)  
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bvariation in surface materials include changing areal coverage, or properties like albedo, 
permeability and other thermal characteristics 
Following Burt et al.'s (1982) studies, few studies systematically 
modelled the impacts of urban morphology on thermal comfort until the mid-
2000s. However, with high-speed computing becoming widely accessible and 
affordable, it is now much cheaper and less computationally-intensive to run 
complex numerical models. The recent studies (Table 2-6) used ENVI-met to 
assess the impacts of varying the following: canyon geometry and orientation; 
vegetation density, type or height; area of urban surfaces; and characteristics 
of urban materials such as albedo, thermal properties, permeability, etc. In 
general, the conclusions from works cited in this section are similar to findings 
from the previous section, where higher aspect ratios promote favourable 
pedestrian comfort conditions in the day. For instance, Ali-Toudert and Mayer 
(2006) found that regardless of canyon orientation, wide streets (H/W: 0.5) 
exhibited highly stressful conditions in the day. Emmanuel et al. (2007) also 
found that PET is 10°C lower in the highest density scenarios (H/W=3.0) as 
compared to less dense configurations (H/W=1.0-1.8). 
As for the impacts of canyon orientation, Emmanuel et al. (2007) 
found that N-S canyons have lower PET values than E-W canyons. In contrast 
to their earlier study, Ali-Toudert and Mayer (2006) found that increasing 
aspect ratio creates more favourable thermal comfort conditions in NE-SW 
and NW-SE canyons than an N-S canyon due to longer shading durations, 
while E-W canyons remain equally uncomfortable. Ali-Toudert and Mayer 
(2007) also simulated the impacts of overhanging facades (e.g. balconies and 
awnings) and found that PETmax decreases by about 4°C with their use. These 
overhanging features are most efficient for N-S and NW-SE streets.  
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Vegetation is also another commonly varied parameter. Chow and 
Brazel (2012) examined the impacts of using mesic (water-intensive, non-
native) and xeric (native) vegetation for landscaping in two neighbourhoods in 
Phoenix, Arizona. Increasing xeric vegetation in neighbourhoods that already 
plant them yields slightly lower MRTmax (decrease from ~92 to 90°C), while 
replacing existing mesic with xeric vegetation led to significant MRTmax 
increases (from ~82 to 95°C). Although mesic vegetation produces more 
comfortable conditions, it places a strain on water resources in a desert-city 
like Phoenix highlighting the complexities of environmental issues and the 
need to balance concomitant concerns. Predicted MRT in Chow and Brazel's 
(2012) is very high (MRTmax > 90°C), exceeding values found in other studies 
for arid regions (e.g. MRTmax in Ali-Toudert et al., 2005 was < 80°C), however 
MRT was not validated for their study. Emmanuel et al. (2007) found 
introducing 10 m tall trees at 20 m intervals within a street canyon had little 
impact on Ta, a similar finding to Yang et al. (2011). They suggest that this 
could be because they had introduced too little trees, and that the trees might 
also have prevented outgoing long-wave radiation. Despite the negligible 
effects on Ta, Yang et al. (2011) note more favourable thermal comfort 
conditions over grass surfaces and under trees where MRT (PET) decreased 
significantly by 12-24°C (2-12°C) and 11-47°C (5-20°C), respectively.  
While all of the above studies simulate thermal comfort conditions, 
none of them have evaluated the models for their biometeorological output.  In 
their review of MRT research, Kántor & Unger (2011) posit due to 
methodological difficulties and costs of physical measurements, researchers 
turn to modelling MRT instead. However, users risk the misguided application 
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of model output without first validating the model’s accuracy in predicting 
MRT.  
2.6.4 Summary of outdoor thermal comfort research 
Existing research points to the general benefits of a compact urban form 
and increased vegetation cover to improve thermal comfort. Models provide a 
means to evaluate how modifying the urban form impacts the urban climate 
and are useful tools for informing climate-sensitive design. However, the 
simulations conducted in Section 2.6.3 are typically run for "typical summer 
days" (e.g. Ali-Toudert & Mayer, 2006; or "worst periods" (e.g. Emmanuel et 
al., 2007) and extreme heat events (e.g. Chow and Brazel, 2012). They are 
seldom evaluated for more than one or two days typifying those conditions, 
giving no insight on ENVI-met’s ability to simulate temporal dynamics across 
different times of the year. The lack of MRT evaluations is also an important 
gap in modelling work. The present study addresses these two gaps by running 
and evaluating ENVI-met simulations (Ta and MRT) for several clear days 
across three different seasons in Singapore.   
2.7 Outdoor thermal comfort research in Singapore 
Singapore has a fairly long history of urban climate research beginning 
in the 1960s, with Nieuwolt (1966) publishing the earliest known study. Since 
then, several studies have examined the spatial (Singapore Meteorological 
Services, 1986; Nichol, 1996a; Nichol, 1996b; Goh & Chang, 1999; Wong & 
Yu, 2005) and temporal (Chow & Roth, 2006) characteristics of the UHI in 
Singapore. Although numerous studies have quantified the impacts of urban 
form on the thermal environment, much of the focus has been on local-scale 
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air temperature regimes. Local-scale air temperature variability says little 
about the impacts on human thermal comfort, which can vary substantially at 
the micro-scale (Ali-Toudert et al., 2005). This review mainly focuses on 
outdoor thermal comfort research as Roth and Chow (2012) already provide a 
comprehensive review of past UHI research. While a number of 
biometeorological studies have been conducted in Singapore, the focus has 
largely been on indoor climates (Ellis, 1953; Webb, 1959; de Dear et al., 1991; 
Wong et al., 2002a). To date, only a small number of studies have paid 
attention to outdoor thermal comfort.  
de Dear (1989) provides one of the earliest studies examining the 
diurnal and seasonal variations in thermal comfort in Singapore. To evaluate 
seasonality in thermal comfort conditions, he calculated the hourly standard 
effective temperature (SET) for a hypothetical person standing in an open field 
using year-long meteorological data (Ta, RH, u at 1.5 m a.g.l., MRT) from 
1988. There were considerable seasonal fluctuations in thermal comfort, 
where the NE monsoons (in particular December) were the most comfortable 
period with 65.4-73.4% of the hourly SET values within the comfortable range 
(17.5-30.3°C). In comparison, April and May were the most uncomfortable 
months, where only 51.7-52.4% of hourly SET registered as comfortable. The 
significant SET fluctuations between seasons in de Dear’s (1989) study 
provide evidence that the range of bioclimatic conditions in the humid tropics 
is wider than suggested by the uniformity of year-round Ta. 
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Wong and Jusuf (2010) were the first to quantify intra-urban outdoor thermal comfort 
variability using thermophysiologically relevant biometeorological parameters ( 
Table 2-4). Using field measurements and RayMan for 
biometeorological calculations, they compared MRT and PET between two 
NW-SE urban canyons on a university campus. They deliberately chose 
canyons lined with different types of vegetation (mature shade trees vs. palm 
trees) to study the effects of greening, although it should be noted that the 
canyons had slightly different aspect ratios (1.3 and 1.7). They report that 
solar radiation receipt and MRT were respectively 150 Wm-2 and 14°C lower 
under shade trees than palm trees. Although higher humidity was associated 
with greater vegetation cover (shade trees), they report that the shade trees led 
to lower PET for most of the day. This suggests that the radiant relief is 
sufficient in offsetting the increased humidity. However, it is possible that 
their results might be confounded by the slight difference in the canyons’ 
aspect ratios. Nonetheless, their study shows that vegetation types play a role 
in influencing thermal comfort.  
Tan et al. (2013) modelled their methodological study based on 
Thorsson et al.'s (2007) calibration of 40 mm grey globe temperatures against 
integral radiation measurements. They calibrated and validated similar globe 
thermometers in a tropical context by defining a mean convection coefficient 
for Singapore’s climate. They also measured MRT across various land use 
categories (e.g. next to large water bodies, high-density commercial buildings, 
urban park, high-density residential buildings). They found positive 
correlations between SVF and MRT (r2 = 0.61 and 0.32), and that MRT 
measured in parks is considerably lower (max: ~53°) as compared to in the 
central business district (max: ~67°C). However, issues with calibration 
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accuracy (discussed in greater detail in Section 3.4.2.) limit the usefulness of 
Tan et al.’s (2013) study. 
Yang et al. (2013) provide the first extensive study evaluating 
perceptions of outdoor thermal comfort in Singapore with the objectives of 
comparing outdoor and indoor thermal preferences, and to assess how thermal 
adaptation influences thermal sensation. They administered 2036 surveys 
across 13 different outdoor locations supplemented with biometeorological 
measurements over a 9 month period.  They reported an acceptable operative 
temperature range of 26.3-31.7°C, as well as preferred and neutral 
temperatures of 26.5°C and 28.7°C, respectively. Unfortunately, they don’t 
provide metadata of their study sites, thus limiting inference on how the built 
environment affects outdoor thermal comfort. They also primarily focused on 
Ta and did not comment on how variations in meteorological conditions (such 
as humidity or wind speed) affected thermal perceptions.  
Clearly, existing thermal comfort research in Singapore is limited and 
there is room for more detailed analyses of outdoor comfort variability across 
different urban morphological configurations. While studies have examined 
the effectiveness of common UHI mitigation strategies such as implementing 
rooftop gardens (Wong et al., 2002b; Wong et al., 2003), these have largely 
focused on Ta. If amelioration of urban heat stress is one of the goals of UHI 
mitigation strategies, then thermal comfort parameters should be incorporated 
into their assessments. Examining the influence of changing urban 
morphological characteristics (such as canyon geometry) on existing comfort 







Chapter 3. Study area and methods 
3.1 Research approach 
Both microclimate simulations and field observations are integral 
components in fulfilling the main objectives of this thesis. On-site field 
measurements are conducted within the selected study area to obtain 
representative input parameters. The field measurements are also used to 
evaluate ENVI-met’s accuracy in reproducing the temporal dynamics of 
selected microclimatic and biometeorological parameters. This chapter first 
introduces background information about Singapore and the selected study 
area, before discussing the simulation methods and field observations.  
3.2 Background of Singapore 
3.2.1 Climatology 
Singapore is located between 1°09 N to 1°29 N, and 103°36 E to 
104°25 E, lying just south of Peninsular Malaysia. Owing to its geographical 
proximity to the equator, Singapore is classified as a tropical rainforest climate 
(Köppen classification, Af), which is characterized by uniformly high 
temperatures (annual mean: 27.5°C) and abundant rainfall (~2200 mm year-1). 
Daily mean Ta is high throughout the year with little month-to-month 
variation, ranging from 26.5 to 28.3°C (Figure 3-1). Diurnal temperature 
ranges are also comparatively small (~6.7°C) throughout the year. 
There are distinct seasonal patterns in average monthly surface wind 
directions due to the influence of the monsoons. Winds are predominantly 






Figure 3-1: Mean monthly variability of (top) air temperature, (middle) rainfall and 
(bottom) wind speed based on data from Changi Meteorological Station (WSSS) from 
1982 to 2008.  White boxes in the top panel indicate average daily temperature ranges 
denoted by maximum and minimum temperatures while black horizontal lines within 
boxes indicate daily mean temperatures. Average monthly wind direction is given in 




from the SW during the SW-monsoons between June and September (Table 
3-1). During the Inter-monsoon seasons, surface winds are light with variable 
directions, possibly influenced by land and sea breezes and interactions with 
the urban morphology. Mean monthly surface wind speeds are low (~2 ms-1), 
although they are slightly higher during both monsoon seasons, especially 
during the NE-monsoons (Figure 3-1).  
Table 3-1: Average monthly wind direction in Singapore, and the monsoon and inter-
monsoon periods associated with each month. Source:  Meteorological Services Division, 
Singapore, 2009. 
Month Wind Direction Season 
Jan N/NE NE-monsoon 
Feb N/NE NE-monsoon 
Mar N/NE NE-monsoon 
Apr Variable Inter-monsoon 
May  S/SE Inter-monsoon 
Jun  S/SE Inter-monsoon 
Jul S/SE SW-monsoon 
Aug S/SE SW-monsoon 
Sep S/SE SW-monsoon 
Oct Variable Inter-monsoon 
Nov Variable Inter-monsoon 
Dec N/NE NE-monsoon 
Precipitation peaks between November and January during the NE-
monsoons (>250 mm month-1), and is lower than average (~150 mm month-1) 
from June to September during the SW-monsoons. Despite the seasonality in 
peak rainfalls, mean monthly rainfall is consistently high throughout the year 
with a minimum of ~100 mm in February. RH typically ranges from highs of 
~90% in the early mornings and decreases to lows of ~55-60% in mid-
afternoon throughout the year. It is also not uncommon for RH to reach 100% 
during prolonged heavy rainfall (National Environment Agency, 2014). 
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Synoptic weather conditions vary little across the island due to 
Singapore's small size and lack of topography. However, heterogeneities in the 
urban landscape (e.g. downtown central business district vs. residential 
neighbourhoods) give rise to local and micro-scale differences in the 
temperature and moisture regime (Chow & Roth, 2006). The combination of 
high Ta and RH, as well as low surface wind speeds has important 
consequences for thermal comfort in the tropics which is likely made worse by 
the UHI given Singapore's extensive urbanization. 
3.2.2 Urbanization in Singapore 
With its small size of 715 km2 (including offshore islands) and a 
growing population, Singapore has a population density of more than 7422 
persons km-1, making it one of the most densely populated cities in the world 
(Department of Statistics, 2013). Population grew steadily from the 1960s to 
about 2003, but has been undergoing steep increases since 2005 due to an 
aggressive population growth policy (Figure 3-2). Between 2003 and June 
2012, the population grew from 4.1 to 5.31 million (Department of Statistics, 
Singapore, 2013). As a corollary of its population growth, Singapore 
underwent rapid but purposeful urbanization with built-up area doubling 
between 1965 and 2000 and only small pockets of forested land remain 
(Figure 3-3).  
Much of Singapore’s urban growth is associated with high-rise 
residential estates (Housing Development Board, HDB) to accommodate high 
population densities. However, existing low-rise residential neighbourhoods 






Figure 3-2: Population growth in Singapore since 1960. Note that the slight decline in 
population in 2003 is likely due to a change in the definition of residential status, where 
Singapore residents who had been away for more than five years were no longer 
included in the count for total population. Source: Department of Statistics, 2013. 
 
 
Figure 3-3: Map of Singapore showing the historical extent of urban expansion from 
1819 to 2008. Source: Roth & Chow, 2012. 
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private developers are acquiring individual land lots and aggregating them for 
the construction of taller condominiums. This is are partly due to the rapid 
population growth in the last decade and increased demand for private 
properties (Department of Statistics, 2013).The trend towards more high-rise 
residential dwellings (both HDBs and condominiums) points to a further 
densification in the urban morphology, which might have impacts on the urban 
climate. Furthermore, the Government of Singapore recently released a 
population white paper, projecting Singapore's population to grow further to 
approximately 6.9 million in 2030 (National Population and Talent Division, 
2013). As Singapore is confined by its geographical boundaries as an island, 
this projected growth suggests that population and building density can only 
increase. 
Despite its extensive urbanization, Singapore has always emphasised a 
green image to “mitigate against (sic) the effects of dense urban living” 
(National Parks Board, 2012). The Singapore government hopes to achieve its 
vision as a “City in a Garden” through concerted urban greening policies to 
increase vegetation cover in Singapore (Geh, 2010). In a joint report, the 
Ministry of Environment and Water Resources, and Ministry of National 
Development (2014) estimated that green-cover constitutes 47% of land cover 
in Singapore (Figure 3-4). Singapore's seemingly contradictory aims of 
increasing green-cover while simultaneously promoting urban expansion will 
have implications on the urban climate and thermal comfort conditions. The 
present study evaluates these implications in a low-density neighbourhood that 




Figure 3-4: Satellite image showing extent of green cover (shown in green) in Singapore 
in 2007. Source: Ministry of the Environment and Water Resources and the Ministry of 
National Development (2009). 
3.3 Study area 
The study area is a low-density residential neighbourhood in Telok 
Kurau (TK) located about 3 km north of Singapore's south-eastern coastline. 
An approximately 23 ha (548 x 428 m) area within TK was selected as the 
model domain for ENVI-met simulations (Figure 3-5). The study area is 
characterized by low-rise buildings, where mean (zmean), median (zmedian), and 
maximum (zmax) building heights are 10.6 ± 4.7, 9 and 25 m respectively. 
Buildings in the study area are a mixture of semi-detached houses (duplexes), 
terrace houses (rows of houses divided by common walls) and individual 
bungalows, interspersed by several taller (five to six storey) condominiums. In 
urban climatological classifications, TK corresponds to Stewart and Oke's 





Figure 3-5: (Top) Map of Singapore denoting locations of TK and Changi 
Airport, where secondary data was obtained from, (middle) digitized map indicating 
study area’s land cover characteristics, and sensor locations. The main street (Telok 
Kurau Road) is also labelled on the map (bottom) satellite image of the study area used 
for map digitization. Both the map and the satellite image have been rotated 11.5° 
clockwise. Source: Google Earth©, 2009. 
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Although TK is not representative of the more common high-rise HDB 
neighbourhoods in Singapore, the area is undergoing rapid transformation 
where new condominium developments are replacing the individual low-rise 
houses. Within the study area, there are at least five relatively new 
condominiums and construction of a new development (denoted as gravel in 
Figure 3-5) was underway even during the study period. Studying such a 
neighbourhood will be helpful in evaluating the impacts of urban densification 
in Singapore.  
A land-cover map of the study area was created by digitizing a Google 
Earth© satellite image in Quantum GIS version 1.8.0 'Lisboa' (Figure 3-5). 
New developments have taken place since the Google Earth image was taken 
(2009), hence cross-referencing with the latest urban planning maps 
(Onemap.sg) was necessary. Field measurements were carried out within the 
study area (discussed in Section 3.6), and sensor locations are denoted in 
Figure 3-5. Impervious surfaces dominate with buildings covering ~40.5% of 
the area, followed by pavements (~36%) and roads (~9%). Vegetation (both 
grass and trees) comprise ~14% of the area's land use, with other uses (water 
bodies and gravel) constituting only about 1%.  
The main street (Telok Kurau Road, labelled in Figure 3-5) in the study 
area has a NW-SE orientation, and runs along the western edge of the model 
domain. Secondary streets (e.g. locations of R4 and R6) connected to the main 
street have an ENE-WSW orientation. Tertiary streets perpendicular to the 
secondary streets are typically cul-de-sacs leading to residential homes (e.g. 
R5 and R7), and have similar orientations as the main street (NW-SE). Both 
the main and secondary streets are lined with shade trees at regular intervals, 
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while individual houses usually have small gardens planted with turf grass, 
shrubs and small trees. There are several recreational grass fields with a 
combined size of ~1.2 ha. The study area is also adjacent to a small 
recreational park (~1.8 ha) in the NE-corner of the study area and slightly 
more than half of it is included in the model domain (~1.1 ha). 
3.4 Field measurements  
 As mentioned, the field measurements serve the dual purposes of 
providing input data for the simulations and to evaluate ENVI-met. Table 3-2 
lists the measured parameters and indicates their roles in either the simulations 
or the evaluation. Measurements were conducted during two periods: (i) 
September 2012 to February 2013 and (ii) June to September 2013. The 
measurements span an Inter-monsoon (Sept-Nov 2012), the NE-monsoons 
(Dec-Feb 2013) and the SW-monsoons (June-Aug 2013). 
Table 3-2: Variables measured in the field campaigns and their respective uses. The 
measured biometeorological parameters (*) are not directly used for model evaluation 
but for computing observed MRT at R1, which are then compared to model output. 






Air temperature at 2 m (°C)   - 
Relative humidity at 2 m (%)  - - 
Soil temperature at 8, 35 and 
65 cm (°C) 
 - - 
Soil volumetric content at 8 
and 65 cm (m3m-3) 
 - - 
Air temperature at 1.1 m* (°C) -  - 
Wind speed at 1.1 m* (ms-1) -  - 
Globe temperature* (°C) -  - 
All-wave radiation (Wm-2) - -  
Rainfall (mm) - -  
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A main observation site was set up at R1, which is located in the NW 
corner of the model domain, to measure all the soil, meteorological and 
biometeorological parameters. R1 lies within a semi-enclosed, grass-covered 
courtyard bounded by buildings to its north, south and west (Table 3-3). It was 
chosen as the main site as it is located within a secure compound where 
pedestrian interference with the instrumentation may be minimized. This was 
an important consideration for the biometeorological parameters, which need 
to be measured at 1.1 m above ground level (a.g.l.) and would easily be within 
pedestrians’ reach. Further description of R1 is given in Table 3-3. 
Supplementary rainfall and all-wave radiation data were measured 
approximately 100 m southeast of R1 (Figure 3-5) at an existing flux tower (z: 
21 m). Six other sites (denoted by R2-R7 in Figure 3-5) were also selected for 
Ta-2m and RH measurements.  
The seven locations chosen for Ta-2m and RH measurements reflect a 
mixture of morphological characteristics (Table 3-3). Although aspect ratios 
are generally low (0.21-0.63) within the study area, the chosen sites reflect a 
mix of canyons and land use types. For instance, R2 is bounded by terraced 
houses of similar heights on either side of the canyon; R4 is an asymmetric 
canyon with condominiums on one side and short houses on the other; R3 is 
located in a park. The sites also reflect the main street orientations in the study 
area, with two sites (R5, R7) representing NW-SE orientations, and three sites 
(R2, R4, R6) representing ENE-WSW orientations.  
Table 3-4 documents all measured variables and their corresponding 
instrumentation. All measurements were sampled every 10 seconds and 
averaged for 10 minute logging intervals, and logged in local time 
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(UTC+8:00). As local time in Singapore does not reflect solar time, the data 
were later adjusted to local apparent time (LAT) by simply subtracting one 
hour from local time. All field data and model evaluations are presented in 
LAT, which is UTC+7:00. Discussions of specific soil, biometeorological and 
meteorological measurements are provided in the following sections. 
Table 3-3: Characteristics of the seven locations (R1 to R7) chosen for air temperature 
and relative humidity measurements. Sky view factor (SVF) at 2.0 m is calculated by 
ENVI-met for each location based on the area input file where 3D building geometry has 
been specified. Note that the low SVF at R3 is due to overlying vegetation cover. Aspect 
ratio refers to the height-to-width ratio of urban canyons. Canyon geometric properties 
are not applicable to R3 since it is located in the park. zh and ztree refer to building and 
average tree heights, respectively. 





R1 0.84 0.28 Not canyon, 
but has an 
ENE-WSW 
long-axis. 
Courtyard with grass cover, 
approximately ~0.21 ha in size; 
bounded by taller buildings (zh = 9-
13 m) to the north and south and 
short (zh = 4 m) buildings to the east 
and west.   
R2 0.65 0.53 ENE-WSW Street canyon with terraced houses 
(zh = 7-9 m). 
R3 0.06  N.A. N.A. Recreational park, shaded by the 
tree canopies (ztree= 7-10 m).  
R4 0.61 0.63 ENE-WSW Asymmetric street canyon with 
taller condominiums (zh = 11-18 m) 
on the north side and combination 
of short houses and condominiums 
(zh = 7-9 m and 17-20 m) on the 
south side of the street. 
R5 0.66 0.46 NNW-SSE Cul-de-sac street with a mixture 
bungalows on both sides of the 
street (zh = 7-14 m). 
R6 0.79 0.21 ENE-WSW Secondary street with terraced 
houses (zh = 9-14 m) terraced 
houses on the north side; small 
condominium (zh = ~11m) on south 
side and an empty lot (~0.21 ha) 
undergoing construction for a new 
condominium project.  
R7 0.66 0.58 NNW-SSE Cul-de-sac street with short 
terraced houses (zh = 7 m) lining 




Table 3-4: Instrumentation and accuracy for variables measured at respective sensor 
locations 
Location Sensor Variable Accuracy 
R1 Vaisala 
HMP45C 
Air temperature and 
relative humidity at 
1.1 m and 2.0 m (Ta-
1.1m, Ta-2m, RH)   
±0.2-0.3 °C (Ta) 
±2% (0-90% RH) 




Wind speed and 
direction at 1.1 m (u 
and DIR) 
±0.12 ms-1 for <10.1 
ms-1 (wind speed) 
±4° (wind direction) 
R1 Omron E-52 
PT1 (in grey 40 
mm sphere) 




content at 8 cm (θ8cm) 
±3% VWC typical 




content and soil 
temperature at 65 cm 
(θ 65cm and Ts-65cm) 
±3% VWC typical 




Soil temperature at 8 
and 35 cm (Ts-8cm and 
Ts-35cm) 
± 0.3°C (Ta) 




Air temperature and 
relative humidity at 
2.0 m (Ta-2m, RH) 
±0.21°C from 0° to 
50°C (Ta) 
±2.5% (10- 90% 









outgoing short and 
long-wave radiation 
fluxes (K↓, K↑, L↓, L↑) 





rain gauge RG3 
Rainfall ±1.0% 












3.4.1 Soil measurements 
ENVI-met requires soil temperature (Ts) and relative soil humidity 
(RSH) inputs for three layers: an upper (0-20 cm), middle (20-50 cm) and 
lower layers (>50 cm). Depths of 8, 35 and 65 cm were selected to represent 
the three respective layers, and the soil sensors were installed at these depths. 
In late August 2012, an 80 cm deep pit was excavated in the grass field at the 
main observation site (R1). The soil sensors were installed along the pit profile 
as indicated in Figure 3-6, with examples of the soil sensors shown in Figure 
3-7. During excavation, it was found that the soil types were non-uniform 
across the upper, middle and lower layers and were loam, clayey loam and 
sandy loam, respectively (Figure 3-6). A special “TK” profile was created in 
the ENVI-met soil profile database to reflect each layer’s soil properties. 
 
Figure 3-6: Schematic depicting the soil composition along its profile, and depths at 
which soil variables (temperature, Ts and volumetric water content, θ) were measured. 
The scientific instruments (Campbell Scientific TCAV, CS615 and CS650 sensors) used 




Figure 3-7: Examples of soil sensors installed. Left: A CS-615 soil moisture sensor 
installed at 8 cm depth. Right: One of a pair of TCAV temperature probes installed at 8 
cm depth. 
 Ts was measured at all three levels and volumetric water content (θ) 
only in the upper and lower layers due to the unavailability of a third sensor. θ 
for the middle layer is approximated using a linear interpolation between the 
two layers. As ENVI-met only requires a single diurnal average value for 
model initialization (discussed further in Section 3.6), a simple interpolated 
value for the middle layer is considered adequate. Campbell Scientific CS615 
and CS650 sensors were used to measure θ8cm and θ65cm, respectively with the 
CS650 also measuring TS-65cm. Soil RSH is subsequently derived from θ 
measurements, where the model developers define RSH as the measured 
volumetric water content (θ) as a function of the particular soil’s field capacity 
value (Bruse, pers. comm.). This gives the RSH the following expression, 




	× 100%  (Eq. 3-1) 
Campbell Scientific TCAV soil temperature sensors were also installed 
at 8 cm and 35 cm depths. Each set of TCAV sensors comprises a pair of 
53 
 
temperature probes that are installed approximately 1 m apart, horizontally. 
Each reading was an average of the two probes' measurements. Grass was 
allowed to completely re-grow over the disturbed backfilled soil before the 
measurements were considered valid (beginning from mid-September 2012).  
3.4.2 Measurements for mean radiant temperature (MRT) 
A tripod was also installed in the middle of the grass field ~4 m away 
from the soil sensors to measure the variables relevant to MRT. For evaluating 
thermal comfort at pedestrian level, air temperature (Ta-1.1m), globe 
temperature (Tg) and wind speed (u1.1m) were measured at a height of 1.1 m, 
which corresponds to the average height of a grown adult's centre of gravity 
(Thorsson et al., 2007). ASHRAE (1997) provides the following equation for 
calculating MRT: 
    =      + 	273.15 
 
+  
1.1 × 10  ×   . 
  ×   . 




where 1.1 x 108 x v0.6 = mean convection coefficient (m.c.c.) (ms-1), ε = globe 
emissivity and D = globe diameter (m). 
The globe thermometer design for this study was modelled after 
Thorsson et al. (2007) who validated a fast-response (5 mins) globe 
thermometer for the outdoor environment. Thorsson et al.’s (2007) globe 
thermometer comprised a PT100 sensor inserted into a hollow 38 mm acrylic 
ping pong ball. However, ping pong balls of that diameter are no longer 
available so the present study used a 40 mm diameter ping pong ball instead. 
A PT100 sensor (Omron E-52) was inserted into the hollow of the sphere, 
which was coated with a flat grey paint (Nippon Pylox 45 Grey). The globe 
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thermometer was installed on a tripod, along with an Ta and RH sensor 
(Campbell Scientific HMP45C), and a wind speed and direction sensor 
(Campbell Scientific Met One 0-34B) as shown in Figure 3-8. The sensors 
were located within 2.0 m from each other. 
 
Figure 3-8: Instruments on the main tripod at R1, used for biometeorological 
measurements. Top left: Grey globe thermometer. Top right: Campbell Scientific Met 
One 034B. Botton left: Campbell Scientific HMP45C with radiation shield installed on 
the tripod at 1.1 m. Bottom right: Tripod set up, with an additional Campbell Scientific 
HMP45 (circled in red) for measuring air temperature at 2.0 m (Ta-2m). 
Thorsson et al. (2007) calibrated the 38 mm globe thermometers 
against three-dimensional integral radiation measurements using net 
radiometers in an open square in Goteborg, Sweden. The objective of the 
calibration3 was to attain an m.c.c. appropriate for globe thermometers of this 
                                                
3 In their calibrations, Thorsson et al (2007) systematically adjusted the m.c.c. in Eq. 
3-2 until there was zero difference between the MRT obtained from the globe thermometer and 




particular size (previously globe thermometers were larger), material and 
colour. They reported an m.c.c. of 1.335 × 108 · u0.71 (ms-1). It is worth noting 
here that Thorsson et al. (2007) made a typographical mistake in their 
definition of D, which was given in millimetres instead of metres as per 
ASHRAE’s (1997) formula (Thorsson, pers. comm). The empirical results 
from their study were unaffected by the mistake in the paper. Application of 
the MRT formula provided in their study should use the corrected definition of 
D in metres instead. 
Tan et al. (2013) recently conducted a study in Singapore based on 
Thorsson et al. (2007) where they calibrated several 40 mm grey globe 
thermometers in a tropical environment. They reported an m.c.c. of 3.42 x 109 
x u0.119 (ms-1).  However, substituting the m.c.c. in Eq. 3-2 with the one from 
Tan et al. yields unrealistic results4 (MRT > 200°C), which might be because 
they used the incorrect definition of D (in mm) from Thorsson et al.’s (2007) 
paper. The calibration coefficient given in Thorsson et al. (2007) is therefore 
used in the present study. 
3.4.3 Air temperature and relative humidity measurements 
A Campbell Scientific HMP45C was used for Ta-2m measurements at 
R1, and mounted on the tripod at 2.0 m (Figure 3-8). Onset HOBO U23-Pro 
v2 sensors were used at R2-R7. All seven sensors were housed in their 
                                               
4 Even though Tan et al. (2013) report realistic MRT values (30-60°C), this is because 
Tan et al.’s (2013) m.c.c. is greater than ASHRAE’s (1997), by a factor of ~3.1 x 10^2. Used 
in conjunction with the wrongly defined D (which makes the denominator of the second term 
in Eq. 3-2 about 15 times larger than it should be), the calculated MRT values may appear to 
be within realistic ranges. If Tan et al.’s (2013) m.c.c were substituted into Eq. 3-2 alongside 
their observed Ta-1.1m, Tg and u, rather than Thorsson et al.’s (2007) erroneous equation, their 
reported MRT values would have been in similar unrealistic ranges found in the present study.  
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radiation shields. All HOBO units were mounted on lampposts at heights of 2 
m above ground (Figure 3-9). Measurements for R2 to R7 commenced on 
September 10, 2012, and data were available thereafter. The sensor at R1 was 
installed later and data were only available from November 26, 2012.  
Inter-sensor comparisons were conducted for Ta and RH against a 
reference sensor (Onset HOBO U23 Pro v2) after the observation period. The 
sensors were mounted on the tripod at R1 for comparisons, with 5 minute 
logging intervals for seven days. Agreement was very good for Ta with 
differences of <0.2°C. For RH, R1 differs significantly from the other sensors, 
recording consistently lower values (~14%). This is probably because a 
Vaisala HMP45C was used at R1, while the other sensors were Onset HOBO 
types. Ta and RH adjustments were made to the individual sensors, based on 
mean differences from the reference sensor, during post-processing as shown 
in Table 3-5. RH measurements were only used for deriving the average RH 
used for model initialization, and not used thereafter as the present study 
mainly focuses on the Ta-2m and MRT variations and deals minimally with 
humidity.  
Table 3-5: Corrections applied to the Vaisala HMP45C (R1) and Onset HOBO (R2-R7) 
sensors based on inter-sensor comparisons 
Sensor Ta Adjustment (°C) RH adjustment (%) 
R1 +0.1 +14 
R2 -0.13 0 
R3 -0.06 -2 
R4 -0.13 -0.5 
R5 -0.06 +0.5 
R6 +0.13 -0.5 





Figure 3-9: Urban canyons where R2 to R7 were located, showing ONSET HOBO U23 




3.5 Background of ENVI-met 
ENVI-met v 3.1 was chosen as the model for the present study. It 
simulates the dynamics of the urban microclimate based on atmospheric 
physics, thermodynamics and heat transfer principles (Bruse and Fleer, 1998; 
Bruse, 2004a). 3D wind flow is calculated using the incompressible, non-
hydrostatic Navier-Stokes equations with the Bousinessq approximation. 
Turbulence exchange processes between vegetation, buildings and surfaces are 
resolved with the 1.5 order closure model based on k-epsilon equations. 
Potential temperature and specific humidity distributions are calculated using 
advection-diffusion equations and are modified by sources and sinks of heat 
and moisture within the model. Detailed accounts of the equations governing 
the model are provided in Bruse and Fleer (1998).  
ENVI-met consists of a main 3D atmospheric model that resolves for 
atmospheric processes up to its vertical boundary (h), which has to be at least 
twice the height of the tallest building modelled (zmax). The 3D model is nested 
within a one-dimensional (1D) atmospheric model that extends to the upper 
boundary (H) at 2500 m above the surface which provides the vertical profile 
for the inflow boundary conditions (Figure 3-10). An additional 1D soil model 
extending 2 m below the surface is coupled with the main 3D model to 
account for heat exchange and vapour fluxes, with the surface soil 
temperatures providing boundary values to the thermodynamic system. Soil 
temperature and moisture distributions are calculated based on vertical 




Figure 3-10: Simplified schematic showing the overall ENVI-met layout (modified after 
Ali-Toudert, 2005).   
Vegetation is treated as a vertical 1D column stretched to fit the grid 
cell based on leaf area density (LAD) profiles. The vegetation model interacts 
with the other modules in ENVI-met by modifying: (i) soil moisture due to 
root water uptake, (ii) radiation receipt, (iii) evapotranspiration, and (iv) 
pollutant concentration (where applicable). Users may create site-specific 
vegetation databases to represent local vegetation (Section 3.6.2) if LAD and 
root area density profiles of the desired plants are known.  
ENVI-met uses a grid-cell structure, with a maximum grid size of 250 
x 250 x 30 cells.  Horizontal resolution can range from 0.5 m to 10 m, which 
makes the model suitable for micro-scale to local scale analyses. Users may 
choose between (a) an equidistant (schematic given in Figure 3-11) or (b) a 
telescoping grid for the vertical resolution. In (a), the first cell closest to the 
surface is split into five equally spaced sub-sections with height equivalent to 
0.2Δz, where z = specified grid cell height. Above this, Δz is constant for the 
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rest of model height. In (b), the grid size expands with height, according to a 
user-specified extension (or telescoping) factor. The model requires h to be at 
least 2zmax and a maximum of 30 z-grid cells can be used. Thus, (b) is usually 
more appropriate for modelling skyscrapers in city centres where an 
equidistant grid may not be enough to satisfy the 2zmax requirement. 
A limitation of ENVI-met is that the model's inflow conditions are 
only given by the initial conditions (e.g. soil moisture, soil temperature) 
defined in the configuration file. These are single static values representing 
time and spatial averages meaning that changes in real-time ambient 
conditions cannot be accounted for in the model output, and specific weather 
conditions such as rainfall events cannot be modelled. The lack of heat storage 
within buildings is one of ENVI-met’s greatest drawbacks, which several 
studies have found leads to inaccurate predictions of nighttime temperatures 
 
Figure 3-11: Schematic of equidistant vertical grid in ENVI-met with a grid size of 4 m, 
which are the configurations used in the present study. The first cell (i.e. the first 4 m) is split 
into five equally spaced sub-sections, with a height of 0.8 m each. The centre point of each 
grid cell is also denoted. 
61 
 
(Emmanuel et al., 2007; Chow & Brazel, 2012). This is further discussed in 
Chapter 4.  
Additionally, ENVI-met also does not have an anthropogenic heat 
module, which can be a major source of energy input in areas with high urban 
metabolism (e.g. city centres). However, an earlier study by Quah and Roth 
(2012) found mean hourly QF values ranging from approximately 7-14 Wm-2 
at the same study site in TK. This suggests that at least for TK, QF is not an 
important heat source. Nonetheless, ENVI-met users should be cognizant of 
this model limitation if they are modelling areas like city centres, e.g. in 
Singapore’s commercial district (Orchard Road) mean hourly QF can exceed 
110 Wm-2 (Quah & Roth, 2012). 
3.6 Model configuration 
3.6.1 Basic configurations 
An area input (.in) file mapping the building layouts and heights, 
vegetation and surface materials was created (Figure 3-12), based on the map 
in Figure 3-5. Field reconnaissance was done to determine tree and building 
heights (zh) using a laser range finder (TruPulse 200; Laser Tech Inc.). A 4 x 4 
x 4 m grid cell size was selected to model the experimental domain, resulting 
in a total of 138 x 107 x 15 cells to represent the 548 x 428 x 60 m3 modelling 
domain. Due to the grid-cell model structure, a step-like artefact may be 
produced when representing buildings or streets that are not approximately N-
S or E-W in orientation. To reduce this error, ENVI-met provides the option of 
rotating the model domain. As the streets in TK have an approximately NNW-
SSE and NNE-SSW orientations, the model area was rotated 11.5° clockwise 
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so that street and buildings are better aligned with the regular x- and y-grid 
directions. Soil profiles have to be specified for every grid cell. Four nesting 
grids were used to reduce edge effects at the domain boundaries and improve 
numerical stability. 
 
Figure 3-12: ENVI-met area input file used for simulations. Grey blocks are buildings, 
with white numbers indicating building heights. Vegetation is in green, while receptors 
(R1-R7) are denoted. 
ENVI-met offers the option of using "receptors" to record the temporal 
evolution of output parameters at selected grid cells. At every receptor, time-
series output data is logged for all heights represented in the vertical grid. 
Seven points corresponding to the locations of R1 to R7 were selected as 
"receptors" for analysis of spatial variability across the model domain (Figure 
3-12). This study used the equidistant vertical grid as building heights in the 
model domain are low and the criteria for h ≥ 2zmax is easily fulfilled (h = 60 
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m, 2zmax = 50 m). Model output is provided for the centre of each grid cell in 
ENVI-met’s map creation software (LEONARDO) and in the receptor output 
files. The vertical resolution of 4.0 m is thus appropriate for extracting output 
to compare with field measurements conducted at heights of 2.0 and 1.1 m, 
which correspond to the second and third sub-grid cell, respectively (as shown 
in Figure 3-11). 
ENVI-met simulations are typically run for 24 to 48 hours, with time 
steps ranging from 1 to 10 seconds. Dynamic time steps are used to ensure 
numerical stability at high solar elevation angles, α, with smaller time steps 
necessary at midday when atmospheric turbulence peaks. The present study 
applied time steps of 5 s in the early morning and evenings (α < 40°), 2 s for 
the mid-morning and afternoons (40° < α <50°) and 1 s for timings close to 
midday (α > 50°). Model initialization should start before sunrise so that 
increased turbulence associated with high sun elevations will not interfere with 
model stability. The model takes about six hours to "spin up" before it is stable 
enough to provide output without influence from the initial conditions. For the 
present study, all simulations are run for a total of 30 hours starting at 0400 hrs 
on the first simulation day to 1000 hrs the next day. After removing the spin-
up period, 24 hours of useable data were left. 
Geographic information, such as reference longitudes and the study 
area’s time zone, are also necessary inputs. The present study uses a reference 
longitude of 105° E and UTC+7:00, which is a more accurate representation of 
actual solar time for Singapore's geographic location. 
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3.6.2 Local vegetation database 
The vegetation in Singapore is vastly different from the default 
temperate vegetation included in the ENVI-met plant database. A vegetation 
database was therefore developed for Singapore to represent local tree 
characteristics such as root area density (RAD) and normalized LAD. A wide 
variety of street trees are used in Singapore for both aesthetic and practical 
purposes (e.g. providing shade to pedestrians) to ameliorate the undesirable 
consequences of urbanization (Auger, 2013). Table 3-6 lists the 15 most 
common woody tree species in TK, representing ~88% of species in the study 
area. Taller shade trees with greater spatial canopy coverage (e.g. Samanea 
saman and Swietenia macrophylla) line the main streets while smaller trees 
(e.g. Xanthostemon chrysanthus) line the secondary streets. The park in the 
NE corner of the model domain comprises a mixture of lawn grass, short trees 
(e.g. Plumeria ruberia) and taller trees such as the yellow flame tree 
(Peltophorum pterocarpum). 
The purpose of this study is not to assess the influence of specific 
species, but rather how changing the general characteristics (e.g. height) of 
existing vegetation in TK impacts the microclimate. Hence, average 
representations of the main tree types will suffice for this purpose and only 
three generic categories of trees are designed based on the common trees in 
the study area. The categories are based on height where short trees (ST) are 
less than 5.0 m height, medium height trees (MT) are between 5.0-7.0m, and 
tall trees (TT) are taller than 7.0 m. 
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Table 3-6: Tree species, common name, distribution, average height (ztree-avg) and average 
leaf area density (LAI) from NParks database (Tan & Angelia, 2010) of trees in model 
domain for three height categories used in ENVI-met.  
Tree species Common name % cover ztree-avg (m) 
LAI 
(m2m-2) 
Short trees (TS): ztree-avg < 5.0 m 
Plumeria series Frangipani 4.99 3.5 2.5 
Caesalpina ferrea Pau ferro 10.64 4 3 
Erythrina fusca Purple coral tree 1.41 4 3 
Michelia champaca Champaca 10.64 4.6 3 
Xanthostemon 
Chrysanthus 
Golden penda 17.61 4.7 3 
Lagerstroemia 
speciosa 
Pride of India 1.41 4.8 2.5 
Hopea odorata Takian 1.32 4.9 3 
Medium height trees (TM): 5.0 < ztree-avg < 7.0 m 
Lagestremia 
floribunda 




1.51 5.8 2.5 




5.74 6.8 3 
Tall trees (TT): ztree-avg > 7.0 m 









3.01 10.6 3 
Peltophorum 
pterocarpum 
Yellow flame 1.694 11.2 3 
 
Leaf area index (LAI) values for each tree species were obtained from a 
database compiled by the National Parks Board (NParks) of Singapore (Tan & 
Angelia, 2010). With LAI known, it is possible to calculate L(z), which is the 
LAD at any given height (z) (Lalic & Mihailovic, 2004): 
    = 	   ( )
     
 
	   (Eq. 3-3) 











   (Eq. 3-4) 
66 
 








   (Eq. 3-5) 
where:  
  =  
6.0	   	0 ≤  	 ≤   
0.5	   	   ≤   ≤ ℎ    
 
htree = height of tree, Lm = maximum leaf area density and zm = height of max 
LAD. 
For each tree category, the normalized vertical LAD profile was 
calculated using weighted averages of height and LAI (Table 3-6). These 
values were then compiled in a local vegetation database and incorporated into 
the model. The vertical LAD profiles of the three tree-height categories are 
given in Figure 3-13 to show how foliage characteristics vary between the 
three categories. These LAD profiles do not reflect the canopy's spatial extent, 
which is determined in the area input file. Instead, they demonstrate leaf 
density at particular heights, which determines how solar radiation penetrates 
the tree canopy and has implications on microclimates beneath the foliage.  
ENVI-met also allows modification of the RAD profiles for trees, 
which characterise root distributions throughout the soil layers and in turn 
influence soil water uptake and soil hydraulic conditions. To represent local 
street trees, the present study used a root distribution model by Gale and 
Grigal (1987) which has been parameterized for tropical evergreen forests 
(Jackson et al., 1996). The normalized RAD profile applied for all trees in the 




Figure 3-13: Vertical leaf area density (LAD) profiles for the three height categories used 
in the present study (short, ST; medium, MT; and tall, TT) for common trees. LAD 




Figure 3-14: Calculated RAD profile for tropical evergreen forest, applied to all trees in 
the study area based on a model by Gale & Grigal (1987) and data from a global 
database by Jackson et al. (1996). 
3.6.3 Other input parameters for model initialization 
Apart from the 3D building geometry and vegetation input, the model 
also requires input of local meteorological variables, soil parameters and 
















































other input parameters and provides the configurations for each simulation 
(SIM).  
As the current version of ENVI-met does not allow user-defined 
weather forcings, the model's boundary conditions are calculated solely from 
the initialization values and the model will be unable to account for alterations 
in energy and moisture inputs due to sudden changes in weather conditions 
(e.g. rainfall). Therefore, eight relatively clear days were selected for the 
simulations in this study. Although clear days are not representative of typical 
conditions in the tropics where cloud cover is usually high, these are the days 
that represent extreme thermal discomfort. As one of the objectives of this 
thesis is to determine thermal comfort in Singapore, modelling the clearest 
days available also provides insight into the most thermally uncomfortable 
conditions.  
 For the above reasons, the eight days were chosen on the basis of 
incoming solar radiation (insolation, K↓) receipts, where measured daytime 
variability should approach that of a cloudless sky as much as possible (Figure 
3-15). The present study also applied a filter where only days with daily total 
K↓ receipt exceeding 5000 Whm-2 were considered for selection. Daily total 
K↓ for the days selected ranges from 5400-6452 Whm-2. Completely clear and 
cloudless days are rare in humid tropical locations, however, and there were 
was still slight cloud cover for the eight days. The slight variability in K↓ 




Figure 3-15: Incoming solar radiation (K↓) measured at TK on eight days chosen for the 
model evaluation exercise in Chapter 4. 
K↓ data was further supplemented by on-site rainfall data (on tower 
near R1) to ensure rainless conditions, and cloud cover data extracted from 
open-access meteorological databases such as Weather Underground 
(www.wunderground.com) and OGIMET (www.ogimet.com). These 
databases compile long-term global meteorological data (METAR files) 
collected from the Changi Airport weather station (ICAO: WSSS), which is 
located about 8 km NE of TK. Cloud cover data from these databases were 
also used as input to ENVI-met for model initialization. 
SIM.1, 1-2 Oct 2012, Inter-monsoon SIM.2, 8-9 Oct 2012, Inter-monsoon
SIM.3, 15-16 Oct 2012, Inter-monsoon SIM.4, 29-30 Jan 2013, NE-monsoon
SIM.5, 2-3 Feb 2013, NE-monsoon SIM.6, 21-22 July 2013, SW-monsoon






































ENVI-met also requires average wind speed and direction values to 
calculate the initial geostrophic wind at 10 m above the ground. Wind data 
needs to be from a site where roughness length (  ) ≤ 0.1 m and the nearest 
available data source fulfilling this criteria is at the Changi Airport WSSS 
weather station (   = ~0.03 m). Wind data are also obtained from the METAR 
file databases. A sample python shell script used to download data from these 
databases is provided in Appendix A. Wind data from Changi were measured 
at 15 m above ground level (a.g.l.); wind speed was thus extrapolated to 10 m 















where     = known wind speed (ms
-1) measured at height   , and     = 
unknown wind speed (ms-1) at height   	, where z2 = 10 m. Following the 
extrapolation for each selected day, u10m is averaged over the simulation 
duration (30 hours) for input to the model.  
Specific and relative humidity at 2500 m and at 2 m, respectively, are 
also necessary input parameters for the calculation of the vertical air moisture 
gradient. Specific humidity data were obtained from atmospheric sounding 
data available from the University of Wyoming's Department of Atmospheric 
Science (http://weather.uwyo.edu/upperair/sounding.html), which keeps 
records of measurements from the Changi Airport weather station. RH and Ta-
2m measurements were conducted on-site, as discussed in Section 3.4. The 
model developers recommend that the initialization values should reflect 
average conditions over the simulated period (Bruse, 2009). Hence, initial Ta-
71 
 
2m and RH values reflect 30-hour averages to encompass the entire simulation 
cycle, and are derived as a mean from the seven sensors (six for the first three 
simulations as R1 was installed later) distributed throughout the study area. 
The soil RSH and Ts input parameters set the soil temperature and 
moisture profiles, which affect evapotranspiration and surface dynamics over 
vegetated areas. The considerable logistics involved in soil sensor installations 
meant that soil measurements could only be conducted within the private 
compounds where R1 was located. It was therefore assumed that soil profile 
characteristics across vegetated sites within the study area are similar to those 
at the main observation site (R1), as depicted in Figure 3-6. The initial values 
of Ts and RSH for each soil layer were also derived by averaging 
measurements over the 30-hour simulation period, for each of the eight 
selected days. Rainfall data within the study site during the months the ENVI-
met simulations were run for (i.e. October 2012, January-February and July 
2013) are given in Figure 3-7 3-7 for background information on antecedent 
soil moisture conditions. 
Table 3-7: No. of rain days and rainfall amounts during the months of Oct 2012, Jan, 
Feb and July 2013, from which days were selected for simulations. Data are from rain 
gauge measurements at tower 100 m southeast of R1.   
Month Oct 2012 Jan 2013 Feb 2013 Jul 2013 
No. of rain days 14 11 17 13 
Total monthly 
rainfall (mm) 
108.2 194.4 261.4 108 
Roof and wall heat transmittance values (U-values) were taken from 
existing data by the Building and Construction Authority of Singapore (BCA, 
2008). ENVI-met default albedo values for roof (α-roof) and walls (α-wall) are 
0.3 and 0.2, respectively, which is higher than the average albedo (0.16-0.18, 
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depending on time of day) of the study area measured at the top of the 21-m 
tower. An area specific α-roof of  0.16 was subsequently adopted for this study. 
while a higher α-wall (0.25) was chosen as coloured wall paints are usually 
lighter colour than roof surfaces and typically range from 0.2-0.35 (Oke, 
1987).  
 Tables 3-8 and 3-9 show the input data used for each of the eight 
simulations used for model evaluations in Chapter 4. The simulated days cover 
three seasons, which are the Inter-monsoons, the NE-monsoons and SW-
monsoons. SIM 1-3 are during the Inter-monsoons in October 2012, and 
display lower u10m (< 2.0 ms-1), as well as drier and hotter soil conditions. 
Rainfall amounts per rain day are generally higher during the NE- and SW-
monsoons. SIM 4 and 5 display higher u10m (3.3-3.7 ms-1), which is 
characteristic of the NE-monsoons.  
Due to increased rainfall during the NE- monsoons, soil moisture is 
higher for SIM 4 while Ts is generally lower. As the last rainfall event prior to 
SIM 5 was 10 days before (24/01/2013), soil moisture is lower (top layer: 
60%) in SIM 5 as it would have undergone drying. Hence, soil RSH values in 
SIM 5 are of similar magnitudes to SIM 1 even though it falls under the NE-
monsoon period. SIM 6-8 reflect the SW monsoons, with slightly higher 
average Ta-2m than the other seasons and winds blowing mainly from the SW. 
Although there are fewer rain days in July 2013, soil moisture is especially 
high in SIM 6 and 8 (> 90% in top layer), which is due to heavy rainfall events 
preceding the simulated days (e.g. on 18/07/2013 and 27/07/2013). 
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Table 3-8: Input parameters reflecting local soil and meteorological conditions as well as 
typical building characteristics for the first four simulations (SIM 1-4). Ts and RSH refer 
to soil temperature and relative soil humidity, respectively. 
Season Intermonsoon NE-monsoon 













29.7 29.8 28.8 28.9 
Specific humidity b  
(g kg-1) 
7 9.6 10.2 6.8 
Wind speed (ms-1) / 
direction (°) at 10 m b 
1.8 / 225 1.8 / 220 1.8 / 0 3.3 / 45 
Relative humidity a at 
2 m (%) 
79 77 82 78 
Cloud cover (octas) 2 2 2 1 
Soil inputs 
Upper layer (8 cm): 
Soil temperature a, Ts  
(°C)  
30.6 30.5 30.3 27.9 
Relative soil 
humidity a, RSH (%): 
59.0 56.0 57.5 75.0 
Middle layer (35 cm): 
Ts a (°C) 30.6 30.2 30.1 27.7 
RSH (%) 47.0 39.0 39.4 65.0 
Lower layer (65 cm): 
Ts 
a (°C) 30.4 30.2 30.1 27.8 
RSH a (%) 33.8 22.0 19.3 40.0 
Building inputs  
Roof albedo 0.16 




Wall U-value  
(Wm-2K-1) 
1.94 
a measured on-site (see Section 3.4) 
b derived from secondary data from Changi Airport  
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Table 3-9: Same as Table 3-8 but for SIM 5-8.  
Season NE-monsoon SW-monsoon 
SIM 5 6 7 8 










29.0 29.5 30.0 29.2 
Specific humidity b  
(g kg-1) 
7 6.04 9.2 8.0 
Wind speed (ms-1) / 
direction (°) at 10 m b 
3.7 / 45 1.8 / 200 2.5 / 180 2.4 / 180 
Relative humidity a at 
2 m (%) 
67 80.2 81 81.8 
Cloud cover (octas) 2 3 2 1 
Soil inputs 
Upper layer (8 cm): 
Soil temperature a, Ts  
(°C)  
28.5 29.2 30.6 29.5 
Relative soil 
humidity a, RSH (%): 
60.0 94.0 72.9 97.9 
Middle layer (35 cm): 
Ts 
a (°C) 28.2 29.8 30.3 29.3 
RSH (%) 49.5 61.0 55.6 78.2 
Lower layer (65 cm): 
Ts a (°C) 28.2 29.7 30.1 29.5 
RSH a (%) 39.0 29.0 36.4 56.3 
Building inputs 
Roof albedo 0.16 




Wall U-value  
(Wm-2K-1) 
1.94 
a measured on-site (see Section 3.4) 




Chapter 4. ENVI-met model evaluations 
4.1 Introduction 
This chapter assesses ENVI-met’s ability to predict the diurnal 
variability of Ta-2m and MRT in a low-density tropical neighbourhood in 
Singapore for the eight selected simulation days. Although ENVI-met also 
simulates humidity, results show that despite the model being able to simulate 
qualitative differences between vegetated and non-vegetated areas, it severely 
underestimates RH especially at night (ENVI-met RH: 40-65%, observations: 
>75-80%).  Hence, as the focus of the present study is on Ta-2m and thermal 
comfort, humidity will be discussed minimally here. 
Ta-2m validation is conducted in two phases: First, spatial averages of Ta-
2m from the seven (six in the first three simulations) sensors and receptors are 
compared with each other, to assess how well ENVI-met predicts average 
(local-scale) temperatures in the study area. Statistical tests indicate that 
averages derived from the receptors are not significantly different from the 
domain-wide averages for all eight simulations (Appendix B). Hence the 
receptor averages are considered representative of the entire model domain. 
Secondly, Ta-2m performance is also assessed at the individual receptor 
locations to evaluate ENVI-met’s ability to reproduce differences between 
particular micro-environments. 
Temporal variability of MRT is evaluated at a single location (R1) using 
MRT calculations from field measurements of Tg, u1.1m and Ta-1.1m at pedestrian 
level. For security reasons, MRT was not measured at other (unsecured) 
locations. As R1 is a single location that is not typical of the rest of the study 
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area given its position over a grass field in a courtyard, the MRT validation 
cannot be considered spatially representative. These measurements are meant 
to provide an insight into MRT ranges pedestrians are exposed to at one 
location, rather than a definitive sample of MRT across different spaces.  
As model output is generated at 30-minute intervals, observations 
(measured at 10 minute intervals) are also additionally averaged over 30 
minutes for comparison with the model output. Where necessary, the data are 
stratified by day (0630-1730 hrs) and night (1830-0530 hrs), which are 
categorized based on approximate observed sunrise (0600) and sunset (1800) 
timings. 
Model performance is evaluated using correlations and difference 
measures. Although the Pearson's product-moment correlation coefficient (r) 
and the coefficient of determination (r2) determine the strength of relationships 
between variables, they do not inform about model accuracy. Here, accuracy is 
defined as the degree to which model-predicted (P) values approach the 
magnitudes of the observed (O) values (Willmott, 1982). High r and r2 may be 
observed even with large differences between predicted and observed values. 
Difference measures such as the mean bias error (MBE), mean average error 
(MAE), root mean square error (RMSE) and its systematic (RMSEs) and 
unsystematic (RMSEu) components are more appropriate tests of model 
accuracy as they describe the magnitude of differences between P and O. 
Furthermore, these are given in the same units as P and O, allowing easier 
interpretation and allow more meaningful comparisons with other studies that 
employ similar performance metrics (e.g. Emmanuel & Fernando, 2007; Chow 
et al., 2011; Chow & Brazel, 2012, etc).  
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Computation of RMSEu and RMSEs also illuminates sources of error 
within the model. RMSEs indicates errors resulting from flaws in model design 
or systematic errors in field observations and model initialization values. If 
RMSE is mostly composed of RMSEu, then the model is likely performing at 
its maximum possible accuracy (Willmott, 1981). Model performance is also 
evaluated using the dimensionless index of agreement (d), which measures the 
degree to which the model is error-free. The computed value of d varies from 
0.0 to 1.0 where 1.0 indicates that P and O display perfect agreement, and the 
model is hence error-free.  
Following model evaluation, outdoor thermal comfort variability 
between the seven receptor locations is assessed using PET as a thermal 
comfort index. Since PET is not a direct output of ENVI-met, it is computed 
using the RayMan v 1.2 software (Matzarakis, et al., 2010), which functions as 
a comfort index calculator when provided with the necessary 
biometeorological input variables. The input variables of Ta-1.1m, u1.1m, RH, 
MRT at each location are derived from ENVI-met output. Since MRT 
evaluations cannot be considered spatially representative, the subsequent 
assessments of PET conditions are therefore primarily qualitative in nature. 
The focus is on the potential predicted differences between the seven sites 
rather than the absolute values of computed ranges. Furthermore, a recent 
study in Australia showed that ENVI-met is capable of simulating relative 
intra-urban differences in MRT (d’Argent, 2012). This suggests that the ENVI-
met simulated MRT is useful for relative thermal comfort differences between 
the various locations within the study site. A sample of input data to RayMan 
for calculation of PET is provided in Appendix C. 
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4.2 Model evaluation of spatially-averaged Ta-2m 
Because the Ta-2m sensor at R1 was only installed in November 2012, 
comparisons for SIM 1-3 were conducted using spatial averages from the 
other six receptors (R2-R7). Measures were taken to ensure that spatial 
averages based on the six sensors (Avg6: average of R2-R7) were not 
significantly different from those calculated based on seven sensors (Avg7: 
average of R1-R7) (Figure 4-1).  
 
Figure 4-1: Box plots comparing spatially-averaged 2-m air temperature (Ta-2m) using 
Avg6 and Avg7, which are averages derived from six sensors (R2-R7) and seven sensors 
(R1-R7). Data are obtained from SIM 4-8 (see text for more details).   
An independent samples t-test was also used to test the differences 
between the 240 pairs of data from SIM 4-8 (48 pairs per 24 hour simulation 
cycle). Results show that there isn't a significant difference between the 
averages derived from either six or seven sensors (t[478] = 0.139, p = 0.89). 
The maximum difference found between the 240 pairs was 0.08°C, which is 
well below the documented accuracies of sensors used (HMP45C: ±0.2-0.3°C; 
HOBO: ±0.21°C). Hence, Avg6 is assumed to be sufficiently representative of 





















between P and O in SIM 1-3 are attributed to model errors rather than an 
artefact of using Avg6 instead of Avg7. 
Generally, ENVI-met performs better in predicting daytime 
temperatures, and the model shows a tendency to overestimate Ta-2m from late 
afternoon onwards and throughout the night (Figure 4-2). Exceptions are SIM  
 
Figure 4-2: Comparisons between observed (Obs.Mean) and predicted (Pred.Mean) 
mean Ta-2m calculated as an average from the six (SIM 1-3) or seven (SIM 4-8) 
observation/receptor locations, for each of the eight simulations. 
SIM.1, 1-2 Oct 2012, Inter-monsoon SIM.2, 8-9 Oct 2012, Inter-monsoon
SIM.3, 15-16 Oct 2012, Inter-monsoon SIM.4, 29-30 Jan 2013, NE-monsoon
SIM.5, 2-3 Feb 2013, NE-monsoon SIM.6, 21-22 July 2013, SW-monsoon


































5 where temperature differences between predictions and observations (TP-O) 
are negative during daytime (maximum TP-O = -1.03°C), and SIM 8 where 
ENVI-met consistently underestimates nighttime temperatures (by an average 
of 0.66°C) Figure 4-3 also reveals similar patterns of better daytime 
agreement, where apart from SIM 6, average TP-O magnitudes are smaller in 
the day (-0.35°C to 0.71°C) than at night (-0.66 to 1.69°C). SIM 1-3 have the 
largest daily average TP-O magnitudes (0.93-1.20°C) even though there is good 
model agreement in the early morning hours, as ENVI-met overestimates Ta-2m 
for almost the rest of the simulation cycle. As a result of these persistent 
overestimations, SIM 1-3 display the worst concordance between O and P.  
SIM 7 displays the closest agreement between P and O, where average day- 
and nighttime TP-O are -0.19°C and -0.20°C, respectively. 
 
Figure 4-3: Box plots showing differences between predicted and observed mean 
(spatially-averaged using data from locations R1-R7) 2-m air temperature (TP-O), for 
(left) day- and (right) nighttime hours. Boxes are colour-coded by season with pink = 
Inter-monsoon, blue = NE-monsoon and green = SW-monsoon. Black symbols = outliers 



















ENVI-met is generally able to simulate the daytime Ta-2m maxima well, 
with typically small differences between maximum P and O (Pmax and Omax, 
respectively), of less than ±0.6°C with exceptions in SIM 2 and 5 (Table 4-1). 
Predicted diurnal ranges (Pmax-min: 4.7-5.8°C) are also generally smaller than or 
closely approach observed ranges (Omax-min: 4.9-6.9°C), although Pmax-min is 
overestimated in SIM 8. Since ENVI-met simulates the daytime maxima well, 
the underestimation of diurnal ranges is generally due to overestimation of the 
temperature minima. Minimum temperatures are overestimated more severely 
in SIM 1-3, where Pmin exceeds Omin by up to 2.0°C (Table 4-1).  
Table 4-1: Summary of maximum and minimum values for observed (Omax and Omin) and 
predicted (Pmax and Pmin) mean (average of all measurement/receptor locations) 2-m air 
temperature (Ta-2m), diurnal ranges (Omax-min and Pmax-min) and diurnal averages (Oavg and 




1 2 3 4 5 6 7 8 
Omax  33.4 32.8 32.9 31.7 33.1 33.3 33.5 32.7 
Pmax  33.6 33.7 32.8 31.5 31.4 32.7 33.1 32.6 
Omin  26.7 27.6 26.4 25.1 26.3 27.3 27.9 27.8 
Pmin  28.7 28.3 27.7 25.8 26.3 28.0 27.4 26.8 
Omax-min 6.7 5.2 6.5 6.6 6.9 6.0 5.6 4.9 
Pmax-min 4.9 5.4 5.1 5.6 5.1 4.7 5.7 5.8 


































Model performance metrics for the spatially-averaged Ta-2m are 
generally very good across all the simulations, with small RMSE magnitudes, 
high r2 and d values even for SIM 1-3, which display the poorest agreement 
(Table 4-2). SIM 1-3 possess the largest RMSE values (1.11-1.41°C), while 
RMSE is much smaller for SIM 4-8, ranging from 0.52-0.89°C. Even the 
largest RMSE values obtained in this study are smaller than those obtained in 
previous similar ENVI-met-related studies with published RMSE values (e.g. 
Emmanuel & Fernando, 2007: 2.61-2.73°C for daytime, 1.06-2.80°C for 
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nighttime; Chow et al., 2011: 2.96°C; Chow and Brazel, 2012: 2.79-3.60°C; 
Middel et al., 2014: 1.41-2.00°C). However, it should be noted that the RMSEs 
(0.20-1.37°C) is larger than RMSEu (0.22-0.83°C) for most of the simulations 
apart from SIM 4 and 7 (Table 4-2). This suggests that there could be 
systematic error due to model design, model initialization values or in the Ta-
2m observations. Both r2 and d values are also very high across the eight 
simulations ranging from 0.77-0.98 and 0.87-0.98, respectively. The lowest d 
values (0.87-0.91) are associated with SIM 1-3. The magnitudes of d and r2 
shown in Table 4-2 illustrate that simulations with high r2 values don’t 
necessarily indicate ideal model performance. SIM 1 has the second highest r2 
of 0.96, yet it is obvious that P does not approach O especially after the first 
four hours of the simulation (Figure 4-2) and yet has the second lowest d 
value.  
Table 4-2: Difference measures of predicted and observed day- and nighttime mean 
(average of all measurement/receptor locations) 2-m air temperature (Ta-2m). RMSE = 
root mean squared error, RMSEs = systematic RMSE, RMSEu = unsystematic RMSE, 
MBE = mean bias error, MAE = mean average error, r2 = coefficient of determination 




1 2 3 4 5 6 7 8 
RMSE (°C) 1.41 1.27 1.11 0.66 0.89 0.75 0.52 0.75 
RMSEs (°C) 1.37 0.97 1.01 0.43 0.86 0.67 0.20 0.61 
RMSEu (°C) 0.33 0.83 0.45 0.50 0.22 0.35 0.47 0.43 
MBE (°C) 1.20 0.96 0.93 0.27 -0.50 0.52 -0.20 -0.51 
MAE (°C) 1.21 1.15 0.94 0.60 0.61 0.62 0.40 0.62 
d 0.88 0.87 0.91 0.97 0.95 0.95 0.98 0.96 
r2 0.96 0.77 0.93 0.93 0.98 0.95 0.94 0.95 
The variation in model error patterns in the present study is also 
reflected in previous studies employing ENVI-met: some found that ENVI-
met underestimates (overestimates) daytime (nighttime) Ta-2m in Phoenix, 
Arizona and Colombo, Sri Lanka (Emmanuel & Fernando, 2007; Chow et al., 
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2011; Chow & Brazel, 2012). Meanwhile, Yang et al. (2011) and Middel et al. 
(2014) found that ENVI-met generally overestimates daytime (or part thereof) 
temperatures for Shanghai, China and Phoenix, Arizona, respectively although 
Middel et al. (2014) study displayed underestimations from late afternoon to 
midnight for two of its study sites. On the other hand, Emmanuel et al. (2007) 
and d’Argent (2012) have found that ENVI-met tends to underestimate both 
day and nighttime temperatures in medium-density neighbourhoods in 
Colombo, Sri Lanka and Melbourne, Australia, respectively. Most of these 
studies ascribe nighttime model errors to the lack of heat storage within 
buildings (e.g. Emmanuel & Fernando, 2007; Chow, et al., 2011; Chow & 
Brazel, 2012). However, it is possible that the lack of heat storage might have 
less of a consequence within the study area as buildings occupy only 40.5% of 
the model area. Sensible heat release from the ground heat storage may have 
more important a role to play in influencing predicted nighttime temperatures 
than building heat storage. More specific considerations regarding ENVI-
met’s predictive accuracy for air temperature pertaining to the present study 
are discussed in Section 4.4.   
4.3 Evaluation of predicted Ta-2m at individual sensor locations 
This section compares the temporal variability of 
observations/simulations of Ta-2m at the seven measurement/receptor locations 
(Figures 4-4 and 4-5, respectively). While it is useful to conduct model 
evaluations using spatially-averaged Ta-2m across the study area to get a sense 
of ENVI-met's capabilities, simply using the aggregate mean may obscure 
ENVI-met's ability to reproduce the diurnal dynamics at individual locations 
(see Figure 3-5 and Figure 3-12 for locations of sensors). One of the objectives 
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of this thesis is to examine the impacts of urban design manipulation, which 
include micro-scale features. Knowing if ENVI-met can discriminate between 
the temporal dynamics of different micro-environments will increase 
confidence in applying ENVI-met as a planning tool for evaluating 
microclimatic changes. Generally, observed variability between the seven 
locations is larger during daytime than at night when temperatures are fairly 
uniform across the seven locations (Figure 4-4). In contrast, P shows greater 
nighttime differentiation than O, and generally has larger predicted intra-urban 
differences displayed throughout the simulation runs (Figure 4-5).  
The cooling influence of the park is evident, where R3 is consistently 
the coolest location throughout the diurnal cycle in both O and P. The lowest 
diurnal averages for both observed (Oavg) and predicted (Pavg) were found at 
R3, ranging from 27.5-29.5°C and 27.4-30.5°C, respectively. Cooler 
conditions in the park are primarily due to the considerable shade provided by 
the tree canopy, which reduces radiative input to the surface thus reducing 
ground heat storage and warming of the air below (Oke, 1989). 
Evapotranspiration from the vegetation and the moist soils beneath further 
favours partitioning of heat towards latent rather than sensible heat which also 
contributes to lower air temperatures (Oke, 1989). This confirms findings from 
an earlier microclimatic modelling study by Wong and Jusuf (2008) that found 
that dense greenery (similar to a park) on a university campus in Singapore led 
to lower ambient temperatures. Predicted (Pmax = 30.7-33.0°C) and observed 
maximum temperatures (Omax =30.6-33.3°C) also display very good agreement 
at R3, suggesting that ENVI-met predicts the maximum temperatures in the 






Figure 4-4: Diurnal variation of observed air temperature at 2 m (Ta-2m) at seven 
locations (R1-R7) for each of the eight selected days for simulation. Note that sensor at 
location R1 was only installed from November 2012 onwards. 
  
SIM.1, 1-2 Oct 2012, Inter-monsoon SIM.2, 8-9 Oct 2012, Inter-monsoon
SIM.3, 15-16 Oct 2012, Inter-monsoon SIM.4, 29-30 Jan 2013, NE-monsoon
SIM.5, 29-30 Jan 2013, NE-monsoon SIM.6, 21-22 July 2013, SW-monsoon











































Figure 4-5: Same as Figure 4-4 but for predicted Ta-2m. 
  
SIM.1, 1-2 Oct 2012, Inter-monsoon SIM.2, 8-9 Oct 2012, Inter-monsoon
SIM.3, 15-16 Oct 2012, Inter-monsoon SIM.4, 29-30 Jan 2013, NE-monsoon
SIM.5, 29-30 Jan 2013, NE-monsoon SIM.6, 21-22 July 2013, SW-monsoon
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Observations show that R1 is the second coolest location (Oavg = 27.9-
30.0°C), although this is only applicable for SIM 4-8 since the sensor was 
installed later. In contrast, R6 is on average the warmest location with Oavg 
ranging from 28.4-30.7°C. Although R6 and R1 possess similar SVFs (0.84 
and 0.79, respectively) and are the most open sites, there are clear differences 
between them that may be explained by differences in surface cover. The 
lower temperatures measured at R1 are possibly related to its location over a 
grass field, whereas R6 is in close proximity to a construction site where 
surface materials have higher heat capacity. The observations show no 
discernible hierarchy between the other sensors (R2, R4, R5 and R7) as 
average differences between each sensor are very small across the eight 
selected days (≤ ±0.31°C). ENVI-met also generally recognizes R6 as one of 
the, if not the, warmest locations where Pavg ranges from 28.5-31.1°C, 
although it does not recognize R1 as one of the cooler locations. Apart from 
recognizing the coolest (R3) and warmest (usually R6) locations, ENVI-met 
does not model a distinct thermal hierarchy that is consistent between the eight 
simulations. Reasons for this might be the relatively small differences in urban 
geometry and land use characteristics within the study area (Table 3-5).  
 A comparison of day- and nighttime TP-O ranges at each receptor 
location is also given in Figure 4-6 to indicate the diurnal trends in sources of 
model error for each simulation. Figure 4-6 reveals that despite ENVI-met’s 
ability to discriminate between the coolest and warmest sites, ENVI-met tends 
to overpredict daytime park temperatures at R3 especially in SIM 1-3. 
Although P overestimations are a common feature at all locations during SIM 






Figure 4-6: Box plots showing differences between predicted and observed 2-m air 
temperature (TP-O) for SIM 1-8 at seven receptor locations (R1-R7), for (left) day- and 
(right) nighttime. Boxes are colour-coded by season with pink = Inter-monsoon, blue = 
NE-monsoon simulations and green = SW-monsoon. Black symbols = outliers, and black 













































































1.55°C) than the other sites (0.64-1.17°C). The significantly larger 
overestimations at R3 (Figure 4-6) are very distinct, and suggest that the 
model errors are related to surface cover as R3 is the only site with pervious 
surface cover since it is vegetated. Dryer soil conditions during the Inter-
monsoons (see Tables 3-8 and 3-9) will affect vegetated surfaces more than 
impermeable surfaces, as the surface energy budget in the former will be more 
radically altered. This result suggests that although ENVI-met can distinguish 
between the microclimates at vegetated and non-vegetated sites, it still 
underestimates the cooling influence of vegetation during dry conditions. The 
implications of soil input conditions are further discussed in Section 4.4. 
Model performance is also assessed for individual locations. The TP-O 
plots (Figure 4-6) and model performance metrics (Table 4-3) indicate that 
performance patterns for individual locations are generally similar to those for 
the spatially-averaged Ta-2m discussed in Section 0. Larger overestimations are 
predominant at all locations in SIM 1-3 (MBE: 0.60-1.55°C), although SIM 5 
and 8 show tendencies of underestimations (MBE: -0.11 to -1.16°C). Similar 
to the conclusions regarding spatially-averaged Ta-2m, TP-O magnitudes are 
significantly smaller in the day than at night except in SIM 5 (Figure 4-6). 
SIM 4 and 7 have the smallest overall RMSE values, with RMSE for the seven 
locations ranging from 0.47-0.94°C and 0.48-0.93°C, respectively. In contrast, 
SIM 1-3 have the largest RMSE magnitudes, ranging from 0.91-1.62°C for the 
seven locations. RMSEs is typically larger than RMSEu across the seven 
locations and for all simulations. Although RMSEs is dominant, model 
agreement is very good with d reaching a minimum of 0.82 (R3 in SIM 1) and 
exceeding 0.90 for SIM 4-8 (Table 4-3). 
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Table 4-3:  Difference measures of predicted and observed day- and nighttime 2-m air 
temperature at the seven receptor locations. RMSE = root mean squared error, RMSEs = 
systematic RMSE, RMSEu = unsystematic RMSE, MBE = mean bias error, MAE = mean 
average error, r2 = coefficient of determination (dimensionless) and d = index of 
agreement (dimensionless). 













SIM 1, wind direction: 225° 
RMSE  (°C) - 1.34 1.62 1.39 1.36 1.34 1.56 
RMSEs (°C) - 1.30 1.59 1.34 1.32 1.30 1.51 
RMSEu (°C) - 0.31 0.32 0.36 0.35 0.35 0.38 
MBE (°C) - 1.14 1.55 1.14 1.17 1.11 1.11 
MAE (°C) - 1.16 1.55 1.21 1.17 1.14 1.38 
d - 0.89 0.82 0.88 0.88 0.89 0.87 
r2 - 0.96 0.96 0.95 0.95 0.95 0.94 
SIM 2, wind direction: 0° 
RMSE  (°C) - 1.36 1.32 1.38 1.39 1.10 1.30 
RMSEs (°C) - 1.10 1.01 0.96 0.96 0.93 0.96 
RMSEu (°C) - 0.81 0.89 0.76 0.80 0.96 1.02 
MBE (°C) - 1.10 0.99 1.14 1.11 0.60 0.79 
MAE (°C) - 1.23 1.2 1.21 1.21 0.99 1.19 
d - 0.85 0.85 0.84 0.84 0.89 0.89 
r2 - 0.8 0.79 0.78 0.77 0.72 0.74 
SIM 3, wind direction: 0° 
RMSE  (°C) - 1.21 1.10 1.23 1.33 0.91 1.04 
RMSEs (°C) - 1.12 1.02 1.17 1.26 0.76 0.88 
RMSEu (°C) - 0.46 0.41 0.39 0.42 0.49 0.57 
MBE (°C) - 1.03 1.02 1.00 1.10 0.65 0.76 
MAE (°C) - 1.05 1.02 1.06 1.14 0.78 0.88 
d - 0.90 0.91 0.89 0.87 0.94 0.93 
r2 - 0.92 0.95 0.93 0.92 0.90 0.90 
SIM 4, wind direction: 45° 
RMSE  (°C) 0.70 0.83 0.47 0.62 0.77 0.94 0.91 
RMSEs (°C) 0.50 0.70 0.06 0.26 0.57 0.78 0.74 
RMSEu (°C) 0.49 0.45 0.47 0.56 0.51 0.54 0.53 
MBE (°C) 0.28 0.60 -0.03 0.14 0.33 0.08 0.49 
MAE (°C) 0.65 0.74 0.34 0.44 0.70 0.87 0.82 
d 0.97 0.96 0.99 0.98 0.97 0.95 0.95 
r2 0.93 0.95 0.94 0.95 0.92 0.90 0.92 
SIM 5, wind direction: 45° 
RMSE  (°C) 0.80 0.73 1.35 0.58 1.03 1.28 0.87 
RMSEs (°C) 0.77 0.68 1.33 0.49 1.01 1.26 0.84 
RMSEu (°C) 0.25 0.25 0.23 0.30 0.24 0.24 0.23 
MBE (°C) -0.34 -0.11 -1.16 -0.45 -0.47 -0.70 -0.25 
MAE (°C) 0.57 0.59 1.16 0.49 0.75 0.90 0.70 
d 0.96 0.97 0.90 0.99 0.94 0.90 0.95 
r2 0.98 0.98 0.98 0.98 0.98 0.97 0.98 
 




Continued from Table 4-3. 













SIM 6, wind direction: 200°  
RMSE  (°C) 1.1 0.79 0.84 0.67 0.59 0.67 0.93 
RMSEs (°C) 0.96 0.71 0.78 0.51 0.48 0.58 0.86 
RMSEu (°C) 0.44 0.33 0.33 0.43 0.34 0.34 0.35 
MBE (°C) 0.79 0.41 0.76 0.36 0.39 0.43 0.49 
MAE (°C) 0.85 0.68 0.76 0.58 0.5 0.57 0.79 
d 0.91 0.95 0.93 0.96 0.98 0.96 0.94 
r2 0.91 0.95 0.95 0.93 0.97 0.95 0.95 
SIM 7, wind direction: 180°  
RMSE  (°C) 0.68 0.55 0.51 0.64 0.93 0.64 0.47 
RMSEs (°C) 0.50 0.32 0.05 0.38 0.74 0.39 0.18 
RMSEu (°C) 0.47 0.45 0.51 0.52 0.57 0.51 0.44 
MBE (°C) 0.26 -0.24 -0.03 -0.33 -0.73 -0.38 0.08 
MAE (°C) 0.57 0.43 0.39 0.51 0.82 0.52 0.4 
d 0.96 0.98 0.98 0.97 0.96 0.97 0.98 
r2 0.92 0.94 0.92 0.94 0.94 0.94 0.94 
SIM 8, wind direction:180°  
RMSE  (°C) 0.48 0.74 0.76 0.94 1.14 0.97 0.60 
RMSEs (°C) 0.12 0.60 0.60 0.81 1.02 0.83 0.41 
RMSEu (°C) 0.47 0.43 0.47 0.47 0.52 0.50 0.44 
MBE (°C) -0.12 -0.56 -0.29 -0.70 -0.87 -0.63 -0.41 
MAE (°C) 0.32 0.63 0.68 0.77 0.98 0.82 0.48 
d 0.98 0.96 0.94 0.94 0.93 0.93 0.97 
r2 0.92 0.95 0.94 0.95 0.95 0.95 0.94 
 
4.4 Discussion of model performance for Ta-2m 
The spatially-averaged and location-specific Ta-2m predictions by 
ENVI-met have fairly high accuracy where all RMSE magnitudes are smaller 
than those from previous studies. By measuring most of the input parameters 
(e.g. Ta, RH, soil parameters) on-site, the possibility of systematic errors 
arising from non-representative input was reduced. Nevertheless, there is still 
seasonal variability in ENVI-met performance where model agreement is 
poorest for SIM 1-3 during the Inter-monsoon conditions. A large source of 
model error in SIM 1-3 is the systematic overestimation of Ta-2m throughout 
almost the entire duration of the simulations. Larger differences are observed 
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in the late afternoons and night due to reduced model cooling after midday. In 
contrast, the last five simulations, which are during the NE and SW monsoons, 
display much better performance both in terms of RMSE and d magnitudes 
(Tables 4-2 and 4-3).  
The distinctly poorer performance in the Inter-monsoon simulations 
could be because of the initialization values. Average air temperatures used for 
model initialization do not vary much between the simulations (max. 
difference = 1.2°C), ranging from 28.2-30.0°C. SIM 1-3 were also initialized 
with similar Ta values as SIM 4, 6 and 8 and yet have very different error 
patterns. This makes initial Ta an unlikely reason for the variability in ENVI-
met performance. Initial humidity (both specific and RH) also appears to play 
an insignificant role.  
It is likely that the soil parameters play an important role in influencing 
model performance, as the simulations with higher soil RSH also had lower 
RMSE magnitudes. Soil RSH (particularly for the uppermost soil layer) and 
wind speeds during SIM 1-3 are distinctly lower (56-60%, 1.8 ms-1) compared 
to the other simulations, due to drier Inter-monsoon conditions. SIM 5, which 
has similar soil RSH magnitudes as SIM 1, has the worst RMSE values 
(0.89°C for spatially-averaged Ta-2m and 0.58-1.35°C for individual locations) 
among the NE- and SW-monsoon simulations. The occurrence of larger 
daytime overestimations at R3 (compared to other locations with impervious 
surfaces) during the Inter-monsoon simulations also suggests that drier 




Only one study by d’Argent (2012) in Melbourne, Australia has 
examined the influence of soil RSH. Her results suggest that initialising the 
model with low soil RSH values (near wilting model point) leads to inaccurate 
partitioning of the surface energy balance, with ENVI-met overpredicting the 
Bowen ratio (ß = QH/QE) by more than a factor of two (d’Argent, 2012). 
d’Argent (2012) ascribes this to constraints in the soil hydraulic model where 
vertical moisture transfers are limited, resulting in the topmost layer drying out 
too quickly. This in turn results in ENVI-met preferentially partitioning more 
energy into the sensible than latent heat, which leads to larger overestimations 
of surface air temperatures. Although the present study did not conduct an 
evaluation for the surface energy balance, this could explain the poorer model 
performance under dry conditions. As a significant proportion of TK’s surface 
cover (>15%) is vegetated, accurate soil moisture values are important for the 
partitioning of the surface energy balance. In areas where impervious surfaces 
dominate, it is likely that the soil moisture conditions will have little impact on 
model accuracy. 
Despite these known issues, the RMSE magnitudes obtained during the 
evaluation of the model suggest that for the most part, ENVI-met is able to 
predict the diurnal air temperature dynamics in the study area. The smaller 
RMSE magnitudes are likely attributable to the more accurate representation of 
model input variables, as compared to other studies. This increases confidence 
in using ENVI-met as a planning tool to assess microclimate changes. 
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4.5 Evaluation of predicted MRT 
This section compares observed and predicted MRT (O-MRT and P-MRT, 
respectively) at location R1 (Figure 4-7), which is where biometeorological 
measurements (Tg, Ta-1.1m and u1.1m) were conducted to compute O-MRT.  
Diurnal variability plots indicate that there are significant daytime fluctuations 
in O-MRT although the patterns of variability are not consistent between the 
eight simulation days (Figure 4-7). Daytime fluctuations in O-MRT may be 
attributed to sudden but temporary changes in K↓ receipt, as O-MRT is highly 
correlated with measured K↓ (r = 0.95). For example, the sharp decline in O-
MRT at noon during SIM 2 is related to a temporary but marked decrease of K↓ 
(by 337 Wm-2) at midday before K↓ returned to magnitudes exceeding 900 
Wm-2 (Figure 3-10; Chapter 3). Temporary declines in K↓ are likely due to 
transient cloud cover, which is common in humid tropical locations like 
Singapore. There is little observed variability after sunset, where average 
nighttime O-MRT ranges from 23.6 ± 0.58°C (SIM 5) to 25.9 ± 0.37°C (SIM 8) 
(Table 4-4). 
Predicted MRT displays very distinctive diurnal patterns where P-MRT 
peaks twice, resulting in a characteristic double-humped feature (Figure 4-7). 
The first maximum occurs in mid-morning (0900-1000 hrs) after which there 
is a temporary decline until solar noon (1200 hrs) before P-MRT starts rising 
again to reach a second, and usually higher, daytime peak at 1500 hrs. The 
magnitude of the midday P-MRT decline ranges from 2.71-6.37°C. After 1500 
hrs, P-MRT begins a slow decline until about 1630 hrs when it starts decreasing 
rapidly until around sunset (1800 hrs); thereafter, P-MRT continues declining 
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through the night albeit at a much slower rate. Similar to O-MRT, P-MRT displays 
little nocturnal variability although temperatures are significantly lower, 
ranging from 15.9 ± 0.92°C (SIM 4) to 21.4 ± 1.2°C (SIM 3) (Table 4-4). 
 
Figure 4-7: Diurnal variability of mean radiant temperature (MRT) at height of 1.1 m at 
R1 for SIM 1-8. Black lines = P-MRT, orange lines = O-MRT, blue lines = predicted MRT for 
overcast conditions (8 octas) (see text for more details). 
 
  
SIM.1, 1-2 Oct 2012, Inter-monsoon SIM.2, 8-9 Oct 2012, Inter-monsoon
SIM.3, 15-16 Oct 2012, Inter-monsoon SIM.4, 29-30 Jan 2013, NE-monsoon
SIM.5, 2-3 Feb 2013, NE-monsoon SIM.6, 21-22 July 2013, SW-monsoon
























Table 4-4: Summary of maximum, minimum and standard deviations of observed and 
predicted mean radiant temperatures (MRT) at 1.1 m above ground at R1 for SIM 1-8. 
O-MRT = observed MRT, P-MRT = predicted MRT, σ-O  = standard deviation of O-MRT and σ-P 




1 2 3 4 5 6 7 8 
Max. O-MRT 62.3 66.2 61.4 76.1 66.3 61.4 61.4 62.5 
Max. P-MRT 63.3 64.5 63.3 59.7 59.8 60.9 60.8 63.3 
Min. O-MRT 24.5 24.7 23.6 22.8 23.0 24.1 24.1 24.9 







































35.3 39.0 35.3 53.3 41.5 35.8 35.8 35.5 
Daytime P-
MRT range 
40.4 41.8 42.5 45.1 43.8 42.3 42.3 45.3 
Nocturnal O-
MRT range 
3.67 3.93 3.64 3.19 3.02 3.40 3.34 3.36 
Nocturnal P-
MRT range 
1.76 1.93 2.46 9.22 1.90 1.90 1.90 1.75 
Day- and nighttime differences between P-MRT and O-MRT (MRTp-o) are 
also plotted for each simulation to demonstrate variability in model agreement 
(Figure 4-8).  The difference in temporal patterns of O-MRT and P-MRT leads to 
large daytime MRTP-O magnitudes, especially during times of peak magnitude 
(i.e. O-MRT is at its peak during the midday dip in P-MRT). Average daytime 
MRTP-O ranges from -6.93°C to +6.23°C, while maximum MRTP-O are very 
large ranging from 15.8-29.0°C. ENVI-met consistently underestimates 
nocturnal MRT with average nighttime ΔMRTP-O ranging from -5.46°C to -
14.4°C. The nighttime variability of ΔMRTP-O is much smaller compared to 
daytime (Figure 4-8). Phase shifts in cooling/warming also partially account 
for some of the large daytime differences seen in Figure 4-8. O-MRT starts to 
decline at ~1500 hrs and therefore earlier than P-MRT (Figure 4-7). However, 
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the last four simulations show better agreement in the evening hours with 
cooling beginning at around the same time and at similar rates.  
 
Figure 4-8: Box plots showing differences between predicted and observed MRT 
(MRTP-O ) at height of 1.1 m at R1,  for (left) day, and (right) nighttime hours. Boxes are 
colour-coded by season with pink = Inter-monsoon, blue = NE-monsoon and green = 
SW-monsoon. Black symbols = outliers, and black dashed line = zero-line. 
ENVI-met generally tends to overestimate daytime ranges by up to a 
maximum of 9.8°C in SIM 8. Daytime MRTmax is fairly well-predicted where 
differences between maximum O-MRT and P-MRT are typically smaller than 
±2.00°C except for in SIM 4 and 5 (Table 4-4). This suggests that ENVI-met 
is capable of simulating the daytime extremes of MRT within the study area. 
Overprediction of daytime ranges is thus linked to ENVI-met’s tendency to 
reach maximum cooling earlier, which means it begins severely 
underpredicting MRT from about 1730 hrs onwards. O-MRT plateaus only after 
1800 hrs resulting in a smaller daytime range compared to the predicted 
output. Although nocturnal MRTP-O is much smaller than in the daytime, 






















differences ranging from -4.4°C to -8.2°C. This means that ENVI-met 
overestimates the diurnal range of MRT (by up to 7.6°C) despite simulating 
MRTmax temperatures well. 
Performance metrics were calculated separately for day- and nighttime 
data (Table 4-5). Daytime RMSE values are generally much larger (6.44-
14.07°C) than during the night (4.21-9.18°C). However, there are smaller 
differences between day and nighttime RMSE values for SIM 6-8 (6.44-
6.69°C and 5.02-6.53°C, respectively). Unsystematic errors dominate during 
the day while systematic errors are larger at night. Although nighttime RMSE 
values are smaller and predominantly composed of RMSEu, the computed r2 
and d suggest that the nocturnal P-MRT does not approach O-MRT as well. Only 
SIM 4 has a high d (0.86) and r2 (0.83) for nighttime data, while the other 
Table 4-5:  Difference measures of predicted and observed mean radiant temperature 
(MRT) at 1.1 m above the ground at R1 for SIM 1-8. RMSE = root mean squared error, 
RMSEs = systematic RMSE, RMSEu = unsystematic RMSE, MBE = mean bias error, 
MAE = mean average error, r2 = coefficient of determination (dimensionless) and d = 




1 2 3 4 5 6 7 8 
Daytime         
RMSE 13.9 9.53 10.1 14.1 9.95 6.56 6.44 6.69 
RMSEs 8.32 3.25 4.45 9.56 3.80 1.46 1.45 2.43 
RMSEu 11.2 8.96 9.10 10.3 9.19 6.34 6.28 6.24 
MBE 5.71 2.39 4.21 -6.99 -1.85 1.16 1.37 1.95 
MAE 10.8 8.08 8.06 12.7 8.29 5.14 5.01 5.73 
d 0.77 0.88 0.93 0.96 0.95 0.93 0.93 0.94 
r2 0.80 0.62 0.61 0.59 0.64 0.80 0.80 0.80 
Nighttime        
RMSE 5.09 4.51 4.29 9.18 6.56 5.02 5.17 6.53 
RMSEs 4.99 4.38 4.22 9.17 6.50 4.96 5.12 6.46 
RMSEu 1.02 1.06 0.74 0.37 0.85 0.79 0.78 0.95 
MBE -4.99 -4.38 -4.22 -9.08 -6.47 -4.96 -5.11 -6.45 
MAE 4.99 4.38 4.22 9.08 6.47 4.96 5.11 6.45 
d 0.33 0.11 0.17 0.86 0.65 0.35 0.38 0.58 
r2 0.08 0.14 0.51 0.83 0.03 0.34 0.33 0.00 
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simulations display very poor performance where d and r2 range from 0.11-
0.65 and 0.00-0.51, respectively. Despite larger daytime RMSE magnitudes, 
daytime d and r2 values are much higher across the simulations ranging from 
0.77-0.96 and 0.59-0.80, respectively. The accuracy of P-MRT does not display 
the seasonal variability found in the Ta-2m evaluations and appears to be more 
dependent on the initialization values used for the individual simulations. 
4.6 Discussion of MRT model evaluation results 
There are several reasons for the large daytime errors in P-MRT. An 
obvious reason for the divergence between O-MRT and P-MRT is transient cloud 
cover during observations that ENVI-met’s static conditions cannot capture. 
Cloud cover reduces MRT by lowering direct solar radiation incident on the 
human body (and thus radiant heat gains). Although higher cloud cover also 
increases diffuse radiation (another component to MRT), decreased direct 
radiation has a more significant influence on MRT.  A single constant cloud 
cover value (in octas) representing average conditions for the selected day is 
used for model initialization. Due to this, average daytime incoming radiation 
is attenuated simply based on the fraction of cloud cover. Without variable 
forcing of cloud cover data, P-MRT cannot reflect the sporadic reductions in K↓ 
and hence O-MRT attributable to passing clouds. As cloud cover conditions are 
rarely constant in humid tropical locations like Singapore, even for relatively 
clear days, variable O-MRT is an inevitable source of model inaccuracy when 
compared with P-MRT modelled under static conditions.  
The systematic midday dip found in P-MRT plots is also a curious 
feature as it was expected that MRT would peak at solar noon when K↓ is at its 
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maximum, which was generally the case in the observations. However, further 
analysis suggests that the midday decline in MRT is an artefact of the 
equations governing MRT calculations in ENVI-met, shown in eq. 4-1 below 









 (Eq. 4-1) 
where   = Stefan Boltzmann constant,   ( ) = total longwave radiation flux 
absorbed by the body at height (z),   = body's absorption coefficient for 
shortwave radiation (≈ 0.7), 	   = emissivity of the human body (≈ 0.97), 
  ( ) = total diffuse and diffusely reflected shortwave radiation flux absorbed 
by the body and   ( ) = total direct shortwave irradiance absorbed by the 
body.  
  ( ) is a function of the surface projection factor (fp) of the body, 
which expresses the proportion of the body surface that is exposed to direct 
solar radiation.   ( ) is given by the following equation, where K↓dir = direct 
incoming solar radiation and γ = sun angle (°). 
  ( ) = 	  	  ↓     (Eq. 4-2) 
   = 0.43 cos   + 0.043	 sin γ (Eq. 4-3) 
For practical calculation purposes, the shape of the human body is simplified 
in ENVI-met by a rotationally symmetric volume that is positioned upright. 
With reference to this cylindrical body, fp depends on the sun’s elevation and 
increases when the sun angle is low as direct sunbeam strikes the body 




Figure 4-9: Silhouettes showing the areas of a standing man's body that will be 
illuminated by direct solar radiation at different solar altitudes for solar azimuth values 
of 0° and 90°. Source: Kántor and Unger (2011). 
The systematic midday dip in P-MRT is related to fp as the body is 
exposed to and absorbs a smaller amount of direct shortwave irradiance at 
noon. From this, it follows that clear, cloudless conditions like those 
experienced on the selected simulation days will accentuate the sudden 
midday decrease in P-MRT. As MRT was evaluated at R1, which is located 
within a quadrangle with a roughly ENE-WSW long-axis with few 
obstructions to its East and West, the influence of fp may be further 
emphasized. It was thus hypothesized that under cloudy conditions, the 
systematic midday dip disappears because diffuse radiation will be the primary 
contributor of shortwave fluxes to MRT, thus diminishing the influence of fp.  
Sensitivity tests were conducted to investigate this hypothesis by 
simulating overcast conditions (cloud cover = 8 octas) with all other input 
parameters used for SIM 1-8 held constant. As postulated, extensive cloud 
cover changes the temporal evolution of daytime (overcast) P-MRT, replacing 
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the midday dip with a single midday peak (blue line in Figure 4-7). Notably, 
extensive cloud cover also increases nocturnal P-MRT such that it approaches 
observed values more closely, suggesting that nighttime longwave radiation is 
an important factor in the nighttime underestimation of MRT by ENVI-met 
under clear conditions. 
Ali-Toudert (2005) also points out that ENVI-met uses a different fp 
formulation from the VDI (1998) standards conventionally used by other 
biometeorological studies. The different fp formulations employed by ENVI-
met and VDI are given in Table 4-6, showing how fp varies with sun elevation 
when using the two methods. This makes it possible to test how differences in 
fp computation influence the diurnal evolution of P-MRT. Using typical values 
for other input parameters to MRT (e.g. Et(z), Dt(z), K↓dir), ENVI-met’s fp is 
substituted with VDI’s fp and MRT is recalculated using ENVI-met’s equations 
(Eq. 4-1). Although MRTVDI shows a similar midday dip, its diurnal variation 
is significantly reduced. The midday dip in MRTVDI is less significant (Figure 
4-11) and MRTVDI is 3.95°C higher than MRTENVI at midday. At the timing of 
peak MRT (1500 hrs), MRTENVI is also 7.62°C higher than MRTVDI. This 
suggests that ENVI-met overestimates the influence of fp, whereas the 
temporal evolution of MRTVDI approaches O-MRT more closely. 
Table 4-6: Projection factors at different sun elevations (γ) calculated using ENVI-met 
(fp-ENVI) and VDI guidelines (fp-VDI). 
γ (°) 10 20 30 40 50 60 70 80 90 
fp-ENVI 0.42 0.41 0.39 0.35 0.30 0.25 0.18 0.12 0.04 




Figure 4-10: Comparison of mean radiant temperature (MRT) at height of 1.1 m at R1, 
calculated with Eq. 4-1 using ENVI-met’s and VDI’s projection factors (fp). 
It is further likely that part of the daytime differences between O-MRT and 
P-MRT are due to the globe thermometer obscuring the influence of lateral 
radiation fluxes. Kántor and Unger (2011) suggest that the spherical shape of 
the globe thermometer results in radiation fluxes from all directions being 
weighted equally. This makes the globe temperatures more appropriate for the 
representation of fluxes experienced by a seated person rather than someone 
who is standing or walking. This also means that at mid-day, the globe 
thermometer is likely to overpredict MRT. 
All these issues may explain the prevalence of systematic errors (RMSEs 
> RMSEu) during the daytime (Table 4-6). Despite the higher RMSE and 
RMSEs values, the model’s ability to simulate maximum MRT together with its 
very high d and r2 values during the day, however, suggests that daytime MRT 
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of heat stress, an important application for tropical locations which seek to 
mitigate extreme conditions. As ENVI-met consistently underestimates 
nocturnal MRT and is unable to simulate the nocturnal MRT ranges, the 
nighttime data are considered less useful and will not be considered for future 
thermal comfort analyses, even though nighttime RMSE is smaller.   
Although there is some use to the P-MRT output, it is concerning that 
ENVI-met is unable to capture the approximate MRT magnitudes (especially 
at night) at a simple, relatively open location like R1 with  little influence from 
complex building morphologies. If such large errors exist even at a simple 
location like R1, then perhaps more model development is necessary to 
improve the accuracy of MRT predictions. For future work, more extensive 
MRT evaluations are necessary to determine ENVI-met's ability to capture 
spatial variations.  
4.7 Thermal comfort conditions (PET) 
The computed daytime PET ranges (Figure 4-11) and mean daytime 
PET values (PETmean, Table 4-7) at each receptor location suggest distinct 
spatio-temporal patterns for PET values. The least thermally stressful 
conditions are observed during SIM 4 and 5, which are during the NE-
monsoons when PETmean at all locations remain under 40.0°C (Table 4-7). In 
comparison, PETmean is higher during the Inter-monsoons (SIM 1-3) and the 
SW-monsoons (SIM 6-8). Similarly, PETmax and minimum PET (PETmin) are 
also lower during the NE-monsoons than during the Inter-monsoons and SW-
monsoons (Figure 4-11). This is probably due to the higher wind speeds used 
for model initialization SIM 4-5, which are characteristic of the NE-monsoons. 
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The lower PET values found in SIM 4-5 confirm de Dear’s (1989) study that 
demonstrated seasonality in thermal comfort conditions, with more favourable 
conditions during the NE-monsoons (discussed in Section 2.7). 
 
Figure 4-11: Box plots showing daytime physiologically equivalent temperature (PET) 
ranges at height of 1.1 m (computed using RayMan model using ENVI-met output) for 
all simulations (SIM 1-8) and locations (R1-R7). Boxes are colour-coded by season with 
pink = Inter-monsoon, blue = NE-monsoon and green = SW-monsoon. Black symbols = 
outliers. 
 
SIM.1, 1-2 Oct 2012, Inter-monsoon SIM.2, 8-9 Oct 2012, Inter-monsoon
SIM.3, 15-16 Oct 2012, Inter-monsoon SIM.4, 29-30 Jan 2013, NE-monsoon
SIM.5, 2-3 Feb 2013, NE-monsoon SIM.6, 21-22 July 2013, SW-monsoon


























Table 4-7: Summary of average predicted daytime physiologically equivalent 
temperature (PETmean) with standard deviations for all simulations (SIM 1-8) and 
locations (R1-R7). PET is computed from the RayMan model using ENVI-met output. 
SIM 
Average daytime PET (°C) 
R1 R2 R3 R4 R5 R6 R7 























































































































During the warmer Inter-monsoon and SW-monsoon periods, there is a 
clear thermal hierarchy that is influenced by vegetation and canyon geometry. 
The most comfortable conditions are observed at R3, with PETmean and PETmax 
ranging between 27.4-32.9°C and 33-38.4°C, respectively (Table 4-7 and 
Figure 4-11). The park promotes lower heat stress as Ta-2m is lower, while tree 
canopies shield pedestrians and surrounding urban surfaces from direct solar 
radiation. Vegetation which does not provide shade, on the other hand, is less 
beneficial. At R1 which is located over a grass field, radiant gains are higher 
than at R3 and pedestrians are exposed to direct irradiance leading to more 
thermally stressful conditions (PETmean: 40.2-41.9°C; PETmax: 46.3-49.3°C).  
Canyon orientation appears to be a more important control on thermal 
comfort than canyon geometry with a stronger influence during the Inter-
monsoons and SW-monsoon periods. Despite dissimilar canyon geometries, 
R2 (H/W: 0.53), R4 (H/W: 0.63) and R6 (H/W: 0.21), which are all in ENE-
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WSW canyons, experience similar PETmean and PETmax magnitudes (Table 4-7 
and Figure 4-11). They also display the greatest heat stress amongst the seven 
locations with PETmean consistently exceeding 42.0°C for SIM 1-3 and 6-8. 
PETmax is also very high at these locations, ranging from 49.9-55.8°C. In 
comparison, locations within NW-SE canyons (R5 and R7) exhibit more 
comfortable daytime conditions in SIM 1-3 and 6-8, with significantly lower 
PETmean (37.0-39.8°C) and PETmax (46.3-49.9°C). Pedestrians within NW-SE 
canyons are exposed to less direct irradiance because buildings provide shade, 
especially in the early mornings and late afternoons when the sun angle is low 
(Ali-Toudert et al., 2005; Pearlmutter et al., 2007). 
The influence of canyon orientation is diminished during the NE-
monsoons: PET is generally lower at R2, R4 and R6, and differences between 
R4-R7 are smaller in SIM 4 and 5 (Figure 4-11 and Table 4-7). R3 remains the 
most comfortable location (PETmean: 27.4-28.1°C; PETmax: 33.0-33.2°C), while 
R1 and R2 experience lower heat stress than the other locations (PETmean: 
34.4-35.7°C; PETmean: 42.1-43.8°C). Although R2 is usually one of the most 
uncomfortable locations, it exhibits lower heat stress than the other locations 
(apart from R3 in the park) during the NE-monsoon simulations. The reduced 
differentiation between the seven locations during the NE-monsoons is 
probably attributable to ENE-WSW orientations of R2, R4 and R6. The ENE-
WSW orientations allow northeasterly winds (45°) to penetrate, which 
improves ventilation and lowers heat stress. Appendix D provides a 
comparison of wind flow and direction (at 1500 hrs) within the study area 
during SIM 1-8.  
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Based on the scale of PET values and the corresponding physiological 
heat stress grades (see Table 2-1), conditions are thermally stressful at all seven 
locations especially during the Inter-monsoon and SW-monsoon periods. 
Average daytime PET consistently exceeds the threshold for strong heat stress 
(35.0°C) at most locations, while average conditions within ENE-WSW 
canyons (Table 4-7) exceed extreme heat stress standards (41°C on PET 
scale). However, the heat stress gradations assigned to the PET ranges were 
developed for temperate climates and there are limitations to applying these 
arbitrary thresholds in tropical environments as humans are known to adapt to 
the climates they live in. Studies within (sub)tropical climates have shown that 
people living in hotter environments acclimatize and expect more stressful 
conditions outdoors, and thus have higher discomfort thresholds than those in 
cooler climates (Lin, 2009; Makaremi et al., 2012). These highlight the socio-
psychological dimensions of thermal comfort that energy models alone, and 
fixed heat stress standards are unable to fully account for (Ali-Toudert & 
Mayer, 2006).  Nonetheless, the computed PET values are still useful in the 
present study for examining the relative, qualitative variations between the 




Chapter 5. Urban design: effects on micro- and bioclimate 
This chapter examines how manipulation of key urban design variables 
influences the urban climate and thermal comfort conditions in the study area. 
The urban design variables are split into three main categories: (i) albedo, (ii) 
vegetation type and density, and (iii) building heights. Subsequent discussion 
is grouped according to the variable(s) being altered. These scenarios reflect 
the two main interests of this investigation, which are the impacts of increased 
urbanization and the effectiveness of popular heat mitigation strategies.  
Impacts are determined by examining differences between these 
scenarios and the baseline scenario (hereafter referred to as BASE), which is 
represented by SIM 8 (July 28-29, 2013). SIM 8 was selected as the BASE for 
several reasons; firstly, good model performance was found in SIM 8 for both 
Ta-2m and MRT. SIM 8 is also during the SW-monsoons when Ta-2m and MRT 
were higher, which together contribute to more thermally stressful conditions.  
Identical meteorological and soil input data are used for all simulations, and 
only the urban design parameters are varied. Section 5.2 below provides the 
quantitative details of the various scenarios, and how they vary from BASE.  
The examined variables are Ta-2m, MRT and PET. Differences between 
output from the design scenarios and BASE are calculated for Ta-2m (ΔTa-2m) 
and MRT (ΔMRT), where positive (negative) differences indicate warming 
(cooling) relative to BASE. Spatially-averaged Ta-2m from the seven receptor 
locations is used to calculate average ΔTa-2m across the model domain to 
illustrate the local-scale average effects of the design scenarios.  
110 
 
MRT assessments are conducted for the individual receptor locations to 
capture the MRT ranges across different spaces. As the validation exercise for 
MRT in Chapter 4 was only carried out at one location (R1), it cannot be 
considered representative of the other sites, especially given the model errors 
discussed in Section 4.6. MRT at the other six locations are nonetheless 
presented here as a means of assessing relative differences across the model 
domain, as well as between simulations.  
Maps of ΔTa-2m and ΔMRT are also plotted for the approximate times 
when they reach their maximum (1400 and 1500 hrs, respectively) and 
minimum (only for Δ Ta-2m at 0600 hrs) for further visualisation of micro- and 
local-scale variations. As this section mainly discusses the relative differences 
between the scenarios and BASE, the spatial variations of absolute Ta-2m and 
MRT in BASE are also provided as a reference in Appendices and F for further 
understanding of the results. Daytime PET ranges are given for each receptor 
location for physiologically relevant heat stress analysis. The above caveat 
regarding MRT is also applicable to calculated PET since simulated MRT is a 
major component of PET.  
5.1 Description of urban design scenarios 
5.1.1 Albedo 
Urban areas typically have lower albedo than surrounding rural areas, 
which contributes to the UHI development due to increased absorption of solar 
radiation in the urban fabric (Oke, 1982). The application of high-albedo (i.e. 
light-coloured) materials is often recommended as a strategy to reduce solar 
heat gains in building envelopes and urban structures, and an easy larger-scale 
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UHI mitigation method (Rosenfeld et al., 1995; Taha, 1997; Synnefa et al., 
2006; Synnefa et al., 2007). The five scenarios described in this section are 
used to quantify the impacts of using higher albedo materials for the roofs and 
the walls. The isolated effects of increasing either α-roof and α-wall are examined 
in one cool wall (CW) and two cool roof (CR.Med and CR.Hi) scenarios, with 
the latter two representing different magnitudes of α-roof. The combined effects 
of raising both α-roof and α-wall are also studied in the medium and high albedo 
scenarios (MA and HA, respectively). Changes in α-roof and α-wall are shown in 
Table 5-1. 
Table 5-1: Albedo simulation scenarios and the alterations made to roof and wall albedo 
values (α-roof and α-wall, respectively). 
Scenario (Abbrev.) α-roof α-wall 
Base (BASE) 0.16 0.25 
Cool Roof Medium (CR.Med) 0.50 0.25 
Cool Roof High (CR.Hi) 0.80 0.25 
Cool Wall (CW) 0.16 0.50 
Medium Albedo (MA) 0.50 0.50 
High Albedo (HA) 0.80 0.80 
5.1.2 Vegetation 
Vegetation is recognized for its ability to mitigate excess heat in the 
city by providing direct shade, and through channelling radiant heat surplus to 
latent heat forms through evapotranspiration from both the plants and the soils 
(Oke, 1988b). Increasing street-level vegetation and implementing green roofs 
have been suggested as plausible heat mitigation strategies (Sailor, 1995; 
Shashua-Bar & Hoffman, 2000; Akbari et al., 2001; Shashua-Bar & Hoffman, 
2004). The various scenarios described in Table 5-2 will provide insight into 
the impacts of altering existing vegetation in terms of type and density, and the 
effectiveness of the above-cited mitigation strategies. 
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Table 5-2 :  Characteristics of BASE and the seven vegetation scenarios. The vegetation 
categories of SH = short trees, ME = medium-height trees and TA = tall trees are defined 













Base (BASE) 7.63 8.10 0 
Grass, SH, 
ME, TA 
No Trees (NT) 7.63 0 -100 Grass 
Grass Roof (GR) 47.5* 8.10 523 
Grass, SH, 
ME, TA 
Tree cover 9.1% 
(TC9.1) 
7.63 9.10 12.5 
Grass, SH, 
ME, TA 
Tree cover 12.5% 
(TC12.5) 
7.63 12.5 25.0 
Grass, SH, 
ME, TA 
Short Trees (ST) 7.63 8.10 0 SH 
Medium Trees 
(MT) 
7.63 8.10 0 ME 
Tall Trees (TT) 7.63 8.10 0 TA 
*7.63% grass cover is at the ground surface level, while 39.9% is planted on rooftops 
The present study simulates denser street level vegetation by 
increasing existing tree cover by 12.5-25% so that total tree cover is now 9.1% 
and 12.5% of the model plan area (TC.9.1 and TC.12.5, respectively). For 
TC9.1 and 12.5, trees are only added to the secondary and tertiary streets, as 
there is already existing dense tree cover on primary streets where taller trees 
with greater canopy areas are used.  
A numerical study by Alexandri and Jones (2008) found that vegetated 
roofs can potentially decrease canyon air temperatures for both arid and humid 
tropical climates. To investigate the maximum cooling influence of vegetated 
roofs in Singapore, an idealized Grass Roof (GR) case is implemented where 
all roof-tops in the model domain are planted with grass. Despite ENVI-met's 
ability to model rooftop vegetation, it should be noted that ENVI-met does not 
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have the capability to model rooftop soil cover. Hence, no soil is implemented 
on the roofs even though this is unrepresentative of realistic conditions.  
The influence of foliage characteristics is also examined by applying 
uniform tree categories (SH, ME or TA) to existing trees, in the Short Trees 
(ST), Medium Trees (MT) and Tall Trees (TT) scenarios. To assess the 
importance of tree cover in TK, a ‘worst-case’ scenario was also designed 
with no trees (NT) to quantify the detrimental effects of removing vegetation. 
5.1.3 Building heights 
Based on their study in Colombo, Sri Lanka, Emmanuel et al. (2007) 
advocate compact urban forms within the tropics as they found that higher 
building density (through increasing building heights and thereby H/W ratios) 
achieved significant urban shading. To compare these results with Singapore, 
three scenarios are introduced in this section to simulate the effects of urban 
morphological changes that trend towards higher-density building forms. In 
these scenarios, existing urban geometries are altered by increasing building 
heights and selectively adding new buildings. This increases H/W ratios 
(decreases SVF) and slightly changes the plan area covered by buildings and 
vegetation (Table 5-3). For all scenarios in this section the construction site 
southeast of R6 (shown as gravel in Figure 3-5) is converted to a 
condominium development using realistic future building heights.  
The first scenario, B.2z, doubles the heights of buildings that are 
shorter than 12 m in the existing configuration which is a realistic projection 
for Telok Kurau’s intermediate to long-term future. For a more extreme case, 
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the heights of all buildings in the model domain are increased to 25 m in the 
B.25 scenario. Smaller buildings are aggregated to represent the consolidation 
of individual land lots for the development of larger residential complexes. 
Several new buildings are also added on the fringes of existing grass fields to 
increase the building density, and to increase the area of impermeable surfaces 
at the study site. 
Table 5-3: Proportion of plan area allotted to building footprint, tree and grass cover for 
three building height scenarios. 
Scenario (Abbrev.) Plan area of 
buildings (%) 
Plan area of 
tree cover (%) 
Plan area of 
grass cover (%) 
Base (BASE) 40.5 8.1 7.7 
Selective doubling of zh  
(B.2z) 
41.3 8.1 7.6 
All buildings zh = 25 m 
(B.25) 
41.7 8.2 7.6 
MIX  43.4 0 4.9 
 Finally, a hybrid scenario (MIX) is used to assess the combined 
effects of removing trees and increasing building density, as a projection of 
the “worst-case” scenario of urbanization. MIX combines the characteristics of 
the NT vegetation scenario, while building configurations are similar to B.2. 
However, the Southern half of the park is also replaced with new buildings in 
MIX, and the surrounding permeable surfaces of the former park are converted 
to impermeable concrete pavements. Table 5-4 summarizes how the urban 
geometry (in terms of H/W ratio and SVF) changes at each receptor location, 
depending on the scenario used. The area input files for the three simulations 











Table 5-4: Geometric characteristics of the seven receptor locations used for BASE and 
three building height scenarios. Geometric properties given here are height-to-width 
ratio (H/W) and sky view factor (SVF) at a height of 2 m calculated by ENVI-met. 
Location Orientation 
BASE B.2z B.25 MIX 








0.53 0.65 1.06 0.43 1.56 0.36 1.56 0.40 




0.63 0.71 1.25 0.57 1.56 0.54 1.56 0.54 




0.21 0.79 0.56 0.63 1.04 0.57 1.04 0.57 
R7 NW-SE 0.58 0.66 1.17 0.47 2.08 0.37 2.08 0.38 










Figure 5-1: Area input (.in) files showing building footprints and vegetation distributions 
for (a) B.2z, (b) B.25 and (c) MIX scenario. Building heights are indicated in white on 
buildings. Refer to Figure 3-12 for BASE. 
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5.2 Influence of albedo 
5.2.1 Near-surface air temperature (Ta-2m) 
The diurnal variability of ΔTa-2m, which demonstrates the magnitude of 
temperature changes throughout the simulation cycle for the five albedo 
scenarios defined in Section 5.1.1, is shown in Figure 5-2. The spatial 
variability of ΔTa-2m at 1400 and 0600 hrs is shown in Figures 5-3 and 5-4, 
respectively.  
 
Figure 5-2: Diurnal variability of ΔTa-2m, calculated as the difference between BASE and 
the five albedo scenarios (Table 5-1) using spatial averages of 2-m air temperature (Ta-2m) 
at seven receptor locations (R1-R7), on 28 July 2013. Positive (negative) numbers 
represent increase (decrease) compared to BASE. Black dashed line = zero-line.  
Generally, absolute ΔTa-2m is larger during the day than at night for all 
albedo scenarios. The largest daytime temperature reductions occur when only 
α-roof is increased. CR.Med and CR.Hi experience mean daytime cooling of 
0.15°C and 0.29°C, respectively, and zero change at night. A marginal diurnal 



















CR.Med CR.HI CW MA HA
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increased. Increasing both α-roof and α-wall in MA and HA leads to cooling for 
most daytime hours but warming from late afternoon throughout the night, 
resulting in marginal mean warming (ΔTa-2m = +0.01 and +0.05°C for MA and 
HA, respectively) for the full diurnal cycle. In MA and HA, the daytime 
cooling effect of using a higher α-roof is offset by higher α-wall. Both scenarios 
do not reach the same magnitude of cooling as CR.Med and CR.Hi, despite 
having equivalent α-roof values. The times of peak warming in CW and 
transition from cooling to warming in MA and HA coincide with lower sun 
angles (late afternoon and early morning), during which a higher proportion of 
walls is exposed to direct radiation. While a higher α-wall is likely to reduce 
canyon wall temperatures by reflecting shortwave radiation, multiple 
reflections within the urban canyon increases air temperature, especially if 
there are other obstacles present that are able to absorb the reflected radiation.  
A previous study by Taha et al. (1988) has shown that increasing 
albedo leads to cooling (0.5-4.5°C in Sacramento) throughout the diurnal 
cycle as it prevents heat input into the urban climate system. This is because 
less energy is stored in the urban system when direct shortwave radiative input 
is reflected away from buildings during the day. Theoretically, this should also 
result in lower nighttime temperatures as less energy will be released as 
sensible heat from storage during the night. However, this effect is not found 
in the CR.Med and CR.Hi scenarios despite significant daytime Ta-2m 
reductions. This is likely due to the model not including heat storage in 
buildings. Nonetheless, ENVI-met does show that the application of higher α-
roof does yield lower mean Ta-2m during daytime. 
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There are also differences in the spatial patterns of ΔTa-2m between the 
five scenarios at 1400 hrs (Figure 5-3). CW shows the least spatial variability 
with marginal uniform warming (approx. 0.07°C) throughout the model 
domain. However, ΔTa-2m is slightly higher (+0.20°C) along the Southern edge 
of the domain with small, isolated pockets within semi-enclosed courtyards 
reaching magnitudes of up to +0.50°C. CR.Med and CR.Hi exhibit greater 
areal extents of cooling than the other simulations with large swathes of 
reduced Ta-2m across the domain. CR.Hi displays larger pockets of greater 
cooling (up to 0.55°C) especially in the Northern part of the study area. The 
continuum of cooling in the North is likely attributable to shorter buildings (zh 
= 3-13 m). Ng et al. (2012) noted differential cooling patterns in implementing 
grass roofs in ENVI-met, with greater cooling occurring when buildings with 
green roofs were shorter than 20 m. Although green roofs are equivalent to 
“cool roofs”, reduced roof surface temperatures may similarly influence 
canyon air temperatures only if the roofs are sufficiently close to the ground 
surface. In comparison, there is very limited cooling (0.05°C) along the 
Southern border, where buildings are taller (zh = 4-21 m). Similar to the time-
series plots, maps of ΔTa-2m for MA and HA show reduced cooling compared 
to CR.Med and CR.Hi. Both scenarios result in smaller areas of cooling with 
generally smaller ΔTa-2m magnitudes (-0.18 to -0.30°C), while greater warming 
observed along the Southern border (max. ΔTa-2m: +0.35°C and +0.90°C, 
respectively).  
Differences between the albedo scenarios is reduced at 0600 hrs 
(Figure 5-4), where ΔTa-2m ranges are narrower (-0.03 to 0.10°C) than at 1400 
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Figure 5-3: Spatial variability of 2-m air temperature differences (ΔTa-2m) between BASE 
and (a) CR.Med, (b) CR.Hi, (c) CW, (d) MA and (e) HA at 1400 hrs on 28 July 2013. 
Black blocks indicate building footprints. Positive (negative) numbers represent increase 
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Figure 5-4: Same as Figure 5-3 but at 0600 hrs. Prevailing wind is from the South (180°). 
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Ta-2m throughout the model domain at 0600 hrs, which is also reflected in the 
ΔTa-2m diurnal variability plots (Figure 5-2). CW and MA result in small 
magnitudes of warming (0.01-0.04°C), while HA shows slightly larger 
magnitudes of warming (0.04-0.10°C) throughout the model domain, with 
patterns similar to those at 1400 hrs. 
5.2.2 Mean radiant temperature (MRT) 
Diurnal variability plots of ΔMRT and mean daytime ΔMRT are shown 
in Figure 5-5 and Table 5-5, respectively. Increasing α-roof has little influence 
on MRT, with CR.Med and CR.Hi resulting in no change at all locations. This 
is not unexpected as the increase in K↓ reflection at roof level will not affect 
people at pedestrian height. However, increasing α-wall results in higher MRT at 
all locations for CW, MA and HA, with HA experiencing the largest ΔMRT 
magnitudes, while MA and CW exhibit identical, moderate increases since 
they have the same α-wall.  
Although increased reflectance reduces canyon surface temperatures 
since less radiation is channelled into heating wall surfaces, the implication is 
that more radiation will be reflected on to pedestrians within the urban canyon. 
This increases the radiant fluxes the body is exposed to, consequently raising 
MRT and agrees with earlier findings from studies in Colombo, Sri Lanka 
(Emmanuel et al., 2007) and Melbourne, Australia (d'Argent, 2012). 
Variations in ΔMRT magnitudes between locations may be explained by 
differences in surface cover, proximity to building facades, canyon geometry 




Figure 5-5: Diurnal variability of ΔMRT, calculated as the 1.1-m mean radiant 
temperature differences between BASE and the five albedo scenarios (Table 5-1) at 
seven receptor locations (R1 to R7) on 28 July, 2013. Positive (negative) numbers 
represent increase (decrease) compared to BASE. 
Table 5-5: Mean daytime 1.1-m mean radiant temperature differences (ΔMRT) between 
BASE and the five albedo scenarios at seven receptor locations (R1-R7) on 28 July, 2013. 
Positive (negative) numbers represent increase (decrease) compared to BASE. 
SIM 
Mean daytime ΔMRT (°C) 
R1 R2 R3 R4 R5 R6 R7 
CR.Med -0.03 -0.06 -0.03 0.03 -0.02 -0.03 -0.07 
CR.Hi -0.05 -0.11 -0.05 0.1 -0.04 -0.06 -0.07 
CW 1.32 3.11 0.82 3.07 3.45 2.05 3.9 
MA 1.3 3.06 0.79 3.11 3.42 2.02 3.83 
HA 2.83 6.62 1.73 6.68 7.37 4.39 8.24 
R1, ENE-WSW, H/W: 0.28 R2, ENE-WSW, H/W: 0.53
R3, Park, R4, ENE-WSW, H/W: 0.63
R5, NW-SE, H/W: 0.46 R6, ENE-WSW, H/W: 0.21
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Average daytime MRT gains are differentiated between receptors 
located over impervious surfaces (R2, R4, R5-R7) and those over vegetated 
surfaces (R1 and R3). For instance, average MRT gains in the HA scenario are 
significantly greater over impervious surfaces (4.39-8.23°C) than vegetated 
surfaces (1.73-2.83°C) over vegetated surfaces. The distinction in ΔMRT 
changes between the two types of surfaces is also observed in CR and MA, 
albeit to a smaller extent. Over impervious surfaces, multiple reflections of 
radiation from building facades may be absorbed by street pavement, and re-
emitted as long-wave radiation, increasing MRT. On the other hand vegetated 
surfaces are likely to be moister, lowering the radiant flux contribution from 
the ground surface. The trees in the park also shield R3 from increased radiant 
fluxes.  
Both canyon orientation and geometry also appear to control ΔMRT 
magnitudes. MRT gains in the CW, MA and HA scenarios are higher in NW-
SE canyons (R5 and R7) than ENE-WSW canyons (R1, R2, R4 and R6). In 
NW-SE canyons, building walls are NE- and SW-facing, consequently 
receiving more direct solar irradiance in comparison to the (approximately) 
NW- and SE-facing walls in ENE-WSW canyons. With higher α-wall, radiant 
fluxes on the NE- and SW-facing walls correspondingly increase. MRT gains 
are thus slightly higher in NW-SE oriented urban canyons, especially at lower 
sun angles (Figure 5-5). The average daytime MRT gains also increase with 
H/W ratio, regardless of canyon orientation. The warming is distinct for the 
ENE-WSW canyons, where mean ΔMRT is significantly greater at R4 (H/W: 
0.53; mean ΔMRT: +6.68°C) than R6 (H/W: 0.21; mean ΔMRT: +4.39°C) in 
HA. Within NW-SE canyons, mean daytime ΔMRT is also greater when H/W 
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Figure 5-6: Spatial variability of 1.1-m mean radiant temperature differences (ΔMRT) 
between BASE and (a) CR.Med, (b) CR.Hi, (c) CW, (d) MA and (e) HA, at 1500 hrs on 
28 July 2013. Positive (negative) numbers represent increase (decrease) compared to 
















increases from 0.46 (R5, mean ΔMRT = +7.37°C) to 0.58 (R7, mean ΔMRT = 
+8.24°C).  
Spatial variability plots of ΔMRT at 1500 hrs also hint at the 
importance of relationship between ΔMRT and urban geometry, where the 
influence of α-wall clearly diminishes with distance from building facades (Fig. 
5-6). Areas immediately adjacent to buildings observe the largest ΔMRT 
magnitudes, while ΔMRT is negligible (< +4.0°C) in open areas (e.g. R1), 
even in HA where α-wall is the highest. In relation to urban geometry, MRT 
gains are comparatively smaller (6 to 10°C) in wider urban canyons such as 
the secondary and tertiary streets (H/W = 0.3-0.5) than in the back alleys 
(H/W = 2.0), where ΔMRT typically exceeds +18°C. Absolute MRT ranges 
(shown in Appendix F) at 1500 hrs also get larger with higher α-wall values. 
The maximum observed MRT increases in CW, MA and HA (83.1°C for the 
first two and 89.2°C for the last scenarios), compared to BASE (MRTmax: 
77.9°C).  
Several studies have hypothesized that applying high-albedo materials 
will increase reflection glares within the city due to increased surface 
reflectivity, which might in turn lead to visual discomfort (Taha et al., 1988; 
Akbari et al., 2001; Shih & Huang, 2001; Synnefa et al., 2007). However, 
these studies did not quantify the effects of increased reflection glares as they 
mainly focused on the influence of albedo on air temperatures, energy 
consumption and cooling loads. Results from the present study suggest that 
apart from the hypothesized reflection glares, the increased reflection of 
shortwave radiation associated with higher α-wall will also have palpable 
127 
 
consequences on MRT, and therefore physical comfort. However, these effects 
are likely to be most acutely felt in the immediate vicinity of the buildings 
where higher α-wall is applied and less significant in open areas.  
5.2.3 Physiologically equivalent temperature (PET) 
PETmean at each location for all simulations is given in Table 5-6, while 
the daytime PET ranges for all receptors are compared in Figure 5-7. In 
general, none of the simulations ameliorate thermal comfort, with the 
simulations adopting higher α-wall exacerbating existing heat stress instead. 
Although daytime Ta-2m is slightly lower across the model domain in both 
CR.Med and CR.Hi, the negligible changes in MRT (Section 5.2.2.1) translate 
to limited thermal comfort changes. In these scenarios, PETmean and PETmax 
decreased by only 0.1-0.5°C and 0.1-0.3°C, respectively. This suggests that 
the slight Ta-2m reductions aren’t enough to ameliorate heat stress conditions, 
as MRT is the most important parameter  
Table 5-6: Mean daytime physiologically equivalent temperature (PETmean) and standard 
deviations for BASE and five albedo scenarios (Table 5-1) at height of 1.1 m, for seven 
receptor locations (R1-R7) on 28 July 2013. 
SIM 
PETmean (°C) 































































































Figure 5-7: Box plots indicating daytime physiologically equivalent temperature 
(PET) ranges at height of 1.1 m for BASE and five albedo scenarios (Table 5-1) at seven 
receptor locations (R1-R7) for 28 July 2013. Black symbols = outliers. 
in PET, and relief from solar exposure remains an integral part of improving 
thermal comfort in the tropics. 
Across the simulations, R3 remains the most comfortable site with 
PETmean ranging from 29.4-30.4°C and PETmax< 35.0°C. Similar to existing 
conditions (as discussed in Chapter 4), the most uncomfortable conditions 
were found within the ENE-WSW oriented canyons (R2, R4 and R6). Here, 
PETmean and PETmax range from 44.0-49.3°C and 52.2-60.1°C, respectively, 
with the highest values observed in the HA scenario. In contrast, the two 
R1, ENE-WSW, H/W: 0.28 R2, ENE-WSW, H/W: 0.53
R3, Park, R4, ENE-WSW, H/W: 0.63
R5, NW-SE, H/W: 0.46 R6, ENE-WSW, H/W: 0.21































locations within the NW-SE canyons (R5 and R7) have lower PETmean, 
ranging from 36.9-41.7°C, even though their relative MRT gains from BASE 
are larger than in the ENE-WSW canyons. PETmax in these canyons also do not 
reach the same magnitudes as the ENE-WSW canyons, ranging from 47.6-
53.7°C. This is because average absolute MRT values in the NW-SE canyons 
are smaller than in ENE-WSW canyons (see Appendix G).  
Orientation, however, is not the only influence and surface cover also 
plays a role in mitigating heat stress in urban neighbourhoods. While R1 is 
located in a semi-enclosed courtyard with an ENE-WSW long-axis, PETmean 
(40.8-42.1°C) and PETmax (47.2-49.0°C) remains smaller than in other ENE-
WSW canyons, particularly R6. Even though R1 and R6 have similar 
geometric characteristics (H/W: 0.28 and 0.21; SVF: 0.65 and 0.66, 
respectively), R6 experiences distinctively higher PETmean (44.0-46.4°C) and 
PETmax (52.2-55.1°C) than R1 across the simulations. As R1 is located over a 
grass field, soil moisture results in lower surface temperatures, and therefore 
MRT and PET (discussed in 5.2.2.1). 
5.2.4 Summary and discussion of albedo scenarios 
Increasing just α-roof (CR.Med and CR.Hi) results in the most 
significant large-scale changes where Ta-2m decreases throughout the model 
domain. In contrast, increasing α-wall exacerbates existing heat stress, however, 
this is limited to the immediate vicinity of the buildings.  Although there are 
slight Ta-2m reductions in MA and HA, the higher α-wall compromises the 
cooling effects resulting from solely increasing α-roof (i.e. in CR.Med and 
CR.Hi). Increasing α-wall in CW, MA and HA also increased MRT and PET, 
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indicating that it is not a suitable mitigation strategy. Although CR.Med and 
CR.Hi do not result in perceptible improvements in thermal comfort, there are 
probably other feedbacks that are unaccounted for by ENVI-met as previously 
discussed in Section 5.3.1. Despite the negligible PET changes observed in 
these simulations, increasing α-roof is still recommended as a feasible option 
for improving near-surface temperatures given that it is a relatively 
inexpensive and passive strategy (Synnefa et al., 2007).  
However, there are practical considerations involved with 
implementing a cool roof (e.g. white roofs) in reality. All roofs modelled in 
ENVI-met were assumed to possess horizontal flat roofs, as ENVI-met is 
unable to model sloping roofs given the model’s grid-cell structure. 
Unfortunately, in reality, most of the private residential dwellings with lower 
zh in the study area typically have sloping roofs. Increasing α-roof on sloping 
roofs will not lead to simple reflectance of K↓ back towards the atmosphere. If 
reflective roofs are implemented on sloping roofs, the angled roofs may 
instead lead to increased reflection within urban canyons (if roofs are 
surrounded by taller buildings) and exacerbate glares, creating thermally and 
visually uncomfortable situations (Akbari et al., 2001). Prudent consideration 
needs to go into selecting suitable sites for cool roof implementations as flat 
roof surfaces are the best sites that won’t increase glare within the urban 
environment. There are also financial costs involved in the maintenance of the 
roofs to ensure that they remain reflective (or white). However, Akbari et al. 
(2001) point out that roofs undergo regular maintenance works anyway, and 
the benefits are likely to outweigh the costs of regular maintenance. 
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5.3 Influence of vegetation 
5.3.1 Near-surface air temperature (Ta-2m) 
The implementation of the seven vegetation scenarios leads to a 
diversity of diurnal Ta-2m responses, with slight cooling accompanying most of 
the simulations except NT and ST, which both result in overall warming 
(Figure 5-8). ΔTa-2m magnitudes for the vegetation scenarios are smaller than 
for the albedo scenarios, but the influence of vegetation persists throughout the 
diurnal cycle for all seven scenarios.  
 
Figure 5-8: Diurnal variability of ΔTa-2m, calculated as the difference between BASE and 
the seven vegetation scenarios (Table 5-2) using spatial averages of 2-m air temperature 
(Ta-2m) at seven receptor locations (R1-R7), on  28 July 2013. Positive (negative) numbers 
represent increase (decrease) compared to BASE. Black dashed line = zero-line. 
The most obvious local-scale effects are obtained by NT and GR, as 
both strategies involve removing or adding vegetation over large areas. NT 
(GR) resulted in warming (cooling) throughout the day with daily mean ΔTa-2m 
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cover (TC9.1 and TC12.5) and adopting uniform tree categories (ST, MT, TT) 
result in limited local-scale Ta-2m changes. TC9.1, TC12.5 and TT all produce 
small mean Ta-2m reductions (0.06-0.09°C), while ST and MT both result in 
nominal mean changes (diurnal ΔTa-2m: +0.02°C and -0.01°C, respectively). 
Despite the small local-scale changes, ΔTa-2m maps at 1400 and 0600 
hrs (Figures 5-9 and 5-10, respectively), indicate that ΔTa-2m magnitudes are 
significant at the micro-scale (i.e. spatial scale of individual trees and grid 
cells) which is similar to findings by Chow and Brazel (2012). For instance, 
small pockets of cooling (0.30-0.40°C) are observed in the TC9.1, TC12.5 and 
TT scenarios at 1500 hrs that are greater than the local-scale magnitudes 
(0.06-0.10°C). Similarly, replacing all existing trees with TA trees in TT leads 
to “patchy”, localised cooling (especially along the Southern edge) of 0.20-
0.30°C. These isolated patches of greater cooling are restricted to where 
modifications were made to individual trees. These findings agree with studies 
by Shashua-Bar and Hoffman (2000; 2004), which highlight the localised 
cooling impacts of street trees.  
Figures 5-9 and 5-10 also demonstrate the importance of extensive tree 
canopy cover in NT, where the largest warming magnitudes (0.6°C at 1400 
hrs; > 0.53°C at 0600 hrs) coincide with areas where TA trees were removed 
(i.e. the park and along the main street of Telok Kurau). Smaller pockets of 
warming also occur where SH and ME trees are removed, though Ta-2m gains 
are smaller (0.20-0.38°C). The differentiation in warming magnitudes between 
ST, MT and TT suggests that the TA trees are more effective in regulating 
near-surface temperatures than ME and SH trees. This is further supported by  
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Figure 5-9: Spatial variability of 2-m air temperature differences (ΔTa-2m) between BASE 
and (a) NT, (b) GR, (c) TC9.1 (d) TC12.5, (e) ST, (f) MT and (g) TT at 1400 hrs on 28 
July 2013. Positive (negative) numbers represent increase (decrease) compared to BASE. 
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the slight Ta-2m gains observed at 1400 (0.15-0.40°C) and 0600 hrs (0.08-
0.20°C) at locations where existing trees are replaced with SH and ME trees in 
the ST and MT scenarios, with larger warming magnitudes seen in ST. These 
results are similar to Spangenberg et al.’s (2008) study in São Paulo within a 
street canyon, where denser tree foliages (LAI = 5.0) have a larger average 
cooling effect (1.1°C vs. 0.5°C) than sparser trees (LAI = 1.0).  
 The removal of trees in NT not only removes shade provision but also 
reduces the evapotranspirative cooling potential of the trees. Generally, this 
can be observed as lower specific humidity can be found in areas like R3 and 
along the main street of TK when trees are removed in NT or when canopy 
cover is reduced, as in the ST and MT scenarios (Figure 5-11). However, 
changes in the NT scenario are of the largest magnitudes, where specific 
humidity is more than 1.00 g kg-1 lower than in BASE, and are thus presented 
in Figure 5-11.  
 
Figure 5-11: Difference in specific humidity between the NT and BASE scenarios, where 
negative (positive) values indicate higher (lower) humidity in BASE (NT). 
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5.3.2 Mean radiant temperature (MRT) 
Diurnal variability plots of ΔMRT are shown in Figure 5-12, and mean 
daytime ΔMRT magnitudes summarised in Table 5-7. In general, ΔMRT can 
reach very high magnitudes (> ±40.0°C) when shade is added or removed. The 
largest and most sustained MRT changes occur at R3 with NT where ΔMRT 
magnitudes exceed 30°C for most of the day. In the park, the complete 
removal of trees exposes both pedestrians and ground surfaces to intense solar 
irradiances. The impact of NT is less pronounced at the other locations 
(ΔMRTmax: +2.17 to +14.2°C), where fewer trees can be removed. 
Nonetheless, spatial distribution plots of ΔMRT at 1500 hrs reveal similar 
patterns to daytime ΔTa-2m maps, where maximum ΔMRT (+43.7°C) coincides 
with the removal of TA trees.  
 Other vegetation scenarios produce much smaller overall ΔMRT 
magnitudes that are often intense but brief. Figure 5-12 also reveals temporal 
asymmetries in MRT changes, where some changes only occur at particular 
times of the day (e.g. morning or late afternoon) and locations. For instance, 
NT, ST and MT lead to a spike in MRT at R1 during the early morning. In 
BASE, there are tall trees located to the Southeast of R1. Removing these trees 
or decreasing their height increases radiant exposure and consequently MRT. 
While TT results in slight MRT reductions in the morning at R5 and R7, the 
two NW-SE canyons also observe MRT gains (>10°C at R7) in the afternoon 
hours. This suggests that the strategic placement of trees or other obstacles are 





Figure 5-12: Diurnal variability of ΔMRT, calculated as the 1.1-m mean radiant 
temperature differences between BASE and seven vegetation scenarios (Table 5-2) at 
seven receptor locations (R1-R7) on 28 July 2013. Positive (negative) numbers represent 
increase (decrease) compared to BASE.  
R1, ENE-WSW, H/W: 0.28 R2, ENE-WSW, H/W: 0.53
R3, Park, R4, ENE-WSW, H/W: 0.63
R5, NW-SE, H/W: 0.46 R6, ENE-WSW, H/W: 0.21
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Table 5-7: Mean daytime 1.1-m mean radiant temperature differences (ΔMRT) between 
BASE and seven vegetation scenarios (Table 5-2) at the seven receptor locations (R1-R7) 
for July 28, 2013. Positive (negative) numbers represent increase (decrease) relative to 
BASE. 
SIM 
Mean daytime ΔMRT (°C) 
R1 R2 R3 R4 R5 R6 R7 
NT 1.28 3.21 32.86 0.63 3.39 1.41 2.35 
GR -0.11 -1.02 -0.06 -0.57 -0.91 -1.27 -0.03 
TC9.1 -0.02 -0.13 -0.02 -1.53 -0.16 -2.02 -0.12 
TC12.5 -0.03 -0.16 -0.04 -0.83 -0.16 -2.68 -0.14 
ST 1.15 0.52 3.05 0.14 0.03 0.05 0.56 
MT 0.85 -0.83 2.37 -0.84 0.38 -1.58 0.71 
TT 0.03 -2.86 -0.03 -2.55 0.22 -3.10 0.23 
At the time of peak MRT (1500 hrs), NT produces the largest spatial 
extent of MRT gains (>37.5°C), especially in the park and along the main 
street (see Figure 3-5 for location of main street) where TA trees were located 
in BASE (Figure 5-12). Smaller MRT increases (15°C) are found in the 
secondary streets where SH and ME trees were removed. MRT increases and 
decreases for ST, MT and TT are limited to immediate surroundings of the 
trees, with increases associated with the conversion to SH and ME trees (7.5-
30.0°C) and decreases associated with conversions to TA (30.0°C). Increasing 
the number of trees (TC9.1 and TC12.5) results in localised, intense MRT 
reductions (15-30°C).  
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Figure 5-13: Spatial variability of 1.1-m mean radiant temperature differences (ΔMRT) 
between BASE and (a) NT, (b) GR, (c) TC9.1, (d) TC12.5, (e) ST, (f) MT and (g) TT, at 
1500 hrs on 28 July 2013. Positive (negative) numbers represent increase (decrease) 
















5.3.3 Physiologically equivalent temperature (PET) 
Daytime PETmean at each receptor location is given in Table 5-8 while 
daytime PET ranges are summarised in Figure 5-14. Apart from the removal 
of trees in NT (increases in PETmean and PETmax: 0.3-14.0°C and 0.4-16.8°C, 
respectively), the vegetation scenarios have little effect on PET at the various 
locations. This is partly due to the receptor locations, which are neither 
directly above nor below vegetation and hence are unable to detect significant 
localised MRT changes. 
PET increases and reductions are closely related to the MRT changes 
described in the previous section. For instance, the late afternoon increase in 
MRT observed at R5 and R7 in the TT scenario resulted in a higher PETmax 
(Figure 5-14), suggesting that extreme conditions may be exacerbated in NW-
SE canyons despite generally better conditions elsewhere. Although the seven 
Table 5-8: Mean daytime physiologically equivalent temperature (PETmean) and standard 
deviations for BASE and vegetation scenarios (Table 5-2) at height of 1.1 m, for seven 
receptor locations (R1-R7) on 28 July 2013. 
SIM 
PETmean (°C) 




























































































































Figure 5-14: Box plots indicating daytime physiologically equivalent 
temperature (PET) ranges at height of 1.1 m for BASE and seven vegetation scenarios 
(Table 5-2) at seven receptor locations (R1-R7) on 28 July 2013. Black symbols = 
outliers. 
receptor locations do not generally register drastic PET changes in these 
scenarios, earlier caveats have pointed out they cannot be considered 
representative of the entire model domain and (apart from R3) cannot 
adequately describe changes under tree canopies. A more accurate assessment 
of thermal comfort amelioration can be obtained from the ΔMRT spatial plots 
shown in Figure 5-13, which provide better visualization of areas that will be 
influenced by implementing the various strategies. 
R1, ENE-WSW, H/W: 0.28 R2, ENE-WSW, H/W: 0.53
R3, Park, R4, ENE-WSW, H/W: 0.63
R5, NW-SE, H/W: 0.46 R6, ENE-WSW, H/W: 0.21


























5.3.4 Summary and discussion of vegetation scenarios 
The NT case proves that trees are an integral part of regulating heat 
stress, especially in the tropics where solar radiation receipt is extremely high. 
Together with results from the ST, MT and TT scenarios, it becomes apparent 
that the tallest trees (TA) directly and indirectly maximize relief from heat 
stress through providing shade to pedestrians as well as by shading urban 
surfaces that may re-radiate heat, whereas the other two tree height categories 
(TS and TM) are less effective. The greatest MRT reductions associated with 
TA (which generally have higher LAI) partially confirm a study by Nichol 
(1994) in housing estates in Singapore that found a close negative correlation 
between surface temperatures and LAI. As surface temperatures affect MRT 
magnitudes, it follows that MRT (and PET) will decrease with higher LAI. 
Increasing tree cover appears to nominally improve mean Ta-2m, but 
doesn’t have much impact on domain-wide thermal comfort. However, this 
may reflect the simulation design where the additional trees in TC9.1 and 
TC12.5 were mostly planted on secondary and tertiary streets. The dominant 
tree types planted along these streets are SH and ME because of their size, and 
are less effective in mitigating heat stress than TA trees. Thus, simply 
increasing the number of trees is not enough if the tree types do not maximize 
shade. Nonetheless, spatial plots of ΔMRT indicate that increasing trees can 
result in substantial micro-scale heat stress relief as seen in TC12.5, which 
suggests significant cooling potential by increasing street-level vegetation. 
Although the impacts of the strategies involving increased tree cover were 
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mainly localised, if the increased tree cover was implemented on an even 
denser scale, more spatially widespread cooling impacts are to be expected. 
Implementation of grass roofs leads to slightly lower Ta-2m, but is not as 
effective as a cool roof. Thermal comfort conditions also only improve 
marginally, since GR has limited impact on MRT. Implementing grass roofs 
requires prudent consideration, and is subject to the availability of appropriate 
(flat) roofs that do not experience overshadowing from surrounding buildings. 
Given the relatively small changes resulting from GR, the present study 
suggests that the cooling potential of grass roofs are limited in TK as the 
spatial extent of GR’s cooling influence is limited to where buildings are 
shorter, with greatest cooling observed where zh < 8 m. However, as pointed 
out earlier in Section 5.1.2, ENVI-met does not support the implementation of 
soil on vegetated roofs. As such, it is also likely that the effectiveness of the 
GR scenario is underestimated by ENVI-met as it does not account for  the 
influence of rooftop soil moisture on surface air temperatures.   
5.4 Influence of building heights 
5.4.1 Near-surface air temperature (Ta-2m) 
All three building height scenarios lead to significant cooling that is 
sustained throughout the diurnal cycle (Figure 5-15). Mean daily ΔTa-2m 
magnitudes for B.2z, B.25 and MIX are -0.22°C, -0.43°C and -0.21°C, 
respectively. Average Ta-2m reductions are larger during the day (0.25-0.50°C) 
than at night (0.11-0.36°C), with greatest cooling associated with B.25. The 
magnitude of mean daily cooling for MIX is significantly smaller than in B.25 
even though identical building heights are applied in both scenarios, indicating 
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that the removal of vegetation in MIX substantially reduces the cooling 
potential of denser urban forms. 
 
Figure 5-15: Diurnal variability of ΔTa-2m, calculated as the difference between BASE 
and the three building heights scenario (Table 5-3) using spatial averages of 2-m air 
temperature (Ta-2m) at seven receptor locations, on 28 July 2013.  Positive (negative) 
numbers represent increase (decrease) compared to BASE. Black dashed line = zero line.  
It was expected that increasing building heights would lead to more 
favourable daytime conditions due to increased shading from taller buildings, 
although this would be offset by increased nighttime temperatures that usually 
accompany denser urban morphologies. Analogues of these expected diurnal 
Ta-2m patterns are found in residential areas in Singapore, where elevated 
nighttime temperatures (compared to rural sites) are related to denser urban 
morphologies (Chow and Roth, 2006). However, Figure 5-15 shows that all 
three simulations result in temperature reductions throughout the diurnal cycle 
despite increased (lower) aspect ratio (SVF). The sustained simulated cooling 
raises an ironic prospect that the answer to mitigating higher urban 


















However, it is perhaps not that surprising that the ENVI-met 
simulations do not convey nighttime warming given its known limitations – in 
particular, the inability to simulate heat storage within buildings. Without heat 
storage in buildings, many of the mechanisms leading to higher nighttime 
temperatures will be curtailed. It is thus unclear whether the persistent 
nocturnal cooling trend can be ascribed to reduced daytime heat input into the 
urban climate system due to more extensive shade provisioned by taller 
buildings, or if it is an artefact of heat storage absence. Nevertheless, the 
smaller nighttime cooling magnitudes found in all three simulations (Figure 
5-15) suggest that the model might be able to capture the expected trends 
should building heat storage be included.  
While diurnal variability plots of mean ΔTa-2m indicate that all three 
scenarios lead to local-scale cooling throughout the entire day, ΔTa-2m maps 
for 1400 (Figure 5-16) and 0600 hrs (Figure 5-17) show ΔTa-2m is spatially 
non-uniform. B.2z shows less extreme ΔTa-2m magnitudes (-0.70°C to 
+0.15°C) than B.25 and MIX (-1.02 °C to 0.75°C), as changes in its geometric 
form and vegetation characteristics are less drastic. Within B.2z, daytime 
temperature reductions are smaller around the Southern edge of the model 
domain than in the Northern section (Figure 5-16). This is reflective of the 
design scenario, where a greater number of buildings in the Southern area 
were left unchanged due to the height threshold (zh < 12.5 m) applied in 
selecting buildings for height changes in B.2z. More buildings along the 
Northern border were < 12.5 m and thus increased to 2zh, which in turn led to 
more noticeable Ta-2m reductions in those areas. During the night, these same 









Figure 5-16: Spatial variability of 2-m air temperature differences (ΔTa-2m ) between 
BASE and (a) B.2z, (b) B.25, and (c) MIX at 1400 hrs on 28 July 2013. Positive (negative) 
numbers represent increase (decrease) compared to BASE. Prevailing wind is from the 











































At 1400 hrs, both B.25 and MIX had wider ranges in the ΔTa-2m spatial 
variability plots than B.2z (-1.20°C to +0.75°C). In B.25, there are expansive 
temperature reductions (> 0.60°C) throughout almost the entire model domain, 
even in the park which is already the coolest location. In MIX, the daytime 
cooling effect of increasing all building heights to 25 m is diminished. Smaller 
areas experience Ta-2m reductions of magnitudes greater than -0.90°C in MIX, 
as compared to B.25. MIX also produces Ta-2m increases around the Southern 
edge of the model domain as maximum warming (approx.: +0.75°C) around 
the main street of TK, which is clearly delineated by a zone of increased Ta-2m 
(Figure 5-16). The greater warming in MIX is attributable to the loss of shade 
from trees in the wider main streets, where even the taller buildings can’t 
provide adequate shade. 
In contrast, during the time of the nighttime temperature minimum, the 
effect is reversed where areas in the Northern section with reduced 
temperatures at 1400 hrs show slight warming (< 0.2°C) at 0600 hrs for both 
the MIX and B.25 scenarios (Figure 5-17). The main street of TK experienced 
cooling (0.40-1.00°C) for both scenarios, while nocturnal warming 
magnitudes (0.40-0.80°C) are the largest in the former park (North of R3) in 
MIX. Despite the slight nighttime warming in some areas for MIX and B.25, 
the majority of the model domain still experiences temperature reductions at 
0600 hrs. 
5.4.2 Mean radiant temperature (MRT) 
Mean daytime ΔMRT magnitudes (Table 5-9) also show that the three 
scenarios lead to overall daytime MRT reductions at all locations (except R3) 
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even if temporary warming occurs during the day (Figure 5-18). Daytime 
ΔMRT magnitudes can get quite large, occasionally exceeding ±30°C at R2, 
R5 and R6 (Figure 5-18). MIX generates more varied MRT responses due to  
 
Figure 5-18: Diurnal variability of ΔMRT, calculated as the 1.1-m mean radiant 
temperature differences between BASE and the three building heights scenarios (Figure 
5-1) at seven receptor locations (R1 to R7) on July 28, 2013. Positive (negative) numbers 
represent increase (decrease) compared to BASE. Black dashed line = zero line. 
  
R1, ENE-WSW, H/W: 0.28 R2, ENE-WSW, H/W: 0.53
R3, Park, R4, ENE-WSW, H/W: 0.63
R5, NW-SE, H/W: 0.46 R6, ENE-WSW, H/W: 0.21





























Table 5-9: Mean daytime 1.1-m mean radiant temperature difference (ΔMRT) between 
BASE and three building heights scenarios (Table 5-2) at seven receptor locations (R1-
R7).  Positive (negative) numbers represent increase (decrease) compared to BASE. 
SIM 
Mean daytime ΔMRT 
R1 R2 R3 R4 R5 R6 R7 
B.2z -2.89 -5.16 -0.48 -2.39 -3.06 -4.37 -3.49 
B.25 -7.47 -12.9 -0.87 -3.56 -6.25 -8.26 -5.8 
MIX -7.25 -10.27 16.2 -3.34 -4.33 -6.2 -4.01 
the removal of trees. Temporal asymmetries in ΔMRT changes seen in Figure 
5-18 are similar to those seen in the vegetation scenarios and are dependent on 
sun-obstacle geometry. 
Unsurprisingly, the most extreme MRT changes are found at R3 in 
MIX, with the park removed (similar to NT in Section 5.4) and replaced with 
buildings (zh = 25 m) in the areas immediately East of R3. Maximum ΔMRT at 
R3 (+40.4°C) in MIX reaches similar magnitudes as NT (see Figure 5-12), 
although MRT gains are over fewer hours than in NT. MRT at R3 also 
increases only from midday to the late afternoon and not during the earlier 
morning hours as the new buildings provide additional shade. MIX also results 
in MRT gains at R5 and R7 in the afternoon hours (approximately 1300-1700 
hrs), reaching maximum magnitudes of 7.80°C and 5.32°C, respectively. In 
terms of the spatial variability of ΔMRT at 1500 hrs, Figure 5-19 shows that 
ΔMRT magnitudes are larger in B.25 (in excess of -30°C) than B.2z (-15.0 to -
22.5°C, where B.25 sees larger areas with MRT reductions. For B.2z, MRT 
reductions are also restricted to areas adjacent to E/SE-facing walls at 1500 
hrs, with little change along the N/NW-facing walls. In B.25 and MIX, areas 
experiencing MRT reductions reach further South/Southeast, extending to the 









Figure 5-19: Spatial variability of 1.1-m mean radiant temperature differences (ΔMRT) 
between BASE and the (a) B.2z, (b) B.25 and (c) MIX scenarios, at 1500 hrs on 28 July 
2013. Positive (negative) numbers represent increase (decrease) compared to BASE. 



















Although all seven receptor locations show mean daytime MRT 
reductions in the MIX scenario, it is clear that at 1500 hrs (Figure 5-19) there 
is much greater spatial variability in ΔMRT than Figure 5-18 reveals. In MIX, 
1500 hrs, MRT reductions are observed in much of the same areas as B.2z and 
especially B.25. However, there are also large MRT gains (30-36°C) in areas 
where trees were removed (and slightly SW of the removed trees due to the 
sun being further east on the horizon) due to increased radiant exposure. This 
once again highlights the intense micro-scale impacts of removing vegetation 
that are not immediately apparent from local-scale analysis, or even point 
analysis at the receptors.+7.80°C and +5.32°C, respectively (also discussed in 
Section 5.3.2).  
5.4.3 Physiologically equivalent temperature (PET) 
PETmean and daytime PET ranges for each location are shown in Table 
5-10 and Figure 5-20, respectively. In general, the building height scenarios 
result in greater improvement to thermal comfort conditions, compared to the 
albedo and vegetation scenarios. With increased building height, PETmean 
decreases at all locations for all simulations with the expected (lone) exception 
of R3 in MIX. Replacing the park with buildings in MIX results in a sharp 
increase in PETmean (9.7°C) at R3, for reasons already discussed in Section 
5.4.2 pertaining to MRT. Apart from this, the greatest PETmean changes are at 
R2, where PETmean in B.25 and MIX decreases by 8.4°C and 6.9°C, 




Table 5-10: Mean daytime physiologically equivalent temperature (PETmean) and 
standard deviations for BASE and three building heights scenarios (Figure 5-1) at height 
of 1.1 m, at seven receptor locations (R1-R7) on 28 July 2013. 
SIM 
PETmean (°C) 
































































Figure 5-20: Box plots indicating daytime physiologically equivalent temperature (PET) 
ranges at height of 1.1 m for BASE and three building height scenarios (Figure 5-1) at 
seven receptor locations (R1-R7) for 28 July 2013. Black symbols = outliers. 
R1, ENE-WSW, H/W: 0.28 R2, ENE-WSW, H/W: 0.53
R3, Park, R4, ENE-WSW, H/W: 0.63
R5, NW-SE, H/W: 0.46 R6, ENE-WSW, H/W: 0.21


























Daytime PETmax at each location also generally declines at most 
locations for B.2z and B.25. Despite lower PETmean (Table 5-10), R1 and R5 
display higher PETmax compared to BASE in B.25 and MIX (Figure 5-20). For 
R5, the higher PETmax (which occurs at 1500 hrs for all sites, same timing as 
MRTmax) in MIX may be explained by MRT increases at 1500 hrs (Figure 
5-18).  However, no corresponding MRT increases were found at R1 during 
PETmax, meaning its increase is due to changes in other variables. Although 
wind data has not been evaluated and is treated minimally in the present study, 
predicted u1.1m (see Appendix H) might explain the higher PETmax values 
found in MIX.  
Average u1.1m is greatly attenuated at R1 and R5 (e.g. from 0.6 to 0.06 
ms-1, and 1.17 to 0.83 ms-1, respectively), which is a result of the taller 
buildings restricting convective heat loss. For most of the day the reduced 
MRT is able to counteract the decreased u1.1m in alleviating heat stress. 
However, at the time of PETmax, the reduced wind speed combined with the 
higher (or unchanged) MRT results in greater heat stress than would be 
experienced in the existing configuration. Although reductions in u1.1m are 
qualitatively reasonable and compatible with theory that higher H/W ratios 
have a diminutive effect on wind speeds (Oke, 1988a), the accuracy of the 
absolute wind speeds have not been verified in the present study. Nonetheless, 
they provide a means of explaining predicted PET variability.   
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Despite changes in canyon geometry, the thermal hierarchy observed among the seven 
locations remain similar to earlier discussions (i.e. in Chapter 4), where locations in the 
ENE-WSW canyons observe greater heat stress than in NW-SE canyons. Table 5-10 
shows that the NW-SE canyons experience the lowest PETmean (34.3-37.8°C) for each 
simulation (when R3 is excluded from consideration), whereas the ENE-WSW canyons 
experienced higher PETmean (37.1-45.5°C).  PETmean reductions at R2 (-2.7°C to -8.4°C) 
and R4 (-2.8°C to -3.9°C) are the largest, which is due to the sharp increase in H/W 








Table 5-4). Although PET reductions in the ENE-WSW canyons are 
larger with higher aspect ratio, PETmean values (especially in R4 and R6) still 
remain very high and above the limits for strong to extreme heat stress (see 
Table 2-2). Similar to Ali-Toudert and Mayer’s (2006) findings for E-W 
oriented canyons, this suggests that increasing aspect ratio has limited 
effectiveness in ameliorating heat stress conditions in ENE-WSW canyons.  
5.4.4 Discussion and summary of building height scenarios 
The building height scenarios show greater cooling potential with 
larger reductions in Ta-2m than the albedo and vegetation strategies. This is 
contrary to the literature that suggests a nocturnal UHI with higher building 
density. Generally, adopting a uniform maximum building height of 25 m in 
B.25 and MIX results in domain-wide Ta-2m reductions, the impacts on MRT 
are less widespread and are limited to the areas immediately adjacent to the 
buildings. Similar to the NT scenario, removing all trees also results in 
localised increases in both Ta-2m and MRT. 
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 The Ta-2m, MRT and PET reductions are attributable to the decreased 
SVF, which attenuates solar access to canyon interiors and reduces pedestrian 
exposure to clear sky irradiance (Arnfield, 1990). Taller buildings also lead to 
greater shadowing, resulting in reduced surface temperatures in urban canyons 
during daytime. Surface temperature reduction curtails radiative exchanges 
that occur between canyon surfaces and pedestrians within canyons. This 
finding supports by earlier studies in the humid tropics that advocate a 
compact urban form to reduce daytime radiant exposure for pedestrians 
(Emmanuel et al., 2007). However, this result has to be weighed against the 
possible nocturnal UHI that has not been captured by the present simulations, 
due to the lack of a building heat storage term.  
Despite clear reductions in MRT, deeper urban canyons greatly restrict 
ventilation, which already compromises comfort at certain times of the day 
and may prevent the dissipation of heat at night (if elevated nocturnal 
temperatures are indeed a problem that the simulations fail to reflect). The 
MIX scenario demonstrates that even the shade provided by deeper urban 
canyons fails to prevent exacerbation of existing heat stress when vegetation is 
removed, highlighting the importance of existing vegetation in regulating 
thermal comfort.  
5.5 Chapter summary 
This chapter examined the effects of manipulating albedo, vegetation 
density and height, and urban geometry on the microclimate and bioclimate. 
Thermal comfort analyses indicate that PET reductions are closely tied to 
MRT, while large MRT and PET changes are possible without significant Ta-2m 
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changes (e.g. with the vegetation strategies). The results show that the impacts 
of the strategies are influenced by canyon geometry and orientation, especially 
in the albedo and building height interventions. Although the PET discussions 
show that heat stress is still more severe in ENE-WSW canyons (see also 
Appendix G), the interventions result in greater MRT and PET reductions than 
the NW-SE canyons that are already more shaded to begin with.  
The implications of manipulating these urban design variables are thus 
obviously dependent upon existing conditions. For instance, increasing tree 
cover influences street level MRT and temperatures directly under the foliage 
on the secondary streets where vegetation is less extensive, but impacts at 
location R3 are negligible as the park is already vegetated. Urban planners 
seeking to implement intervention strategies should therefore also consider 




Chapter 6. Summary and conclusions 
The present thesis has two main objectives: first, to evaluate the 
applicability of ENVI-met in a low-density residential neighbourhood in 
Singapore. Second, to examine the impact of popular urban design 
interventions on the micro- and local-scale thermal (bio)climate. The detailed 
results were presented in Chapters 4 and 5, and the main results and 
conclusions from the study are summarised below: 
6.1 Evaluations of ENVI-met 
To reduce the possibility of compromising model performance due to 
poor site representation, model initialization values specific to the study 
location have been obtained as part of the present study. Specifically, this 
included the configuration of the three-dimensional building geometries (i.e. 
building layouts and heights) and on-site measurements of 
micrometeorological parameters such as near-surface temperatures and 
relative humidity, as well as soil moisture and temperatures at different soil 
depths. A local plant database, which is more representative of flora in 
Singapore, was also incorporated into the model 
Model evaluations were conducted by examining ENVI-met’s ability 
to reproduce the diurnal dynamics of Ta-2m and MRT. Ta-2m predictions were 
evaluated for spatially-averaged data (from receptors) and also for individual 
micro-environments at the seven sensor/receptor locations (Figure 3-5). MRT 
was only measured, and hence evaluated, at a single location (R1). Eight clear 
days representing Inter-, NE- and SW-monsoon conditions were selected for 
the simulations used to evaluate the model output. 
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ENVI-met shows good accuracy in predicting spatially-averaged Ta-2m 
with RMSE values ranging from 0.52-1.41°C, which are significantly smaller 
than those reported in similar studies. Generally, RMSE magnitudes are larger 
(>1.10°C) during the drier Inter-monsoon period (SIM 1-3) compared to the 
NE- (SIM 4-5) and SW-monsoon (SIM 6-8) periods where RMSE ≤ 0.89°C. 
Similar patterns are found at individual locations, with larger RMSE 
magnitudes in SIM 1-3 (0.91-1.62°C) than SIM 4-8 (0.47-1.35°C). Systematic 
errors dominate during all simulations and at most locations regardless of 
season. The larger RMSE values in SIM 1-3 are a result of large 
overestimations from mid-afternoon through the night, for both the spatially-
averaged and location-specific Ta-2m (MAE: 0.94-1.21°C and 0.78-1.55°C, 
respectively).  
Apart from the improved accuracy of initialization conditions 
potentially contributing to lower RMSE magnitudes in the present study, it is 
also possible that the generally higher soil moisture found in the tropics may 
have also contributed to better Ta-2m predictions. Results suggest that poorer 
model performance is associated with low soil moisture, where ENVI-met 
overestimates Ta-2m in dry conditions (SIM 1-3) especially over vegetated 
areas. In all other simulations, ENVI-met generally performs very well where 
diurnal differences between observations and predicted data are small. Thus, 
the present study suggests that model performance depends on soil moisture 
conditions at the present site. Under wetter soil conditions, ENVI-met 
successfully predicts the temporal dynamics and magnitudes of near-surface 
air temperatures within a low-density neighbourhood in the humid tropical city 
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of Singapore.  The present study therefore recommends exercising caution 
when applying ENVI-met to drier conditions.  
The present study is also unique in its evaluation of ENVI-met’s 
accuracy in predicting the diurnal dynamics of MRT. The temporal patterns of 
P-MRT indicate that predicted peak heat stress occurs in the late morning and 
mid-afternoon (1000 and 1500 hrs, respectively) and that there is a systematic 
midday dip. The particular midday variability of P-MRT is due to ENVI-met’s 
use of a projection factor that determines heat stress based on the proportion of 
the body exposed to the direct solar beam. Preliminary calculations suggest 
that ENVI-met overestimates heat gains by pedestrians because it utilizes a 
systematically larger projection factor than other standards for calculating 
MRT.  
Daytime RMSE values (6.44-14.07°C) are very large due to differences 
in temporal patterns of O-MRT and P-MRT. O-MRT is strongly coupled to cloud 
cover and radiant exposure However, ENVI-met does not simulate dynamic 
changes in cloud cover and hence P-MRT does not reflect the temporal 
variations in O-MRT. Unsystematic errors dominate during daytime for all eight 
simulations (RMSEu: 6.28-11.16°C). The large daytime RMSE magnitudes are 
mainly ascribed to differences in timings of maximum MRT (i.e. 1000 and 
1500 hrs for P-MRT vs. noon for O-MRT). Despite the large daytime RMSE 
magnitudes, ENVI-met simulates the MRTmax well suggesting that it is useful 
for predicting the upper extremes of heat stress. Users should nonetheless be 
cautious about applying MRT output under clear sky conditions during which 
direct radiation is the largest contributor to MRT, and the temporal patterns are 
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likely to be influenced by the projection factor. Unlike the Ta-2m evaluations, 
there is no distinct seasonal variability in MRT performance. Systematic 
underestimations of nighttime MRT also indicate that users should exercise 
caution in the use and interpretation of nighttime P-MRT. 
6.2 Effects of manipulating urban design variables 
The influence of modifying albedo, vegetation and building heights on 
air temperature and thermal comfort conditions was investigated to better 
understand the potential impacts of further urban growth and the effectiveness 
of common UHI mitigation strategies. The non-uniformity of impacts from the 
15 scenarios discussed in Chapter 5 highlights the microclimatic and 
bioclimatic complexities inherent in a heterogeneous urban system.  
Increasing overall (domain-wide) surface albedo has the theoretical 
advantage of reducing the overall absorption of solar radiation, which lowers 
urban temperatures. However, the present study shows that impacts differ 
depending on the type of facade (i.e. wall vs. roof) modified. Increasing α-wall 
exacerbates outdoor heat stress by increasing average Ta-2m, MRT and PET (by 
0.09°C, 1.3-8.24°C and 0.3-3.9°C, respectively). In contrast, higher α-roof 
results in sustained Ta-2m reductions (diurnal mean: 0.29°C) throughout the 
entire diurnal cycle although MRT and PET remain unchanged. Increasing 
both wall and roof albedo offsets the cooling effects of increased α-roof. These 
results suggest that increasing α-wall and α-roof are both ineffective heat 
stress mitigation strategies, as they either result in negligible changes in 
thermal comfort or even increase existing heat stress. Nevertheless, cool roofs 
demonstrate the ability to reduce daytime air temperatures and given ENVI-
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met’s limitations (e.g. lack of building heat storage), it is possible that their 
cooling potential is not fully realized in the simulations. As cool roofs are 
passive strategies, it may be worth the effort to investigate and further quantify 
the benefits of reflective roofs. 
The vegetation strategies that deal with tree height and type (e.g. ST, 
MT, and TT) do not result in large local-scale changes in Ta-2m and thermal 
comfort conditions. Effects are larger at the micro-scale, in the vicinity of 
individual trees, where significant cooling (and warming) can be observed, in 
particular where new trees are added (in TC9.1 and TC12.5) or when existing 
trees are replaced with different tree types. In contrast, removing all trees (NT 
scenario) resulted in both local-scale Ta-2m warming (of +0.31°C) and intense 
micro-scale MRT (in excess of 40.0°C at some instances) and increases in 
PET. Grass roofs (GR) result in slight Ta-2m reductions, although these are less 
significant than with cool roofs. This suggests that grass roofs may not be as 
favourable a heat (stress) mitigation as compared to cool roofs, as they are 
costlier to implement and the benefits may not be substantial enough to justify 
the additional cost. Taller and denser trees (TA) show greater potential for 
lowering heat stress than smaller trees (SH and ME). Despite the generally 
highly localised impacts of the individual vegetation strategies, the NT 
scenario reveals that vegetation is very important in moderating both Ta-2m and 
heat stress in a humid tropical environment where radiant exposure is very 
high. Without vegetation, microclimatic and bioclimatic conditions will be 
much more stressful.  
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Generally, increasing building heights leads to the greatest reductions 
in all assessed microclimatic and bioclimatic variables, which raises the ironic 
possibility that increased urbanization is favourable. ENE-WSW oriented 
canyons typically experience greater daytime heat stress reductions than NW-
SE canyons since NW-SE canyons are cooler to begin with. At some locations 
(R1, R5 and R6), increasing building heights leads to higher PETmax but 
shorter durations of high heat stress. This result shows that changes from 
increasing building height are non-uniform and can have both adverse and 
beneficial impacts on thermal comfort, depending on location and time of day. 
Urban planners will have to take into account the concomitant implications of 
increasing building heights.  
The present study also points out that the inability of ENVI-met to 
model heat storage in buildings impacts its ability to properly predict canyon 
air temperature at night, which constrains the ability to fully ascribe the 
nocturnal temperature reductions to reduced daytime solar access. The lack of 
building heat storage is concerning as the model’s results are contrary to the 
literature and it may misguide users who are unfamiliar with the limitations of 
the model.   
Lastly, the MIX scenario demonstrates that the removal of vegetation 
exacerbates existing heat stress in some areas that even the increased shading 
from taller buildings is unable to mitigate. This highlights the importance of 
vegetation cover in urban areas, and suggests that further urbanization should 




6.3 Final considerations 
The present thesis used ENVI-met as a tool to assess how 
modifications of urban design variables affect the micro- and bioclimate 
spatially and temporally (i.e. through the diurnal cycle). A common theme that 
has emerged is the importance of applying ENVI-met judiciously. Although 
refined initialization input data were obtained for the proper representation of 
local conditions, problems with model accuracy still appeared (in SIM 1-3) 
due to limitations of the soil model where dry conditions resulted in poorer 
model performance at the present site. Furthermore, the lack of internal heat 
storage within buildings in the model also limits the conclusive interpretation 
of results. Nevertheless with proper model initialization, ENVI-met is a useful 
tool for simulating diurnal ranges of near-surface air temperatures, especially 
under wetter soil conditions given the good RMSE and d values found for SIM 
4-8. In addition, ENVI-met is also able to predict the maximum daytime MRT, 
and offers the opportunity to assess daytime extremes in thermal comfort 
conditions. 
The following issues pertaining to ENVI-met should be addressed to 
ensure greater spatial and temporal accuracy in simulating microclimatic 
processes: 
i. Inclusion of a heat storage term for buildings  
ii. Diurnal forcing of cloud cover or incoming solar radiation 
amounts for greater accuracy in the temporal variability of 
MRT, although this point may be addressed with the release of 
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ENVI-met 4.0, which at present is only available as a beta 
version for test users.  
iii. Attention should be paid to the projection factor used for MRT 
calculations in ENVI-met; perhaps revised to follow VDI's 
specifications 
iv. Improvement of the existing soil model given ENVI-met’s 
tendency to overestimate air temperatures during drier soil 
conditions.  
Future research using ENVI-met should investigate the accuracy of 
surface energy fluxes. Evaluation of the predicted energy balance components 
will illuminate the specific sources of model error in other dependent variables 
like air and surface temperatures, and will further validate the applicability of 
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Appendix A. Python shell script for data-mining 
#Extraction of WSSS data from Weather Underground for study period 




NAME_TEMPLATE= path.join(DIR_NAME, '{:04}-{:02}-{:02}.csv') 
def build_url(year, month, day): 
    """Construct a URL from a date 
    """ 
    return URL_TEMPLATE.format(year, month, day) 
 
def get_weather_csv(year, month, day, csv_name): 
    """Save weather data CSV file from wunderground from a date 
    """ 
    url = build_url(year, month, day) 
    print(url) 
    urllib.request.urlretrieve(url, csv_name) 
 
for year in range(2013, 2014): 
    for month in range(1, 2): 
        for day in range(29, 31): 
            csv_path = NAME_TEMPLATE.format(year, month, day) 
            get_weather_csv(year, month, day, csv_path) 
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Appendix B. Comparisons of domain averages with spatial averages 
from receptor data 
To verify if the receptors adequately represented the model domain, 
the average Ta-2m from all grid cells (unoccupied by buildings) across the entire 
model domain (Dmean) was compared to Ta-2m averaged from the seven 
receptors (RCmean), for all eight simulations. Figure B-1 indicates that there is 
very good agreement between the two. Pearson product-moment correlation 
coefficients (r) were computed to assess the relationship.  R is greater than 
0.999 for all simulations, and RCmean and Dmean deviate little from the 1:1 lines 
drawn on the plots in Figure B-1. This indicates that RCmean does predict Dmean 
very well and is a reliable representation of average domain-wide conditions.   
The maximum difference (Diffmax) between RCmean and Dmean for each 
simulation's time series is shown in Table B-1. For further verification, 
independent samples t-test between RCmean and Dmean were conducted for each 
of the eight simulations. For all eight simulations, there were no significant 
differences between Dmean and RCmean, where p-values >0.7 for all simulations 
(Table B-1). This suggests that the seven receptor locations were well chosen 





Figure B-1: Scatter plots of RCmean (averages derived from seven receptors) and Dmean 
(averages derived from all grid cells in model domain that are unoccupied by buildings) 
for SIM 1- 8. Black dashed line = 1:1 line. 
 
Table B-1: Summary of maximum differences (Diffmax) between Dmean and RCmean, and t-
test statistics for each of the eight simulations (SIM 1-8). df = degrees of freedom. 
Function SIM 1 SIM 2 SIM 3 SIM 4 SIM 5 SIM 6 SIM 7 SIM 8 
Diffmax (°C) 0.13 -0.11 -0.07 0.12 -0.09 0.12 0.08 -0.07 
t-value 0.061 0.20 0.061 0.19 0.17 0.38 0.087 0.06 
df 94 94 94 94 94 94 94 94 
p-value 0.87 0.84 0.95 0.85 0.87 0.71 0.93 0.95 
 
SIM 1 SIM 2
SIM 3 SIM 4
SIM 5 SIM 6
































Appendix C. Sample input data for RayMan 
Sample data for input to Rayman V. 1.2 for calculating PET is given in 
Table 1 below. The input data for this particular example is based on ENVI-
met output for location R2, for the MIX scenario (see Chapter 5 for more 
details).  Note that the columns are strictly ordered when used for input to 
RayMan and must follow the sequence shown in Figure C-1 to avoid errors in 
the model output. 
Table C-1: Sample input data for location R2 in the MIX scenario. 
Date Time Ta (°C) RH (%) u (ms-1) MRT (°C) 
28/7/2013 10:00 30.08 55.59 0.45 67.18 
28/7/2013 10:30 30.31 54.40 0.46 66.18 
28/7/2013 11:00 30.55 53.49 0.46 58.62 
28/7/2013 11:30 30.81 52.73 0.46 58.01 
28/7/2013 12:00 31.05 52.07 0.47 57.71 
28/7/2013 12:30 31.32 51.44 0.47 58.08 
28/7/2013 13:00 31.52 50.93 0.47 59.02 
28/7/2013 13:30 31.65 50.48 0.48 60.16 
28/7/2013 14:00 31.65 50.20 0.48 49.86 
28/7/2013 14:30 31.60 49.96 0.48 49.67 
28/7/2013 15:00 31.51 49.76 0.48 47.85 
28/7/2013 15:30 31.33 49.71 0.48 39.70 
28/7/2013 16:00 31.12 49.72 0.48 34.00 
28/7/2013 16:30 30.88 49.81 0.48 32.27 
28/7/2013 17:00 30.60 50.12 0.48 29.91 
28/7/2013 17:30 30.28 50.77 0.48 25.92 
28/7/2013 18:00 29.92 51.55 0.48 22.91 
28/7/2013 18:30 29.66 51.77 0.48 22.44 
28/7/2013 19:00 29.44 51.86 0.47 22.09 
28/7/2013 19:30 29.25 51.87 0.47 21.81 
28/7/2013 20:00 29.08 51.86 0.47 21.57 
28/7/2013 20:30 28.93 51.85 0.47 21.37 
28/7/2013 21:00 28.78 51.94 0.46 21.19 
28/7/2013 21:30 28.64 52.03 0.46 21.02 
28/7/2013 22:00 28.52 52.14 0.46 20.88 
28/7/2013 22:30 28.39 52.28 0.46 20.74 
28/7/2013 23:30 28.28 52.44 0.46 20.62 
29/7/2013 0:00 28.16 52.64 0.46 20.50 
29/7/2013 0:30 28.05 52.88 0.45 20.39 
(Continued on next page) 
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Continued from Table C-1. 
29/7/2013 1:00 27.84 53.39 0.45 20.19 
29/7/2013 1:30 27.74 53.63 0.45 20.10 
29/7/2013 2:00 27.65 53.84 0.45 20.01 
29/7/2013 2:30 27.56 54.04 0.45 19.93 
29/7/2013 3:00 27.48 54.23 0.45 19.85 
29/7/2013 3:30 27.40 54.41 0.45 19.78 
29/7/2013 4:00 27.32 54.59 0.45 19.70 
29/7/2013 4:30 27.25 54.76 0.45 19.63 
29/7/2013 5:00 27.18 54.93 0.45 19.57 
29/7/2013 5:30 27.11 55.09 0.45 19.50 
29/7/2013 6:00 27.04 55.24 0.45 19.44 
29/7/2013 6:30 26.98 55.39 0.45 19.38 
29/7/2013 7:00 26.97 55.39 0.45 23.08 
29/7/2013 7:30 27.26 54.94 0.46 47.62 
29/7/2013 8:00 27.76 54.35 0.46 53.41 
29/7/2013 8:30 28.37 53.67 0.46 56.65 
29/7/2013 9:00 29.00 52.67 0.46 67.42 
The user interface of RayMan v. 1.2 software is shown in Figure C-1. 
Users have to specify the geographic data and general biometric data of 
subjects being studied. For continuous time-series data, the “Date and time” 
and “Current data” sections can be ignored.  Time series data (*txt) files are 




Figure C-1: Main user interface for RayMan software, where basic geographic and 
biometric data may be specified. Instantaneous calculations may be done using this 
interface. For input of time-series data, the interface in Figure C-2 is used. 
 
 
Figure C-3: Input window for uploading.*txt format data files to the software. This step 




Appendix D. Wind vector maps for SIM 1-8 at 1500 hrs. 
SIM 1, prevailing wind direction: 225° 
 
SIM 2, prevailing wind direction: 0° 
 
Figure D-1: Wind vector maps showing direction and speed within the model domain at 
height of 1.1 m for (top) SIM 1 and (bottom) SIM 2 at 1500 hrs. Prevailing wind 























SIM 3, prevailing wind direction: 0° 
 
SIM 4, prevailing wind direction: 45° 
 






















SIM 5, prevailing wind direction: 45° 
 
SIM 6, prevailing wind direction: 200° 
 






















SIM 7, prevailing wind direction: 180° 
 
SIM 8, prevailing wind direction: 180° 
 























Appendix E. Spatial variation of absolute 2-m air temperature (Ta-2m) for 
SIM 8 (BASE) at timings of peak and minimum Ta-2m 
 
 
Figure E-1: Spatial variability of simulated 2-m air temperature (Ta-2m) and wind flow 




Appendix F. Spatial variation of absolute mean radiant temperature 
(MRT) for Sim 8 (BASE) at timing of peak MRT 
 
Figure F-1: Spatial variability of ENVI-met simulated mean radiant temperature (MRT) 







Appendix G. Average daytime mean radiant temperature (MRT) at seven 
receptor locations for scenarios discussed in Chapter 5 
Table G-1: ENVI-met predicted average daytime 1.1-m  MRT (°C) and standard 
deviations at 7 receptor locations for BASE, five albedo (Table 5-1), seven vegetation 
(Table 5-2) and three building height scenarios (Figure 5-1) discussed in Chapter 5, for 
28 July 2013. 
SIM 
Average daytime MRT (°C) 








































































































































































































(Continued on next page) 
189 
 
Continued from Table G-2. 
Building 
heights 
















































Appendix H. Daily mean predicted wind speeds (u) at seven receptor 
locations for scenarios discussed in Chapter 5. 
Table H-1: Diurnal mean 1.1-m wind speeds (u) and standard deviations predicted by 
ENVI-met at seven receptor locations for BASE, five albedo (Table 5-1), seven 
vegetation (Table 5-2) and three building height scenarios (Figure 5-1) as discussed in 
Chapter 5, for 28 July 2013. 
SIM 
Daily mean u (ms-1) 
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Continued from Table H-2. 
SIM 
Daily mean u (ms-1) 
R1 R2 R3 R4 R5 R6 R7 
Building heights 
       
B.2z 
0.54± 
0.02 
0.20± 
0.03 
0.95± 
0.05 
0.43± 
0.03 
0.97± 
0.11 
0.29± 
0.01 
0.66± 
0.03 
B.25 
0.06± 
0.03 
0.46± 
0.01 
1.06± 
0.05 
0.53± 
0.05 
0.84± 
0.1 
0.19± 
0.02 
0.55± 
0.03 
MIX 
0.09± 
0.03 
0.46± 
0.01 
0.26± 
0.01 
0.52± 
0.04 
0.88± 
0.11 
0.14± 
0.02 
0.59± 
0.03 
 
