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Abstract
We give a proof of Pixton’s generalized Faber–Zagier relations in the
tautological Chow ring of Mg,n. The strategy is very similar to the work
of Pandharipande–Pixton–Zvonkine, who have given a proof of the same
result in cohomology. The main tool is the Givental–Teleman classification
of semisimple cohomological field theories. While in general only known
in cohomology, the Givental–Teleman classification for the equivariant
Gromov–Witten theory of the projective line is also valid in the Chow
ring, as can be shown via virtual localization. We obtain the relations
just from the latter theory.
1 Introduction
The study of the Chow ring of the moduli space Mg of genus g algebraic
curves was initiated by Mumford in [1]. For this he introduced tauto-
logical classes, which reflect the geometry of the objects parametrized
by the moduli space. The tautological ring R∗(Mg) is the ring gener-
ated by tautological classes and the definitions were later extended to
the Deligne–Mumford compactification Mg,n of stable curves of genus g
with n markings, where R∗(Mg,n) is compactly defined [2] as the smallest
system
R∗(Mg,n) ⊆ A∗(Mg,n)
of subrings compatible with push-forward under the tautological maps,
that is the maps obtained from forgetting marked points or gluing curves
along markings. See the recent survey article [3] for a discussion of the
tautological ring and the topics surrounding this paper.
There is an explicit set of generators of the ring R∗(Mg,n) of the form
ξΓ∗
(∏
v∈Γ
Pv
)
, (1)
which we briefly describe now. Γ is a dual graph describing a stratum of
Mg,n by the topological type of its generic elements; that is the vertices v
of Γ correspond to irreducible components and are labeled by a genus g(v),
edges correspond to nodes and there are numbered legs corresponding to
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the markings. Each edge is thought of as glued from two half-edges and
the legs also count as half-edges. Corresponding to Γ, there is a gluing
map
ξΓ :
∏
v∈Γ
Mg(v),n(v) →Mg,n,
finite of degree |Aut(Γ)|, where n(v) is the number of half-edges at vertex
v. The Pv in (1) are arbitrarily chosen monomials in the first Chern
classes ψ1, . . . , ψn(v) of the cotangent line bundles at the markings and
the κ-classes
κi = π∗(ψ
i+1
n(v)+1),
where π is the forgetful map
π :Mg(v),n(v)+1 →Mg(v),n(v).
See [4, Appendix A] for a review of these generators of the tautological
ring. There, it is shown how multiplication, push-forward and pull-back
under the tautological maps can be defined on the level of generators. In
[5], the strata algebra Sg,n is defined as the formal algebra generated by
formal classes of the form (1). The discussion of [4, Appendix A] defines
the ring structure on Sg,n and lifts of the tautological maps under the
natural forgetful homomorphism q : Sg,n → R∗(Mg,n).
While there is an explicit set of generators, the set of relations be-
tween the generators is not known despite much study. The conjectures
of Faber [6, 7] would give a description of the relations. However, recently,
Petersen and Tommasi [8] gave counter-examples to the Gorenstein con-
jecture, which is the only one of Faber’s conjectures that had remained
unproven. On the other hand, Pixton’s set [5] of generalized Faber–Zagier
relations gives a well-tested conjectural description for the set of tauto-
logical relations.
We now give a brief description of Pixton’s relations. As for the orig-
inal relations of Faber and Zagier in R∗(Mg), the main input to the for-
mulation of the relations of Pixton are the hypergeometric series
A(z) =
∞∑
i=0
(6i)!
(3i)!(2i)!
(−z)i
1728i
= 1− 5
144
z ± · · · ,
B(z) =
∞∑
i=0
(6i)!
(3i)!(2i)!
1 + 6i
1− 6i
(−z)i
1728i
= 1 +
7
144
z ∓ · · · . (2)
The functions A and B have appeared in many different ways in the study
of the moduli space of curves and are strongly related to the asymptotic
expansion of the Airy function. See [9] for a review of some of these
occurrences.
Given a collection (a1, . . . , an) ∈ {0, 1}n, Pixton constructs from these
series certain elements
∑
Γ
1
|Aut(Γ)|
1
2h1(Γ)
ξΓ∗
[∏
v
κv
∏
i
Bi
∏
e
∆e
]
∏
v ζ
g(v)−1
v
 (3)
in the strata algebra Sg,n, where the sum is over all dual graphs Γ and
the products are over all vertices v, markings i and edges e of Γ. At each
2
vertex v a parity condition is singled out using a variable ζv satisfying
ζ2v = 1. The objects κv, Bi and ∆e in (3) depend on the ζ-variables
and the square brackets single out a specific coefficient in these variables.
Define
Bi =
{
A(ζiψi), if ai = 0,
B(ζiψi), if ai = 1,
where ζi is ζv if the marking i is at vertex v, and define
∆e =
ζ′ + ζ′′ − A(ζ′ψ′)ζ′′B(ζ′′ψ′′)− ζ′B(ζ′ψ′)A(ζ′′ψ′′)
ψ′ + ψ′′
,
where ψ′ and ψ′′ are the cotangent line classes at both sides of the node
corresponding to e, and ζ′ and ζ′′ are the parity variables at the ver-
tices connected by e. Finally, κv is the polynomial in formal κ-classes of
Mg(v),n(v) defined by
κv =
∞∑
k=0
π∗
 n(v)+k∏
i=n(v)+1
(ψi − ψiA(ζvψi))
 ,
where π forgets the last k markings, via Faber’s formula [10].
In this paper we give a proof of the following result, which has been
conjectured by Pixton in [5].
Theorem 1. Let (g, n) be in the stable range 2g − 2 + n > 0, and let
d ≥ 0 satisfy the condition
3d > g − 1 +
n∑
i=1
ai. (4)
Then the degree d part of (3) is a tautological relation, that is, lies in the
kernel of the forgetful map q : Sg,n → R∗(Mg,n).
Pixton furthermore conjectures that the smallest ideal in Sg,n includ-
ing the relations of Theorem 1 and stable under push-forward under the
tautological maps coincides with the set of all tautological relations.
In [11], Theorem 1 is proven on the level of cohomology; in other
words, it is proven that (3) is mapped to zero under the composition of q
and the cycle class map. The main ingredient of the proof of [11] is the
Givental–Teleman classification of semisimple cohomological field theories
(CohFTs) applied in the example of Witten’s 3-spin class. All arguments
of [11] also apply to Chow rings except for the fact that the classification
cannot be used since its proof by Teleman uses topological arguments in
an essential way.
For the proof of Theorem 1, we will use the same arguments as in
[11] except that we use another CohFT, namely the equivariant Gromov–
Witten theory of the projective line. In this example, the classification
is well known to be valid also in the Chow setting by a localization cal-
culation [12] of Givental. The CohFT is slightly more complicated than
the CohFT of Witten’s 3-spin class in that it depends on one additional
parameter. We will, however, see that under a particular specialization of
the parameters, it agrees with the CohFT of Witten’s 3-spin class.
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The CohFT that we use can also alternatively be defined using the
moduli space of stable quotients to P1 [13]. Virtual localization for this
moduli space has been used in [14] to give the first proof of the Faber–
Zagier relations of R∗(Mg). The current work can be viewed as a sim-
plification of the author’s first proof [15] of Theorem 1 generalizing the
arguments of [14]. We prefer to use Gromov–Witten theory over stable
quotients here because the reconstruction of the CohFT in the Chow ring
via localization had already essentially been proven by Givental [12].
Instead of P1, we could also have studied the Gromov–Witten theory
of higher-dimensional projective spaces in order to find relations in the
tautological ring. The resulting relations become increasingly complicated
with rising dimension. Still, in [16] it is shown that all of them can be
expressed in terms of Pixton’s relations.
Plan of the paper
We start by reviewing standard material on CohFTs including the Givental–
Teleman reconstruction in Section 2. In Section 3 we restrict ourselves
to the example of the equivariant Gromov–Witten theory of P1, studying
first the Frobenius algebra underlying the theory in Section 3.2 and the
R-matrix in Section 3.3. In Section 3.4, we observe that under a particu-
lar specialization of parameters this data coincides with the 3-spin theory.
We use this in Section 3.5 to conclude Theorem 1.
In the appendix, we make explicit Givental’s proof of the reconstruc-
tion of the Gromov–Witten theory of projective spaces and we recall his
mirror symmetry description of the small theories.
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2 Cohomological Field Theories
2.1 Definitions
Cohomological field theories were first introduced by Kontsevich and Manin
in [17] to formalize the structure of classes from Gromov–Witten theory.
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Let V be an N-dimensional C-vector space and η a nonsingular bilinear
form on V .
Definition 1. A cohomological field theory (CohFT) Ω on (V, η) (on the
level of the Chow ring) is a system
Ωg,n ∈ A∗(Mg,n)⊗ (V ∗)⊗n
of multilinear forms with values in the Chow ring of Mg,n satisfying the
following properties:
Sn-equivariance The multilinear form Ωg,n is invariant with respect to
the Sn-action permuting the factors of (V
∗)⊗n and the markings of
Mg,n simultaneously.
Gluing The pull-back of Ωg,n via the gluing map
Mg1,n1+1 ×Mg2,n2+1 →Mg,n
is given by the direct product of Ωg1,n2+1 and Ωg2,n2+1 with the
bivector η−1 inserted at the two points glued together. Similarly for
the gluing map Mg−1,n+2 →Mg,n the pull-back of Ωg,n is given by
Ωg−1,n+2 with η−1 inserted at the two points glued together.
Unit There is a special element 1 ∈ V called the unit such that
Ωg,n+1(v1, . . . , vn,1)
is the pull-back of Ωg,n(v1, . . . , vn) under the forgetful map and
Ω0,3(v, w, 1) = η(v, w).
Definition 2. The quantum product (u, v) 7→ uv on V with unit 1 is
defined by the condition
η(uv,w) = Ω0,3(u, v, w). (5)
Definition 3. A CohFT is called semisimple if the algebra V is semisim-
ple, that is, if it admits a basis of orthogonal idempotent elements.
Remark 1. Many CohFTs come in families. The definition of a CohFT
directly generalizes to the setting where V is a module over a commutative
ring T by demanding T -linearity instead of C-linearity.
2.2 Examples
Example 1. For each Frobenius algebra there is the trivial CohFT (also
called topological field theory or TQFT) Ωg,n characterized by (5) and the
condition
Ωg,n ∈ A0(Mg,n)⊗ (V ∗)⊗n.
Let us record an explicit formula for the appendix: In the case that the
Frobenius algebra is semisimple, there is a basis ǫi of orthogonal idempo-
tents of V and
ǫ˜i =
ǫi√
∆i
,
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where ∆i = η(ǫi, ǫi), is a corresponding orthonormal basis of normalized
idempotents. It is not difficult to show
Ωg,n(ǫ˜i1 , . . . , ǫ˜in) =

∑
j ∆
g−1
ij
, if n = 0,
∆
2g−2+n
2
i1
, if i1 = · · · = in,
0, else,
since, in general, Ω0,3 is uniquely determined by η and the quantum prod-
uct, and the other Ωg,n are determined by considering the restriction to
the locus of curves glued together from 2g − 2 + n rational curves with
three special points.
Example 2. The Chern polynomial ct(E) of the Hodge bundle E gives a
one-dimensional CohFT over the ring Q[t].
Example 3. Let X be a smooth, projective variety such that the cycle
class map gives an isomorphism between Chow and cohomology rings.
Then the Gromov–Witten theory of X defines a CohFT based on the
module A∗(X)⊗N over the Novikov ring N := C[[qβ ]], which is generated
by formal variables qβ indexed by effective, integral curve classes β. The
CohFT is defined by setting, for v1, . . . , vn ∈ A∗(X),
Ωg,n(v1, . . . , vn) =
∑
β
p∗
(
n∏
i=1
ev∗i (vi) ∩ [Mg,n(X,β)]vir
)
qβ,
where the sum ranges over effective, integral curve classes, evi is the ith
evaluation map and p is the forgetful map p : Mg,n(X,β) → Mg,n. The
gluing property follows from the splitting axiom of virtual fundamental
classes. The fundamental class of X is the unit of the CohFT and the
unit axioms follow from the identity axiom in Gromov–Witten theory.
For a torus action on X, this example can be enhanced to give a
CohFT from the T -equivariant Gromov–Witten theory of X. In this case,
the CohFT is defined on the module A∗T (X)⊗N . The case that X = P1
with a C∗-action will be the main example we will study. We will make
the definition of the CohFT more concrete in Section 3.1.
2.3 Reconstruction
The (upper half of the) symplectic loop group corresponding to a vector
space V with nonsingular bilinear form η is the group of endomorphism-
valued power series V [[z]] such that the symplectic condition
R(z)Rt(−z) = 1 (6)
holds. Here Rt is the adjoint of R with respect to η. There is an action
of this group on the space of all CohFTs based on a fixed semisimple
Frobenius algebra structure of V . The action is often named after Givental
because he introduced it on the level of arbitrary genus Gromov–Witten
potentials.
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Given a CohFT Ωg,n and such an endomorphism R, the new CohFT
RΩg,n takes the form of a sum over dual graphs Γ
RΩg,n(v1, . . . , vn) =
∑
Γ
1
Aut(Γ)
ξ∗
(∏
v
∞∑
k=0
1
k!
π∗Ωg(v),n(v)+k(. . . )
)
, (7)
where ξ :
∏
vMg(v),n(v) →Mg,n is the gluing map of curves of topological
type Γ from their irreducible components, π : Mg(v),n(v)+k → Mg(v),n(v)
forgets the last k markings and we still need to specify what is put into the
arguments of
∏
v Ωg(v),n(v)+k. Instead of allowing only vectors in V to be
put into Ωg,n, we will allow elements of V [[ψ1, . . . , ψn]], where ψi acts on
the cohomology of the relevant moduli space of curves by multiplication
with the ith cotangent line class.
• Into each argument corresponding to a marking of the curve, put
R−1(ψ) applied to the corresponding vector.
• Into each pair of arguments corresponding to an edge put the bivec-
tor
R−1(ψ1)⊗R−1(ψ2)− Id⊗ Id
−ψ1 − ψ2 η
−1 ∈ V ⊗2[[ψ1, ψ2]],
where one has to substitute the ψ-classes at each side of the normal-
ization of the node for ψ1 and ψ2. By the symplectic condition this
is well-defined.
• At each of the additional arguments for each vertex put
T (ψ) := ψ(Id−R−1(ψ))1,
where ψ is the cotangent line class corresponding to that vertex.
Since T (z) = O(z2) the above k-sum is finite.
The following reconstruction result (on the level of potentials) was first
proposed by Givental [18].
Theorem 2 ([19]). In cohomology, the R-matrix action is free and transi-
tive on the space of semisimple CohFTs based on a given Frobenius algebra.
In particular, for any CohFT Ω with underlying TQFT ω there exists an
R-matrix R such that Ω = Rω.
Remark 2. Teleman’s proof relies heavily on topological results (Mum-
ford’s conjecture/Madsen-Weiss theorem) and it is therefore not known
if the same classification result also holds in general when we work with
Chow rings instead of cohomology.
Remark 3. In the appendix, we review a virtual localization computation
of Givental, which implies that Theorem 2 is true in the Chow ring for
the equivariant Gromov–Witten theory of projective spaces. Furthermore,
mirror symmetry gives an explicit description of the R-matrix.
Example 4. ByMumford’s Grothendieck–Riemann–Roch calculation [1],
the single entry of the R-matrix taking the trivial one-dimensional CohFT
to the CohFT from Example 2 is given by
exp
( ∞∑
i=1
B2i
2i(2i − 1) (tz)
2i−1
)
,
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where the B2i are the Bernoulli numbers, defined by
∞∑
i=0
Bi
xi
i!
=
x
ex − 1 .
More generally, if we consider a more general CohFT given by a product
of Chern polynomials (in different variables) of the Hodge bundle, the
R-matrix from the trivial CohFT is the product of the R-matrices of the
factors.
3 Equivariant Gromov–Witten theory of
P1
In this section we consider the projective line P1 together with a C∗-action
with weights (0, 1) and the tautological relations resulting from it.
3.1 Definition of the CohFT
We make the CohFT described in Example 3 more concrete in our exam-
ple.
The only effective curve classes on P1 are nonnegative multiples of [P1].
Hence the Novikov ring is the ring C[[q]], where q corresponds to [P1].
Let λ be the first Chern class of the dual of the one dimensional vector
space with a C∗-action of weight 1. Then the equivariant Chow ring of P1
is isomorphic to
A∗C∗(P
1) ∼= Q[λ,H ]/H(H − λ);
this expresses the fact that the equivariant classes H and H − λ of the
two fixed points 0 and ∞ intersect trivially. The module A∗C∗(P1) ⊗ N
over C[λ]⊗N is the state space of the CohFT.
The CohFT ΩP
1
g,n corresponding to the equivariant Gromov–Witten
theory of P1 is defined by setting for v1, . . . , vn ∈ A∗C∗(P1),
Ωg,n(v1, . . . , vn) =
∞∑
d=0
p∗
(
n∏
i=1
ev∗i (vi) ∩ [Mg,n(P1, d)]vir
)
qd, (8)
where Mg,n(P
1, d) is the moduli space of stable maps of degree d to P1
and p is the forgetful map to Mg,n. The dimension of the virtual class
[Mg,n(P
1, d)]vir is
(3− dimP1)(g − 1) + n+ 〈dH, c1(TP1)〉 = 2g − 2 + n+ 2d.
This means that for any a1, . . . , an ∈ {0, 1} the coefficient of qd in Ωg,n(Ha1 , . . . ,Han)
has degree
3g − 3 + n− (2g − 2 + n+ 2d) +
n∑
i=1
ai = g − 1− 2d+
n∑
i=1
ai.
Since this integer is negative for large enough d, the sum over d in (8) is
finite and defines a CohFT on the module A∗C∗(P
1)[q] over the ring C[λ, q].
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3.2 The underlying TQFT
The nonsingular bilinear form on A∗T (P
1) is given by the equivariant
Poincare´ pairing. In the basis {1, H} it takes the form(
0 1
1 λ
)
.
Define
H˜ := H − λ
2
,
so that in the basis {1, H˜} the Poincare´ pairing becomes just(
0 1
1 0
)
.
The equivariant quantum product of P1 is defined using three-pointed
genus zero equivariant Gromov–Witten invariants as in (5). Explicitly,
the relation defining the classical equivariant cup product gets deformed
to
H(H − λ) = q.
Equivalently, we can write
H˜2 = φ,
where we set
φ =
λ2
4
+ q.
Notice that the product is semisimple if and only if φ 6= 0.
By choosing a root
√
φ of φ (working in an extension of the base ring),
we can easily write down idempotents
1
∆±
H˜ +
1
2
,
where ∆± = ±2
√
φ. By choosing further roots
√
∆±, we can define
normalized idempotents such that the change of basis Ψ from the basis of
normalized idempotents to the basis {1, H˜} is given by
Ψ =
 √φ√∆+ −√φ√∆−
1√
∆+
1√
∆−
 .
For convenience, we also note that
Ψ−1 =
 1√∆+
√
φ√
∆+
1√
∆−
−√φ√
∆−
 .
By induction, we can show that the underlying TQFT ωg,n of Ω
P
1
g,n is
explicitly given by
ωg,n(1
⊗a, H˜⊗b) =
{
2gφ
g−1+b
2 , if g − 1 + b is even,
0, else,
(9)
where we have used a shorthand notation for the arguments of ωg,n, mean-
ing a insertions of 1 and b insertions of H˜. Notice that the TQFT applied
to basis vectors takes values in Q[φ].
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3.3 The R-matrix
As reviewed in the appendix, the R-matrix necessary for reconstructing
the equivariant Gromov–Witten theory of P1 can be found by using virtual
localization for a nontrivial C∗-action and made explicit using stationary
phase asymptotics of certain oscillating integrals on the so-called mirror
of P1. The coefficients of the R-matrix obtained from virtual localization
are valued in Q[λ±][[q, z]], but the mirror description shows that the coeffi-
cients are obtained by expanding elements of Q[λ±, φ±][[z]] around q = 0.
In any case, the R-matrix is defined over a nontrivial ring extension of
Q[λ, q], and it is, at first sight, not clear how this is compatible with the
fact that the CohFT is defined over C[λ, q]. As we will see in Section 3.5,
such a contrast implies the existence of tautological relations.
As reviewed in Section A.6 of the appendix (see also [9]), the R-matrix
can be computed from the stationary phase asymptotics of the oscillating
integrals
1√−2πz
∫
Γ±
eF (x)/z
(
ex − λ
2
)1−i
dx, (10)
where Γ± are suitable real, one-dimensional cycles, and
F (x) = ex + qe−x − λx
is the superpotential. Let u± be the critical values at the critical points
ex =
λ
2
±
√
φ.
of F . The Γ± are the corresponding Lefschetz thimbles, each going
through exactly one of the critical points.
We start with the stationary phase asymptotics for the integral (10)
when i = 1. Shifting each critical point to the origin, rescaling x, expand-
ing the exponential and using
1√
2π
∞∫
−∞
e−
x2
2 xidx =
{
(i− 1)!!, if i is even,
0, else,
gives
1√−2πz
∫
Γ±
e
(
u±+∆±
x2
2
+λx
3
6
+∆±
x4
24
+λ x
5
120
+···
)
/z
dx
≍ e
u±
z
√
∆±
√
2π
∞∫
−∞
e−
x2
2 e
− x3
6
λ
∆
3/2
±
√−z− x4
24
1
∆±
(−z)− x5
120
λ
∆
5/2
±
(−z)3/2−···
dx
≍ e
u±
z√
∆±
F0
(
z
λ2
∆3±
,
∆2±
λ2
)
for some power series
F0(x, y) = 1−
(
5
24
− 1
8
y
)
x+
(
385
1152
− 77
192
y +
9
128
y2
)
x2+· · · ∈ Q[y][[x]].
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When i = 0, the additional factor
ex − λ
2
in (10) becomes (
λ
2
±
√
φ
)
ex − λ
2
after translation and
±
√
φ
((
1 +
λ
∆±
)
ex∆
−1/2
±
√−z − λ
∆±
)
.
after scaling. So for i = 0, the asymptotic expansion is given by
±√φe
u±
z√
∆±
F1
(
z
λ2
∆3±
,
∆2±
λ2
)
,
where
F1(x, y) = 1+
(
7
24
− 3
8
y
)
x−
(
455
1152
− 33
64
y +
15
128
y2
)
x2+ · · · ∈ Q[y][[x]].
In total, the S-matrix from the basis of normalized idempotents to the
basis {1, H˜} is given by
√
φ√
∆+
F1
(
z λ
2
∆3+
,
∆2+
λ2
)
−√φ√
∆−
F1
(
z λ
2
∆3−
,
∆2−
λ2
)
1√
∆+
F0
(
z λ
2
∆3+
,
∆2+
λ2
)
1√
∆−
F0
(
z λ
2
∆3−
,
∆2−
λ2
)

(
e
u+
z 0
0 e
u−
z
)
.
Multiplying the first factor from the right by Ψ−1 gives the R-matrix
written in the basis {1, H˜}:
R(z) =
(
F e1
√
φF o1
1√
φ
F o0 F
e
0
)(
z
λ2
∆3+
,
∆2+
λ2
)
=
(
F e1
√
φF o1
1√
φ
F o0 F
e
0
)(
z
λ2
8φ3/2
, 4
φ
λ2
)
,
(11)
where
F ei (x, y) =
Fi(x, y) + Fi(−x, y)
2
, F oi (x, y) =
Fi(x, y)− Fi(−x, y)
2
.
The symplectic condition (6) implies
R−1(z) =
(
0 1
1 0
)
Rt(−z)
(
0 1
1 0
)
. (12)
So we can easily compute
R−1(z) =
(
F e0
√
φF o1
1√
φ
F o0 F
e
1
)(
−z λ
2
8φ3/2
, 4
φ
λ2
)
.
Remark 4. The power series F ei (x, y) are even in x; the power series
F oi (x, y) are odd. In particular, the coefficients of R(z) in the basis {1, H˜}
are power series in z whose coefficients are Laurent polynomials in λ and
φ.
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3.4 Limit
In this section, we show how, out of the CohFT ΩP
1
g,n, a CohFT can be
extracted that is very similar to the theory of the shifted Witten’s 3-spin
class as studied in [11].
We use the isomorphisms
Q[λ, q] ∼= Q[λ, φ], A∗C∗(P1)⊗Q[q] ∼= Q[λ, φ]〈1, H˜〉,
defined by
q 7→ φ− λ
2
4
, H 7→ H˜ + λ
2
,
once and for all so that the CohFT ΩP
1
g,n is defined over the ring Q[λ, φ]
and based on the module Q[λ, φ]〈1, H˜〉. (It follows from the discussion of
Section 3.3 that we can use Q-coefficients (instead of C-coefficients), but
it is not of much importance which field we use.)
We can define a new CohFT Ω˜P
1
g,n on the module Q[λ
±, φ]〈1, H˜〉 over
the ring Q[λ±1, φ] as the composition
Ω˜P
1
g,n = ϕ ◦ ΩP
1
g,n,
where
ϕ : A∗(Mg,n)⊗Q[λ, φ]→ A∗(Mg,n)⊗Q[λ±, φ]
is the ring homomorphism induced by
C 7→
(
− 4
3λ2
)i
C
for any C ∈ Ai(Mg,n). By definition, ϕ leaves elements of A0(Mg,n) ⊗
Q[λ, φ] invariant and therefore the TQFTs of ΩP
1
g,n and Ω˜
P
1
g,n are the same
(up to the change of base ring). Since the formal variable z of an R-matrix
measures degree in the Chow ring, we have
R˜(z) = R
(
−4
3
zλ−2
)
=
(
F e1
√
φF o1
1√
φ
F o0 F
e
0
)(
− z
6φ3/2
, 4
φ
λ2
)
, (13)
where R(z) and R˜(z) denote the R-matrices of ΩP
1
g,n and Ω˜
P
1
g,n, respectively.
Notice that no positive power of λ appears in the TQFT (9) and in R˜.
So by the reconstruction, which also holds for Ω˜P
1
g,n in the Chow ring, the
base ring for the CohFT Ω˜P
1
g,n can be taken to be the intersection
Q[λ±, φ] ∩Q[λ−1, φ±] = Q[λ−1, φ].
We define a new CohFT Ωg,n on the module Q[φ]〈1, H˜〉 over the base ring
Q[φ] by setting λ−1 = 0 in Ω˜P
1
g,n. Reconstruction in the Chow ring for
Ω˜P
1
g,n implies reconstruction in the Chow ring for Ωg,n.
The CohFT Ωg,n has the same underlying TQFT (9) as before but the
simpler R-matrix(
F e1
√
φF o1
1√
φ
F o0 F
e
0
)(
− z
6φ3/2
, 0
)
=
(
F e1 −
√
φF o1
− 1√
φ
F o0 F
e
0
)(
z
6φ3/2
, 0
)
.
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From their definitions, we can make the Fi(z, 0) explicit:
F0(z, 0) ≍ 1√
2π
∞∫
−∞
e−
x2
2 e−
x3
6
√−zdx ≍
∞∑
i=0
(6i− 1)!!
(2i)!
(−z)i
36i
= A(6z)
F1(z, 0) ≍ 1√
2π
∞∫
−∞
e−
x2
2 e−
x3
6
√−z(1 + x
√−z)dx ≍ · · · = B(6z)
Here, the Faber–Zagier A- and B-series (2) appear. Using the symplectic
condition (12), we can also compute the inverse of the R-matrix to be
equal to (
Ae
√
φBo
1√
φ
Ao Be
)(
z
φ3/2
)
, (14)
where Ae and Be are the even parts of A and B, respectively, and similarly
Ao and Bo denote the odd parts. The coefficients of the inverse R-matrix
are elements of Q[φ±][[q]].
In cohomology, the CohFT of the shifted Witten’s 3-spin class as de-
scribed in [11] coincides with Ωg,n if we identify the parameters φ here and
in [11] as well as the bases {1, H˜} and {∂x, ∂y}. This is because the TQFT
(9) (compare to [11, Lemma 3.3]) and inverse R-matrix (14) (compare to
[11, Equation (14)]) completely agree.1 It is not clear whether Ωg,n agrees
with Witten’s 3-spin class in the Chow ring since it is not known whether
reconstruction in the Chow ring holds for the 3-spin theory.
3.5 Relations
Recall from the previous section that there exists a CohFT Ωg,n defined
on the Q[φ]-module Q[φ]〈1, H˜〉, which coincides with the CohFT of shifted
Witten’s 3-spin class in cohomology, but for which reconstruction holds in
the Chow ring. Let us fix a choice of a1, . . . , an ∈ {0, 1} for this section.
The fact that the inverse R-matrix (14) has poles in φ implies the
existence of tautological relations: The reconstruction formula (7) for the
CohFT Ωg,n defines an element
Rg,n(H˜a1 , . . . , H˜an) ∈ Sg,n ⊗Q[φ±],
projecting to Ωg,n(H˜
a1 , . . . , H˜an) under q : Sg,n → R∗(Mg,n). So all co-
efficients of φc in Rg,n for c < 0 have to project to zero and thus are
tautological relations. As we will see in this section these relations turn
out to be nontrivial and are in fact enough to prove Theorem 1.
We can characterize the part of Rg,n with poles in φ in a different
way: By the dimension analysis from Section 3.1, the coefficient of λjqd
in ΩP
1
g,n(H˜
a1 , . . . , H˜an) is an element of Ak(Mg,n) for
k = g − 1− 2d− j +
n∑
i=1
ai.
1Note that the TQFT and inverse R-matrix in [11] are written in the rescaled basis {∂ˆx, ∂ˆy},
where ∂ˆx = φ1/4∂x and ∂ˆy = φ−1/4∂y .
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λ q φ C ∈ Ai(Mg,n)
ΩP
1
g,n(H˜
a1 , . . . , H˜an) 1 2 2 i
Ω˜P
1
g,n(H˜
a1 , . . . , H˜an) 1 2 2 3i
Ωg,n(H˜
a1 , . . . , H˜an) 2 3i
Table 1: Degree rules
Hence, ΩP
1
g,n(H˜
a1 , . . . , H˜an) is homogeneous of degree
g − 1 +
n∑
i=1
ai (15)
if we assign degrees according to the first row of Table 3.5.
Recall from Section 3.4 that Ω˜P
1
g,n = ϕ◦ΩP
1
g,n, where ϕ replaces each C ∈
Ai(Mg,n) by a constant multiple of Cλ
−2i. Therefore Ω˜P
1
g,n(H˜
a1 , . . . , H˜an)
is also homogeneous of degree (15), if we assign degrees as in the second
row of Table 3.5. Finally, Ωg,n(H˜
a1 , . . . , H˜an) is homogeneous of the same
degree (15) if we assign degrees as in the third row of Table 3.5.
The conclusion is that the part of
Rg,n(H˜a1 , . . . , H˜an) (16)
with poles in φ corresponds to the part whose degree in the Chow ring is
greater than
g − 1 +∑ni=1 ai
3
. (17)
This is exactly the degree of Witten’s 3-spin class. In fact, as discussed
before, in cohomology the CohFT Ωg,n is the same as the CohFT of Wit-
ten’s 3-spin class and, as in [11], the considered relations are those of
degree greater than the degree (17) of Witten’s class. So the relations we
consider are the same elements of the strata algebra as in [11]. Starting
from the fact that the Givental–Teleman classification of semisimple Co-
hFTs holds in the Chow ring for the CohFT ΩP
1
g,n we have shown that the
relations considered in [11] hold not only in cohomology but also in the
Chow ring.
In [11], the resulting relations are formally simplified to give the rela-
tions of Theorem 1. Thus, we can conclude the proof of Theorem 1 here.
For the convenience of the reader we provide a summary of the arguments
below.
3.6 Computing the relations
Following [11], we indicate how the relations from the vanishing of (16) in
degree greater than (17) imply the relations of Theorem 1. For simplicity,
let us set φ = 1. We expand the reconstruction formula (7) defining
(16) using the explicit inverse R-matrix (14) and the formula (9) for the
TQFT. The terms which give a relation are those of degree greater than
14
(17), which explains inequality (4). For a dual graph Γ, the powers of 2
in (9) yield ∏
v
2g(v) = 2g2−h
1(Γ).
The edge term in the reconstruction formula is
R−1(ψ′)⊗R−1(ψ′′)− Id⊗ Id
−ψ′ − ψ′′ η
−1
=
1⊗ H˜ + H˜ ⊗ 1− (Ae(ψ′)1 + Ao(ψ′)H˜)⊗ (Bo(ψ′′)1 +Be(ψ′′)H˜)
ψ′ + ψ′′
− (B
o(ψ′)1 +Be(ψ′)H˜)⊗ (Ae(ψ′′)1 + Ao(ψ′′)H˜)
ψ′ + ψ′′
= [∆e]ζ′0ζ′′0 (1⊗1)+[∆e]ζ′1ζ′′0 (H˜⊗1)+[∆e]ζ′0ζ′′1 (1⊗H˜)+[∆e]ζ′1ζ′′1 (H˜⊗H˜),
where [∆e]ζ′iζ′′j is the coefficient of ζ
′iζ′′j in the edge series ∆e from the
introduction. Similarly, in the reconstruction formula, the contribution of
the ith marking and of an extra marking can be expressed in terms of Bi
and κv, respectively. As necessitated by the case distinction in (9), we
can keep track of the parity of the number of H˜-insertions into the TQFT
at vertex v using an additional variable ζv. By careful inspection, we see
that (16) at φ = 1 coincides with (3) times 2g. We have thus arrived at
the statement of Theorem 1.
A Virtual localization for projective spa-
ces (after Givental)
In this appendix, we recall Givental’s localization calculation [12] (see
also [20] for a more leisurely treatment), which proves that the CohFT
from equivariant Pm can be obtained from the trivial theory via a specific
R-matrix action. We first recall localization in the space of stable maps
to Pm, in Section A.1. Next, in Section A.2, we group the localization
contributions according to the dual graph of the source curve. We collect
identities following from the string and dilaton equation in Section A.3,
before applying them to finish the computation in Section A.4. In Sec-
tion A.5, we collect properties of the R-matrix. Finally, in Section A.6,
we give Givental’s mirror description [18] of the R-matrix.
A.1 Localization in the space of stable maps
Let T = (C∗)m+1 act diagonally on Pm. The equivariant Chow rings of a
point pt and Pm are given by
A∗T (pt) ∼=Q[λ0, . . . , λm],
A∗T (P
m) ∼=Q[H,λ0, . . . , λm]/
m∏
i=0
(H − λi),
where H is a lift of the hyperplane class. Furthermore, let η be the
equivariant Poincare´ pairing.
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There are m+ 1 fixed points p0, . . . , pm for the T -action on P
m. The
characters of the action of T on the tangent space TpiP
m are given by
λi − λj for j 6= i. Hence the corresponding equivariant Euler class ei is
ei =
∏
j 6=i
(λi − λj).
The equivariant class ei also serves as the inverse of the norms of the
equivariant (classical) idempotents
φi = e
−1
i
∏
j 6=i
(H − λj).
The virtual localization formula [21] implies that the virtual funda-
mental class can be split into a sum
[Mg,n(P
m, d)]virT =
∑
X
ιX,∗
[X]virT
eT (NvirX,T )
of contributions of fixed loci X. Here, NvirX,T denotes the virtual normal
bundle of X in Mg,n(P
m, d) and eT the equivariant Euler class. Because
of the denominator, the fixed-point contributions are defined only after
localizing by the elements λ0, . . . , λm. By studying the C
∗-action on de-
formations and obstructions of stable maps, eT (N
vir
X,T ) can be computed
explicitly.
The fixed loci can be labeled by certain decorated graphs. These
consist of
• a graph (V,E),
• an assignment ζ : V → {p0, . . . , pm} of fixed points,
• a genus assignment g : V → Z≥0,
• a degree assignment d : E → Z>0,
• an assignment p : {1, . . . n} → V of marked points,
such that the graph is connected and contains no self-edges, two adjacent
vertices are not assigned to the same fixed point and we have
g = h1(Γ) +
∑
v∈V
g(v), d =
∑
e∈E
d(e).
A vertex v ∈ V is called stable if 2g(v)− 2 + n(v) > 0, where n(v) is the
number of outgoing edges at v.
The fixed locus corresponding to a graph is characterized by the con-
ditions that stable vertices v ∈ V of the graph correspond to contracted
genus g(v) components of the domain curve and that edges e ∈ E corre-
spond to multiple covers of degree d(e) of the torus fixed line between two
fixed points. An unstable vertex v with (g(v), n(v)) = (0, 2) corresponds
to either a node connecting two multiple covers of a line or a marking
at the end of one of the multiple covers. When (g(v), n(v)) = (0, 2), the
vertex v corresponds to an unmarked point at the end of a multiple cover.
Such a fixed locus is isomorphic to a product of moduli spaces of curves∏
v∈V
Mg(v),n(v)
up to a finite map.
For a fixed locus X corresponding to a given graph, the Euler class
eT (N
vir
X,T ) is a product of factors corresponding to the geometry of the
graph:
eT (N
vir
X,T ) =
∏
v, stable
e(E∗ ⊗ TPm,ζ(v))
eζ(v)
∏
nodes
eζ
−ψ1 − ψ2∏
g(v)=0
n(v)=1
(−ψv)
∏
e
Contre (18)
In the first product, E∗ denotes the dual of the Hodge bundle, TPm,ζ(v) is
the tangent space of Pm at ζ(v), and all bundles and Euler classes should
be considered equivariantly. The second product is over nodes forced
onto the domain curve by the graph. They correspond to stable vertices
together with an outgoing edge, or vertices v of genus 0 with n(v) = 2.
By ψ1 and ψ2, we denote the (equivariant) cotangent line classes at the
two sides of the node. For example, the equivariant cotangent line class ψ
at a fixed point pi on a line mapped with degree d to a fixed line is more
explicitly given by
−ψ = λi − λj
d
,
where pj is the other fixed point on the fixed line. The explicit expressions
for the last two factors of (18) can be found in [21], but will play no role
for us. It is only important that they depend only on local data.
A.2 General procedure
We set W to be A∗T (P
m) with all equivariant parameters localized. For
v1, . . . , vn ∈W the (full) CohFT Ωg,n from equivariant Pm is defined by
Ωtg,n(v1, . . . , vn)
=
∞∑
d,k=0
qd
k!
π∗p∗
(
n∏
i=1
ev∗i (vi)
n+k∏
i=n+1
ev∗i (t) ∩ [Mg,n+k(Pm, d)]vir
)
, (19)
where
t = t0φ0 + · · ·+ tmφm
is a formal point on W , the map π forgets the last k markings and p
forgets the map. We want to calculate the push-forward via virtual local-
ization. In the end we will arrive at the formula of the R-matrix action as
described in Section 2.3 for an endomorphism-valued power series RPm(z).
In the following we will systematically suppress the dependence on t in
the notation. In the main part of this paper, we are interested in the case
where t is set to zero.
For the localization computation, we start by remarking that for each
localization graph for (19) there exists a dual graph ofMg,n corresponding
to the topological type of the stabilization under πp of a generic source
curve of that locus. What gets contracted under the stabilization maps
are trees of rational curves. There are three types of these unstable trees
of rational curves:
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1. Those which contain one of the n markings and are connected to a
stable component
2. Those which are connected to two stable components and contain
none of the n markings
3. Those which are connected to one stable component but contain
none of the n markings
Here, a stable component is a component of the source curve not con-
tracted by the stabilization for πp. The first two types of trees correspond,
respectively, to the preimage under the stabilization of
1. one of the n markings,
2. one of the nodes.
Each type of tree gives rise to a series of localization contributions, and
we want to record it using the fact that the same contributions already
occur in genus zero.
Let W ′ be an abstract free module over the same base ring as W with
a basis w0, . . . , wm labeled by the fixed points of the T -action on P
m. We
will later identify W ′ with W in a nontrivial way (see Equation (28)).
The type (1) contributions are recorded by
R˜−1 =
∑
i
R˜−1i wi ∈ Hom(W,W ′)[[z]],
the homomorphism-valued power series such that
R˜−1i (v) = η(eiφi, v) +
∞∑
d,k=0
qd
k!
∑
Γ∈G1
d,k,i
1
Aut(Γ)
ContrΓ(v)
where G1d,k,i is the set of localization graphs for M0,2+k(P
m, d) such that
the first marking is at a valence 2 vertex at fixed point i and ContrΓ(v)
is the contribution for graph Γ for the integral∫
M0,2+k(P
m,d)
ei
−z − ψ1 ev
∗
2(v)
2+k∏
l=3
ev∗l (t).
We define the integral in the case (d, k) = (0, 0) to be zero and will do
likewise for other integrals over nonexisting moduli spaces.
The type (2) contributions are recorded by the bivector
V˜ =
∑
i
V˜ ijwi ⊗ wj ∈ W ′⊗2[[z, w]]
which is defined by
V˜ ij =
∞∑
d,k=0
qd
k!
∑
Γ∈G2
d,k,i,j
1
Aut(Γ)
ContrΓ,
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where G2d,k,i,j is the set of localization graphs forM0,2+k(P
m, d) such that
the first and second marking are at valence 2 vertices at fixed points i and
j, respectively, and ContrΓ is the contribution for graph Γ for the integral∫
M0,2+k(P
m,d)
eiej
(−z − ψ1)(−w − ψ2)
2+k∏
l=3
ev∗l (t).
Finally, the type (3) contribution is a vector
T˜ =
∑
i
T˜iwi ∈ W ′[[z]]
which is defined by
T˜i = t+
∞∑
d,k=0
qd
k!
∑
Γ∈G3
d,k,i
1
Aut(Γ)
ContrΓ
where G3d,k,i is the set of localization graphs for M0,1+k(P
m, d) such that
the first marking is at a valence 2 vertex at fixed point i and ContrΓ(v)
is the contribution for graph Γ for the integral∫
M0,1+k(P
m,d)
ei
−z − ψ
1+k∏
l=2
ev∗l (t).
With these contributions we can write the CohFT already in a form
quite similar to the R-matrix action formula (7). Let ωg,n be the n-form
on W ′ which vanishes if wi and wj for i 6= j are inputs, which satisfies
ωg,n(wi, . . . , wi) =
e(E∗ ⊗ TPm,pi)
ei
= eg−1i
∏
j 6=i
cλj−λi(E)
and which for n = 0 is defined similarly as in Example 1. We have
Ωtg,n(v1, . . . , vn) =
∑
Γ
1
Aut(Γ)
ξ∗
(∏
v
∞∑
k=0
1
k!
π∗ωgv,nv+k(. . . )
)
, (20)
where we put
1. R˜−1(ψ)(vi) into the argument corresponding to marking i,
2. one half of V˜ (ψ1, ψ2) into an argument corresponding to a node and
3. T˜ (ψ) into all additional arguments.
We will still need to apply the string and dilaton equation in order
to make T˜ (ψ) a multiple of ψ2, like the corresponding series in the re-
construction, express the Hodge classes via Mumford’s formula and then
relate the series to the R-matrix.
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A.3 String and Dilaton Equation
We want to use the string and dilaton equation to bring a series
∞∑
k=0
1
k!
π∗
(
n∏
i=1
1
−xi − ψi
n+k∏
i=n+1
Q(ψi)
)
, (21)
where π : Mg,n+k → Mg,n is the forgetful map and Q = Q0 + zQ1 +
z2Q2 + · · · is a formal series, into a canonical form.
By the string equation, (21) is annihilated by
L′ = L+
n∑
i=1
1
xi
,
where L is the string operator
L = ∂
∂Q0
−Q1 ∂
∂Q0
−Q2 ∂
∂Q1
−Q3 ∂
∂Q2
− · · · .
Moving along the string flow for some time −u, that is applying etL′ |t=−u
to (21), gives
∞∑
k=0
1
k!
π∗
(
n∏
i=1
e
− u
xi
−xi − ψi
n+k∏
i=n+1
Q′(ψi)
)
,
for a new formal series Q′ = Q′0 + zQ
′
1 + z
2Q′2 + · · · . In the case that
u =
∞∑
k=1
1
k!
∫
M0,2+k
2+k∏
i=3
Q(ψi),
which we will assume from now on, the new series Q′ satisfies Q′0 = 0.
This is because the string equation implies Lu = 1 and therefore applying
etL|t=−u to u gives, on the one hand, u − t|t=−u = 0 and, on the other
hand, the definition of u with Q replaced by Q′, which for dimension
reasons is a nonzero multiple of Q′0.
Next, by applying the dilaton equation we can remove the linear part
from the series Q′0
∞∑
k=0
1
k!
π∗
(
n∏
i=1
1
−xi − ψi
n+k∏
i=n+1
Q(ψi)
)
=
∞∑
k=0
∆
2g−2+n+k
2
k!
π∗
(
n∏
i=1
e
− u
xi
−xi − ψi
n+k∏
i=n+1
Q′′(ψi)
)
, (22)
where Q′′ = Q′ −Q′1z and
∆
1
2 = (1−Q′1)−1 =
∞∑
k=0
1
k!
∫
M0,3+k
3+k∏
i=4
Q(ψi).
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We will also need identities in the degenerate cases (g, n) = (0, 2) and
(g, n) = (0, 1). In the first case, there is the identity
1
−z − w +
∞∑
k=1
1
k!
∫
M0,2+k
1
−z − ψ1
1
−w − ψ2
2+k∏
i=3
Q(ψi) =
e−u/z+−u/w
−z − w .
(23)
In order to see that (23) is true, we use that the left-hand side is anni-
hilated by L + 1/z + 1/w in order to move from Q to Q′ via the string
flow and notice that there all the integrals vanish for dimension reasons.
Similarly, there is the identity
1− Q(z)
z
− 1
z
∞∑
k=2
1
k!
∫
M0,1+k
1+k∏
i=2
Q(ψi)
= e−u/z
(
1− Q
′(z)
z
)
= e−u/z
(
∆−
1
2 − Q
′′(z)
z
)
, (24)
which can be proven like the previous identity by using that the left-hand
side is annihilated by L+ 1/z.
We define the functions ui and (∆i/ei)
1/2 for i ∈ {0, . . . ,m} to be the
u and ∆1/2 at the points Q = T˜i from the previous section.
A.4 Computation of the localization series
We apply (22) to (20) and obtain
Ωtg,n(v1, . . . , vn) =
∑
Γ
1
Aut(Γ)
ξ∗
(∏
v
∞∑
k=0
1
k!
π∗ω
′
gv,nv+k(. . . )
)
, (25)
where we put
1. R−1(ψ)(vi) into the argument corresponding to marking i,
2. one half of V (ψ1, ψ2) into an argument corresponding to a node and
3. T (ψ) into all additional arguments.
Here R−1, V and T are defined exactly as R˜−1, V˜ and T˜ but with the
replacement
ei
−x− ψ  
eie
−ui
x
−x− ψ
made at the factors we put at the ends of the trees. The form ω′g,n satisfies
ω′g,n(wi, . . . , wi) = ∆
2g−2+n
2
i e
−n
2
i
∏
j 6=i
cλj−λi(E).
We now want to computeR−1, V and T in terms of the homomorphism-
valued series S−1(z) ∈ Hom(W,W ′)[[z]] with wi-component
S−1i (z) = 〈
eiφi
−z − ψ ,−〉
:= η(eiφi,−) +
∞∑
d,k=0
qd
k!
∫
M0,2+k(P
m,d)
ev∗1(eiφi)
−z − ψ1 ev
∗
2(−)
k+2∏
j=3
ev∗j (t).
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We start by computing S−1 via localization. Using that in genus
zero, the Hodge bundle is trivial, we find that at the vertex with the first
marking we need to compute integrals exactly as in (23), where the first
summand stands for the case that the vertex is unstable and the second
summand stands for the case that the vertex is stable with k trees of type
3 and one tree of type 1 attached to it. Applying (23), we obtain
S−1i (z) = e
−ui
z R−1i (z). (26)
Using the shorthand notation〈
v1
x1 − ψ ,
v2
x2 − ψ ,
v3
x3 − ψ
〉
:=
∞∑
d,k=0
qd
k!
∫
M0,3+k(P
m,d)
ev∗1 v1
x1 − ψ1
ev∗2 v2
x2 − ψ2
ev∗3 v3
x3 − ψ3
3+k∏
i=4
ev∗i (t)
for genus zero Gromov–Witten invariants and applying the string equa-
tion, we can also write
S−1i (z) = −
1
z
〈 eiφi−z − ψ , 1,−〉.
By the identity axiom and Witten-Dijgraaf-Verlinde-Verlinde equation,
we have
〈 eiφi−z − ψ ,
ejφj
−w − ψ ,1〉 = 〈
eiφi
−z − ψ ,
ejφj
−w − ψ , •〉〈•, 1,1〉
= 〈 eiφi−z − ψ , 1, •〉〈•, 1,
ejφj
−w − ψ 〉,
where in the latter two expressions the • should be filled with η−1, so that
S−1i (z)⊗ S−1j (w)
−z −w η
−1
=
η(eiφi, ejφj)
−z − w +
∞∑
d,k=0
qd
k!
∫
M0,2+k(P
m,d)
ev∗1(eiφi)
−z − ψ1
ev∗2(ejφj)
−w − ψ2
k+2∏
l=3
ev∗l (t).
(27)
We compute the right-hand side via localization. There are two cases in
the localization depending on whether the first and second markings are
at the same vertex or at different ones. In the first case, we apply (23) at
this common vertex and obtain the total contribution
eiδije
−ui
z
−uj
w
−z − w ,
which includes the unstable summand. In the other case, we apply (23)
at the two vertices and obtain
e−
ui
z
−uj
w V ij(z, w).
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So all together
V ij(z,w) =
(R−1i (z)⊗R−1j (w))η−1 − eiδij
−z −w .
Finally, we express T in terms of R by computing
S−1i (z)1 = 1−
ti
z
− 1
z
∞∑
d,k=0
qd
k!
∫
M0,1+k(P
m,d)
ev∗1(eiφi)
−z − ψ1
1+k∏
j=2
ev∗j (t)
via localization. Applying (24) at the first marking, we find that
S−1i (z)1 = e
−ui
z
(
∆
− 1
2
i e
1
2
i −
Ti(z)
z
)
.
So
T (z) = z
(∑
i
∆
− 1
2
i e
1
2
i wi −R−1(z)1
)
.
By (25), the underlying TQFT of Ωtg,0 is given by∑
i
∆g−1i .
This implies that the ∆i need to be the inverses of the norms of the
idempotents for the quantum product of equivariant Pm (because these
are pairwise different). Since T˜ vanishes at (t, q) = 0, we have that ∆i
agrees with ei at (t, q) = 0. Therefore, we can identify W
′ with W via
W ′ →W, wi 7→
√
∆i/ei ǫi, (28)
where ǫi is the idempotent element which coincides with φi at (t, q) = 0.
The previous results then say exactly that Ωt is obtained from the CohFT
ω′ by the action of the R-matrix R. In turn, Example 4 implies that ω′
is obtained from the TQFT by the action of an R-matrix RMumford which
is diagonal in the basis of idempotents and has entries
exp
 ∞∑
i=1
B2i
2i(2i− 1)
∑
j 6=i
(
z
λj − λi
)2i−1 .
We define the endomorphism RPm to be the composition
RPm = R · RMumford.
Therefore, the R-matrix action of RPm takes the TQFT to Ω
t.
A.5 Characterization of R-matrix
We study the R-matrix RPm defined in the previous section as the com-
position of R and RMumford.
As we have seen, there is a power series S−1(z) in z−1 strongly related
to R. By considering (27) as w + z → 0, we see that S−1(z) satisfies the
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symplectic condition; that is, its inverse S(z) is the adjoint of S−1(−z)
with respect to η. Using this, we can say, more explicitly, that the evalu-
ation of S(z) at the ith normalized idempotent is the vector〈√
eiφi
z − ψ , η
−1
〉
.
In terms of S(z), the relation between R and S, when written in the basis
of normalized idempotents, is
R(z) = S(z)e−diag(u0,...,um)/z. (29)
The series S(z) satisfies the quantum differential equation
z
∂
∂tµ
S(z) = φµ ⋆ S(z) (30)
for any µ. This follows from the genus zero topological recursion relations
z
〈
φµ,
√
eiφi
z − ψ , η
−1
〉
= 〈φµ, η−1, •〉
〈
•,
√
eiφi
z − ψ
〉
,
where, as previously, η−1 should be inserted at the two •.
The divisor axiom in Gromov–Witten theory determines the q-dependence
of S. We have〈√
eiφi
z − ψ , η
−1, H
〉
=
〈√
eiHφi
z(z − ψ) , η
−1
〉
+ d
〈√
eiφi
z − ψ , η
−1
〉
=
(
λi
z
+ d
)〈√
eiφi
z − ψ , η
−1
〉
and hence
H ⋆ Si(z) = DSi(z) + λiSi(z), (31)
where
D = zq
∂
∂q
.
The analog of equation (29) defines a new series SP1 . It satisfies the
same symplectic condition, quantum differential equation and q-dependence
(31) since RMumford is diagonal and does not depend on the ti.
Let us consider the classical limit (t, q) → 0. In this case, ∆i = ei,
wi = φi and R˜ = R = Id. Therefore,
RP1 |(t,q)=0 = RMumford = exp(diag(b0, . . . , bm)), (32)
where
bj =
∞∑
i=1
B2i
2i(2i − 1)
∑
l 6=j
(
z
λl − λj
)2i−1
.
Proposition 1. The series RP1(z) written in the basis of normalized
idempotents is the unique matrix-valued power series in z depending on
parameters λ0, . . . , λm, q and t0, . . . , tm such that there exist functions
u0, . . . , um independent of z and a matrix-valued power series SP1 in z
−1
such that
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1. the series RP1 and SP1 are related by (29),
2. SP1 satisfies the quantum differential equation (30),
3. SP1 satisfies (31) and
4. the classical limit (t, q)→ 0 of RP1 is given by (32).
Proof. In this Section we have checked that RP1 indeed satisfies these
properties.
By a general analysis [18, Proposition 6.7] of the quantum differential
equation we see that the first two properties determine RP1 up to functions
constant in the ti. Via (29), equation (31) also determines the dependence
of RP1 on q. Hence RP1 is uniquely determined from its classical limit.
A.6 Small equivariant mirror
Following [18], we give a concrete description of the R-matrix for the
equivariant Gromov–Witten theory of Pm. In contrast to the previous
sections of the appendix, we will soon restrict ourselves to the small quan-
tum cohomology case t = 0. To simplify the notation, we will leave out
the subscript Pm in RPm and SPm .
If we use alternative coordinates
t = t˜0 + t˜1H + · · ·+ t˜mHm,
the quantum differential equation implies
z
∂
∂t˜1
Si(z) = H ⋆ Si(z) = DSi(z) + λiSi(z). (33)
So we can rewrite the differential equation (33) satisfied by Si to(
zq
∂
∂q
+ λi
)
Si(z) = H ⋆ Si(z). (34)
Now it makes sense to restrict to t = 0 and we will do so from now on
(without changing the notation).
If we write Sµi = η(Si, φµ), we can rewrite (34) to
D(Sµie
ln(q)λi/z) = S(µ+1)ie
ln(q)λi/z (35)
for µ < m and
m∏
j=0
(D − λj)(S0ieln(q)λi/z) = qS0ieln(q)λi/z. (36)
Proposition 2. The series R is the unique matrix-valued power series in
z depending on parameters λ0, . . . , λm, q such that there exist functions
u0, . . . , um independent of z and a matrix-valued power series S in z
−1
such that
1. the series R and S are related by (29),
2. S satisfies the quantum differential equations (35) and (36),
3. the classical limit q → 0 of R is given by (32).
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Proof. Equation (35) determines all of S from S0i, which is determined
from (36) up to additive integration constants depending on λ0, . . . , λm.
Choosing the integration constants such that the classical limit condition
holds determines S up to constants (not depending on λ0, . . . , λm), which
is enough to determine R uniquely via (29).
Givental constructs asymptotic solutions S0i to (36) via oscillating
integrals on the mirror manifold
{(T0, . . . , Tm) : eT0 · · · · · eTm = q} ⊂ Cm+1
with superpotential
F (T ) =
m∑
j=0
(eTj + λjTj).
The integrals are given by
S0ie
ln(q)λi/z = (−2πz)−m/2
∫
Γi⊂{
∑
Tj=ln q}
eF (T )/zω
along m-cycles Γi through a specific critical point of the superpotential F
constructed using the Morse theory of the real part of F/z. The form ω
is the restriction of dT0 ∧ · · · ∧ dTm. To see that the integrals are actual
solutions, notice that applying D − λj to the integral has the same effect
as multiplying the integrand by eTj .
There are m+1 critical points at which it is possible to do a stationary
phase expansion of S0i. Let us write Pi for the solution to
m∏
i=0
(X − λi) = q
with limit λi as q → 0. For each i, we need to choose the critical point
eTj = Pi − λj in order for the factor2
exp(ui/z) := exp
((
m∑
j=0
(Pi − λj + λj ln(Pi − λj))− λi ln(q)
)
/z
)
of S0i to be well-defined in the limit as q → 0. Shifting the integral to the
critical point and scaling coordinates by
√−z, we find
S0i = e
ui/z
∫
exp
(
−
∑
j
(Pi − λj)
∞∑
k=3
T kj (−z)(k−2)/2
k!
)
dµi (37)
for the conditional Gaussian distribution
dµi = (2π)
−m/2 exp
(
−
∑
j
(Pi − λj)T
2
j
2
)
ω.
2The function ui of this appendix does not completely agree with the function ui of Sec-
tion A.3. They differ by the constant c =
∑
j 6=i(λi −λj)(−1+ ln(λi −λj)). Correspondingly,
the Si defined via the oscillating integral also coincides with the series from localization only
up to a factor ec/z. These differences are irrelevant for the computation of the R-matrix.
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For the asymptotic expansion, we formally expand the exponential in
(37) and integrate over the real part of the image of the mirror under
the transformations we have performed. The integrals are moments of µi
which can be computed using the covariance matrix
σi(Tk, Tl) =
1
∆i
{
−∏j /∈{k,l}(Pi − λj), for k 6= l,∑
m6=k
∏
j /∈{k,m}(Pi − λj), for k = l.
Since odd moments of Gaussian distributions, vanish we find that the
asymptotic expansion of e−ui/zS0i is a power series in z. So, using (26) as
a definition, by (35) the entries of the R-matrix in the basis of normalized
idempotents are given by similar asymptotic expansion of
∆
−1/2
k
∏
j 6=k
(D + λi − Pj) (e−ui/zS0i).
We need to check that the R-matrix given in terms of asymptotics of
oscillating integrals behaves correctly in the limit as q → 0. By definition,
in this limit, Pi → λi. By symmetry, it is enough to consider the zeroth
column. Set xi = e
Ti . Then
lim
q→0
Rj0 ≍ lim
q→0
e−u0/z∆−1/20
∏
k 6=j
(zq
d
dq
+ λj − λk) S00
= lim
q→0
e−u0/z√
∆0(−2πz)m/2
∫
e(
∑
k(e
Tk−(λ0−λk)Tk))/z+
∑
k 6=j Tkω
= lim
q→0
e−u0/z√
∆0(−2πz)m/2
∫
e
(
∑
k 6=0
(xk−(λ0−λk)Tk)+ q∏
k 6=0
xk
)/z∏
k 6=j
xj
m∧
k=1
dTk.
In the last step, we moved to the chart
x0 =
q∏
j 6=0 xj
.
Since in this chart limq→0 x0 = 0, we have that Rj0 vanishes unless j = 0.
On the other hand, in the limit as q → 0, the integral for R00 splits into
one-dimensional integrals
lim
q→0
R00 ≍ lim
q→0
e−u0/z√
∆0(−2πz)m/2
∏
k 6=0
∞∫
0
e(x−(λ0−λk) ln(x))/zdx.
Let us temporarily set zk = −z/(λ0 − λk). The prefactors also split into
pieces in the limit and we calculate the factor corresponding to k to be
e(1−ln(λ0−λk))/zk√
−2πz(λ0 − λk)
∞∫
0
e(x−(λ0−λk) ln(x))/zdx =
e(1−ln(1/zk))/zk√
2π/zk
Γ
(
1 +
1
zk
)
=
e(1−ln(1/zk))/zk√
2πzk
Γ
(
1
zk
)
≍ exp
( ∞∑
l=1
B2l
2l(2l − 1)
(
z
λk − λ0
)2l−1)
,
using Stirling’s approximation of the gamma function in the last step. So
the product of the factors gives the expected limit (32) of R00 for q → 0.
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