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We present an inhomogeneous dynamical mean field theory (I-DMFT) that is suitable to inves-
tigate electron-lattice interactions in non-translationally invariant and/or inhomogeneous systems.
The presented approach, whose only assumption is that of a local, site-dependent self-energy, re-
covers both the exact solution of an electron for a generic random tight-binding Hamiltonian in
the non-interacting limit and the DMFT solution for the small polaron problem in translationally
invariant systems. To illustrate its full capabilities, we use I-DMFT to study the effects of defects
embedded on a two-dimensional surface. The computed maps of the local density of states reveal
Friedel oscillations, whose periodicity is determined by the polaron mass. This can be of direct
relevance for the interpretation of scanning-tunneling microscopy (STM) experiments on systems
with sizable electron-lattice interactions. Overall, the easy numerical implementation of the method,
yet full self-consistency, allows one to study problems in real-space that were previously difficult to
access.
I. INTRODUCTION
Upon adding an electron to a solid, it will interact
with the dynamical deformation of the periodic lattice.
The response of the medium can be described in terms of
a polaron [1], a quasi-particle which consists of an elec-
tron or hole bound together with its associated lattice
polarisation. While studies on the subject have mostly
focused on perfectly periodic, translationally invariant
systems, addressing polaronic effects in inhomogeneous
media can be of relevance to many real-life situations.
Examples include the propagation of electrons (or
excitons) from the surface of a sample into the bulk,
the propagation of these excitations at the interface or
polaron formation in quantum dots [2–7], to cite a few.
Another important issue which involves inhomogeneous
polaron dynamics is related to the influence of local
defects and impurities on the propagation of excitations
in the bulk. In general, the many-body nature of
the polaronic state does not allow reliable analytical
approaches in the crossover region at intermediate
coupling strengths, which is of great interest in order
to quantitatively investigate the conditions of polaron
formation. Therefore, in recent years various numerical
methods such as exact diagonalization [8–10], density
matrix renormalization-group (DMRG) [11], diagram-
matic Monte Carlo (QMC) [12–14] have been applied
to this problem. These methods are all quite expensive
form a computational point of view and in some cases
require analytical continuation to the real frequency axis.
To overcome these difficulties, semi-analytical meth-
ods based on non-perturbative approximations were
also developed in parallel such as dynamical mean field
(DMFT) approaches [15, 16], momentum average ap-
proximation (MA) [17, 18] as well as variational ansa¨tze
[19]. These semi-analytical methods allow a direct real
frequency evaluation of the Green function with reduced
computational efforts even in three-dimensional cases,
but their application to non-translationally invariant
systems is far from being straightforward.
In disordered materials as well as at interfaces polaron
formation occurs in a non-homogeneous environement.
It has been pointed out that disorder and more generally
inhomogeneity of the media has a positive interplay
with polaron formation [20, 21] and such interplay
could explain some features of the ARPES studies in
oxides at interfaces [22]. To tackle this problem the
inhomogeneous version of the momentum average (IMA)
approximation for the single-polaron in inhomogeneous
media and coupling with lattice modes [23] has been
introduced. As in the translational invariant case, it can
be in principle iterated in a chain of approximations
(IMA-n) to converge to exact results. However, the
computational cost rapidly increases with n.
The aim of the present work is to provide a general
and efficient method for electron-phonon interacting
problems in systems lacking translational invariance
using the Inhomogeneous Dynamical Mean Field Theory
(I-DMFT). As in the homogeneous case, I-DMFT will
provide an interpolation between the non-interacting
case, in which it gives the exact solution of the problem
in any disordered and/or patterned geometry, and the
strong coupling limit in which it also becomes exact.
The I-DMFT approximation has been already proven
successful in treating strongly correlated spatially
2inhomogeneous systems including the correlation-driven
metal-insulator (Mott) transition at a solid surface
[24–26], the spin dynamics in correlated electron systems
[27], the electronic and transport properties of molecular
junctions [28], the effects of electron correlations in
Josephson junctions [29], the role of lattice defects
[30, 31], the transport in multilayered inhomogeneous
devices [32, 33] and the correlation of fermions in three-
dimensional optical lattices [34]. However conventional
I-DMFT suffers one major computational limitation
since for the calculation of the hybridization function
one needs to compute repeatedly the diagonal of the
inverse of a complex matrix, whose dimension equals the
number of lattice sites. Using conventional linear-algebra
algorithms, this problem grows cubic with the system
size [35]. The formalism that we propose to solve the
I-DMFT equations does not require the inverse of a
complex matrix. Instead the electron-phonon problem is
solved on the full lattice under the approximation that
the electron-phonon self-energy is local depending on
the frequency of the local phonon only. Self-consistency
equations are than expressed in Hilbert-space such that
the recursion technique by Haydock [36] can be used
which makes this method immediately generalizable
to any lattice geometry and/or disorder distribution.
Besides, as a result of this self-consistency, the I-DMFT
approximation is shown to improve over the existing
IMA-1 approximation. A similar approach has been
proposed by [37–39] to solve the self-consistent equations
in the coherent potential approximation (CPA).
This paper is organized as follows. In section II we
introduce the Holstein molecular crystal model that we
use to study the inhomogeneous polaron problem at zero
temperature. Section III briefly introduces Haydock’s
recursion method, which is used to compute electronic
properties of solids without recurring to periodicity or
regularity in the structure. In section IV we discuss
the core of the I-DMFT formalism by considering the
simplest case of an homogeneous system. In section
V we show how to apply the I-DMFT formalism to
non-translationally invariant and/or inhomogeneous sys-
tems. Section VI is divided into two subsections: A) we
compare our approach with the state-of-the-art numeri-
cal solutions of the small polaron problem B) we apply
our method to the study of the local Density of States
(LDOS) measured by tunneling and suggest a possible
way to measure locally the polaron effective mass. Fi-
nally, section VII gives a brief conclusion and outlook.
II. INHOMOGENEOUS HOLSTEIN MODEL
We consider throughout this paper the Hamiltonian of
a single electron interacting with local phonons subject
to some inhomogeneity. We describe this situation using
the following generalization of the Holstein model. Its
Hamiltonian reads [40]:
H = −
∑
i
ǫic
+
i ci −
∑
<i,j>
ti,jc
+
i cj
−
∑
i
gic
+
i ci(a
+
i + ai) +
∑
i
ωia
+
i ai (1)
where c+i and ci are the creation and destruction oper-
ators of electrons on site i, a+i and ai are the creation
and destruction operators of phonons on site i, and the
electron’s spin index is omitted. The homogeneous Hol-
stein model is defined by the homogeneous transfer inte-
grals between nearest neighbors of a d-dimensional lattice
ti,j = t, the homogeneous phonon frequency ωi = ω0, and
the homogeneous strength of the local electron-phonon
interaction gi = g. From these one can construct two
independent control parameters [41, 42]. The first one is
the dimensionless electron-phonon coupling λ = g2/Dω0
where D is the half-bandwidth. The second control pa-
rameter is the adiabatic parameter γ = ω0/D. While λ
is the relevant coupling parameter in the adiabatic case
(γ < 1), α2 = g2/ω20 will be the relevant one in the
non-adiabatic (γ > 1) case [41, 43]. We stress here that,
even in the single electron homogeneous case the dressing
of the electron by a coherent multi-phonon cloud, mov-
ing coherently with it so as to form a quasiparticle is
difficult to describe within standard perturbative tech-
niques. Throughout this paper, we will consider explicit
inhomogeneity given by the first term in Eq. (1), which
describes a site-dependent inhomogeneous onsite energy.
However, the method we devise is applicable to any gen-
eral Hamiltonian of the type of Eq. (1), with any/all of
the microscopic parameters varying in space.
III. THE RECURSION METHOD
For completeness, we recall here a general version
of the recursion method [36] which, once adapted to
the present problem, can be useful to discuss the self-
consistent approximation we use. Our general problem
will be the calculation of the local Green’s function of
a given state |φ0〉 by constructing an orthonormal basis
of states in which the Hamiltonian is tridiagonal. The
tridiagonal form of the Hamiltonian allows for a direct
visual representation as a semi-linear chain model, which
will be key throughout this paper.
It is convenient to work in the Krylov subspace of di-
mension n [44], which is the linear subspace spanned by:
Kn(|φ0〉) = span
{|φ0〉 ,H |φ0〉 , . . . ,Hn−1 |φ0〉} (2)
where H is the Hamiltonian and |φ0〉 an initial, normal-
ized, reference state. An orthogonal basis of the Krylov
subspace can be constructed with the Lanczos method
[45]. This method is an iterative procedure that is ca-
pable of constructing the Krylov space via a recurrence
3relation:
H |φn〉 = a(n) |φn〉+ b(n) |φn+1〉+ b(n− 1) |φn−1〉 (3)
with the initial conditions |φ−1〉 = 0, b(−1) = 0 and
where |φn〉 obey the orthogonality relation 〈φn|φm〉 =
δn,m. The orthonormal states |φn〉 are given by
|φn〉 =
n∑
p=0
cpH
p |φ0〉 (4)
where the wave function |φn〉 will progressively extend
away from the initial, local orbital |φ0〉. The Hamiltonian
is tridiagonal in this new basis with diagonal elements
a(0), ..., a(n) and off-diagonal elements b(0), ..., b(n):
HKn =


a(0) b(0) 0 0 · · ·
b(0) a(1) b(1) 0 0 · · ·
0 b(1) a(2) b(2) 0 · · ·
...
. . .
. . .
. . .
. . .
. . .

 . (5)
Once written in the |φn〉 basis the Hamiltonian is
thus equivalent to a semi-infinite one dimensional tight-
binding model with nearest neighbor hopping. This chain
model is determined by its energy-independent hopping
integrals b(n) and energy levels a(n) and can be described
by the pictorial representation shown in Fig. 1 a). Since
this method does not rely on any symmetries of the orig-
inal Hamiltonian it is also applicable where lattice peri-
odicity and/or homogeneity are lost. The chain model
representation is a conceptually attractive, always feasi-
ble and numerically exact method for the calculation of
the Green’s function, that allows computing directly the
local Green’s function defined as
G00(z) = 〈φ0| (z −H)−1 |φ0〉 (6)
without the explicit knowledge of the eigenstates and
eigenvectors, in terms of its coefficients a(n), b(n) [36].
This is achieved by evaluating the continued fraction ex-
pansion:
G00(z) =
1
z − a(0)− b(0)
2
z − a(1)− b(1)
2
. . .
. (7)
In actual calculations it is customary to set z = E + iη
with η an infinitesimally small number, leading to a
Lorentzian broadening of the spectral features. Since
Eq. (7) can be written in the form 1/(z − a(0) − Σ(z)),
the self-energy Σ(z) can also be obtained from the same
continued fraction expansion. The knowledge of the
recursion coefficients, therefore provides an alternative
way of reconstructing the local Green’s function and thus
the local density of states, which is more time-efficient
than the full diagonalization of the tridiagonal and/or
original Hamiltonian. If not specifically needed and
FIG. 1: a) Tight-binding representation of the tridiagonal
Hamiltonian HKn . The recursion method maps the Hamil-
tonian onto a semi-infinite chain of atoms, where the a(n),
b(n) and |φn〉 are the energy levels, hopping integrals and
states of the orthonormal Lanczos basis of the n-th orbital, re-
spectively. b) Compact pictorial representation which is used
throughout this paper, where HKΣ labels the tight-binding
representation of Σ.
unless otherwise stated we shall use Eq. (7) throughout
this work.
In addition to computing efficiently the Green’s func-
tion, one can use the chain model to represent exactly
the effect of an energy dependent self-energy. For one
lattice site, we can depict the effect of a local self-energy
Σ(z) as in Fig. 1 b) by attaching a semi-linear chain
to this site (proof in Appendix A). Of course this semi-
linear chain must have the proper coefficients a(n), b(n)
that correspond to Σ(z). This equivalence is a central
concept throughout this paper.
IV. CALCULATION OF THE GREEN’S
FUNCTION: HOMOGENEOUS CASE
Our aim is the calculation of the local retarded Green’s
function which is defined as
Gi,i(z) = −i
∫ ∞
0
dt 〈V C|Tci(t)c+i (0) |V C〉 eizt (8)
where |V C〉 represents the vacuum state for phonons and
electrons. We here consider the local Green function for
the DMFT solution of the homogeneous model Eq. (1)
when all ǫi = 0. In DMFT we can write the local Green’s
function as
G(z)−1 = z −∆(z)− Σ(z) (9)
where ∆(z) is the hybridization function. Since the sys-
tem is translationally invariant ∆ does not depend on
the site index i [46]. DMFT relies on a self-consistency
relation, i.e. ∆(z) and Σ(z) are mutually dependent func-
tionals
∆(z) = F∆[Σ(z)] and Σ(z) = FΣ[∆(z)]. (10)
4FIG. 2: Tight-binding representation of the tridiagonal
Hamiltonians HKΣ and HK∆ as energy independent chains.
The self-energy (hybridization function) on the first site
(dashed) of the chain equals Σ (∆). By this definition both
are independent on the on-site energy of the first site.
The very reason for which they are functionals and not
functions depends on retardation effects induced by
electron-phonon interaction. In standard DMFT pro-
cedures a self-consistent solution of Eq. 10 is obtained
iteratively at each complex energy z. In this paper,
we propose an alternative approach of solving Eq. 10
which is based on Haydock’s recursion scheme applied
to suitably defined Hamiltonians HΣ, H∆. This is shown
in the following.
Because of the analytical properties of Σ(z) and ∆(z),
one can expand both by a continuous fraction expansion:
∆(z) =
b∆(0)
2
z − a∆(1)−
b2∆(1)
z − a∆(2)− . . .
(11)
and
Σ(z) =
bΣ(0)
2
z − aΣ(1)−
b2Σ(1)
z − aΣ(2)− . . .
. (12)
where by this definition both are independent of the
onsite energy of the orbital. The idea of the present for-
malism is to calculate the continuous fraction coefficients
b∆(n), a∆(n), bΣ(n) and aΣ(n). Once a sufficiently
large number of the continued fraction coefficients is
determined, both functions are computed using the in
section III present method.
In the following we derive a representation of ∆, Σ by
tight-binding Hamiltonians H∆, HΣ which by construc-
tion fulfill the Eq. 10. This is achieved by replacing
self-energies and hybridization functions by their equiv-
alent semi-linear chain representation. The proof of re-
placing Σ(z), ∆(z) by semi-linear chains is shown in Ap-
pendix A. Using Haydock’s recursion scheme can then
be used to compute the continued fraction expansion of
Σ and ∆. The DMFT approximation amounts to con-
sider a site-dependent but local self-energy Σ(z) on each
lattice site. The tight-binding representation of the hy-
bridization function at site i can then be obtained by
suppressing the self-energy at site i and replacing each
Σ(z) by its equivalent tight-binding representation as a
semi-linear chain where the chain representation of Σ(z)
is depicted in Fig. 2. The corresponding tight-binding
representation of the Hamiltonian H∆ describing the hy-
bridization function is given graphically (in d = 1) in
Fig. 3, where the black marked site labels the initial,
local wave-function of the recursion method. The system
attached to this site is equivalent with HK∆ . A gener-
alization to higher dimension and/or geometries changes
the representation of H∆ only. This is precisely what
makes the proposed formalism straightforward to apply
to any lattice geometry, device shape or distribution of
disorder. Using the explicit expressions of Σ(z) [16]
Σ(z) =
g2
z − ω0 −∆(z − ω0)−
2g2
...
(13)
allows for a graphical representation of the tight-
binding Hamiltonian HΣ (describing the self-energy)
by substituting the hybridization function ∆(z) by its
tight-binding representation as a semi-linear chain where
the chain representation of ∆(z) is depicted in Fig.
2. The tight-binding Hamiltonian HΣ describing the
self-energy is shown in Fig. 4 where the black marked
site labels the initial state of the recursion method. The
system attached to this site is equivalent with HKΣ .
It is evident, that Σ(z) depends on a discrete set of
FIG. 3: Upper: Tight-binding representation of the Hamil-
tonian H∆ (non-tridiagonal) which gives rise to the hybridiza-
tion function at site i. The black marked site labels the initial
state of the recursion method, where by construction the sys-
tem attached to it fulfills ∆(z) = F∆[Σ(z)]. The self-energy
is independent of the onsite energy of the black marked site.
Lower: Compact pictorial representation of H∆. This repre-
sentation will be used throughout this paper for H∆.
5FIG. 4: Upper: tight-bindfing representation of the Hamilto-
nian HΣ (non-tridiagonal) which gives rise to the self-energy
at site i. The black marked site labels the initial wave-function
of the recursion method, where by construction the system at-
tached to it fulfills Σ(z) = FΣ[∆(z)]. The self-energy is inde-
pendent of the onsite energy of the black marked site. Lower:
Compact pictorial representation of HΣ where I∆ is the unity
matrix in the subspace K∆. This representation will be used
throughout this paper for HΣ.
∆(z − nω0).
Since the coefficients in Fig. 3 and 4 are initially
unknown, we are now going to explicitly demonstrate a
procedure to compute recursively starting from an initial
state localized on a single lattice site. This is possible
due to the progressive extension of the wave-function
away from the initial, local orbital. The recursion on
HΣ, H∆ must be done in parallel as continued fraction
coefficients calculated at step n from HΣ (H∆) are
needed to pursue the recursion procedure at step n+1
in H∆ (HΣ). One key point is that the self-consistency
condition required in standard DMFT formulations, is
automatically enforced by this construction with no
extra step needed.
The coefficients are determined starting with an initial
recursion state which corresponds to an orbital centered
on a given site (full black circle in the figures) and is
denoted as |φ0〉, |ψ0〉 respectively, where HΣ acts on |φ0〉,
while H∆ acts on |ψ0〉 only. Upon iterating the recursion
procedure, the vectors |φn〉 (|ψn〉) extend away from the
initial site, acquiring non-zero components on sites up to
a distance n. Thus one needs to know coefficients up to
n-1 only to compute the wave-functions |φn〉 (|ψn〉). This
is schematically shown in Fig. 5 a). The values of aΣ(n),
bΣ(n) can thus be determined recursively provided that
we know all the coefficients of the series a∆(0), b∆(0),
a∆(1), b∆(1), . . . up to a∆(n−1), b∆(n−1). Based on the
above, it is straightforward to show by a precise analysis
of the above recursion scheme, that one can generate an
explicit expression for the coefficients aΣ, bΣ in terms of
the coefficients a∆, b∆:
aΣ(n) = aΣ[a∆(n− 1), b∆(n− 1), . . . ] , (14)
bΣ(n) = bΣ[a∆(n− 1), b∆(n− 1), . . . ] , (15)
and vice versa:
a∆(n) = a∆[aΣ(n− 1), bΣ(n− 1), . . . ] , (16)
b∆(n) = b∆[aΣ(n− 1), bΣ(n− 1), . . . ] , (17)
These relations have the equivalent meaning as Eq. (10)
and are assuring self-consistency. A detailed computa-
tion of the first two sets of recursion coefficients is given
in Appendix B. A representation of the recursion scheme
is summarized in Fig. 5 b). Note that the in Fig. 5 b)
presented recursion scheme does not represent any self-
consistency loop, which can be found in standard DMFT
approaches [46]. This peculiarity reduces computational
complexity significantly. In Appendix C we gauge our
numerical results with the DMFT results derived in [16],
which considers a Bethe lattice of infinite coordination
number. In all tested cases, we obtain a remarkable
agreement of both methods.
V. INHOMOGENEOUS SYSTEMS: THE
I-DMFT METHOD
Given that the derivation of the previous section was
explicitly performed in real space, it can be straight-
forwardly generalized to systems lacking translational
invariance once the approximation of local self-energy
has been considered. Therefore, we assume that the
self-energy is local but site-dependent, i.e. Σi,j(z) →
Σi(z)δi,j . Within the local self-energy approximation the
local Green’s function reads:
Gii(z)
−1 = z − ǫi −∆i(z)− Σi(z) . (18)
For illustrative purposes we consider here the one-
dimensional inhomogeneous Holstein Hamiltonian
presented in Eq. 1. The computation of the Green
function Gii is for one given realization of disorder and
therefore Σi and ∆i are disorder dependent quantities.
In the following we will show, that in the absence of
translational invariance one has to solve N local impurity
problems by performing 2N recursion in parallel ex-
changing coefficients after each recursion step where this
is obviously well suited for a practical implementation
via parallel computing.
6FIG. 5: a) The most outward extension of the recursion vector
for the first 3 steps for the Hamiltonians HΣ and H∆. b) In
step n of the recursion scheme, one computes the recursion
coefficients of HK∆ using previously calculated coefficients.
Knowing these coefficients allows to purse the computation
of a new pair of coefficients of HKΣ .
As in the previous section, one can define the tight-
binding representation of the self-energy Σi(z) and the
hybridization function ∆i(z) for every site. In Fig. 6 we
show the self-energy and the corresponding hybridization
function of the impurity site and its neighboring site
located on its left.
Starting from the I-DMFT Eqs. presented in section
(V) one can easily see that the self energy on a specific
site Σi(z) depends on the hybridization function ∆i(z).
Formally, one can write down the following functional
relation:
Σi(z) = FΣi [∆i(z)] . (19)
Following the same lines as in Sec. IV one can express
these functions as continuous fraction expansions and
show that, for each site i, the recursion coefficients of the
self-energy are given by a set of recursion coefficients of
the hybridization function analogous to Eqs. (14), (15):
aΣi(n) = aΣi(n)[a∆i(n− 1), b∆i(n− 1), . . . ] , (20)
FIG. 6: Tight-binding representation of the Hamiltonian HΣ0 ,
HΣ
−1
, H∆0 and H∆−1 with I∆n being the unity matrix in the
subspace K∆n . H∆0 and H∆−1 is a two-dimensional represen-
tations of the 1d lattice problem including the phonon space.
bΣi(n) = bΣi(n)[a∆i(n− 1), b∆i(n− 1), . . . ] . (21)
In the case of non-equivalent sites the different hybridiza-
tion functions depend on a set of self-energies. Formally,
one can write down the following functional relation:
∆i(z) = F∆i [{Σj(z)}]j 6=i (22)
which includes all self-energies except the self-energy
Σi(z) on site i. These functions can be expressed as
continuous fraction expansions where the recursion coef-
ficients of the self-energy are given by the set of recursion
coefficients of the hybridization function:
a∆i(n) = a∆i(n)[{aΣj (n− 1), bΣj (n− 1)}]j 6=i , (23)
b∆i(n) = b∆i(n)[{aΣj (n− 1), bΣj (n− 1)}]j 6=i . (24)
In contrast to the previous set of relations (20),(21)
these equations now do couple different sites, via their
corresponding hybridization functions. Again through
the hierarchical construction of recursion coefficients
self-consistency is assured and thus no self-consistency
loop is needed.
Finally, let us comment on general numerical aspects.
The Holstein model has been studied previously by
means of exact or direct Lanczos diagonalization pre-
serving the full Hilbert space [8–10]. The full Hilbert
space has dimensions N that grow exponentially with
the system-size being given by the number of phonons
that are kept on each site to the power of the number of
7lattice sites. Since exact (Lanczos) diagonalization tech-
niques require O(N3) (O(N2)) floating point operations
(flops) to diagonalize the Hamiltonian matrix, actual cal-
culations are restricted to extremely small systems (few
lattice sites only) due to computer memory and CPU lim-
itations, which is clearly not suitable for the description
of inhomogeneous systems. The aim of I-DMFT is to re-
duce the full Hilbert space, such that calculations can be
performed at large system sizes, allowing to fully address
the relevant spatial variations of the physical properties
in the presence of inhomogeneities, but still affording a
good description of the physical processes of interest. By
greatly reducing the size of the Hilbert space, which now
grows linearly with the system size (it is given by the
product of the number of lattice sites times the number
of phonon per site), and the fact that Haydock’s recur-
sion requires O(N) flops only, the present method can
easily handle homogeneous, inhomogeneous systems of
up to 104, 103 lattice sites respectively in a reasonable
time (hours).
VI. RESULTS
A. Local impurity on one dimensional lattices
As a first example, we consider the Holstein Hamil-
tonian for a single defect at the center of the lattice
i = 0, i.e. ǫi = −|U | δi,0 and compare our numerical
results with the inhomogeneous momentum average
approximation (IMA-1) and the diagrammatic Monte
Carlo (DMC) results derived by [23]. In order to deal
with a single or a cluster of impurities we further
improve the efficiency of the algorithm by assuming that
only a part of the total size of the system (N) is affected
by inhomogenetiy. We thus define a number Ni < N of
non-equivalent lattice sites centered around the impurity
of the cluster. The number is chosen in such a way
that results are independent of Ni. In particular, we
have found that for a single attractive impurity a cluster
of 10 non-equivalent sites (impurity + cluster of sites
surrounding the impurity) is sufficient in 1d, which
is in agreement with the observation by [23]. This
assumption optimizes the computational complexity and
costs significantly and thus will be used throughout this
paper to treat clusters of finite disorder.
For the Holstein model the computational require-
ments can be further optimized. The number of possible
phonon configurations is infinite, but can be restricted to
a finite, sufficiently large number in actual calculations.
In particular, we have found, that choosing M (maximum
number of phonon excitations per site) approximately
two (one) orders of magnitude higher than α2 is sufficient
to captures the polaron formation and thus to compute
the local density of states (ground-state properties),
which is in agreement with the observation by [41]. This
is achieved by cutting the vertical chain in the chain
a)
b)
d)
c)
FIG. 7: We present the ground-state energy a) and the
quasiparticle weight b)-d) as a function of the onsite potential
U for γ = 0.2 and λ = 0.5, 0.75, 1.0 (black line). Circles
(squares) represent the DMC (IMA-1) results derived in [23].
model representation of HΣ (see Fig. 4) after M sites.
This assumption reduces the computer memory usage
significantly and will be used throughout this paper.
In addition, I-DMFT needs a large system in order to
have a sufficiently dense sampling of states (recursion
coefficients), since finite size effects naturally introduce a
limitation on the value of η, where this kind of finite size
effects is inherent to the recursion method and is present
even in the non-interacting limit. We have found,
that approximately 103 (102) recursion coefficients are
sufficient in order to compute the local density of states
(ground-state properties), while assuring a sufficient
spectral resolution of 10−2 (limiting the error to 10−3).
The dimension of the total system, i.e. the number of
total lattice sites, the number of phonons per site and
the cluster size of non-equivalent lattice sites is given
explicitly for every calculation.
In this and the following, all energies are expressed in
units of the total bandwidth. In Fig. 7 is depicted the
ground-state energy E0 and the quasiparticle weight Z0
at the impurity site as a function of the impurity poten-
tial U in the adiabatic regime. We present our I-DMFT
results (N ≈ 1, 000, M ≈ 50, Ni ≈ 50) for the worst-
case scenario. I-DMFT, being a local approximation, is
less accurate in one space dimension and in the limit of
low-phonon frequency at a small intermediate value of
the coupling. Large polarons are expected to be pinned
by the impurity in this case. Although there are quan-
titative differences between I-DMFT and DMC, on can
8see in Fig. 7 that the qualitative agreement between I-
DMFT and DMC is good and as expected, it improves
as U increases. Noticeably the ground state energy is
always lower (i.e. more accurate) than that of IMA-1
for any value of U . This trend is also observed in the
quasiparticle spectral weight when compared with IMA-
1 and DMC i.e. I-DMFT is always in between IMA-1
and DMC no matter if DMC predicts a smaller or larger
quasiparticle spectral weight.
B. Local impurity on two dimensional lattices
We here consider the case of an impurity in a two di-
mensional square lattice, i.e. a single defect located at the
origin of the lattice i = 0. In Fig. 8 we plot the spectral
density at site i (N ≈ 800, M ≈ 80, Ni ≈ 9×9) for several
values of the distance from the impurity R = Ri −R0
n(R,E) = − 1
π
ImGi,i(z) (25)
compared with that obtained in absence of the impu-
rity nBulk(E) where z is defined by E + iη and η an
infinitesimal small number. The spectral resolution in
our calculations are limited by a) the finite sampling
of states (recursion coefficients), which naturally intro-
duces a limitation on η, and b) the continuous fraction
expansions which enforces Lorentzian broadening. This
leads to an underestimation of the critical localization
strength where bound states are found below the con-
c)
FIG. 8: a) LDOS n(R,E) for several distance along direction
(1, 0) on a square lattice compared with that in absence of
the impurity which represent the bulk value nBulk(E). b)
Spectral weight of the localized state. c) Friedel oscillations
in the LDOS n(R,E) as a function of energy. All calculations
are done for γ = 0.5, λ = 0.4 and U = 0.38.
tinuum. Since I-DMFT reduces greatly the full Hilbert
space, we have diagonalized the chain model represen-
tation of every Green’s function Gii(z) using Lanczos
method and have computed the LDOS by applying a
Gaussian broadening in order to obtain a continuous
spectrum. Applying Lanczos method increases the
spectral resolution (Gaussian instead of a Lorentzian
broadening) and gives direct access to the spectral weight
and eigenvalues by only increasing the numerical cost
slightly. This allows to determine the critical disorder
strength more accurately and will be used throughout
this paper to decide whether bound-states appear below
the energy continuum. We can see, that a bound state
appears below the energy-continuum at approximately
Eloc ≈ −0.68 redistributing the continuum spectrum.
The spectral weight associated with the bound state
is shown for greater clarity in Fig. 8 b). Its exponen-
tial decay gives the localization length of the bound state.
The presence of a defect causes Friedel oscillations in
the density of states due to the loss of translational in-
variance [47]. In Fig. 9 the calculated Friedel oscillations
in the local density of states are shown as a function of
distance (N ≈ 500, M ≈ 5, Ni ≈ 20 × 20). We focus
on the regime of elastic electron-phonon scattering, i.e.
a) b)
c)
d)
FIG. 9: a) and b): Maps of the spectral density of states
n(R,E). c) and d) Friedel oscillations in the LDOS as a func-
tion of distance R (crosses) to the Impurity, together with a
fit using Eq. (26) (solid line), where values of the LDOS at
identical R have been averaged. a),c) have been computed for
λ = 0.4, γ = 0.5, U = 0.38, E = −0.54, while b),d) have been
computed for λ = 1.0, γ = 0.5, U = 0.38, E = −0.69.
9where E0 < E < E0 + ω0 fluctuations of the density of
states around nBulk(E) can be approximated far away
from the defect as
n(R,E) = n0(E) + δn(E) · cos(2kR+ χ)
R
(26)
where R is the distance from the defect, χ is a phase
shift, k =
√
(E0 − E + iη)/Z0 and δn = ǫ0/2π2k. From
Friedel’s oscillations one can identify the quasiparticle
which scatters from the impurity as the polaron. Us-
ing Eq. (26) one can indeed compute the effective mass
(m∗/m = 1/Z0) of the quasiparticle from the interference
pattern by fitting Eq. (26) to the computed numerical
data which we illustrate for γ = 0.5 and for two different
values of the bare coupling constant, i.e. λ = 0.4, 1.0.
The fits are shown in 8 (c)-(d). We find that the effec-
tive mass is given approximately by m∗/m ≈ 1.25, 1.83,
respectively. This is in good agreement with the val-
ues calculated from the self-energy ΣBulk(z) of the bulk
m∗/m = 1.22, 1.87 considering that the error is of the
order η = 5×10−2 in both calculations. The errors in de-
termining the effective mass trough Friedel’s oscillations
are essentially due to the vanishing of their amplitude as
a function of distance to values less than one percent thus
reaching the accuracy limit in our numerical procedure.
On the other hand, a large number of coefficients is also
needed in order to decrease the damping factor that we
include in our calculation due to finite values of η which
are of the order 5× 10−2.
VII. SUMMARY AND CONCLUSION
We have presented I-DMFT, a powerful method to
address electron-phonon interaction in systems lacking
translational invariance. The method is based on a local
self-energy approximation, which interpolates between
the vanishing and the infinite electron-phonon coupling.
In particular, it gives the exact solution for a disordered
system recovering (when present) Anderson localization.
Overall, we have found that the presented I-DMFT for-
malism is quantitatively accurate and easy to parallelize.
I-DMFT is efficient to study electron-phonon interaction
within the Holstein Hamiltonian for arbitrary geometries
and disorder configurations. In particular, I-DMFT al-
lows one to study samples with a large number of non-
equivalent sites where one can consider disorder in the
on-site energy, the hopping, the electron-phonon coupling
constant and the phonon frequency. We have here pre-
sented the case study of isolated impurities, benchmarked
our results with results derived in [23]. We have found
that I-DMFT is more accurate than IMA-1 and gives
quantitative accurate results when compared to the ap-
proximation free DMC calculations. As an application of
our method, we computed LDOS maps for a single defect
on a square lattice, as conventional methods are not suit-
able due to enormous computational costs. From an anal-
ysis of Friedel oscillation patterns, we demonstrate that
it is possible to extract the polaron mass from the period-
icity of the oscillation. Finally, the presented formalism
can be easily extended to study the effect of chemical dis-
order, electron-phonon coupling to several phonon modes
and finite temperature. Therefore one can easily com-
bine several extensions in order to study more realistic
and complex models.
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Appendix A: Equivalence of chains and self-energies
We show, that the in Fig. 1 attached semi-linear chain
is equivalent to a self-energy Σ(z). We define the projec-
tion operators P and Q, such that P projects onto the
subspace of the atom, while Q projects onto the subspace
of all states of the semi-linear chain. Using P + Q = 1,
P 2 = P , Q2 = Q and PQ = QP = 0 one finds
P
1
z −HP =
P
z − PHP − PHQ 1
z −QHQQHP
, (A1)
where we have defined Σ(z) as
Σ(z) = 〈φo|PHQ 1
z −QHQQHP |φ0〉 . (A2)
with |φ0〉 denoting the local orbital at the atom. Thus,
coupling the atom to a semi-linear chain is equivalent
to adding a self-energy Σ(z) to it (see Fig. 1). This
is used throughout this paper to replace Σ(z), ∆(z) by
their tight-binding representation as a semi-linear chain
(see Fig. 2). Of course these semi-linear chains must
have proper coefficients that correspond to Σ(z), ∆(z).
Appendix B: Computation of recursion coefficients
To further illustrate the recursion scheme, we show in
Fig. 10 the chain representation of HΣ, H∆ and com-
pute explicitly the first two sets of recursion coefficients
for the one dimensional homogeneous Holstein problem
presented in section IV. Starting the recursion procedure
from |ψ0〉 = |0, 0〉 and using Eq. (3) one finds
H∆ |0, 0〉 = t |1, 0〉+ t |−1, 0〉
= a∆(0) |ψ0〉+ b∆(0) |ψ1〉 (B1)
where states in the energy independent chain representa-
tion are labeled |x, n〉 with x being the lattice coordinate
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FIG. 10: Tight-binding representation of the Hamiltonians
HΣ and H∆. H∆0 and H∆−1 is a two-dimensional represen-
tations of the 1d lattice problem including the phonon space.
Extension of the recursion vector for the first two recursion
steps are presented by solid and dashed lines.
and n being the phonon number (see Fig. 10). Project-
ing on Eq. B1 with |ψ1〉, |ψ0〉 respectively one derives
a∆(0) = 0, b∆(0) =
√
2t and the new wave function
|ψ1〉 =
|1, 0〉+ |−1, 0〉√
2
. (B2)
Further starting from |φ0〉 = |0, 0〉 one finds
HΣ |0, 0〉 = g |0, 1〉 = aΣ(0) |φ0〉+ bΣ(0) |φ1〉 . (B3)
Projecting on Eq. B3) with |φ1〉, |φ0〉 respectively one
derives aΣ(0) = 0, bΣ(0) = g and the new wave function
|φ1〉 = |0, 1〉. In the second recursion step one derives
H∆ |ψ1〉 = t |1, 0〉+ t |−1, 0〉 (B4)
= a∆(1) |ψ1〉+ b∆(1) |ψ2〉+ b∆(0) |ψ0〉 ,
HΣ |φ1〉 =
√
2g |0, 2〉+ ω0 |0, 1〉+ b∆(0) |1, 1〉 (B5)
= aΣ(1) |φ1〉+ bΣ(1) |φ2〉+ bΣ(0) |φ0〉 ,
The new set of recursion coefficients are given by a∆(1) =
0, b∆(1) =
√
t2 + bΣ(0)2, aΣ(1) = ω0, bΣ(1) =√
2g2 + b∆(0)2 and the new wave functions are
b∆(1) |ψ2〉 = t√
2
|−2, 0〉+ bΣ(0)√
2
|1, 1〉
+
t√
2
|2, 0〉+ bΣ(0)√
2
|−1, 1〉 , (B6)
bΣ(1) |φ2〉 = b∆(0) |1, 0〉+
√
2g |0, 1〉 . (B7)
First one shall notice, the recursion on HΣ and H∆
must be done in parallel, since the coefficients calcu-
lated at step 0 from HΣ (H∆) are needed to continue
the recursion procedure on H∆ (HΣ) at step 1. Second,
the DMFT approximation amounts to considering a site-
dependent but local self-energy Σ on each lattice site and
thus a generalization to higher dimension and/or geome-
tries changes the representation of H∆ only.
Appendix C: Comparison with the DMFT results of
Ref. [16]
We here gauge our numerical results with the DMFT
results derived in [16], which considers a Bethe lattice of
infinite coordination number. Using the Lanczos method,
a real lattice can be mapped into a 1d semi-chain, which
is used as the underlying lattice with electron hopping
parameter b(n) and onsite energy a(n). Due to transla-
tional symmetry, the information about the lattice, and
thus the hybridization to the impurity is completely pre-
served in this step. We begin our comparison by dis-
cussing the LDOS. In Fig. 11 we present the spectral
density for the low, intermediate and large phonon fre-
quency regime (N ≈ 10000, M ≈ 100). As can be seen,
the newly developed method gives excellent agreement in
the low, intermediate and large phonon frequency regime
as both results overlap. Further, in Fig. 11 a comparison
of the ground-state energy, quasiparticle weight and the
a) b)
c) d)
e) f)
FIG. 11: We present the spectral density (solid line) in the
large a), low b) and intermediate c) phonon frequency regime.
a) is computed for λ = 0.08, γ = 2.0, b) λ = 0.7, γ = 0.125
and c) λ = 0.4, γ = 0.5. In d) we present as a function of λ
the average number of phonons, e) ground-state energy and
f) quasiparticle weight for α2 = 1, 2, 5 (solid, doted, dashed).
Throughout a)-f) circles represent the results derived in [16].
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average number of phonons as a function of λ is shown
(N ≈ 800, M ≈ 30). As can be seen, the newly developed
method gives excellent agreement for all quantities. One
shall notice, that the accuracy was also tested for other
values of λ, γ and α. However, in all tested cases, we
obtain a remarkable agreement.
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