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Abstract 
In this paper we present an analysis of the global convergence properties of certain piecewise polynomial 
collocation methods for a class of Volterra integral equations with constant delay. This analysis also encompasses 
continuous implicit m-stage Volterra-Runge-Kutta methods based on collocation techniques. 
Keywords: Volterra integral equations with delay; Implicit Runge-Kutta methods; Collocation 
1. Introduction 
In this paper we analyze the numerical discretization of a class of Volterra integral equations with 
(constant) delay 7 > 0, 
Y(t) =&T(t) + J 
f 
k(t, s, y(s)) ds, t E 1, (1.1) 
f--7 
with 
y(t) =4(t), t E L-7,01, (1.2) 
by collocation methods in certain (nonsmooth) piecewise polynomial spaces. Equations of this type 
occur, e.g., as models for the spread of certain infectious diseases (compare, for example, [ 11,12,15] 
for details and further references). 
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It will be assumed that the given functions, 4 : [ -7,0] + IR, g : I + JR, and k : S, x IR --t R 
(with S, := {(t, s): t E I, t - T 6 s 6 t}), are (at least) continuous on their respective domains; 
additional conditions will be imposed later when needed. Existence and uniqueness results for ( 1 .l ) 
and for related Volterra integral equations with finite delay (e.g., 
y(t) =g(t> + 
J 
~k(“,s,y(S),y(~(s)))ds, t E I, 
0 
(1.3) 
with a(s) < s) can be found, for example, in [3,5,9,11,13]. 
In recent years, various aspects of numerical methods for Volterra integral equations with delay 
arguments have been studied. Results dealing with convergence properties are given in [ 161 (Euler’s 
method, trapezoidal and midpoint method for ( 1.3) with pure delay and cu( s) = s--7), [ 131 (Hermite- 
type collocation for ( 1.3) ), [ lo] (product integration techniques for ( 1.3) with cu( s) = s - r(s)), 
[ 91 (direct quadrature methods for ( 1.3) with state-dependent delay: cy = a( y( s) ) ), [ 1 ] (extension 
of ODE Runge-Kutta methods to ( 1 .l ) ) , and [ 171 (general Runge-Kutta methods and their natural 
continuous extensions) for the more general problem 
s 
t 
.I 
IF-7 
v(t) =s(t) + kr(t,s,y(s))ds+ k2(t,S,y(S)) ds. (1.4) 
0 0 
The stability analysis for Runge-Kutta-type methods [ 2,171 and (p, c~)-reducible quadrature methods 
[ 81 has so far been restricted to (1.4) with kr( t, s, y) = ay, k2(t, s, y) = by, a, b constants, with 
lb] < - Re( a). Note that in this case ( 1.4) can be reduced to a delay differential equation with 
constant coefficients, 
y’(t) = uy(t) + by(t - T), t E I, 
assuming that g(t) = yo = const. 
In [ 171 the stability of collocation methods is briefly discussed. However, an analysis of the 
global convergence properties (and the local superconvergence properties) of collocation methods for 
(1.1) is essentially still lacking. The only contribution so far appears to be [ 131 where Hermite-type 
collocation in the space $~~I~ (ZZ,) (piecewise polynomials of degree 2m - 1 which are in Cm-’ (I), 
see Section 2 for details on notation) is shown to yield global 0( h2”I)-convergence. It is the aim 
of this paper to fill this gap regarding the order of (global) convergence in collocation methods 
for ( 1.1) . In addition, we shall consider collocation-based continuous implicit Volterru-Runge-Kuttu 
methods and their orders of convergence. Questions relating to local superconvergence (at the mesh 
points) are studied in [ 61. 
2. The collocation method 
Let t, := nh, n = 0,. . . , N - 1, tN = T, define a uniform partition for Z = [0, T], and set 
ZZ, := {to, . . . , tN}, IO := [to, tl], I,, := (t,, &+,I, n 3 1. The mesh Z7, is assumed to be constrained, 
i.e., 
h=;, for some Y E N. (2.1) 
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For given integers d 3 - 1 and m 2 1 the piecewise polynomial space S!$d( nN> is defined by 
$$j(ITN) := {U : I --f Et; 24 I,,,=: u, E 7TTT,,+(j, 0 < It < N - 1; 
~~L)),(t~)=~~~)(t,),y=o ,..., d,l<n<N-1). (2.2) 
The dimension of this vector space is obviously given by 
dirnS!zd(UN) =Nm+d+l. 
This shows, in the context of collocation, that the natural choice of d in (2.2) will be governed by 
the nature of the functional equation to be solved: if the equation under consideration is a differential 
or integro-differential equation of order K, then d = K - 1; for an integral equation, in particular for 
(l.l), choose d = -1. 
For given real numbers {ci} with 0 < ci < . . . < c,, < 1, define the set X,,, := {tn,j} of collocation 
points by 
t,,j I= t, + cjh, j=l,..., m, n=O ,..., N-l. 
The collocation solution u E S,,,_, ‘-l’(UN) to (1.1) is then given by the equation 
J 
f et> =g(t> + Qt, s4s)) ds, t E X,v, 
1-7 
with 
(2.3) 
(2.4) 
u(t) =4(t), on [-7,O). (2.5) 
If t = t,,j is such that t,,j - T (= tn-r,j) < 0 (recall that, by (2.1)) 7 = rh = tr), then (2.4) becomes 
J 
t 
et> =s(t> + k(t,SvU(S))dS+@(t), t=t”,j, 
0 
(2.6) 
j=l,..., m,n=O ,..., r- 1, where 
J 
0 
Q(t) := Vt, s, 4(s)) ds. (2.7) 
f--7 
In contrast to classical Volterra integral equations, this last expression represents a further potential 
source of error, since in applications one will often not be able to evaluate the integral in G(t) 
analytically; instead, one will have to resort to suitable numerical integration formulas to approximate 
it (compare Section 3 for details). 
In order to put (2.4) into a form amenable to numerical computation, define, for t,,j with r < 12 < 
N- 1, 
Fn( t,,j) I= h l,y k(t,,j, t,_, + uh, u( t,-r + uh)) du + h 5 
i=n--r+l 
1’ k(t”,j, ti + uh, u(ti + uh)) du* 
(2.8) 
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If t,,j is such that 0 < y1 < r, then set 
F,(t”,j) :=@(tn,j> +hg J’k(t~,j,ti+Uh,u(ti+uh))dU. 
i=O 0 
Since u E 7r,?,_, on I,, we may write 
4tn + uh) = 2 Mu)&,~, t, + uh E I,,, 
k=l 
where U,,, := u(tn,k) and 
Lk(U) := fi 5. 
l+k ck - cl 
Thus, the collocation equation (2.4) may be written in the form 
Un,j = g(tn,j) + F,(tn,j> + h 
J ( ” k 0 tn,j, tn + vh, ~Li(V)Un,k) do, k=l 
(2.9) 
(2.10) 
(2.11) 
j=l,..., m. For each n = 0,. . . , N - 1, (2.11) represents a system of m nonlinear algebraic equations 
for U, := (Un,,, . . . , Un,n,)T E IR”. 
Consider now (2.11) : in general, the integrals on the right-hand side (including those in F,( t,,j) ) 
cannot be evaluated analytically but will have to be approximated by suitable quadrature formulas. An 
obvious choice is that of interpolatory m-point formulas whose abscissas are given by the collocation 
points. It will be seen in Section 3 (Theorem 3.3) that these quadrature processes preserve the order 
of convergence of the exact collocation solution given by (2. lo), (2.11) . Specifically, 
J 
cj k(t,+ t, vh, u(t, + vh)) du 
0
will be replaced by 
2 Wj,/k(r,,,i, r, + cjc/h, U(t, + cjclh)), 
I=0 
with 
J 
1 
wj,l I= CjWl, W1 = L,(u) do; 
0 
the values ~(t,, + cjc,h) are given by (2.10), with u = cjcI. Also, 
J ’ c.i k(tn,j, tn-r + uh, U(tn--r + uh)) dv ’ f) *j,lk(tm,j, tn-r + [j,lh, U(tn--r + tj,lh>), I=1 
where 
l+j,/ := (1 - Cj)W[, [,j,[ I= Cj + (1 - Cj)Cl* (2.12) 
H. Brunner/Journal of Computational and Applied Mathematics 53 (1994) 61-72 65 
The resulting fully discretized collocation equation corresponding to (2.11) is thus given by 
j= l,...,m, with 
whenever r < rz < N- 1. If 0 < II < r, then 
n-1 “I 
(2.15) 
For the approximation @( t,,j) to (2.7) at t = t,,j we choose 
G(tn,j) = h 2 +j,ik(t,,j, t,-, + 5j,rh, 4(t,-r + [j,lh>) + h 2 e wlk(t,,j, ti,l, 4(ti,/)), (2.16) 
1=1 h-r+1 I=1 
where the weights and abscissas are again given by (2.12). The fully discretized collocation scheme 
generates a collocation solution ii E S;l, (UN), with E := u - ii # 0 in general. 
Equations (2.13)-(2.16), together with 
(2.17) 
represent an implicit m-stage Volterru-Runge-Kuttu (DVRK) method for the delay integral equation 
( 1 .I) . This class of collocation-based Runge-Kutta methods forms an important subset of the general 
DVRK methods discussed in [ 171. 
3. Global convergence results 
Let u E $1:‘( n,) denote the (exact) collocation solution to ( 1 .l) defined by (2.4)-(2.7). For 
ease of exposition we will focus on the linear version of ( 1 .l ), 
J 
t 
y(t) =6!(t) + K(t, s>y(s) ds, t E I, 
t-r 
(3.1) 
where K E C ( ST>. A comment on the extension of the convergence results to the nonlinear equation 
( 1.1) can be found at the end of the section. 
Theorem 3.1. Assume that the givenfunctions in (3.1) and (1.2) satisfy g E P(Z), K E Cm(&), 
q5 E Cm [ -~,0], and that, for t E [ 0,7], the integral (2.7) 
J 
0 
G(t) := K(t,s)+(s) ds 
1-T 
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is known exactly. Then for all suficiently small h = r/r, r E N, the constrained-mesh 
solution u E Si,‘I’ to (3.1) satisjies 
IJY - 4, 6 Ch”‘, 
collocation 
(3.2) 
for some jinite C not depending on h. This estimate holds for all collocation parameters {cj} with 
o<c, <.*.<&,<I. 
Proof. Assume for simplicity, and without any loss of generality, that T = MT for some M E N. 
In each interval JP := (~7, (p + 1) 7) , the exact solution y of (3.1) is m times continuously 
differentiable. This follows from the smoothness hypotheses we have imposed on q5, g and K, and 
from the expressions for y’“‘(t) obtained by successively differentiating (3.1) with respect to t. From 
this it is readily seen that both the left and right limits of y’“‘(t), v = 0, . . . , m, as t tends to ,UT, 
exist and are finite. Thus, let t = t, + vh E Z, and set 
e( t, + vh) = h”’ ~&v’- + h”R, (v), 
l=I 
where 
y(tn + vh) = 2 Y,,~v’-’ + h”‘R,(v), yn,l := 
hl-ly(l-l)(tn) 
l=I (E- l)! ’ 
(with R,(v) denoting the remainder term in the above application of Taylor’s formula), 
(3.3) 
u( t, + vh) = c (Y,,# 
/=I 
and 
h”P,,l := yn,l - a,,~, 1 = 1, . . . , m. 
It follows from the above observation 
t,=pr,,u=O ,..., M-l, 
l$ Y “-‘j(t), Z= 1,. . .,m, 
II 
exists and is finite. 
on the smoothness of the exact solution that at each breakpoint 
The collocation error e := y - u satisfies 
J 
18Z.J 
e(t,,j> = K(tn,,j, s)e(s> ds, (3.4) 
f,,+,., 
j=l,..., m,n=O ,..., N- 1. 
If t, < T (= t,), then t,_,,j = t, + cjh - 7 < 0. Since u(t) = 4(t) on [ -~,0], and since G(t) is 
known exactly, (3.4) reduces to 
s 
‘PC.1 
e(f,,j) = K(t,,,j, s>e(s) ds, 
0 
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which may be written as 
J 
CJ n-l , 
e(tn,.j> = h 
0 
K(tn,,j,tn +uh)e(tn+uh) du+hC J K(t,,j,ti+uh)e(ti+~h)du. 
i=O 0 
Using the expression (3.3), and setting pn := (&I,. . .,&,,)T E BP, and qn := (qn,l,. . .,q,,,)T E 
EP, with 
4n,j := -Rn(c.j) + h ~“K(t~,,j,t,,+~h)R,,(~)d~+~~~‘K(t,,j,ti+~h)9(~)d~, 
i=O 
we obtain a recurrence relation for the vectors Pn of the form 
I,- I 
(V-hQn,n)Pn=hCQn,iPi+qnr O<n<r-1, 
i=O 
where V is the Vandermonde matrix V = (ci.-‘), and where the matrices Qn,i are given by 
Qn,, := (i” K( t,,j, t, + LJ~)u’-’ du 
> 
and 
Qn,i I= (1’ K( t,,j, ti + ZIP) LI-’ da) 9 i < n. 
(3.5) 
Since by assumption K E C (S,), we have IIhQ,,, I( 1 < 1 for all sufficiently small h > 0, and so 
V - ZrQ,,n is nonsingular. It thus follows from (3.5) that 
n-l 
llPnlll < hCOC IlPilll +Cl, 0 < n 6 r- 1. (3.6) 
i=O 
A well-known result on discrete Gronwall inequalities (see, e.g., [ 7, p.411) leads to 
llP,,lll < CI exp(CoT) =: BY 
n=o,..., r - 1, uniformly as h -+ 0 (where rh = T) . This implies, by (3.3)) that 
le( t, + uh) I 6 h”‘( B + R) =: Ch”‘, 
foruE [O,l],n=O ,..., r-l. 
(3.7) 
Let now t, 3 t, (= 7). Starting with (3.4), and using again the expression (3.3) for the collocation 
error on I,,, we find, in complete analogy to the above, 
n-1 
(V - hQn.n)Pn = h C Qn,iPi + qn, 
k--r 
r 6 n 6 N - 1. Here, 
(3.8) 
Q,,n-r := (J' K(t,,j,t,_,+vh)u’-‘du , r < TZ < N- 1, 
CJ > 
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and the components of q,, are given by 
+h 2 ~‘K(t~,j,~i+uh)R~(v)dv+~c’K(t~,~,t~+vh)R,(~)dv. 
&l--r+1 
For all sufficiently small h > 0, (3.8) yields once more a discrete Gronwall-type inequality, 
n-l 
IIPnIIl G hG C IlPilll + Cl, 
h-r 
;J r < n < N - 1. Here, the constant Co depends on upper bounds for I/ (V - he,,,) -’ II 1 and 
n,r ,, y1 - r < i < n - 1, r < n < N - 1, i.e., on the kernel K in (3.1) and the collocation points 
{cj}. The constant C, is essentially determined by //q,,ll1 w h ose uniform upper bound is given by 
the size of K and the mth derivative of the exact solution y (recall (3.3) and the definition of the 
components of qn). 
Using the estimate (3.7) and the result [ 7, p.411, this implies that 
lIPnIl 6 BT r<n<N-1, 
uniformly as h -+ 0 (with Nh = T). Hence, by (3.3)) the statement (3.2) of Theorem 3.1 follows. Cl 
We now turn to the case where the integral Q(t) in (2.7) cannot be found analytically, but has to 
be approximated by suitable numerical quadrature, e.g. by (2.16). 
Theorem 3.2. Let the assumptions of Theorem 3.1 hold, except that for t = t,,j, j = 1, . . . , m, 
0 < n < r - 1, the integrals 
s 
0 
G(t) = K(t, s)~(s) ds 
1-T 
are now approximated by quadrature formulas a(t), with corresponding quadrature errors Eo( t) := 
G(t) - 6(t) such that 
IEo(t)l < Qoh”, t = t,,j, 0 < Tl < r, (3.9) 
for some q > 0. Then the collocation solution u E SiT\’ (Il,) satisjes, for all suficiently small h > 0, 
llelloo 6 Ch”, with p := min{m, q}. (3.10) 
Proof. Recall the collocation equation (2.1 l), and assume first that 0 < II < r. If we subtract this 
equation from (3.1) (with t = t”,j), we find 
e(tn,j> = 
J 
““’ K(t,,j, s)e(s> ds+ (@(tn,j> - &(tn,j>)v 
0 
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where Q(t) - 6(t) = Eo( t). Instead of (3.3), write 
e( t, + uh) = hi’ 5 &v’-’ + h”‘Rn(v), 
I=1 
with suitable p > 0 to be determined, and with 
W,,~ := ~n,l - a,,19 z= l,...,m, 
in analogy to the expressions introduced in the proof of Theorem 3.1. Substitution of this expression 
for the collocation error in the above error equation yields (after division by hp) 
+ h”‘-“q”,j - h”‘-‘Eo( t,,j) 9 j = 1, . . . , m. 
Proceeding as in the proof of Theorem 3.1, we readily derive, in analogy to (3.6)) the discrete 
Gronwall inequality 
n-1 
IIPnlIt < hCoC /[PiIll + Cl, 0 < 12 < r, 
i=O 
where 
c, := h”‘-“C, + hY-PQ,. 
This implies that II&, 111 6 c, exp( Car), 0 < n < r. Hence, lip,, 11, will remain uniformly bounded, as 
h + 0, rh = r, if, and only if, p < min{m, q}. 
The case r < IZ < N - 1 is treated in a similar manner; we omit the details. Cl 
Remark. If we employ the (interpolatory ) quadrature formulas given in (2.16) to approximate the 
delay integrals @( t,,j) (cf. (2.7)), we have q 2 m, and hence p = m in (3.10). In other words, in 
this case the order of convergence of u is given by (3.2) in Theorem 3.1. 
As we mentioned before, the computational form of the collocation method is given by (2.13)- 
(2.15), with (2.16) for the approximation of the delay integral @( t,,j), 0 < n < r, and with 
2(t, + vh) = 2 I&v)&, t, + vh E I,. (3.11) 
k=l 
The global convergence property of this continuous implicit m-stage DVRK method is described in 
the following theorem. 
Theorem 3.3. Let the assumptions of Theorem 3.2 hold, and assume that the approximations g(t) 
at t = t”,j, 0 < n < r, are given by the interpolator-y quadrature formulas (2.16). Then the error 
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e^ := y - ti associated with the collocation solution fi E $1:) (de$ined by (2.13)-(2.16), (3.11)) 
satisfies, for all sufJiciently small h = r/r, 
Proof. Since B = y - 2 = (y - U) + (U - a), we have to show that ]]u - alloo = O(F). 
Consider the integrals occurring in the (exact) collocation equation (2.11) (for the linear case 
(3.1) ) : there are three different types of integrals (over [ cj, 11, [ 0, 1 ] and [ 0, cj] ) . Accordingly, we 
write, using m-point interpolatory quadrature formulas, 
J " K( t,,j, t  + Vh)U( t, + Vh) dU = Cj 2 W/K( t,,j, t, + CjC,h)U( t” + CjClh) + E,““, 0 l=l 
where 
U(trl + CjClh) = ~L~(CjC~)U~,~. 
k=l 
Since the quadrature formulas are of interpolatory type, the corresponding quadrature errors Ey” 
satisfy 
jE,“7.iI < Qh”‘, n-r<i<n. (3.12) 
Subtracting (2.13) from (2.11) and using the above quadrature processes, we find, setting E,,j := 
un,j - ir,,j, 
+ h 2 WjJK( tn,j, tn + CjClh) 2 Lk(cjcl)E,,k + h 2 E,"*j. 
l=l k=l i=n--r 
Defining E, E I%“’ by E, := (e,,r , . . . , E,,, )T, it is then straightforward to show that the norms ]].s,,]]r 
satisfy a discrete Gronwall-type inequality of the form 
n-l 
where Dr = 0( h”‘), due to (3.12). Hence, 
ll.%lll = Wh”‘), 
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k=l 
wheret,+vhEZ,,n=O ,..., N-l.Here, 
points {Cj}. 
For 0 < n < r, combining the arguments 
(cf. (3.9) and the definition of the term c, 
proof. 0 
A denotes the Lebesgue constant associated with the 
used above with those in the proof of Theorem 3.2 
occurring in the Gronwall inequality) completes the 
Remark. The collocation solution ii E Silli,’ (17,) , given on each subinterval Z,, by 
with values {o,,&} determined by (2.13)-( 2.16)) defines a particular natural continuous extension 
(NCE) to the DVRK method. On the entire interval I, however, ii is continuous only if cl = 0 and 
c,, = 1. The construction of NCEs to a general class of DVRK methods (not based on collocation) 
for ( 1 .l) is discussed in the recent paper [ 171. 
There is another way of obtaining (nonpolynomial) NCEs to the collocation-based DVRK methods 
analyzed in this paper; they are given by the so-called iterated collocation solution which, for t = 
t, + vh E Z, and for the values {o,,,,i} computed by (2.13), is defined by 
&t(t) :=g(t> +&(t> +h”~w,k(t,t,,+ucih,a(t.+ush,); 
/=I 
here, p,,(t) is defined as in (2.14) and (2.15), with t, + uh replacing t,,j = t, + Cjh. These NCEs 
are continuous on Z for any choice of the {cj}; moreover, if the {cj} are the Gauss (-Legendre) 
points in (0, 1) (i.e., the zeros of the Legendre polynomial P,,, (2s - 1) ) , then iiit ( t) exhibits a much 
higher order of convergence at the mesh points t = t, (namely p* = 2m), compared to the global 
order p = m. Details of this aspect are treated in [ 61. 
We conclude with a comment regarding the extension of the results in Theorems 3.1-3.3 to the 
nonlinear delay integral equation ( 1 .l ) . Assuming the existence of a (unique) solution y(t) on I, 
the nonlinear analogue of the error equation (3.4) is 
fn., 
e(t,,j) = I ( {k tn,jy ST Y(S)> - k(tn,j, ~3 u(s))} ds, (3.13) 
J f,, --‘,, 
j = l,..., m. If the partial derivative dk( t, s, y) /dy is continuous and bounded on S, x D, (with 
D, := {y E I& Iy - y(s) 1 < KS E [ -7, T]}, for some Y < oc), and if h > 0 is sufficiently small 
(assuring the existence of a unique collocation solution u), then (3.13) may again be written in the 
form (3.4); the role of K is now assumed by 
kyt $) .= W,s,z(s)) 
3 f 
dY ’ 
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with z (s) := By(s) + ( 1 - 0) u(s) , 0 < 8 = 19 (s) 6 1. Hence the above proofs are readily adapted to 
deal with the nonlinear case ( 1.1). 
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