Appropriate statistical frameworks are required to make credible inferences about the future state of the climate from multiple climate models. The spread of projections simulated by different models is often a substantial source of uncertainty. This uncertainty can be reduced by identifying "emergent relationships" between future projections and historical simulations. Estimation of emergent relationships is hampered by unbalanced experimental designs and varying sensitivity of models to input parameters and boundary conditions. The relationship between the climate models and the Earth system is uncertain and requires careful modeling. Observation uncertainty also plays an important role when emergent relationships are exploited to constrain projections of future climate in the Earth system A new Bayesian framework is presented that can constrain projections of future climate using historical observations by exploiting robust estimates of emergent relationships while accounting for observation uncertainty. A detailed theoretical comparison with previous multi-model frameworks is provided.
Introduction
Scientific inquiry into complex systems such as the climate, the economy, or epidemics naturally give rise to multiple models of a given system. The motivation behind the use of multi-model ensembles in climate science is to quantify the uncertainty in projections of future climate introduced by choices in model design (Tebaldi & Knutti 2007) . Rather than treating them as incompatible or competing, each model is treated as a plausible representation of the climate system (Parker 2006) . The multi-model paradigm is becoming established in other areas including ecology (Spence et al. 2016) , epidemiology (Webb et al. 2017) and hydrology (Le Vine 2016) . As the multi-model paradigm becomes more widespread, so does the importance of statistical methods for making credible probabilistic inferences from ensembles of models. Figure 1 shows an example of projections of future near-surface temperature change in the Canadian Arctic from an ensemble of 13 climate models. There is a large spread in both the historical temperature and future temperature change simulated by the models. There is also a negative correlation between the future temperature change and historical temperature simulated by the models. The spread of projections simulated by different models is often the dominant source of uncertainty in projections of future climate (Yip et al. 2011) . Systematic relationships between the historical and future states of the models have the potential to constrain projections of future climate (Bracegirdle & Stephenson 2012) . Such relationships are often called "emergent constraints" because they emerge from the analysis of a collection of models rather than by direct calculation (Allen & Ingram 2002) . Climate models are coarse and incomplete representations of the Earth system, and we so need to account for discrepancies between the models and the system (Craig et al. 2001 , Kennedy & O'Hagan 2001 . In this study, we propose a framework for inference in multimodel experiments that joins up model uncertainty, emergent constraints and model inadequacy in a clear and consistent manner. The proposed framework is robust to unbalanced designs and differences in internal variability between models. We also explicitly address observation uncertainty and natural variability in the climate system. Two main interpretations of multi-model experiments have emerged . The "truth plus error" approach treats the output of each model as the "true" state of the Earth system plus some error that is unique to each model (Cubasch et al. 2001 , Tebaldi et al. 2005 , Smith et al. 2009 ). The "exchangeable" approach treats the Earth system as though it were another computer model (Räisänen & Palmer 2001 , Annan & Hargreaves 2010 . Crucially, neither interpretation adequately addresses the issue of model inadequacy. The idea of model inadequacy was extended to multi-model experiments by Chandler (2013) and Rougier et al. (2013) who independently introduced the idea of a common discrepancy between the consensus of an ensemble of models and the Earth system.
The most common heuristic approach to combining projections from multiple climate models, and that used by the Intergovernmental Panel on Climate Change, is to weight each model equally, leading to the so-called "multi-model mean" estimate . Various approaches to weighting projections from multiple climate models have been proposed, including multiple regression (Greene et al. 2006 , Bishop & Abramowitz 2013 , pattern scaling (Shiogama et al. 2011 , Watterson & Whetton 2011 , and Bayesian Model Averaging (Min & Hense 2006) . Sansom et al. (2013) showed that certain choices of weights correspond to standard analysis of variance models. Recent heuristic methods have attempted to account for interdependence between models in addition to model performance (Knutti et al. 2017 , Sanderson et al. 2015 . Given observations of the Earth system, an almost unlimited number of performance metrics may be formulated and used to weight projections. Climate scientists have long been recognized that no single model will perform best for all metrics or all variables (Lambert & Boer 2001 , Jun et al. 2008 ). If a model is unable to adequately reproduce observed data, we should certainly question its reliability in the future. However, projections of future climate are often extrapolations to states that have never been observed. Therefore, the ability to reproduce observed data, does not guarantee any skill in projecting future events (Oreskes et al. 1994) . It has been shown that weights that do no reflect the skill of the models are likely to lead to less reliable projections than weighting all models equally (Weigel et al. 2010) .
Emergent constraints provide a principled way of exploiting data from multiple models to constrain future projections without having to explicitly assign performance based weights to individual models. Examples of emergent constraints have been found in the cryosphere (Boé et al. 2009 , Bracegirdle & Stephenson 2012 , atmospheric chemistry (Eyring et al. 2007 , Karpechko et al. 2013 , the carbon cycle , Wenzel et al. 2014 ) and various other areas of the Earth system. However, just because a relationship holds across many models does not mean that it will hold in the system under study. Therefore, we prefer the term "emergent relationship". We reserve the term "emergent constraint" for when physical insight indicates that the relationship should also hold in the real system.
Multi-model ensembles are sometimes called "ensembles of opportunity" because they tend not to be designed, but simply collected (Tebaldi & Knutti 2007) . The resulting ensemble cannot be treated as a random sample from some hypothetical population of models, nor is it designed to systematically span a population of models . In climate science the situation is complicated by the fact that some modeling centers maintain more than one model, and models from different research centers often share common components . Care is required in order not to bias future projections by inadvertently giving too much weight to particular model families.
The lack of design in multi-model ensembles also presents other difficulties. The number of initial condition runs of each from each model will usually not be equal, i.e., an unbalanced design. Table 1 lists the number of runs of each model for the example shown in Figure 1 . In addition, the range of conditions simulated by each model in response to varied initial conditions may differ. The range of conditions simulated by each model in the Canadian Arctic example is visualized by the size of the crosses in Figure 1 . Differences in the precision with which we know the state of each model can lead to regression dilution and biased estimates of emergent relationships (Frost & Thompson 2000) . The framework proposed in this study is robust to unbalanced designs and differences in internal variability between models.
The remainder of this study proceeds as follows. In Section 2, we develop a hierarchical Bayesian framework for analyzing multi-model ensemble experiments. Section 3 compares our proposed framework to existing multi-model ensemble approaches. Section 4 applies our new framework to the projection of future climate change in the Arctic. We end with concluding remarks in Section 5.
An inferential framework for multi-model experiments
Our objective is to make credible probabilistic inferences about the future climate given simulations of both present and future climate from multiple models, and observations of present climate. We build the framework for inference in three parts. First we describe the relationship between the outputs of the models. Then we consider the relationship between the models and the Earth system. Finally, we build a model for observation uncertainty when no a priori estimate is available.
The multi-model ensemble
Let X smr be the output from run r, of scenario s, by model m. The random quantity X smr will typically represent the long-term (e.g., 30-year) mean of some climate variable of interest (e.g., surface temperature). Each model performs one or more simulation runs of each scenario, with each run starting from different initial conditions. We assume there are M models, i.e., m = 1, . . . , M , and two scenarios, the historical (present) scenario denoted H, and the future scenario denoted F . The number of runs from each model for each scenario is denoted R sm , i.e., r = 1, . . . , R sm . We do not require that the number of runs from each model be equal, or that the number of runs of each scenario by any given model be equal. Further, we assume that the historical and future scenarios are sufficiently separated in time that runs from each scenario can be considered independent. The individual runs X smr are modeled as
The degrees-of-freedom ν Ha and ν F a quantify model inadequacy in simulating natural variability in the Earth system.
Model inadequacy
In principle, the historical model inadequacy quantified by σ 2 ∆ H and ν Ha could also be estimated from a time series of observations and corresponding simulations. This would require careful modeling to account for time-varying trends and to separate model inadequacy from natural variability. In addition, an extremely long time series would be required since the the discrepancy between the Earth system and the ensemble is expected to change only slowly over time. Instead, we estimate the model inadequacy relative to the ensemble spread as
where κ ≥ 1. This parametrization reflects the judgment that due to processes not represented by any model, the actual climate has less in common with the ensemble consensus than do the individual models (Rougier et al. 2013) . The coefficient κ is fixed a priori.
Observation uncertainty
Estimates of the observation uncertainty σ 2 Z are not generally readily available. Several modeling centers produce "reanalysis" products that combine multiple observation sources using complex data assimilation and numerical weather models. Given multiple reanalysis data sets we can quantify our uncertainty about the observed state of the climate. Let W i be the output of reanalysis i, which we model as
where µ W represents the consensus of the reanalyzes and the variance σ 2 W quantifies the spread of the reanalysis outputs. We expect the actual climate Y Ha to be similar to the reanalysis consensus µ W and so model the actual climate as
The variance σ 2 ∆ W quantifies our uncertainty about the discrepancy between the actual climate and the reanalysis consensus. Similar to the models, we judge that the actual climate is less like the reanalysis consensus than the individual reanalyses are, and so we set
3 Comparison to previous frameworks
Ensemble regression
The standard method for projection using emergent constraints is known as "ensemble regression" (Bracegirdle & Stephenson 2012 ). Ensemble regression is equivalent to simple linear regression of the model mean responses on the model mean historical climates, and can be written in our notation as
whereX sm = r X smr /R sm andX s = mX sm /M . This is equivalent to our Equation 2 where β = β − 1, since E X sm = X sm and E X s = µ s . However, ensemble regression ignores the uncertainty in the historical departuresX Hm −X H due to internal variability. It is well known that if the independent variable in a linear regression is measured with error, then the maximum likelihood estimate of the regression coefficient is biased towards zero (Frost & Thompson 2000) . Consider a balanced ensemble (R Hm = R F m = R ∀ m) in which all models simulate the same internal variability in each scenario, i.e., σ
The expected value of the linear regression estimate of the emergent constraint is
where β is the "true" value of the emergent constraint. The bias is largest when the internal variability σ 2 is large compared to the model uncertainty σ 2 H , or when the number of runs R from each model is small. The Bayesian framework presented here avoids this bias by integrating over the internal variability from each model, thereby properly accounting for the additional uncertainty.
The ensemble regression estimate of the response of the Earth system is
This is equivalent to assuming the Earth system is exchangeable with the models, ignoring the possibility of discrepancies between the models and the climate system, as well as the effects of observation and sampling uncertainty. Rougier et al. (2013) propose a model of the joint distribution of the historical and future climate in multi-model experiments known as the coexchangeable model. In our notation
The coexchangeable model
. This is equivalent to our Equations 2, 5 and 6 when
However, the coexchangeable model does not distinguish between uncertainty due to differences between the models and internal variability in the models, so it is vulnerable to biases due to regression dilution. In addition, observation uncertainty is accounted for, but sampling uncertainty due to natural variability in the Earth system is ignored. Rougier et al. (2013) suggest the following estimate of the model inadequacy 
The emergent constraint shrinks towards 0 by an amount that depends on our assessment of D 3.3 Truth-plus-error Chandler (2013) proposed an alternative joint framework for multi-model projection
The variances Λ sm represent the propensity of each simulator to deviate from the ensemble consensus. This provides flexibility to incorporate prior knowledge that certain simulators are more or less similar to each other. Internal variability and model inadequacy are both accounted for. The main difference between this framework and those proposed here and by Rougier et al. (2013) is the direction of conditioning between the system Y and the ensemble consensus µ. This is a modeling choice, but we find it is perhaps more natural to consider the actual climate as the sum of our knowledge (the ensemble consensus) plus what we don't understand (model inadequacy), than vice-versa. In contrast to Rougier et al. (2013) , sampling uncertainty is accounted for, but observation uncertainty is ignored.
Chandler (2013) suggests estimating the historical model inadequacy from data as σ
for κ > 0. This parametrization ignores any emergent constraints in the projection of the future climate. In addition, estimating σ 2 ∆ H from a single observation Y Ha provides very limited information and makes the analysis vulnerable to outlying or spurious measurements 3.4 Reliability ensemble averaging Tebaldi et al. (2005) proposed a probabilistic interpretation of the heuristic "reliability ensemble averaging" model of Giorgi & Mearns (2003) . Multivariate extensions were proposed by Smith et al. (2009) and Tebaldi & Sansó (2009) , and a similar spatial model was proposed by Furrer et al. (2007) . The basic model in our notation is given by
Similar to Chandler (2013) , the simulator states X sm are conditioned on the state of the system Y s , and the variances λ s are interpreted as the propensity of each simulator to deviate from the system state. The coefficient θ allows the propensity of the simulators to differ from the system to change in the future scenario. Somewhat confusingly, sampling uncertainty in the Earth system is accounted for, but internal variability in the models is ignored. Observation uncertainty and model inadequacy are also both neglected. Tebaldi & Sansó (2009) later proposed the inclusion of a common model bias term. However, the common bias was treated as a fixed quantity to be estimated, and does not contribute to our uncertainty about the Earth system in the same way as the model inadequacy terms proposed here and by Rougier et al. (2013) and Chandler (2013) .
The framework proposed by Tebaldi et al. (2005) includes something similar to an emergent constraint. It is instructive to consider this alternative formulation in detail. The expectation of the full conditional posterior distribution of future climate (Tebaldi et al. 2005 
This is equivalent to our Equation 5 
In comparison, the posterior expectation of Y H in our framework is
assuming κ ∆ = 1, i.e., the models are exchangeable with the Earth system. Both posterior expectations are weighted averages of the model outputs and the actualized climate Y Ha . The two estimates effectively differ only in the weight given to the models. Under the framework proposed by Tebaldi et al. (2005) , the models receive M times more weight than under our framework. As a result, the posterior estimate of the expected climate Y H , and consequently the projected climate Y F , will lie much closer to the ensemble consensus, and approach the consensus as the number of models increases.
4 Application to Arctic temperature change
Data
To illustrate the framework proposed in the Section 2, it has been applied to the projection of winter (December-January-February) near-surface (2 m) temperature change in the Arctic at the end of the 21st century. We use model outputs from the World Climate Research Programme's Coupled Model Intercomparison Project phase 5 (CMIP5, Taylor et al. 2012) . The historical period is taken to be the 30 year average winter temperature between December 1975 and January 2005, as simulated under the CMIP5 historical scenario. The future period of interest is the 30 year average winter temperature between December 2069 and January 2099, as simulated under the CMIP5 RCP4.5 mid-range mitigation scenario (Moss et al. 2010 ). The domain of interest is 45
• N-90
• N, including not only the Arctic Ocean but also the Bering Sea and the Sea of Okhotsk, both of which also currently experience significant seasonal sea ice coverage. Prior to analysis, data from all models were bicubically interpolated to a common grid of size 2.5
• × 2.5
• . The CMIP5 ensemble includes output from more than 40 models submitted by over 20 centers around the world. In order to satisfy the assumptions of Section 2.1 we consider a subset of the models that we judge to be approximately exchangeable. The models included in the thinned ensemble were chosen to have similar horizontal and vertical resolutions, but to minimize common component models according to the detailed information in Table 9 .A.1 of Flato et al. (2013) . In particular, only one model was retained from any one modeling center, generally the most recent and feature complete version submitted by each center. The model genealogy of Knutti et al. (2013) provides a useful check for relationships not evident from the meta-data submitted by modeling centers. The 13 chosen models and the number of runs available from the historical and future scenarios are listed in Table 1 . Our approach to ensemble thinning differs from that of Rougier et al. (2013) who chose models judged to be most similar to a familiar model. By minimizing rather than maximizing the commonalities among the models, we aim capture the broadest range of uncertainty due to model differences. Observational data in the Arctic are very sparse and no spatially complete data sets exist that include estimates of observational uncertainty. Therefore, we combine four contemporary reanalysis data sets (ERA-Interim (Dee et al. 2011) , NCEP CFSR (Saha et al. 2010) , JRA-25 (Onogi et al. 2007 ), NASA MERRA (Rienecker et al. 2011) ) using the methodology proposed in Section 2.4. Reanalysis data was interpolated to the same grid as the models.
Prior modeling and posterior computation
Before computing posterior projections of late 21st century warming in the Arctic, we need to specify prior distributions for all unknown parameters. For the purposes of this example, we assume that the models are exchangeable with the Earth system, and the reanalyzes are exchangeable with the actualized climate. Therefore, we set κ = κ W = 1.
Vague normal priors (N 0, 10 −6 ) were specified for the consensus parameters µ H , µ F , and µ w . A vague normal prior was also specified for the emergent constraint β ∼ N 1, 10 −6 ). Vague inverse-gamma priors (Inv -gamma 10 −3 , 10 −3 ) were specified for the model variances σ 2 H , σ 2 F and σ 2 W , the consensus internal variability ψ 2 and θ 2 , and the degrees-of-freedom ν H and ν F . The resulting full conditional posterior distributions all have standard forms with the exception of the degrees-of-freedom ν H and ν F . Therefore, posterior inference can be efficiently accomplished by Gibbs' sampling with MetropolisHastings steps for ν H and ν F . Full details of the posterior sampling procedure used here are given in the Supplementary Material. Posterior analysis was performed for each grid box separately. Identical priors were specified at all grid boxes. Gibbs' samplers were run for 11000 samples for each grid box, the first 1000 samples were discarded as burn-in, after which every 50th sample was retained to give a final sample size of 1000 per grid box. Inspection of a random selection of grid boxes indicated that the samplers converged reliably and mixed efficiently.
Model checking
We check the assumption of exchangeability between models using a leave-oneout cross-validation approach similar to Smith et al. (2009) and Rougier et al. (2013) . Each model in turn is left out of the analysis, and the response of a new model is predicted. The predictions are compared to the model output using a probability integral transform, i.e., by computing the probability that the response under the leave-one-out predicted distribution is less than the mean response of the excluded model. If the models are exchangeable, then the distribution over the models of the transformed projections should be uniform. Kolmogorov-Smirnov tests were used to assess uniformity at each grid box (see Figure 3) . In Figure 3a , we withhold all data from each model turn. Above 60
• N there is little evidence against the null hypothesis that the models are exchangeable, although there may be some cause for concern at lower latitudes, particularly over northern Europe. In Figure 3b we withhold only the future simulations to test conditional exchangeability given any emergent relationships. Northern Europe remains mildly concerning, but otherwise there is no significant evidence that the model responses are not exchangeable. Overall, the cross-validation procedure suggests that the chosen models can be considered exchangeable. 
Results
The posterior mean estimates of the expected historical climate Y H , future climate Y F , and climate response Y F −Y H are shown in Figure 4 . The 0
• C contour that approximates the ice edge has receded noticeably in the projected future climate Y F in Figure 4b compared to the historical climate Y H in Figure 4a . The projected warming tends to increase with latitude in Figure 4c .
The greatest warming occurs near the islands of Svalbard and Franz Josef Land in the north of the Barents sea. Figure 5a investigates the strong warming near Svalbard in detail. The consensus climate response of the models µ F − µ H in Figure 5a is already high at 10.5
• C (90 % equal-tailed credible interval 7.9
• C-13.2 • C). The consensus response may be influenced by 3 models with unusually large responses. There is a positive emergent relationship β = 1.3 (0.7,1.9) at this grid box, and a historical discrepancy of Y H − µ H = 2.8
• C (−2.0
• C,+7.3 • C). The emergent relationship predicts an additional 0.9 • C (−1.6
• C,+4.1 • C) of warming. This is relatively insignificant compared to the uncertainty about the response, even when conditioned on the historical climate. The emergent relationship here does little to constrain our uncertainty about the climate response.
A negative emergent relationship is estimated in the North West Passage near Devon Island in northern Canada in Figure 5b . The consensus climate response µ F −µ H in Figure 5b is more moderate at 6.6
• C (5.0
There is a negative emergent relationship β = 0.4, (0.2,0.7) and a historical discrepancy of Y H − µ H = 3.6
• C (−0.9 • C,+7.8 • C). The emergent relationship combines with the historical discrepancy to project 2.1
• C (−5.2 • C,+0.5
• C) less warming than the ensemble consensus. At this grid box, our uncertainty is usefully constrained by the emergent relationship. The modification to both the mean and standard deviation of the posterior projected response is shown in the right hand margin of Figure 5b . The posterior standard deviation of the projected • C to 2.9
• C. The examples of Svalbard and Devon Island in Figure 5 both demonstrate the important role of observation and sampling uncertainty when combining models and observations. Due to the sparsity of observations in these remote regions, the observation uncertainty is quite large relative to the model uncertainty. In both cases, there is noticeable shrinkage of the posterior mean estimate of the historical climate Y H away from the observations Z H and towards the ensemble consensus µ H . As a result, the projected response Y F − Y H lies closer to the ensemble consensus response µ F − µ H than it would if observation uncertainty were ignored. Figure 6 shows the effects of emergent relationships in near-surface temperature in the Arctic. The negative emergent visible around the ice edge in Figure 6b is well known, and is due to albedo feedbacks caused by variations in sea-ice thickness simulated by the models (Boé et al. 2009 ). The posterior mean estimate of the historical discrepancy between the actual climate and the ensemble consensus Y H − µ H is 2
• C-3
• C across most of the Arctic (Figure 6a ). The historical discrepancy is largest in the Greenland and Barents differences in ocean heat transport simulated by the models (Mahlstein & Knutti 2011) . the ensemble µ F − µ H (Equation 5). In the absence of an emergent relationship (i.e., β = 1), the expected climate response Y F − Y H is equal to the ensemble consensus response µ F −µ H . The difference in the projected response due to the emergent relationship is given by (β − 1)(Y H − µ H ) and is plotted in Figure 6c . The expected warming is reduced by up to 3
• C in the far north of Canada, and by around 1
• C along most of the ice edge. Figure 6d compares the poster uncertainty about the climate response Y F − Y H with and without an emergent constraint. Around the ice edge, the emergent constraint reduces the posterior standard deviation of the climate response Y F − Y H by 20 %-30 %.
Our estimate of the emergent relationship in the Beaufort sea, north of Alaska in Figure 6b , is much stronger than that of Bracegirdle & Stephenson (2013) . Internal variability is small compared to model uncertainty in the Arctic (not shown), so the difference is not due to regression dilution in the ensemble regression estimates. Bracegirdle & Stephenson (2013) analyzed an ensemble of 22 CMIP5 models, some of which were excluded from the ensemble analyzed here. Further investigation revealed that two of the models excluded from our analysis are strongly warm biased in this region, and two are strongly cold biased, but all four simulate similar climate responses. This acts to neutralize the emergent relationship evident in the remaining models (not shown) in the analysis of Bracegirdle & Stephenson (2013) .
A positive emergent relationship is estimated over Svalbard, Franz Josef Land and parts of Siberia in Figure 6b . This agrees with the analysis of Bracegirdle & Stephenson (2013) , and actually leads to increased warming in this region. Emergent constraints in air temperatures over polar land regions are particularly relevant for constraining estimates of changes in permafrost, which by melting in future could lead to accelerated emissions in greenhouse gases such as methane (Burke et al. 2013 ). There are significant differences in model temperatures over polar land regions related to model representation of processes such as snow physics and soil hydrology , Slater & Lawrence 2013 . It remains an interesting open question as to why models are showing a positive emergent relationship in the vicinity of the Barents Sea and Western Siberia.
Conclusion
In this study, we have presented a new Bayesian hierarchical framework for the analysis of multi-model ensemble experiments. The main contribution of this study is to incorporate the concepts of model inadequacy in an ensemble of models and emergent relationships. Our framework allows the inclusion of multiple runs from each simulator for the first time in a practical application. This allows us to separate uncertainty due to differences between models and internal variability within models. We have shown that if internal variability is not accounted for, then projections based on emergent constraints may be biased. Another unique aspect of the framework presented here is the separation of sampling uncertainty and observation uncertainty in the climate system. Emergent relationship have become an important topic in climate science for their potential to constrain our uncertainty about future climate change. It is differences in the representation of key processes that lead to emergent relationships. In this study, we have argued that such relationships can be used to constrain discrepancies due to model inadequacy, if there a physical mechanism for the relationship can be identified. Parameter perturbations in an individual model might also produce emergent behavior. However, initial conditions should be forgotten over sufficiently long time scales and therefore should not lead to emergent behavior. If the internal variability is known to be small compared to the model uncertainty, then the distinction can safely be neglected. Future multi-model studies exploiting emergent constraints should at least check the relative magnitudes of the internal variability and model uncertainty, and preferably include multiple runs from each simulator to separate the two sources of uncertainty and avoid biased projections.
The negative emergent constraint on near surface temperature in the Arctic is well understood, and the application of our framework broadly confirms the findings of previous studies. The projected warming in the Arctic is reduced by up to 3
• C by the emergent constraint. Internal variability in the Arctic is large compared to lower latitudes, but is dwarfed by structural uncertainty due to the difficulty of representing the many complex processes involved in simulating sea ice, snow cover and the polar vortex. Therefore, regression dilution is unlikely to have significantly biased previous studies. However, the sparsity of observations in the Arctic means there is significant observation uncertainty, and this is the first time that observation uncertainty has been accounted for when exploiting emergent constraints. Shrinkage of the expected climate towards the ensemble consensus results in differences of up to 1
• C in the projected response compared estimates based on the observations directly.
The framework proposed in this study allows robust estimation and projection using emergent constraints, but there are still open problems to be addressed both in general multi-model experiments and emergent relationships. In climate science, emergent constraints have generally been found to be a local phenomenon and are analyzed one grid box at a time. Spatial statistical methods could exploit the correlation structure between grid boxes to allow smoother projections exploiting emergent relationships. The CMIP5 multi-model ensemble included four future climate change scenarios, but we have analyzed only one. As with the climate models, the scenarios are difficult to interpret when taken together as an ensemble. Innovative methods are required to extract meaningful probabilistic projections that span the range of likely future climate change.
In order to satisfy the assumption of exchangeability between the simulators we only analyze a subset of the available simulators. In principle, additional levels could be added to the hierarchy to represent collections of simulators from the same modeling group, removing the need to thin the ensemble. The complex relationships between models induced by components shared between modeling groups may make such a highly structured approach difficult or impossible. Alternative methods are required that can dynamically group simulators that exhibit similar characteristics. However, the greatest statistical challenge in climate projection is meaningful quantification of model inadequacy. The results here and in Rougier et al. (2013) demonstrate how far we can go with simple judgments. However, additional co-operation between statisticians and climate scientists is required to make further progress. The complete model defined by Equations 1-5 and 7-11 can be rewritten as
Let X = (X smr , s ∈ {H, F }, m = 1, . . . , M, r = 1, . . . , R sm ) be the model outputs, Y = (Y H , Y F , Y Ha , Y F a ) be the climate system, θ = (µ H , µ F , β, τ H , τ F |H , ψ 2 , φ 2 , ν H , ν F ) be the ensemble paramters, χ = (X Hm , X F m , τ m , φ m , m = 1, . . . , M ) be the latent model states, W = (W i , i = 1, . . . , N ) be the reanalysis outputs, and ω = (µ W , τ W ) be the reanalysis parameters.
The joint posterior can be decomposed as Pr (Y, χ, θ, ω | X, W) ∝ Pr (W | ω) Pr (Y | θ, ω) Pr (X | χ) Pr (χ | θ) Pr (θ) Pr (ω)
The likelihood of the reanalysis outputs W given the reanalysis parameters ω is proportional to
