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Abstract: Landslide Tsunamis have been extensively studied during the last years. However, recent 
events (e.g. last volcanic eruption Anak Krakatau in 2019) motivated the increase of the attention paid 
to this phenomenon and on its destructive effects. To protect human life, knowledge of maximum 
expected runup could be of great help for administrators and civil protection. This paper aims at 
investigating the performances of different numerical models (DualSPHysics, an OpenFOAM solver, 
and SWASH) to assess the landslide induced runup by comparing the numerical results to 
experimental findings. Results show good accuracy for all the models in reproducing wave generation, 
while the wave propagation features are correctly reproduced only for the biggest of the two water 
depths. The OpenFOAM solver and SPH show good performances in evaluating impulse wave runup 
compared to experimental results, while SWASH lacks in the accuracy.  
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1 Introduction 
From a general point of view, a tsunami can be viewed as a perturbation generated by a movement of 
one of the boundaries of a water body (Di Risio & Sammarco, 2008). From a physical point of view, 
such a kind of movement could be related to a submarine or aerial landslide, volcanic eruptions, large 
body impacts on the free surface and to submarine earthquakes. A landslide-tsunami event can be split 
into four phases (e.g. Di Risio et al., 2011), each with its own physical features: a solid or incoherent 
mass starts to move from one of the boundaries of a water body; the interaction between landslide and 
free surface with the generation of an impulse perturbation; the propagation of the perturbation and 
the eventual interaction with the water boundaries. 
The first phase is related to the geological/geotechnical problem and it is out of the topic of this 
paper, so it will not be treated in this work. The other phases were, and are at present, important topics 
of coastal and ocean engineering covering different hydraulics problems (e.g. water entry, wave 
propagation, runup and overtopping). Due to the energy exchange between the landslide and water 
body, wave generation takes place, and propagation features are influenced by the main landslide 
parameters (e.g. volume, impact velocity, density, porosity, the shape of the front and slope angle).  
The propagation of a transient perturbation in a water body involves energy dispersion that could 
be frequency (longitudinal) and circumferential (directional) depending on the water body geometry. 
If the water depth is variable (e.g. approaching the coasts), refraction, diffraction and shoaling 
phenomena may occur modifying the general characteristic of the generated wave.  
Eventually, the perturbation reaches the water body boundaries and it runs up and floods coastal 
areas, often resulting in great damage and danger for human activities. In the case of an artificial 
reservoir, the impulse perturbation can overtop the dam resulting in flooding of downstream areas. 
Usually, seiches waves of the artificial water basin are also triggered.  
During last years the interest of the researchers on this phenomenon is confirmed by the number of 
the numerical and experimental models aimed at investigating the phenomenon, e.g. the role of the 
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initial acceleration of the landslide (e.g. Romano et al, 2017), the influence of the slope of the ramp on 
the main features of the generated wave (e.g. Di Risio, 2005) and the maximum runup (Di Risio et al, 
2009; Evers and Boes, 2019).  
At present, there are a lot of numerical models able to describe such a type of fluid-structure 
interaction.  These models could be reasonably split into two main categories: i) mesh-based method 
(Finite Element Method, Finite Difference Method, Volume Of Fluid method etc) and ii) Meshless 
method (SPH methods and Lattice Boltzmann method).  
The aim of this work is to investigate the performances of three different numerical models 
extensively used in coastal and ocean engineering applications: DualSPHysics (Crespo et al., 2015), 
an OpenFOAM solver (Higuera et al., 2014) and Swash (Zjilema et al., 2011) in reproducing the 
features of perturbation of impulse wave and the induced runup on an inclined smooth slope.  
This work has a twofold purpose: i) to compare the numerical results with a dataset from an 
experimental investigation reproducing the pseudo-Scott Russell’s wave generator carried out by Di 
Risio (2005) in terms of wave propagation and runup and ii) to investigate the performances in terms 
of computational costs.  
The paper is structured as follows. Section 2 describes the model setup and the experimental 
model, section 3 illustrates the numerical investigation describing the validation of the generation and 
propagation of the impulse waves. Section 4 discusses the results. Concluding remarks and description 
of ongoing research close the paper.   
2 Model setup and experimental model 
The dataset used to validate the three numerical models comes from an experimental investigation 
carried out by Di Risio (2005). In the following the experimental set-up used by Di Risio (2005) is 
outlined. The two-dimensional experiments were carried out in the Environmental and Maritime 
Hydraulic Laboratory (LIam) of the University of L’Aquila (Italy). The wave flume, made up of steel 
and transparent plexiglass, is 18.00 m long, 0.30 m width and 0.45 m height.  
At one end of the flume, a pseudo-Scott Russel's Wave Generator was deployed reproducing 
impulse waves generated by vertical slumps (Figure 1).  
  
 
Fig 1. Picture of the wave flume (left panel) and details of the pseudo-Scott Russel Wave Generator (right panel). 
At the other end of the flume, a plane slope (also in transparent plexiglass) has been placed (Figure 2). 
An array of resistive wave gauges, a piezoelectric accelerometer, and a digital video acquisition 
system were used during the experiments. The time series collected by the wave gauges covered a 
period of 20 seconds with a sampling frequency of 100 Hz. The first wave gauge is placed at 0.40 m 





Fig 2. Detail from different point of view of the plane ramp in plexiglass.  
The runup value has been measured using digital image techniques. During the tests the incident wave 
height (H), the water depth (h), the incident wave period (T) and beach slope angle (α) have been 
varied. It must be stressed that the distance of the beach toe from generation area (Lp) has been varied 
to modify the incident wave features.  Figure 3 shows the definition of the geometric parameters used 
in the paper. 
 
  
Fig 3. Definition of geometric parameters.  
The experiments were carried out in two phases: the first one was aimed at measuring (at 0.40-0.85-
1.30-1.75 m) the features of impulse wave propagation without the plane sloping beach into the flume. 
In this way, it was possible to get the correct incident wave parameters of the first generated wave. In 
the second phase, the slope has been placed in the wave flume and the runup has been measured by 
means of Digital Image Analysis.  
A total of 54 experimental tests have been performed by varying the beach slope angle α and the 
water depth h. The incident wave features were changed varying the beach toe distance from 
generation area Lp; in this way, the pseudo-Scott Russel Wave Generator could be considered only a 
wave generator and was not used to relate the falling body motion to the generated waves. Tab. 1 
synthesizes the experimental parameters. 
 
Tab. 1. Experimental parameters 
h [m] Lp [m] α [°] 
0.06 0.85 22 
0.10 1.30 37 
0.18 1.75 84 
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3 Numerical models 
3.1 General description 
Numerical simulations have been carried out using three different numerical models briefly described 
in the following.  
DualSPHysics (Crespo et al., 2015) is an open-source code based on the Smoothed Particle 
Hydrodynamics (SPH) model named SPHysics. It is a fully Lagrangian and meshless numerical model 
where the fluid body is considered as a discrete medium composed by particles. To minimize the 
computational costs, DualSPHysics gives the possibility to be run both on GPU or CPU architectures 
(Domínguez et al., 2018). The second method solves the Volume-Averaged Reynolds Averaged 
Navier–Stokes (VARANS) equations by means of an OpenFOAM solver (Higuera et al., 2014) while 
the third one, SWASH (Zjilema et al., 2011), is a second order finite difference method that solves the 
Nonlinear Shallow Water Equations (NLSE) with a correcting term considering the pressure deviation 
from the hydrostatic hypothesis. 
3.2 Waves generation 
The pseudo-Scott Russel's Wave Generator hasn’t been reproduced in the numerical simulations. The 
generation of the impulsive wave has been made using a piston-type wave-maker starting from the 
methodology described by Goring (1978).  
Goring’s method relies on the hypothesis that, for long waves, the velocity of the paddle is equal to 
the depth-average velocity of the particles under the crest: 𝑑𝑑𝑑𝑑(𝑡𝑡)𝑑𝑑𝑡𝑡 =  𝑈𝑈�(𝑋𝑋, 𝑡𝑡)  (1) 
where X is the position of the paddle and 𝑈𝑈�(𝑥𝑥, 𝑡𝑡) is the mean velocity. 
For long waves (in the case of Boussinesq solution) the mean velocity of the particles depends on 
the free surface elevation and is constant with depth.  In this case, it is known that the depth-averaged 
velocity could be expressed as: 𝑈𝑈�(𝑋𝑋, 𝑡𝑡) =  𝑐𝑐∙𝜂𝜂(𝑑𝑑,𝑡𝑡)ℎ+𝜂𝜂(𝑑𝑑,𝑡𝑡) (2) 
where η is the free surface elevation, c is the wave celerity and h is the water depth.  
If the surface elevation is known, using the Boussinesq theory, for which the wave celerity could 
be expressed by:  𝑐𝑐 =  �𝑐𝑐(ℎ +𝐻𝐻) (3) 
it would be possible integrating Eq. (1), to evaluate the movement of the piston wave-maker to 
generate a known signal.  
During the experiments, a wave gauge (hereinafter referred to as WG1) near the wave paddle (0.40 
m offshore) were placed. In the first phase of the experimental investigation, the features of impulse 
wave propagation without the sloping beach into the flume were investigated. Using the two signals 
registered at WG1 for the water depth equal to 0.06 m and 0.18 m, the corresponding paddle 
movement time series has been evaluated solving the system:  �𝑑𝑑𝑑𝑑(𝑡𝑡)𝑑𝑑𝑡𝑡 =  𝑈𝑈�(𝑋𝑋, 𝑡𝑡)𝑋𝑋(0) = 0  (4) 
using Runge-Kutta method at 4
th
 order (i.e. the truncation error is on the order of O(X
5
)).  
Then, using the aforementioned numerical models, the experimental tests have been simulated and 
the numerical-generated waves have been compared with the experimental ones. Fig. 4 shows the 
comparison between experimental (dashed grey line) and numerical (black line) results for the two 
water depths 0.06 m (left panel) and 0.18 m (right panel).  
The movement of the paddle has been imposed as a boundary condition in terms of paddle 
displacement for SPH and OpenFOAM, while in SWASH the velocity of the wave-maker has been 
used.  
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In order to correctly calibrate the models, a sensitivity analysis has been carried out. More in 
details, SPH has been run using the GPU architectures setting the interparticle distance (dp) equal to 
0.05 m and choosing an artificial viscosity (Monaghan, 1992; Monaghan and Gingold, 1993; 
Monaghan, 2000) using 0.01(Altomare et al., 2017) as value for the coefficient used to introduce 
dissipations (Domínguez et al., 2019). To simulate 10 s, the execution time was 300 s for the depth 
0.06 m, 1680 s for 0.18 m. The SWASH’s one-dimensional domain has been discretized using a 
constant horizontal spacing equal to 0.01m and a number of vertical layers equal to 1 for the lower 
water depth and 3 for the highest. To correctly reproduce the roughness of the channel a manning 
coefficient equal to 0.01s/m
1/3 
has been used. In this case, the execution time was few seconds for both 
analyzed cases. OpenFOAM simulation have been carried out using a mesh characterized by a cell 
resolution equal to 0.05 m along x and z-direction. The OpenFOAM solver computes 10 s of 
simulation in 720 s with the lower water depth and 960 s for the highest. 
Tab. 2 summarized the computational costs of the three numerical models. The simulations have 
been performed with a PC equipped with an Intel Core i7-4710MQ and a GPU NVIDIA Quadro 
K110M. From a general point of view, it is possible to observe that the generated waves are correctly 
reproduced, being the computed overall features of the impulse waves generated by the pseudo-Scott 
Russel's Wave Generator similar to the observed ones. More in details, for all the three models, there 
is a small underestimation of the maximum generated wave height for low water depth (0.06 m) while 
for the higher value (0.18 m) the free surface time series is correctly reproduced. 
Tab. 2. Execution time to simulate 10s with a wave channel 10m long with h = (0.06, 0.18 m) 
h [m] SWASH SPH OpenFOAM 
Execution time [s] Execution time [s] Execution time [s] 
0.06 5 300 720 
0.18 20 1680 960 
 
 
It could be noted that, since from the generation, the computed wave celerity is slightly greater than 




Fig 4. Comparison between experimental (dashed grey line) and numerical (continuous black line) results for the water 
depths 0.06 m (left panel) and 0.18 m (right panel). 
3.3 Model validation 
To validate the capability of each model in reproducing the feature of the impulse wave propagation, 
the results of the numerical simulation have been compared with those measured during the 
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experiment by means of a set of wave gauges at 0.40-0.85-1.30-1.75 m. Figures 5-10 show the 
comparison of the two-dimensional propagation between measured and computed values.  
Results clearly show that for the lowest tested water depth (0.06 m) the reproduced wave height is 
lower than the observed ones. It could be also observed that the wave celerity is not perfectly 
reproduced by the models. However, the situation is totally different for the higher reproduced water 
depth (0.18 m) where SWASH, SPH, and OpenFOAM could be considered validated if the wave 
height of the leading wave is concerned. A possible explanation is likely due to the interparticle 
distance dp compared to the water depth. Indeed, in a recent work of Domínguez et al. (2019) the 
SPH-based model has been validated against theoretical solutions and physical model results using a 
value of 0.02 for dp for a 0.40 m of water depth. Although the wave height is well reproduced (Figs. 5-
10) some differences in terms of wave celerity between measured and computed values persist. In 
Domínguez et al. (2019) also the celerity has been correctly reproduced, confirming the importance of 
the ratio between water depth and interparticle distance. 
Nevertheless, the main aim of the paper is the study the runup induced by impulsive waves. In this 




Fig. 5. Comparison of two-dimensional propagation between SWASH simulation (continuous black line) and 
experiments (dashed grey line). Waves measured at wave gauges locations [0.40 0.85 1.30 1.75] m for water 
depth equal to 0.06 m. 
 
 
Fig. 6. Comparison of two-dimensional propagation between SWASH simulation (continuous black line) and 
experiments (dashed grey line). Waves measured at wave gauges locations [0.40 0.85 1.30 1.75] m for water 
depth equal to 0.18 m. 
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Fig. 7. Comparison of two-dimensional propagation between SPH simulation (continuous black line) and experiments 
(dashed grey line). Waves measured at wave gauges locations [0.40 0.85 1.30 1.75] m for water depth equal to 
0.06 m. 
 
In this scenario, the propagation could be considered validated for all the three numerical methods 





Fig. 8. Comparison of two-dimensional propagation between SPH simulation (continuous black line) and experiments 






Fig. 9. Comparison of two-dimensional propagation between OpenFOAM simulation (continuous black line) and 
experiments (dashed grey line). Waves measured at wave gauges locations [0.40 0.85 1.30 1.75]m for water 
depth equal to 0.06 m. 
 
 
Fig. 10. Comparison of two-dimensional propagation between OpenFOAM simulation (continuous black line) and 
experiments (dashed grey line). Waves measured at wave gauges locations [0.40 0.85 1.30 1.75] m for water 
depth equal to 0.18 m. 
4 Impulse wave runup  
The validation of the impulse wave runup (Ru) has been carried for two of the three water depths of 
the Tab. 1 (0.06-0.18 m) and for only one slope angle α equal to 37°. The reason lies in the 
computational costs. Indeed, the calibration of the three models has turned out to be expensive. 
Therefore, a subset of the available experimental data representing the two limit conditions for the 
water depth and the middle configuration for the slope have been used. In this way a sort of reference 
configuration has been made. Regarding the beach toe distances from the generation area Lp, all the 
three configurations have been reproduced for a total of 18 numerical simulations. Tab. 3 synthesizes 
the numerical parameters.  
Tab. 2. Numerical parameters 
h [m] Lp [m] α [°] 
0.06 0.85  




The runup for SPH has been found searching in the domain, the particles further away on the slope. 
For SWASH simulations the runup has been evaluated investigating the intersection between the 
computed free surface elevation and the bathymetry. In OpenFOAM, the position of the free surface 
(for alpha.water = 0.5) has been extracted for each time step searching the highest value reached by 
the first impulse wave.  
Tab. 3-5 resume the results obtained during the numerical investigation. The overall performances 
are investigated by means of the relative error between measured and computed values (referred to as 
Err in the tabs). As expected from validation results, the performances of the method in reproducing 
runup improve if a water depth equal to 0.18 m is considered. This is true for the meshless and VOF 
method. On the contrary, SWASH’s relative errors (between measured and computed values) are 
always greater than 10%.  
Tab. 3. Computed impulsive wave runup using SWAH 
Lp h α RuMeasured   RuSWASH Err 
[m] [m] [°] [m] [m] [%] 
0.85 0.06 37 0,119 0,074 - 37,3 
1.30 0.06 37 0,103 0,076 -25,4 
1.75 0.06 37 0,090 0,076 -15,7 
0.85 0.18 37 0,065 0,040 -30,0 
1.30 0.18 37 0,058 0,041 -28,7 
1.75 0.18 37 0,048 0,041 -14,7 
 
Tab. 4. Computed impulsive wave runup using SPH 
Lp h α RuMeasured   RuSPH Err 
[m] [m] [°] [m] [m] [%] 
0.85 0.06 37 0,119 0,048 -59,5 
1.30 0.06 37 0,103 0,043 -58,0 
1.75 0.06 37 0,090 0,047 -47,8 
0.85 0.18 37 0,065 0,059 -8,5 
1.30 0.18 37 0,058 0,056 -2,7 
1.75 0.18 37 0,048 0,050 +5,3 
 
Anyway, there is a constant underestimation of the runup values (except for few cases). About the 
reproduction of the propagation by means of these numerical tools, one of the problems is related to 
limited water depth. In the case of SPH simulations, not correct reproduction of the phenomenon is 
likely related to the large particle’s dimensions dp. A sensitivity analysis has shown that no 
improvement is associated with a decrease of dp in the range of [0.03 0.05].  In this work, a smaller 
dimension of the particles was not possible due to the computational costs. Nevertheless, this is one of 
the ongoing activities. In the case of SWASH and OpenFOAM, the problem could be related to 
numerical dissipation due to the limited water depth. 
 
Tab. 5. Computed impulsive wave runup using OpenFOAM 
Lp h α RuMeasured   RuOpenFOAM Err 
[m] [m] [°] [m] [m] [%] 
0.85 0.06 37 0,119 0,080 -32,5 
1.30 0.06 37 0,103 0,079 -23,0 
1.75 0.06 37 0,090 0,082 -8,9 
0.85 0.18 37 0,065 0,060 -7,0 
1.30 0.18 37 0,058 0,055 -4,34 
1.75 0.18 37 0,048 0,050 +5,3 
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5 Discussion 
Results inspection reveals that the three analyzed models, at least for the water depth 0.18 m, are able 
to reproduce the propagation of impulse waves. More in details, SWASH is the best model in 
reproducing both the wave height and the wave celerity (Figs. 5-6), while OpenFOAM and SPH 
correctly reproduced the wave height of the first wave but the wave celerity (Figs. 7-10). All the three 
models, instead, correctly reproduced the wave generation (Fig. 1).  
The analysis of the computed impulsive runup, shows that, as expected, the OpenFOAM solver and 
SPH, in the case of 0.18 m of water depth, are able to catch the runup with a relative error ranging 
from 2.6% up to 8.5%. SWASH, instead, also for this depth shows the worst performances showing 
errors from 14.6% up to 37.9%.  
Bearing in mind the not perfect validation of the propagation features for the depth 0.06 m it is not 
surprising that the runup reproduction is not acceptable for all the models.  
However, Di Risio (2005) compared the obtained experimental results in terms of runup with 
empirical formulations provided to estimate wave runup of impulsive wave of known features (e.g. 
Synolakis, 1987; Tadepalli and Synolakis,1994; Huber, 1997). This comparison shows that 
experimental results tend to overestimate those obtained from empirical formulation due to the very 
low friction on the inclined slope (plexiglass material). 
However, in this preliminary work, only two water depths and only one angle for the slope have 
been considered. Other simulations with different water depth are in progress.  
6 Conclusions and ongoing research 
In this paper an exploratory investigation about the performances of different numerical models 
(DualSPHysics, an OpenFOAM solver and SWASH) to assess the landslide induced runup by 
comparing the numerical results to experimental findings has been carried out.  
A total of 18 numerical simulations have been performed reproducing two water depths, one slope 
angle and three distances from the generation area. 
The analysis of the main results shows good accuracy for all the models in reproducing wave 
generation, while the wave propagation features are correctly reproduced only for the biggest of the 
two tested water depths (0.18 m). For this water depth the OpenFOAM solver and SPH show good 
performances in reproducing the runup, while SWASH lacks in the accuracy for all the two analyzed 
water depth. 
Taking into account the computational costs, SPH and the OpenFOAM solver are comparable, 
while SWASH is the fastest, with a few seconds to compute 10 s of simulation. 
The future development of this exploratory work will be aimed to understand what is the lower 
limit in which these types of models are not reliable in the study of impulsive wave runup. Moreover, 
the idea is to perform a numerical investigation aimed at providing a new formula for impulse wave 
runup prediction. 
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