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Key outcomes / non-technical summary 
This report provides a review of the most relevant recent literature in the areas of climate science, impacts of 
climate change and climate change economics, with a focus on post IPCC Fourth Assessment report work. It 
also provides information on the key research gaps which might have a major impact on mitigation decisions. 
• Climate science 
The AR4 provided more definite statements of human influence on the climate system, and subsequent work 
has strengthened that further. The AR4 also highlighted greater complexity in many of the physical systems 
that climate models attempt to simulate. A large amount of post-AR4 research has focussed on better 
understanding of physical processes, including highlighting where model improvements are needed and where 
they are most robust. Risk assessments can be made using the information presented to-date but many of these 
are likely to be refined with improved models during AR5. This may impact on mitigation targets and impact 
assessments. 
• Impacts 
There have been many papers published since the AR4 on water, agriculture and health impacts. Many of 
these have added case studies from areas previously poorly-represented - specifically Africa and Central and 
South America – but few offer new insights into the effects of climate policy on these impacts. For 
agriculture, the tone of the post-AR4 literature on agricultural impacts is more pessimistic than that of the 
AR4, largely due to an increased understanding of the role of pests, extreme events, and changes in ozone 
concentrations, on either increasing the adverse effects of climate change or offsetting the positive effects. In 
the field of health impacts there has not been a great deal of progress in looking at the combined effects of 
climate change and local air quality issues. A number of local assessments of future sea level, including 
changes in extremes, have been published since the AR4 and these have tried to deal with the current 
uncertainty in the climate projections of sea level rise. 
Since AR4 the number of projections of extinction risks which would result from future climate change has 
significantly increased. However, climate change induced extinctions would be significantly reduced by 
mitigation, and the first quantifications of these reductions are being made. Coral reefs, mountain and polar 
ecosystems and Mediterranean climate systems are the most vulnerable to climate change. 
• Economics 
The SRES scenarios are still broadly representative of plausible future ranges of future emissions without 
specific mitigation policy, but new scenarios are being developed. Assessments of the economic potential for 
and macroeconomic costs of mitigation of global greenhouse gas emissions have changed little since AR4. 
New studies cite costs of around 1% GDP, or even macroeconomic benefits, for stabilization at 445-710 ppm 
CO2eq, or -2.3 to +2.5% GDP change for stabilization at 450-550 ppm. The carbon price necessary to achieve 
a particular stabilisation target remains very uncertain. There are large cost savings from including reductions 
in non-CO2 gases in mitigation strategies, and these may be essential to reach the lower targets. Energy 
efficiency has a key role in mitigation though its efficacy is substantially offset by the rebound effect. The 
costs of inaction continue to be highly uncertain but literature now more strongly emphasizes potentially high 
costs including that due to extreme weather. 
Early assessments show that the EU ETS is working to reduce European carbon emissions, but its 
effectiveness would be improved by auctioning the emissions allowances. 
This report should be referenced as 
Warren R., Arnell N., Berry P., Caesar J., Dicks L., Hankin R., Lowe J., Nicholls R., O’Hanley 
J., Ridley J., Scriecru S., Stott P., Vellinga M., and van der Linden P., 2009: 
Review of literature subsequent to IPCC AR4. Work stream 1, Deliverable 2, Report 1 of 
the AVOID programme (AV/WS1/D2/R01). Available online at www.avoid.uk.net 
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1. INTRODUCTION 
This document provides an assessment of recently published literature that has direct relevance to avoiding 
dangerous climate change and its impacts. The scope of the review is to cover climate change and its impacts 
on water resources, agriculture, ecosystems, human health, and coasts. The economics of avoiding dangerous 
climate change are also considered. The review focuses almost exclusively on refereed journal papers that 
were not included in the IPCC AR4, most of which were published subsequent to IPCC AR4. 
Our approach has been to assemble a team of experts covering a wide range of specialisms. Each expert was 
asked to highlight only the most important literature not included in the AR4 from their research area. This 
forms the detailed review (with citations) in the appendices of this report and is intended to be used as a 
resource for those interested in more detail. The body of this report consist of an abridged version of the main 
points from the review, along with gaps in the literature and some suggestions on how to use the review 
information. 
2.	 IMPLICATIONS OF THE REVIEW FOR POLICY MESSAGES AND MITIGATION 
NEGOTIATIONS 
The purpose of this review is to be policy informative, not policy descriptive. However, we think it is useful 
to highlight some areas where the results might be most relevant to mitigation policy discussions. 
The case for/against action 
•	 The evidence base for a human influence on climate is now very strong and getting stronger. Examples 
now exist of local attribution of changing climate risk (e.g. the summer 2003 heat wave in Europe). 
Climate driven impacts on human and natural systems are being measured too. The move towards local 
information on systems of direct importance to the daily lives of individuals might help overcome the 
argument “I agree mankind is changing climate but I’m not seeing the effects in my country”. 
•	 The wider availability of future regional impact projections might also be useful in motivating some 
nations to act. 
•	 Recent acceleration of several climate changes (e.g. the rate of sea level rise) is increasingly being used as 
an argument for urgent action. However, it is important to be aware that some counter evidence to the 
most extreme projections is emerging. 
Choice of temperature and emission reduction targets 
•	 While there is an increasing understanding of dangerous climate change, the trigger points remain highly 
uncertain. Considerable caution has to be applied to estimates that link impacts to temperature triggers, 
especially without uncertainty bars. Indeed, some types of dangerous impact may not simply be triggered 
by the amount of temperature rise; they may also depend on rate of change and/or concentration of CO2. 
Thus, the science provides some room for manoeuvre when discussing a precise value for a temperature 
target, although, in general, there is a greater chance of triggering dangerous impacts at higher 
temperatures. 
•	 There are remaining uncertainties in key climate parameters, such as climate sensitivity and the link 
between the carbon cycle and climate change. This means that the precise emissions pathway that will 
lead to a given future warming target is likely to change in the future. This implies a need for flexibility to 
alter future emission targets as the science progresses, possibly on a time-scale consistent with the IPCC 
report cycle (currently approximately every 5 years). 
Achieving emission reductions 
•	 Some integrated assessment models continue to use climate, impact and economic information that is out 
of date. This should be taken into account when evaluating particular scenarios. 
•	 Mitigation potentials and carbon tax estimates remain uncertain. This is especially important to note when 
considering cost benefit analysis or the “cost optimum” mitigation solutions that are available from many 
integrated assessment models. 
•	 Including land use is likely to be very important if the most optimistic targets are to be achieved. 
Increased understanding of impacts on natural carbon sinks suggests that the lifetime of any “natural” 
carbon offset estimate should be considered. Some areas that could provide near term offsets might not be 
sustainable in the future. 
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3. RECENT DEVELOPMENTS IN CLIMATE SCIENCE, IMPACTS AND ECONOMICS 
3.1 CLIMATE SCIENCE 
The IPCC AR4 benefited from longer observational records, which gave an increased climate change signal 
and enabled more definite attribution statement to be established. In addition, more climate models and more 
complex models were also available. This led to statements on the risks of a range of different warming levels 
and other climate changes. However, the increased focus on processes also highlighted the limitations that 
remain in projecting climate change and its impacts. A large amount of post-AR4 research has focussed on 
better understanding of physical processes, including highlighting where model improvements are needed and 
where they are most robust. Risk assessments can be made using the information presented to-date but many 
of these are likely to be refined with improved models during AR5. Understanding of “tipping points” is 
increasing but quantification of their trigger points is still very uncertain. 
Detection and Attribution of Climate Change 
Anthropogenically-forced temperature changes have now been detected on every one of the seven continents. 
Furthermore, changes in climate other than temperature have now been attributed to human influence, 
including hydrological quantities. Attribution analyses are also now extending to regional scales and to 
extremes. 
Changes in Temperature and Rainfall Extremes 
Human influence has at least doubled the risk of such a hot European summer as 2003, and by the 2040s 
projections show that summers over southern England could be at least as warm as 2003 on average 50% of 
the time. Large-scale climate variability has been shown to have a substantial influence upon local 
temperature extremes. Since our ability to predict changes in large-scale circulation patterns and 
teleconnections is currently limited, this has implications for our ability to project climate extremes. 
Quantifying precipitation extremes remains a more challenging task than for temperature extremes. However, 
it has been shown that relative changes in the intensity of precipitation extremes tend to exceed the relative 
change in annual mean precipitation. 
Recent Changes in Arctic Sea Ice 
A minimum Arctic sea ice extent was observed in 2007. Most, but not all, climate models underestimate the 
observed sea ice trend over 1979-2006. However, it is not certain that the recent observed trend is exceptional. 
20th Century simulations using the HadGEM1 model suggest that a similar trend may have occurred in the 
1920s during an earlier warm period in the Arctic. However, the observations during this period are not 
considered good enough to evaluate this properly. A recent study attempted to use an apparently more robust 
feature of climate model results and predicted that the Arctic will be ice free during Septembers sooner than 
many of the climate models suggest on their own, but this is not projected to occur until after 2050 for a 
business as usual scenario emissions scenario. 
Sea Level Rise and Ice Sheets 
There has been an observed acceleration in sea level rise in recent years, but it is not yet clear if this will 
continue in the future. Current process models have only limited skill in making projections of the 
contribution to future sea level from ice sheets, but some lines of evidence indicate that the 21st century sea 
level increase is unlikely to exceed 2m. 
Since the IPCC report several new studies have been initiated with the aim of producing more credible future 
sea level scenarios, with land ice dynamics and ice shelves accounted for, by the time of the next IPCC 
assessment. 
The Atlantic Ocean Meridional Overturning Circulation 
The IPCC AR4 concluded that "… it is very likely that the Atlantic Ocean Meridional Overturning 
Circulation will slow down during the course of the 21st century. A multi model ensemble shows an average 
reduction of 25% with a broad range from virtually no change to a reduction of over 50% averaged over 2080 
to 2099." A key advance since AR4 is in the observations and it now appears that an apparent long-term 
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weakening trend since the 1950s might actually have been natural variability. There has also been improved 
understanding of MOC processes and their inclusion in models. However, the picture is still unclear as to 
whether a collapse in the MOC is likely to occur under future business-as-usual emissions scenarios. The 
most complex climate models provide some conflicting evidence, and simpler models, which have been used 
to produce risk estimates, may not be adequate to represent the processes involved. 
The Carbon Cycle 
Since the AR4, it has been found that old growth forests continue to store carbon rather than being carbon 
neutral and tropical forests are increasing the amount of carbon which they store annually as a result of 
climate change experienced so far. However, several major carbon stocks in terrestrial ecosystems are at a 
high degree of risk from projected unmitigated climate change and land-use changes. There is further 
evidence that the efficacy of the ocean in removing carbon from the atmosphere is likely to decrease and for 
the Southern Ocean, a weakening of the carbon sink has been observed during the last two decades. 
Many studies examine feedback processes operating in the terrestrial biosphere and the ocean but there are 
still only a small number of model simulations of the carbon cycle available using the most complex three 
dimension earth system models. A key issue that needs addressing is the size of the impact of other chemical 
species, such as nitrogen, on the climate-carbon cycle feedback. 
Risk of Fire Activity 
Models project further fire-related changes such as increased area burned, reduction in the mean age of the 
forest, and resultant changes in species composition and succession rates in tropical, temperate and boreal 
forests. These fires can act as a positive feedback on climate change because of the resultant long-term 
decrease in carbon storage. Significant increases in net ecosystem production (NEP) would be required over 
several decades to balance such carbon losses. 
Climate Sensitivity 
The AR4 concluded that the equilibrium sensitivity of the climate system to a doubling of CO2 concentration 
in the atmosphere is likely to be in the range 2°C to 4.5°C, and is very likely to be above 1.5°C. Sensitivities 
above 4.5°C cannot be ruled out. There are currently a range of different estimates of the uncertainty in 
climate sensitivity, highlighting that the uncertainty estimates are themselves uncertain. Post AR4 it is still not 
yet clear which of these uncertainty estimates is most reliable. 
Recent work by Hansen et al. (2008) reported that climate sensitivity should be viewed as having fast and 
slow components, the combination of which has a central estimate of 6°C. If this higher climate sensitivity 
were used in mitigation estimates it would imply a need for greater emission reductions than current IPCC 
WG3 estimates. However, it might not be relevant on time-scales of just a couple of centuries. 
Reversibility of Climate Changes - Overshoot Scenarios 
Some recent studies have discussed whether it is possible to temporarily cross potentially “dangerous” 
thresholds of atmospheric greenhouse gas concentrations (notably carbon dioxide) or temperature rise before 
returning quickly to lower safer levels in the future. Several post-AR4 studies now show that in overshoot 
scenarios, once a peak temperature is reached recovery is very slow, even with drastic subsequent emission 
reductions. The strong correlation between peak temperatures and cumulative emissions in mitigation 
scenarios has also been demonstrated, and this may lead to an approach to setting very long term (post 2050) 
targets. 
Work on climate change reversibility has not been limited to atmospheric greenhouse gas concentrations and 
temperature. Recent work has further examined the irreversibility of Greenland ice sheet decline and long 
term committed warming to ecosystems. 
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3.2 CLIMATE IMPACTS 
The IPCC AR4 presented new evidence showing the consistency between observed climate change and 
observed impacts, but there is still a lack of studies performing the type of formal detection and attribution 
studies used in climate science. Information is becoming available for more regions, but there are still gaps on 
many local impacts in some parts of the world. 
The AR4 did summarize the impacts for particular temperature increases and mapped these on to stabilization 
temperatures, but it did not link this to particular mitigation pathways over the coming decades. This has since 
been attempted but a detailed integration of local climate change and impacts over the entire globe is still at a 
relatively early stage. Many current integrated assessment models still use impact information that pre-dates 
even the IPCC AR4. 
Coastal systems 
New results suggest that even if the upper estimates of sea level rise (up to 2m) are correct, adaptation would 
be a rational response for more developed coasts, where the threatened assets and populations are large. 
Recent assessments of long-term responses in the Thames estuary and the Netherlands support this view. 
Despite the global and regional models supporting the need and benefits of adaptation, many countries in 
Europe are ill prepared for these challenges at the present time. 
Ecosystems 
Observational and modeling based studies of both plants and animals in both terrestrial and marine systems 
continue to support the IPCC statement that approximately 20-30% of plant and animal species assessed so far 
are likely to be at increasingly high risk of extinction as global mean temperatures exceed a warming of 2°C 
to 3°C above pre-industrial levels. There is increasing evidence of changes in phenology, abundance, 
morphology, and reproduction especially in temperate and arctic regions. This shows that the direction of 
changes projected by the extinction models is now supported even more strongly by observations than it was 
in AR4. There are also an increasing number of projections of extinction risks in the literature across an ever 
widening range of taxa and regions. Of particular concern is that over 20% of the wild relatives of peanut, 
potato and cowpea are at risk of climate-change induced extinction. These are an important source of genetic 
diversity for crop improvement. However, a number of other processes are occurring in ecosystems that are 
not included in these models and mean that projected extinctions might be underestimated. 
Water resources 
A great many papers have been published since the AR4 assessing the potential impacts of climate change on 
hydrological regimes and water resources. Whilst these have added case studies from areas previously poorly-
represented - specifically Africa and Central and South America – there have been few new insights into the 
effects of climate policy on impacts on water resources, on the identification of critical thresholds or rates of 
change, or on impacts across the global domain. Only one study, for example, has compared impacts under 
different climate policies, demonstrating that considerable impacts remain after the successful implementation 
of a (relatively stringent) climate policy. 
Agriculture and food security 
There have also been many more published case studies into effects of climate change on crop productivity at 
an increasingly diverse number of sites. However, again there have been very few studies looking at climate 
policy effects. Overall, the tone of the post-AR4 literature is more pessimistic than that of the AR4, largely 
due to an increased understanding of the role of pests, extreme events, and changes in ozone concentrations, 
on either increasing the adverse effects of climate change or offsetting the positive effects. 
Human health 
Echoing the case with water resources and agriculture, since the AR4 there have been many new case studies 
into health impacts of climate change, but few new insights over an increased recognition of the effect of local 
conditions on actual impacts, and an increased concern with the combined effects of climate change and local 
air quality issues. 
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3.3 ECONOMICS OF MITIGATION 
The IPCC assessment of climate change mitigation (Working Group 3) developed the concept of economic 
mitigation potential, which represents emission reductions that can occur in a realistic market situation, 
without economic losses and taking social non-market costs into account. It is lower than the technical 
mitigation potential, which calculates reductions possible with existing technology at any cost. The precise 
definition of these terms allowed clear comparison of the potential to reduce emissions across different 
sectors, timescales and levels of carbon price. The buildings sector had the highest economic mitigation 
potentials, especially at low carbon prices, while a synthesis of modeling studies showed cross sectoral 
emissions could be cut by between one fifth and a half by 2030, with carbon prices up to US$ 50/tCO2-eq. 
Published assessments of mitigation potentials and economic costs of mitigation have not changed 
substantially since the Fourth Assessment, but the financial crisis has changed the economic backdrop 
dramatically. A notable deficiency in IPCC AR4 was the lack of using some of the latest climate science 
information from WG1 in the mitigation analysis of WG3. 
Economic mitigation potentials 
Some updates on technical mitigation potential have been produced since the IPCC AR4, for instance the 
updating of the McKinsey marginal abatement curve. However, assessments of the economic potential for 
mitigation of global GHG emissions have not changed greatly since AR4. Literature continues to emphasize 
the key role of energy efficiency in climate mitigation but also to highlight that the energy savings may be 
significantly offset (e.g. 26% in the UK and 52% globally) by the rebound effect whereby energy efficiency is 
offset by increased consumption. 
Macroeconomic costs of mitigation 
Studies of macroeconomic costs of mitigation continue to emphasize that these are relatively small e.g. the 
ADAM project range of -2.3 to +2.5% change in baseline GDP for stabilizing at 450-550 ppm CO2-eq. 
Several new studies show costs of around 1% GDP, or even macroeconomic benefits, for stabilization of 
greenhouse gas concentrations between 710 and 445 ppm CO2-eq. 
Carbon prices necessary for greenhouse gas stabilisation 
The carbon price necessary to achieve a particular stabilisation target remains uncertain. Recent global studies 
have estimated that stabilising at 550 ppm CO2 eq requires a price of $50 - $100/tCO2, while stabilising at 
450ppm needs a carbon price between $100 and $500/tCO2. 
Cost reductions from including non-CO2 mitigation 
Studies continue to emphasize large cost savings from including non-CO2 GHGs in mitigation strategies, 
especially when technological change is simulated. Abatement measures for non-CO2 greenhouse gas 
emissions are amongst the most cost-effective in the short term (to 2020). Some authors argue that reductions 
of non CO2 GHGs are essential in order to bring lower stabilization targets within reach. The most cost 
effective options involve reducing emissions of fluorinated gases and energy related methane. 
Costs of inaction 
Studies continue to highlight that there is high uncertainty about the damage costs due to climate change, and 
that these, and hence the ‘optimal’ levels of abatement calculated by some models, are strongly influenced by 
subjective choices of model parameters. Since the Stern Review, the balance of the literature has shifted 
towards emphasising potentially high costs, for example due to extreme weather events. 
Land use 
Incorporating land use changes such as reduced deforestation and degradation is a crucial part of a post-2012 
agreement, without which targets are unlikely to be met. The costs of mitigation through land use change are 
comparable to costs of other mitigation options. 
Financial crisis 
The financial crisis is an opportunity to invest in climate change mitigation, through stimulus packages. If 
20% of the global economic stimulus package was focused on mitigation, the investment would be similar to 
the estimated abatement costs required to stabilise greenhouse gases at 500 ppm. Climate policy is likely to 
increase the number of jobs in the medium term and possibly also in the short term. 
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Existing business-as-usual emissions scenarios 
Emissions are increasing in China and India faster than previously expected. However, although some studies 
indicate that future global emissions may already exceed the range of the current IPCC emission scenarios, 
these studies may be flawed. Thus, at this time the SRES scenarios are still broadly representative of 
plausible ranges for future global emissions without climate policy. New baseline scenarios are being 
developed for the IPCC’s Fifth Assessment Report, and a recent study developed a baseline that exceeds the 
SRES envelope by 2030. 
Strategies and pathways to emission reduction 
Developing countries must be as fully integrated as possible in a post-2012 climate agreement in order to 
maximize the chance of meeting challenging targets. Early assessments show that the EU ETS is working to 
reduce European carbon emissions, but is not yet as effective as it could be. It has been argued that emissions 
allowances should be auctioned, not freely allocated, after 2012. Loss of competitiveness due to carbon 
pricing, and consequent leakage of emissions outside EU borders, is likely to be small and confined to a few 
specific industrial sectors. 
4. ASSESSMENT OF GAPS IN THE LITERATURE 
Doherty et al. (2009) recently reported on the Global Climate Observing System program (GCOS), the World 
Climate Research Programme (WCRP), and the International Geosphere-Biosphere Programme (IGBP) 
summaries of the lessons learned through AR4 Working Groups I and II. The authors also highlighted several 
specific research themes that require further investigation. We have combined these gaps with those 
highlighted by the technical summary of IPCC AR4 (Working Group II) and the outputs of a one-day 
workshop held by 4CMR set up to identify gaps in the economics literature. 
The table below shows gaps noted in the literature for climate science and climate impacts. The table 
also highlights some of the progress that has taken place or that is planned in order to fill these gaps. 
RESEARCH GAP PROGRESS AND/OR COMMENTS 
Need to constrain the global climate sensitivity There is a critical need to improve understanding of the 
processes involved in aerosol indirect forcing (e.g., 
aerosol transport, convective processes, cloud 
formation and dissipation) and to represent them 
reliably in climate models. At a minimum, an upper 
bound on aerosol indirect effect radiative forcing both 
for the past and near future should be determined 
through a combination of model comparisons and 
measurements. 
Need to reduce uncertainties in sea level rise An immediate community initiative should be 
projections established that uses physical process studies, 
observations, and syntheses to obtain a consensus on 
the possible nonlinear responses of ice sheets to climate 
change, including their influences on rates of sea level 
rise. 
Efforts are needed to improve the ability of models 
to reproduce fundamental aspects of the climate 
system, such as circulation and precipitation 
patterns, El Niño, and seasonal variability, as well 
as to reproduce other impact-relevant variables 
such as extremes in temperature and precipitation. 
Many modelling centres are developing new or 
improved versions of their climate models ahead of 
IPCC AR4. Many involve higher resolution and 
additional processes. It is important that more impact 
related quantities are included in model 
intercomparison projects. 
In AR4 most impacts studies used only the A2 or In the AVOID project and in ongoing research a wider 
B2 socioeconomic scenarios: the ‘Fast Track’ work diversity of baselines is now being used, but much of 
originating from some members of this Consortium this work is not yet published. The CIAS integrated 
was the only study which comprehensively assessment model and the QUEST GSI project will 
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addressed the full range of SRES scenarios continue to deliver assessments over a range of 
socioeconomic scenarios in the future. 
More detail required on projected climate and 
impacts and uncertainties therein at regional and 
local scales. 
This still remains a significant gap, due to the difficulty 
of producing climate projections at such small scales 
that encapsulates the uncertainty. UKCP09 made a 
major advance in this direction but covers only the UK. 
The PRUDENCE study produced downscaled climate 
projections for Europe using a variety of coupled 
GCM/RCMs but neither of these works has yet been 
extended to examine impacts. The downscaled climate 
projections used in AVOID are state of the art and thus 
AVOID will be one of the few studies which uses a 
globally consistent method. 
Land surface processes and biosphere–atmosphere 
interactions need to be included in regional 
Some new studies are appearing, as cited here, but most 
models still do not include these processes adequately. 
projections of climate To assist progress, there is a need to develop and apply 
a consistent, harmonized set of scenarios of land use, 
land cover, and emissions databases to support both the 
climate and integrated assessment communities, with 
consistency across spatial and temporal scales, and 
considering both historic and future time scales. 
Scenarios needed for abrupt climate change, 
including quantification of uncertainties 
UKCP09 has produced an extreme sea level rise 
scenario. Literature on possible extreme sea level rises 
has grown (sea level rise section). NERC and EU 
funded projects are looking at aspects of MOC collapse 
and ice sheet changes. Further work needed. 
Scenarios needs on a 10–30-yr time scale, 
including quantification of uncertainties. 
In AR5 there will be a particular focus on this time-
scale. On approach uses extended runs of decadal 
forecasting systems, such as those being evaluated in 
the ENSEMBLES project. 
Scenarios for beyond 2100 (esp. for sea level rise) 
including quantification of uncertainties 
Literature on extreme sea level rise beyond 2100 has 
grown. Whilst climate projections exist beyond 2100, 
socioeconomic projections are not feasible on this 
timescale. Impacts projections beyond 2100 are 
dependent on socioeconomics, except (to some extent) 
in the case of ecosystem impacts. 
Tools and techniques needed to manage large 
quantities of data from climate model ensembles 
Probabilistic models are being developed which 
encapsulate this uncertainty (e.g. the probabilistic 
version of MAGICC used in AVOID). The integrated 
model CIAS (also used in AVOID) can encapsulate 
climate model uncertainty and links it to impacts. Using 
the data from GCM ensembles will be more 
challenging. 
Damages avoided by different levels of emission 
reduction 
There is still almost no literature on this and AVOID is 
breaking new ground in producing it. 
Better ability to project changes in precipitation Observations and novel technology should be utilized 
to better understand variations in the hydrologic cycle, 
both in the very short term and sustained over decades, 
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in particular with respect to extremes. 
Better ability to project changes in extreme weather 
events 
Improvements are needed to GCMs. Going to higher 
resolution will increase the computational cost of these 
model. 
Better understanding of carbon cycle feedbacks 
needed, in particular for possible Amazon 
rainforest collapse 
Efforts are needed to improve process modelling and 
understanding of feedbacks in the carbon cycle across 
the earth system. These will require 1) a denser and 
more evenly distributed network of sustained in situ 
and remote sensing observations of carbon-related 
variables on land, in the oceans, and in the atmosphere, 
and 2) improvements to carbon-cycle models. 
Field studies to evaluate the impacts of climate 
change on human systems and ecosystems 
There is some more literature in this area but more is 
still needed. Climate and impact-relevant observational 
data records should be 1) reprocessed (as needed) to 
reflect new knowledge and to improve the flagging of 
errors and estimation of biases, and 2) made available 
as global, gridded fields. 
Adaptation not incorporated into climate change 
impact estimates 
This continues to be a problem, but since adaptation is a 
policy choice a better method would be to show 
adaptation options and their costs. The coastal 
projections in AVOID WS1 adopt such an approach, as 
does the PAGE model. 
Datasets must be expanded to include observations 
of climate change impacts on human and natural 
systems 
Observations of impacts should especially be made 1) 
in regions that have been identified as being highly 
vulnerable and 2) in regions that represent both weak 
and strong adaptive capacity. 
Datasets must be expanded to include autonomous As above 
and planned adaptation to climate change 
A systematic approach must be established 
specifically to monitor and assess vulnerability. 
What enhances resilience and what predisposes 
vulnerability to irreversible climate change 
impacts? 
Limited understanding needs to be extended 
Costs of climate change impacts The literature is growing slowly but this is still a gap. 
Costs of adaptation The literature is growing but this is still uncertainty. 
Although many of these research needs are focused on the requirements of adaptation planning, they also 
have implications for mitigation decisions and avoiding dangerous climate change. While the adaptation 
agenda is starting to focus more on the time scale of the next 30 years, mitigation advice and avoiding 
dangerous climate change also needs information on longer timescales, including on the reversibility of 
changes in atmospheric forcing, temperature and sea level rise. 
Gaps in the economic literature 
Some of these gaps were highlighted at a workshop organised by 4CMR and The Royal Society, during the 
Copenhagen Climate Congress in March 2009: Mitigation of climate change: filling the knowledge gaps 
revealed by the Fourth Assessment Report. Others have been suggested by economists at 4CMR. 
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•	 We need increased effort using and comparing the results of Integrated Assessment Models (IAMs), 
which couple dynamic models of the economy with models of climate change to inform climate 
policy. One new review of 30 existing IAMs finds that none of them yet incorporates all the features 
that would be considered best practice. 
•	 Indirect economic impacts of climate change need further assessment. 
•	 Co-benefits of mitigation (air quality, health, employment, biodiversity...) were emphasized in the 
AR4, but we still need to quantify and monetise them and integrate them into economic analyses. 
•	 There is an inadequate treatment of risk and uncertainty. 
•	 There is not enough assessment of stringent mitigation pathways, such as to stabilise at 400 ppm CO2­
eq. 
•	 The economic baseline has changed, due to the financial crisis. As yet there is little assessment of 
how this affects mitigation costs. 
•	 Research on political economy is weak and poorly integrated. We need to understand better how 
human systems behave and what can actually be delivered. 
•	 Different instruments such as taxes/trading systems must be compared. 
•	 Research on the economic potential of advanced mitigation technologies is needed. 
•	 We need better emissions data and projections, especially for developing countries. 





There is clearly a great deal of information available on climate change and mitigation, both in the IPCC AR4 
and subsequently. For instance, 33480 publications are listed in the ISI web of science database since 2007 
with a topic that includes “climate”. This review presents a small subset of these publications, selected and 
interpreted by experts in climate change science, impacts assessment and climate mitigation economics. 
The central message from the review is that although there is a lot of information available there are still 
unanswered questions on the amount of future warming for a given set of emissions and the precise impacts it 
will trigger. There is also uncertainty on the options available for action and how much they will cost. The 
consequence of this message is NOT that there is insufficient information to justify a global agreement on 
limiting climate change. There is strong evidence that climate is already changing, that impacts of climate 
change are likely to be predominantly negative, and that more severe impacts are likely to be encountered as 
warming continues. There is also a growing understanding of technologies to lower greenhouse gas emissions 
in the short and long terms. However, our results do imply that flexibility to adjust any future global 
agreement would be prudent as information gaps are filled in. 
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APPENDICES 
A. CLIMATE CHANGE SCIENCE 
The IPCC AR4 was a step forward on the third assessment report. Longer observational records and more 
observed quantities were analysed. The increasing climate change signal meant that more definite attribution 
results could be established. More climate models were available for the AR4, and more complex models 
were also available. This enabled more statements to be made on the risks of a range of different warming 
levels and other climate changes. However, the increased focus on processes also highlighted the limitations 
that remain in projecting climate change and its impacts. 
In the following subsections we discuss recent progress in the areas of climate science that are most relevant 
to avoiding dangerous climate change. The concept of tipping points in the climate system has particular 
relevance to the issue of avoiding dangerous climate change. A post-AR4 review by Lenton et al. (2008) 
attempted to summarise current understanding in this area, looking at a range of physical systems. Their 
summary table is shown below and provides a useful indication of recent scientific understanding of some key 
system thresholds. 
This work was extended by Kriegler et al. (2009), who attempted to provide probabilities for these dangerous 
climate changes using expert opinions as their input. Caution has to be placed on such a subjective approach. 
However, it is beyond the scope of this report to update the Lenton table using more objective methods so we 
instead highlight key issues in a range of relevant research areas. WS2 of AVOID will provide detailed 
objective information on many aspects of dangerous climate change. 
We also draw the attention of the reader to the recent publication of the UKCP09 study (Murphy et al. 2009 
and Lowe et al. 2009) which, although focused on the United Kingdom, highlights new techniques for 
estimating uncertainty in future climate change projections. 
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A.1 Detection and Attribution of Climate Change 
The IPCC fourth assessment report (AR4) came to a more confident assessment of the causes of global 
temperatures than previous reports and concluded that “most of the observed increase in global average 
temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic 
greenhouse gas concentrations”, (where very likely means> 90% probability of the statement being correct). 
This is an advance since the Third Assessment report, which concluded that “most of the observed warming 
over the last 50 years is likely to have been due to the increase in greenhouse gas concentrations” (where 
likely means > 66% probability). The AR4 also concluded that “discernible human influences now extend to 
other aspects of climate, including ocean warming, continental-average temperatures, temperature extremes, 
and wind patterns.” In addition AR4 reported that “it is likely that there has been significant anthropogenic 
warming over the past 50 years averaged over each continent except Antarctica”. 
Since the publication of AR4 in 2007, warming over Antarctica has been attributed to human influence 
(Gillett et al. 2008) meaning that anthropogenically forced temperature changes have now been detected 
on every one of the seven continents. 
Changes in climate other than temperature have now been attributed to human influence. For example, 
Santer et al. (2006) have shown from satellite data that the atmosphere is getting moister, as predicted by 
models under global warming, and have attributed this moistening to human influence. Zhang et al. (2007) 
attributed latitudinal redistribution of precipitation to human influence. The magnitude of change in the 
observations could be greater than those simulated in climate models. Barnett et al. (2008) detected human-
induced changes in the hydrology of the Western United States. 
We now have a greater confidence in the conclusion that emissions have had a significant impact on the 
climate system, because an important caveat made at the time of AR4 has been removed. At the time of AR4 
there were discrepancies between observed and modelled estimates of ocean heat content variability. This 
discrepancy has now been shown to be due to instrumental biases that have now been corrected (Domingues 
et al. 2008). 
Thus, important advances have been made since the AR4, with attribution now extending beyond temperature 
variables and showing physical consistency between observed and simulated temperature and hydrological 
cycle changes, underscoring the reality of human effects on climate. 
Attribution analyses are also now extending to regional scales and to extremes. New methodologies are being 
developed for detection of regional scale changes including better use of observations and models (Christidis 
et al. 2009) and the use of experiments forced by observed sea surface temperatures to calculate the changed 
probability of particular events, such as a flood or a heatwave, to human influence. 
A.2 Changes in Temperature and Rainfall Extremes 
The AR4 concluded that “it is very likely that hot extremes, heat waves and heavy precipitation events will 
continue to become more frequent”. Frost days are projected to decrease in frequency, and growing season 
length to increase. Most GCMs predict drier summers and wetter winter conditions, so along with an 
increased risk of drought there is also an increased risk of short but heavy flood causing precipitation events. 
(a) Temperature 
A key area of progress since AR4 has been the finding that large-scale climate variability (e.g. the North 
Atlantic Oscillation (NAO), El Nino-Southern Oscillation (ENSO), and Pacific interdecadal variability) has a 
substantial influence upon temperature extremes (Kenyon and Hegerl 2008). In particular, the NAO is found 
to have a significant influence on extreme winter daily temperatures, causing changes of the same magnitude 
as projected changes in future extremes (Scaife et al. 2008). Since our ability to predict changes in large-scale 
circulation patterns and teleconnections is currently limited, this has implications for our ability to project 
climate extremes. 
Brown et al. (2008) found that extreme daily maximum and minimum temperatures warmed for most regions 
since 1950. The largest positive trends were found over Canada and Eurasia where daily maximum 
temperatures warmed by around 1 to 3°C since 1950. 
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Human influence has at least doubled the risk of such a not European summer as 2003 (Jones et al. 2008). In 
this study simulated changes were consistent with observed changes over the recent period, and by the 2040s 
projections show that summers over southern England could be at least as warm as 2003 on average 50% of 
the time. 
A key advance has been the first estimation of the potential for mitigation to avoid increases in 
extremes. If atmospheric CO2 concentrations were stabilized at roughly 450ppm by the end of 2100 without 
an overshoot, the change in intensity of heat waves could be 55% less than in a reference scenario 
(Washington et al. 2009), with the biggest reductions in heatwave intensity found over the western United 
States, Canada, and much of Europe and Russia. 
(b) Precipitation 
Quantifying precipitation extremes remains a more challenging task than for temperature extremes. Annual to 
multi-decadal variability can contribute a significant level of uncertainty to future projections of local 
precipitation extremes in Europe (Kendon et al. 2008). It has been shown that relative changes in the 
intensity of precipitation extremes tend to exceed the relative change in annual mean precipitation (Kharin et 
al. 2007). For example, an increase of 6% in 20-year return values of 24 hour precipitation could be expected 
with each one degree of global warming. 
A.3 Recent Changes in Arctic Sea Ice 
A minimum arctic sea ice extent was observed in 2007, and this appears to have been the result of an 
abnormal atmospheric blocking pattern which maintained cloud free skies for several weeks in the summer. 
Recently there has been a great deal of interest in the observed decline in Arctic sea ice and the ability of 
models used in the IPCC AR4 to make credible climate change simulations of arctic ice. 
Stroeve et al. (2007) compared the sea ice simulations in many of the GCMs used in AR4. They found that 
most climate models underestimate the trend over 1979-2006. However a few models, including HadGEM1, 
reproduce the observed trend well, where the linear trends in the model and observations are statistically 
indistinguishable. Stroeve et al. also noted that the models with better simulation of ice extent trends include 
relatively sophisticated sea ice physics, particularly the representation of variable ice thicknesses within a 
gridbox, that was introduced in HadGEM1. Improved sea ice physics has also been shown to have improved 
the mean Arctic sea ice simulation in HadGEM1 (McLaren et al. 2006). 
It is also not certain that the recent observed trend is exceptional. 20th Century simulations using HadGEM1 
suggest that a similar trend may have occurred in the 1920s during an earlier warm period in the Arctic. 
However the observations during this period are not considered good enough to evaluate this properly. 
The majority of climate model projections for the 21st Century suggest an ongoing decreasing trend of ice 
extent, but do not suggest any obvious thresholds or rapid events. However, some models, such as a version of 
that from NCAR, show occasional rapid changes in ice extent, from which the ice does not recover. A recent 
study by Boé et al. (2009) attempted to use an apparently more robust feature of climate model results, the 
ratio of the future rate of sea ice decline to the past rate of decline, from 18 models and combine it with the 
observed rate of recent sea ice decline. While this study predicts that the Arctic will be ice free during 
Septembers sooner than many of the climate models suggest on their own, this is not projected to occur until 
after 2050 for a business as usual scenario emissions scenario. 
A.4 Sea Level Rise and Ice Sheets 
There has been an observed acceleration in sea level rise in recent years, but it is not yet clear if this will 
continue in the future. Current process models have only limited skill in making projections of the 
contribution to future sea level from ice sheets, but some lines of evidence indicate that the 21st century sea 
level increase is unlikely to exceed 2m. In contrast, Hansen (2007) believes that much larger sea level rise is 
possible (> 2m by 2100). Several new studies are attempting to make improved projections of the most likely 
future sea level but these are not yet complete. Against this backdrop of uncertainty there is a need to continue 
monitoring sea level and to ensure adaptation plans are in place to deal with any further acceleration in the 
rate of sea level rise. 
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The latest IPCC Fourth Assessment report (AR4) presents a range for global mean sea level rise over the 21st 
century based primarily on projections by an "ensemble of opportunity" of coupled climate models under a 
number of future SRES scenarios. This range is given as 0.18m to 0.59m. The major part of this sea level 
increase is attributed to thermal expansion. The remainder is provided by the melt of glaciers and ice caps, 
and small projected changes in the net contribution from the Greenland and Antarctic ice sheets. The AR4 
noted that the uncertainty in the contribution of the ice sheets is relatively large, and provided a simple 
estimate of how much the recently observed increase in the contribution to sea level from ice sheets would 
make if this term continued to increase with rising temperatures. This suggested up to a further 17cm of sea 
level rise would be expected by the end of the 21st century. Crucially, The IPCC Synthesis Report made clear 
that due to the large and poorly quantified uncertainties, an upper bound for sea-level rise during the 21st 
century could not be reliably established. 
Since the IPCC report several new studies have been initiated with the aim of producing more credible future 
sea level scenarios, with land ice dynamics and ice shelves accounted for, by the time of the next IPCC 
assessment. These studies include the EU funded ICE2SEA project and the US study called seaRISE. The 
most significant publications on sea level projections that have appeared since the IPCC report have focused 
on three key areas: Observational studies of sea level and the ice sheets, Model studies based on statistical 
techniques and Process model studies and constraints on sea level rise. 
(a) Observational studies of sea level and the ice sheets 
IPCC, 2007 noted a rate of sea level rise between 1961 and 2003 of approximately 1.8 mm/yr, with an 
increase to approximately 3.1mm/yr between 1993 and 2003. Similar accelerations of sea-level rise have been 
observed earlier in the 20th Century but they were followed by a subsequent decrease in the rate, giving the 
lower long-term average. 
Recent satellite measurements have identified retreat of the Amundsen Sea, part of the West Antarctic Ice 
Sheet, has been thinning rapidly in the past two decades. Glacier flow rates have also been measured to be 
increasing in the Pine Island area of Antarctica. Gravity satellite measurements from the GRACE study 
estimate that Greenland and Antarctica are now losing mass at a rate of about 150 cubic kilometres annually. 
A recent study presented at the IOP conference in Copenhagen suggests that Greenland has been losing 265 
cubic kilometres annually between 1995-2007, leading to sea level rises of 0.7+/-0.2 mm/yr (Mernild 2009). 
However, this must be balanced by evidence presented by Tavi Murray and colleagues at the AGU fall 
conference in 2008 (Kerr, 2009). These authors showed evidence of a recent slow down in a number of 
Greenland glaciers. 
Thus, it is currently unclear if the recent acceleration in sea level rise will continue in the future. Further 
observation and improved process understanding are required to be confident that recent ice sheet changes 
represent a systematic acceleration, rather than a short-lived temporary change. Nonetheless, recent 
observations still raise major concerns in terms of increasing impacts and the need to adapt 
(b) Model studies based on statistical techniques 
A number of recent studies have used statistical techniques to estimate future sea level based on past changes. 
The most notable are Rahmstorf (2007) and Grinstead et al. (2009), with the former author providing an 
update on his work at the recent IOP conference in Copenhagen. These methods typically develop “transfer 
functions”, relating past temperature change to past sea level change. By combining these functions with 
future temperature projections from climate models it is possible to estimate future sea level rise. The most 
recent Rahmstorf work concluded that 21st century sea level rise would likely be in the range 75cm to 190cm. 
While these type of studies do provide evidence that sea level may rise above the IPCC, 2007 projection 
range, they are not process based models and have a critical limitation. As Hansen (2007) points out, these 
types of projections assume that the balance of processes in the “tuning period”, typically the 20th century and 
part of the 19th century, must also apply during the 21st century. Whereas, current process understanding 
suggests that to achieve the largest sea level rise projected by these methods will require an increase in the ice 
sheet contribution relative to thermal expansion. Simulating this requires a more sophisticated modelling 
approach. Thus, the statistical methods are of limited use in addressing 21st century sea level rise. 
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(c) Process model studies and constraints on sea level rise 
The volume of ice within the West Antarctic Ice Sheet available for relatively rapid collapse into the ocean 
has been considered as up to 6 m since the work of Mercer (1978) first raised this threat in 1978. A recent 
assessment of this volume using much better data, suggests that the volume available for collapse is only 
equivalent to 3.3 m of global sea-level rise (Bamber et al. 2009). While this reduces the available volume, it is 
still large enough to be of major concern, especially since the coasts of N America and the Indian Ocean 
would both experience a disproportionately large sea level rise due to changes in the earth’s spin axis 
resulting from the movement of such a large volume of ice from Antarctica to the oceans. 
Hansen (2007) ‘finds it almost inconceivable’ that climate change would not increase sea level by ‘the order 
of metres’ by 2100. He believes this largely because of his understanding of the dynamics of ice sheets, 
involving strong non-linearities and feedback processes which are not included in current models. Such non­
linearities would include warming-induced loss of buttressing ice-shelves where glaciers meet the sea. A 
counter argument to Hansen is found in the palaeoclimatic work of Rohling et al. (2008) who examined sea 
level change in the last high stand of sea level about 100,000 years ago. During this period, ice masses and 
configuration of the ice sheets were similar to those existing today. Rohling et al. find a maximum rise in sea 
level during this analogue period of 1.6 +/-0.8 m/century 
A modelling study of the kinematics of glaciers in Greenland and Antarctica have recently placed an upper 
limit of 2m upon sea level rise by 2100 (Pfeffer et al. 2008). This is based on an examination of the fluxes 
and discharges necessary to reach various sea level rise ‘targets’, and assuming that the velocity of glaciers 
cannot exceed the upper limit of that which has so far been observed. This particular study suggests that a 
0.8m sea level rise by 2100 is the most likely value. 
A recent study by Nick et al. (2009) applied a process based model to a single Greenland glacier, Helheim. 
The authors concluded that acceleration of the glacier’s flow rate may be followed by a period of slower flow. 
From this they conclude that extrapolating recent observed increases in glacier characteristics might not give 
reliable sea level projections. Progress has also been made by Schoof (2007), who demonstrated a numerical 
technique for simulating a marine ice sheet grounding line, and predicted an instability (i.e. rapid sliding) 
should the bedrock slope downwards towards the ice sheet interior. Several modeling groups are now 
developing robust algorithms to include a two-dimensional description of the grounding line for inclusion in 
their general ice sheet models. 
Thus, while an upper limit on 21st century sea level rise of around 2m is emerging from two different evidence 
sources, there is also evidence that the most likely sea level rise might be considerably lower. Current 
understanding also still suggests that increases in sea level rise initiated during the 20th and 21st century are 
likely to continue for at least several hundred years, even with significant mitigation of emissions taking 
place. 
A.5 The Atlantic Ocean Meridional Overturning Circulation 
The Atlantic Ocean has a Meridional Overturning Circulation (MOC), which transports large amounts of heat 
northwards in the Atlantic from the Equator. A key part of this is called the thermohaline circulation (THC) 
Disruption of the MOC would have a major impact on the Northern hemisphere climate, with likely 
detrimental impacts on human and animal systems. The IPCC AR4 concluded that "… it is very likely that the 
Atlantic Ocean Meridional Overturning Circulation will slow down during the course of the 21st century. A 
multi model ensemble shows an average reduction of 25% with a broad range from virtually no change to a 
reduction of over 50% averaged over 2080 to 2099." 
The key advance since AR4 is in the observations: Cunningham et al. (2007) reported the results of the first-
ever sustained monitoring of the MOC at 26°N through the RAPID array, quantifying the inter-seasonal 
variability of the MOC at this latitude. The results indicated that the five historical estimates of the strength of 
the MOC by Bryden et al. 2005 all fall within the (large) inter-seasonal variability. It was previously through, 
from 5 historical 'snapshot' observations, that a long-term weakening trend could be observed since the 1950s. 
The new result suggests that this might not in fact be the case. Similarly, Clarke at el. (2009) studied a 
palaeoclimatic cooling event 8.2 thousand years before present, and found no associated collapse in MOC. 
There are however, still many other palaeoclimatic events (such as the Younger Dryas) which were associated 
with MOC collapse. 
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Until the joint NERC-Met. Office RAPIT project delivers, there is still no systematic, formal risk assessment 
of THC shutdown, but new work has looked at how changes in other climate features such as Arctic sea ice 
might affect it. Such processes have different representations or are absent in GCMs. 
Only a few GCMs are able to reproduce a state in which the THC remains shut down. One of these has 
recently been upgraded and can no longer sustain such a state, in common with most other GCMs (Yin and 
Stouffer 2007). Earth system models can reproduce such a state as a response to greenhouse gas emissions, 
and an important recent study (Mikolajewicz et al. 2007) found that the MOC collapsed in the high emission 
scenario (SRES A2) scenario, whilst under the low emission SRES B1 scenario, only a temporary weakening 
is predicted. The SRES A1B scenario brings the system close to its bifurcation point, with three out of five 
runs leading to a collapsed circulation. Scott et al. (2008) recently used a simplified 3D-coupled model to 
show that the stability of the MOC over the next 1000 years depends on the amount radiative forcing and the 
climate sensitivity. This updates earlier similar 2D work by Stocker and Schmittner. The MOC is less 
susceptible to collapse in the later 3D version. 
In summary, the picture is still unclear as to whether a collapse in the MOC is likely to occur under future 
business-as-usual emissions scenarios. The most complex climate models provide some conflicting evidence, 
and simpler models, which have been used to produce risk estimates, may not be adequate to represent the 
processes involved. 
A.6 The Carbon Cycle 
Since the AR4, it has been found that (i) old growth forests continue to store carbon rather than being 
carbon neutral (Luyssaert et al., 2008); and (ii) tropical forests, including old growth forests, are 
increasing the amount of carbon which they store annually as a result of climate change experienced so 
far (Phillips et al., 2009; Lewis et al., 2009). Several major carbon stocks in terrestrial ecosystems are at 
a high degree of risk from projected unmitigated climate change and land-use changes. 
There are still only a small number of simulations of the carbon cycle available using the most complex three 
dimension earth system models, but this is set to change as modelling teams set up experiments ahead of AR5. 
A key issue that needs addressing is the size of the impact of other chemical species, such as nitrogen, on the 
climate-carbon cycle feedback. 
Various studies of processes in different ecosystem types throw some light on how carbon cycle or other 
feedback processes (not included in many GCM simulations) might affect future climate change. For small 
amounts of climate change, a negative feedback might be expected, with additional carbon sequestered by 
vegetation, thus slightly reducing climate change (Bronson et al. 2009). Net primary production is modelled 
to have already increased (Del Grosso et al. 2008), and growing seasons and leaf area indices are generally 
predicted to increase for a small amount of climate change. However, albedo may decrease, causing a positive 
feedback, so overall effects of small climate change are unclear. For larger amounts of climate change, 
carbon cycle feedback processes noted in AR4 are expected to kick in which would slowly convert forest to 
grasslands, and so net primary production of grasslands and forests themselves would decrease significantly 
(De Boeck et al. 2008) and significantly exacerbate climate change. 
Many studies examine feedback processes operating in forests. 
(a) Amazon: Likely to contribute to positive feedback (i.e. increased climate change). Most models of the 
eastern Amazonia, particularly if corrected for their tendency to underestimate current rainfall, tend to 
demonstrate a reduction in dry season rainfall, which is widely expected to lead to dieback of 18% to 70% of 
the forest, or possibly conversion to a seasonal forest, depending on the model chosen, increasing its 
vulnerability to fire (Salazar et al. 2007; Cook & Vizy 2008, Malhi et al. 2008) and leading to a positive 
feedback on climate (Phillips et al., 2008 and 2009). Reducing deforestation would decrease vulnerability to 
fire. 
(b) Temperate regions: Overall effects unclear: processes of both positive and negative feedback. A high 
carbon uptake occurred during the autumn 2006 to spring 2007 warm period (Delpierre et al. 2009) but a 
subsequent hot summer would cancel this out (Granier et al. 2007; Reichstein et al. 2007; Vetter et al. 2008; 
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Scherrer et al. 2005). Temperate forest soil organic carbon may be released to the atmosphere as climate 
changes, depending on the type of forest (Rasmussen et al. 2008). Species composition of temporal and boreal 
forests changes with climate, for example in North America (Iverson et al. 2008) and in Siberia (MacDonald 
et al. 2008), and are likely to reduce carbon storage (Kellomäki et al. 2008, Kurz et al. 2008). Drought 
negatively affects deciduous temperate forest ecosystem productivity and thus its carbon balance (Noormets 
et al. 2008). The upward expansion of boreal forest might stimulate carbon sequestration in tree biomass 
(Kammer et al. 2009). 
(c) Arctic & Montane: Large positive feedback expected. In the Arctic large reductions in carbon storage 
and fisheries services from aquatic ecosystems are expected (Wrona 2006). Some montane systems, 
particularly tropical montane cloud forest (Chang et al. 2008), high altitude bogs and some grasslands, such as 
those on the Tibetan Plateau (Yang et al. 2008), sequester large amounts of carbon in their soils, which are 
vulnerable to release by climate warming. 
(d) Grasslands: Effects uncertain. New studies have looked at the feedback processes associated with the 
impact of climate change on grassland, but net effects remain uncertain. At regional and global scales, a 
changing climate may have a profound effect on the distribution of grasslands and savannahs. For example 
some models predict the replacement of Amazon tropical forest by savannahs (Salazar et al. 2007) whilst in 
Africa, savannahs which are a critical habitat for many of Africa’s charismatic mega fauna, may be gradually 
taken over by forest and scrub if rainfall increases (Sankaran et al. 2005; Lucht et al. 2006; Blaum et al. 
2007). 
There is further evidence that the efficacy of the ocean in removing carbon from the atmosphere is 
likely to decrease. For the Southern Ocean, a weakening of the carbon sink has been observed during the last 
two decades and whether this trend may continue or reverse is uncertain (Le Quéré et al. 2007). Cox et al. 
(2002) projected that the ocean sink could peak by the end of the 21st century, and a new study now predicts 
that the ability of the oceans to absorb inorganic carbon could peak at around 5 Gt per year, and that this peak 
could be reached by the end of the 21st century (Cermeno et al. 2008). It is also thought that warming will 
lead to an additional decreased efficiency of ocean sink due to thermal stratification. Warming may enhance 
upwelling of nutrient rich waters along coastal areas which may positively or negatively affect ecosystems 
and hence the ability of these waters to absorb carbon (Harley et al. 2006; Svensson et al. 2005). Conversely, 
increased sea temperatures may inhibit upwelling and lead to dissolved oxygen deficiencies (Pörtner and 
Knust, 2007). The overall result is unclear. 
Despite the advances in observation and modelling aspects of carbon cycle change there are still large gaps in 
our understanding of the interactions between climate change and the carbon cycle. For instance, nitrogen and 
ozone may have a significant impact on the climate-carbon cycle feedback (Thornton et al. 2007; Sokolov et 
al. 2008; Sitch et al. 2007). Key research requirements include better constraining of model simulated 
changes using observations, and improving our understanding of how other chemical cycles will impact on 
the carbon cycle on a global scale. 
The uncertainty in carbon cycle modelling makes a major contribution to the total uncertainty in mitigation 
advice. 
A.7 Risk of Fire Activity 
Since the AR4, increased fire activity due to climate change arguably has already occurred (Achard et 
al. 2008). 
Models project further fire-related changes such as increased area burned, reduction in the mean age of the 
forest, and resultant changes in species composition and succession rates in tropical, temperature and boreal 
forests (Kurz et al. 2008; Macias Fauria et al. 2008; McMillan et al. 2008). Examples include a doubling of 
area burned along with a 34-50% increase in fire occurrence is projected in parts of boreal forest by the end of 
this century (Girardin et al. 2008; Flannigan et al. 2009), and in increase in the number of days with fire 
danger conditions during the 21st century by a maximum of about 12-30% in Russia (Malevsky-Malevich et 
al. 2008). These fires will act as a positive feedback on climate change because of the resultant long-term 
decrease in carbon storage (Gough et al. 2008). Significant increases in net ecosystem production (NEP) 
would be required over several decades to balance such carbon losses (Kurz et al. 2008). 
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A.8 Climate Sensitivity 
The AR4 concluded that the equilibrium sensitivity of the climate system to a doubling of CO2 concentration 
in the atmosphere is likely to be in the range 2°C to 4.5°C, and is very likely to be above 1.5°C. Sensitivities 
above 4.5°C cannot be ruled out. There are currently a range of different estimates of the uncertainty in 
climate sensitivity, highlighting that the uncertainty estimates are themselves uncertain. Post-AR4, it is still 
not yet clear which of these uncertainty estimates is most reliable. 
The most complex methodology is to combine 3D earth system model projections with a range of 
observational constraints, as in Murphy et al. (2004). Better understanding of cloud processes is needed to 
improve model estimates of climate sensitivity. Better observational estimates of climate sensitivity are likely 
to require improvements in ocean heat uptake measurement and, even more importantly, the better 
measurements of the magnitude of aerosol forcing (Andreae et al. 2005). 
A recent estimate of climate sensitivity, using a new method that makes use of different response time scales 
in the earth system, was published by Schwartz (2007). His initial estimate was below the AR4’s 1.5°C, but 
after criticism in the literature (e.g. Foster et al. 2008) a revised estimate of 1.9 ± 1.0 °C was produced 
(Schwartz 2008). This is more consistent with the AR4 but still below the central estimates of many of the 
studies reported therein. 
There remains interest in how constant the climate sensitivity remains over time. Senior and Mitchell (2000) 
previously noted a change in sensitivity over time but a recent update by Williams et al. (2008) showed that 
taking a slightly different definition of radiative forcing reduces the apparent temporal variations in 
sensitivity. However, Brierley et al. (2009) present some conflicting evidence, showing a dependence of 
climate sensitivity in a GCM on the temperature. 
Hansen et al. (2008) reported that climate sensitivity should be viewed as having fast and slow components. 
The fast component corresponds to the more usual view of climate sensitivity discussed above. The slow 
components are associated with long term changes associated with ice sheets and may not be relevant to 
projections of less than a few centuries. They are likely to be important when considering indefinite 
stabilisation. If this higher climate sensitivity were used in mitigation it would imply a need for greater 
emission reductions than current estimates. 
For scenario projection using simple climate models the uncertainty distribution of climate sensitivity and the 
magnitude of the climate-carbon cycle feedback are both important. Huntingford et al. (2009) recently 
estimated that of these two uncertainties it is the climate sensitivity that dominates the total uncertainty. 
Therefore, continued efforts to reduce this uncertainty would be beneficial for mitigation studies. 
A.9 Reversibility of Climate Changes - Overshoot Scenarios 
Huntingford and Lowe (2007) discussed whether it is possible to temporarily cross potentially “dangerous” 
thresholds of atmospheric greenhouse gas concentrations (notably carbon dioxide, CO2) or temperature rise 
before returning quickly to lower safer levels in the future. Such an overshoot policy might be deliberate, or 
may occur if society is unable to reduce emissions quickly enough to prevent a desired temperature target 
from being exceeded. Frame et al. (2006) highlight an interesting feature of climate system which means that 
the uncertainty in peak temperature is lower than in pure greenhouse gas concentration stabilization scenarios. 
Several studies now show that in overshoot scenarios, once the peak temperature is reached, recovery is very 
slow, even with drastic subsequent emission reductions. This means that once overshooting of, for example, 
the 2°C target, occurs, it is likely to be many decades or even centuries before temperatures can be restored to 
below 2°C, even with very strong emission reductions. 
For example: Matthews and Caldeira (2008) examined scenarios with large future emissions cuts using a 
single Earth system model of intermediate complexity (EMIC) and found that near-zero emissions were 
required to stabilize atmospheric near-surface temperature. It can be inferred that if extremely low emissions 
are needed for climate stabilization, then even lower (or zero) emissions will probably correspond to only 
very slow rates of recovery in global temperature. 
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Working Group 1 of the AR4 provides only limited coverage of `overshoot' scenario. For instance, Meehl et 
al. (2007) reported an experiment by Tsutsui et al. (2007) that prescribed reductions in atmospheric CO2 
concentrations by around 150 ppm over 100 years, and the associated derived temperature response gave a 
reduction of around 1 °C. While this used a complex climate model (the community climate system model), 
driving the model with prescribed CO2 concentrations again raises the question of whether such rapid 
reductions are actually feasible in terms of emissions. 
IPCC AR4 WG1 also reported (in their figure 10.35) the results from five EMICs, and this same experiment 
set was analysed more fully later in Plattner et al. (2008). These authors used a scenario with emissions set to 
zero at 2100, by which time the atmospheric CO2 concentration had reached between 650 and 700 ppm. 
Immediately following this extreme emissions reduction, atmospheric CO2 concentration fell by only 50–100 
ppm over 100 years. Further, between 2100 and 2300 the global average surface temperature levelled out in 
two of the models and began decreasing slightly in the other three. 
More recently, Solomon et al. (2009) also used an EMIC to derive long-term CO2 and temperature response 
following emissions being set to zero. Their method also attempted to capture expected precipitation changes 
using a ‘pattern scaling’ method, although caution should be exercised as this methodology requires 
verification for long periods of slowly declining temperature. 
Recently, Lowe et al. (2009) extended this work to more complex three dimensional earth system models, 
again finding slow atmospheric CO2 and temperature decline rates. These authors then used large ensembles 
of simulations with a simple coupled climate–carbon cycle model to make probability estimates for the 
amount of time for which the global surface temperature might exceed critical warming thresholds. For a 
multi-gas emissions scenario that peaks emissions in 2015 before adjusting to a long-term reduction rate of 
3% per year, there is around a 55% probability of exceeding a 2°C target above pre-industrial levels. Possibly 
of more importance is that we find a 30% probability that we would remain above this warming level for at 
least 100 years, and a 10% probability that the 2°C threshold may be exceeded for up to 300 years. The 
implications of this very slow rate of atmospheric CO2 and temperature reduction for such a drastic emissions 
cut have considerable implications for the climate change debate. 
Furthermore, House et al. (2008) showed that further emissions reductions beyond 2050 would also be needed 
to limit long-term temperature increases. Allen et al. (2009) demonstrated the strong correlation between peak 
temperatures and cumulative emissions in mitigation scenarios. All of these studies imply that long term 
emission reduction, beyond 2050, will be required to constrain future warming. 
Work on climate change reversibility has not been limited to atmospheric greenhouse gas concentrations and 
temperature. For instance there has been significant work carried out on the reversibility of ice sheet 
deglaciation. The AR4 states that there is a global temperature rise threshold, between 1.9ºC to 4.6ºC 
(Gregory and Huybrechts, 2006), above which the Greenland ice sheet surface mass balance becomes 
negative. If the threshold temperature is sustained it will lead to the irreversible decline of the ice sheet and a 
sea level rise of approximately 7m. New work on the irreversibility of Greenland ice sheet decline (Ridley et 
al., submitted), looks at the capacity of the ice sheet to recover should global temperatures return to pre­
industrial. It is found that if between 15% and 45% of the ice volume is lost during a warming period, then the 
ice sheet will obtain a steady state at 80% of its pre-industrial volume. If more than 45% of the ice sheet is 
lost then the final equilibrium state is 20% of the pre-industrial volume. Since the period of time of elevated 
temperatures determines the degree of ice sheet ablation, an early mitigation effort can prevent a permanent 
sea-level rise. 
A further advance has applied the concept of committed warming to ecosystems (Jones et al. 2009). Looking 
at the HadCM3C model, these authors found that the full ecosystem response to a driving global climate 
change (atmospheric CO2 increase and warming) is unlikely to occur until at least several decades after the 
driving climate change occurred. Furthermore, it implies that the eventual change locked into forest systems 
may not be detectable in advance. When the climate is restored to more favourable conditions the model 
predicts that forests do eventually recover but the time-scale is much longer than that over which they are 
projected to decline. 
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B. CLIMATE CHANGE IMPACTS 
B.1 Coastal System Impacts and Adaptation 
The IPCC AR4 reported that sea level rise is projected to cause large losses of coastal ecosystems such as 
wetlands, mangroves and salt marshes e.g. the Sundarbans in Bangladesh (EEA, 2008; Gopal and Chauhan 
2006). These ecosystems have a key role in protecting coastlines from erosion and storms, and thus further 
increases the impacts of sea level rise. Slow growing species such as corals, may be especially vulnerable. 
Also highly impacted will be intertidal communities, where steep topography and anthropogenic structures 
(e.g. sea wall defences), may prevent the inland migration of mudflats and sandy beaches (Harley et al. 2006) 
and hence may become unable to sustain for example, large populations of migratory shore birds which 
depend upon them. The UK is of high international importance for its migratory shorebirds. 
At key post-AR4 insight is that even with large rises in sea level of up to 5-m/century, it would still be 
economically rational to protect some of our more developed coasts. This conclusion is supported empirically 
by both responses to submergence in subsiding cities, and the Thames Estuary 2100 (2009) and Delta 
Commission 2008 (see below). However, this would not protect smaller assets on other parts of the coastline, 
or the coastal ecosystems: indeed, protecting one section of coastline might increase impacts in another. 
Losses of coastal wetlands, salt marshes and mangroves as a result of sea level rise will remove the coast’s 
natural means of protecting the land against the erosive forces of the sea. 
A case study of the Thames Estuary under the same extreme 5-m/century scenario illustrated the potential for 
institutional paralysis which could hinder an adaptive response (Lonsdale et al. 2008). Hence a universal 
retreat from the shore in response to a large sea-level rise does not appear inevitable, which is counter to most 
interpretations of such a scenario, but the uncertainties remain large. 
At the regional scale, the available DIVA results have had important inputs into the EU Green paper on 
adaptation (European Commission, 2007), as they emphasised the great benefits and need for coastal 
adaptation within Europe. However, national assessments across Europe show that most European countries 
are not preparing adequately for impacts and adaptation needs in their coastal zones (Tol et al. 2008). There 
are exceptions, and major adaptation plans have been published for the Thames Estuary (TE2100, 2009) and 
the Netherlands (Delta Commission, 2008). These studies deliberately took a long-term view and considered 
large rises of several metres and even more, as they were testing the sensitivity of the different adaptation 
decisions to the magnitude of sea-level rise. The Dutch study projected a local sea level rise of between 65cm 
and 1.3 m (Advice to the Dutch Cabinet, 2008). The TE2100 study projected a most likely range up to 
approximately 90cm, but also suggested a low probability high impact increase of up to 2m could not be ruled 
out. In both cases, the conclusion is that we can adapt to large rises in sea level. Further, in both cases the 
defences are going to be upgraded in a manner that will allow further upgrades as required. Innovative 
elements will also be included, such as the diversion of the Rhine tributary to a new channel near Rotterdam 
to separate the issues of flood defence, water management and the operation of Europort. 
At sub-national scales, the Tyndall Centre for Climate Research has demonstrated the capacity to look 
quantitatively at the trade-off between erosion and coastal flooding within a single sub-cell (sub-cell 3b in 
Norfolk) (Dawson et al. 2009). Increased cliff protection against erosion leads to a lower sediment supply, 
and hence increased flood risk in coastal lowlands (or greater beach nourishment costs to manage this risk). 
As erosion management is under the control of coastal managers, this suggests that they do have some policy 
levers to respond to climate change. This work illustrates a class of modelling tool that might be developed to 
support the development of third generation shoreline management plans. 
Significantly improved estimates of regional and global impacts of sea-level rise are expected to be available 
for the IPCC Fifth Assessment based on the Dynamic and Interactive Vulnerability Assessment (DIVA) 
model (DINAS-COAST Consortium, 2006). High end sea-level rise scenarios have been investigated as part 
of the Atlantis Project using the FUND model (Nicholls et al. 2008). 
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B.2 Ecosystems and Biodiversity 
We review in turn statements made in IPCC AR4 and examine how the new literature stands in relation to 
these statements: 
B.2.1 Approximately 20-30% of plant and animal species assessed so far are likely to be at increasingly 
high risk of extinction as global mean temperatures exceed a warming of 2 to 3°C above pre-industrial 
levels 
Biodiversity underpins ecosystem services to humans such as flood prevention, water purification, food 
supplies, sources of medical drugs, coastal protection, and biogeochemical cycles such as the carbon and 
nitrogen cycles. Its loss, therefore, contributes significantly to dangerous climate change. Observational 
and modelling based studies continue to support the IPCC statement (1). 
(a) There is increased evidence to support it from observations: Since AR4 the validity of the modelling 
methods used to project potential extinctions has been further enhanced by continued observations of climate-
induced changes in species distributions and in their altitudinal ranges. Poleward shifts in polar and boreal 
ecosystems are the greatest (Callaghan et al. 2007; McDonald et al. 2008). For many organisms, poleward 
expansion is observed to be slower than warm climate retreat, leading to an overall reduction in range (Foden 
et al. 2007). Elevational range shifts have been recorded for plants (Kelly and Goulden 2008; Vittoz et al. 
2008), butterflies (Wilson et al. 2007), and trees (Gehrig-Fasel et al. 2007; Beckage et al. 2008) but the 
advance of the tree line is still too slow for species to track climate change (Devictor et al. 2008). Thus 
extinctions as a consequence of range changes are particularly projected for mountains (Colwell et al. 2008) 
and Arctic areas. 
New projections show how achievement of the 2°C target would prevent most projected bird extinctions: (i) if 
global temperature rises by 6.4°C above 1990 (the upper end of the IPCC 2007 range) 30% of Western 
Hemisphere landbirds could become extinct with 20% more at risk of extinction. (ii) constraining temperature 
rise to 4°C reduces this to 15% extinct and 20% more at risk of, whilst constraining it to 1.8°C (about 2°C 
above pre-industrial, i.e. the EU 2°C target) reduces it to 2% with a further 20% at risk (Sekercioglu et al. 
2007). (iii) Avian diversity in Europe is expected to fall by 23% with endemic species facing likely extinction 
for global temperature rises of 3°C above pre-industrial. (iv) this fall reduces to 6% with a 2°C rise (Huntley 
et al. 2008; Virkkala et al. 2008). 
Since the AR4, numerous studies have more firmly demonstrated marked changes in marine and freshwater 
ecosystems. Sea temperature rises have generally triggered a northward movement of warm-water species and 
a similar retreat of colder-water species, as fast as 15-50km per decade (Wethey and Woodin, 2008; Sabatés 
et al. 2006; Hiddink and ter Hofstede 2008; Perry et al. 2005). Species can also retreat to deeper cooler water 
(Dulvy et al. 2008). 
Some projected biome shifts have been better quantified, in particular the poleward spread or shift of 
temperate and boreal forests in the Northern Hemisphere high latitudes, and a substantial degradation of 
vegetation type in the tropics (e.g., increase of drought tolerant deciduous tree coverage at the expense of 
evergreen trees), especially in portions of west and southern Africa and South America (Alo and Wang 2008; 
Wolf et al.2008). 
(b) There are an increasing number of projections of extinction risks in the literature. Of particular 
concern are: Over 20% of the wild relatives of peanut, potato and cowpea are at risk of climate change 
induced extinction (Jarvis et al. 2008). These are an important source of genetic diversity for crop 
improvement. 
Salmon will disappear from many rivers as climate changes (Crozier et al. 2008; Battin et al. 2007). Climate 
change will expand ranges of downstream species and decrease upstream ones (Durance and Ormerod 2007; 
Buisson et al. 2008). 
If emissions are not reduced, 78% of European butterflies could lose more than half their current range by 
2080s (Settele et al. 2008). 
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B.2.2 Most vulnerable ecosystems include coral reefs, the sea-ice biome, polar ecosystems, mountain 
ecosystems and Mediterranean-climate ecosystems 
Coral reef systems continue to be impacted by climate change. Sharp declines in the abundance and extent of 
coral reefs associated with increased bleaching and disease events have now been shown to be driven in large 
part by elevated sea surface temperatures (Parmesan 2006; Lough 2008). Moreover, increased ocean 
acidification associated with higher levels of atmospheric CO2 concentrations has been linked with inhibiting 
coral formation and reductions in the growth rate of crustose coralline algae (Guinotte and Fabry 2008), 
which will likely have major implications for the future viability of coral reef systems. A significant 
proportion of coral species have been identified as being susceptible to climate change (Foden et al. 2008) 
with possibly one third of coral reefs already facing elevated extinction risk today based on their current rates 
of decline and the IUCN red list criteria (Carpenter et al. 2008). Hoegh-Guldberg et al. (2007) reviews the 
latest work on coral reefs, including a new coral ecosystem model simulation, and again emphasizes that 
widespread reef erosion will inevitably occur if CO2 concentrations exceed 450 ppm, leading to vastly 
reduced biodiversity and loss of coral-associated fish and invertebrates, whilst levels of 500 ppm would 
reduce coral reefs to crumbling frameworks with very few corals. 
The southern Mediterranean and its ecosystems have now been identified as particularly vulnerable to water 
stress and desertification processes under climate change conditions (Gao and Giorgi 2008; Schröter et al. 
2005; Berry et al. 2007; Sánchez de Dios et al. 2009), as a consequence of large projected decreases in 
precipitation and glacier meltwater, and consequent drought stress (Giorgi and Lionello, 2008; Beniston et al. 
2007; Gao and Giorgi 2008; Metzger et al. 2008). Observational, modelling and experimental studies indicate 
that mountain conifers, butterflies, amphibians and temperate trees are particularly at risk (Wilson et al. 
2007; Benito Garzón et al. 2008; Gomez-Aparico et al. 2008). 
Tundra and Arctic/Antarctic are still considered the most vulnerable to climate change, with large potential 
losses of tundra (Wolf et al. 2008). A pan-Arctic greening of the tundra has been observed (Tape et al. 2006). 
Whilst spread of forest northwards (or upwards) would help increase carbon sequestration in biomass 
(Tømmervik et al. 2009), this is not sufficient to counter emissions from thawing of the permafrost. Warming 
and changes in the state of the ground are still expected to affect species such as lemming, musk ox and 
reindeer, and dramatic population reductions are occurring (Callaghan et al. 2007) with natural population 
cycles of voles and lemmings no longer observed in some areas which disrupts the ecology of their predators 
such as snowy owls, skuas, ermines and weasels (Callaghan et al. 2007). 
Clarke et al. (2007) found marked decreases of ice-associated biota over the past few decades in conjunction 
with contractions of winter sea ice habitat (Clarke et al. 2007) which may have serious negative impacts on 
mammals (Learmonth et al. 2006; Simmonds and Isaac 2007) and penguins (Jenouvrier et al. 2009), as 
changes in the timing and extent of sea ice separate these animals from their food supply (Moline et al. 2008). 
Rising sea surface temperatures have been implicated as a significant cause for the reduced abundance in 
Arctic areas of several charismatic marine mammals like the narwhal, beluga and polar bear, mediated via 
changes in prey distribution and abundance (Simmonds and Isaac 2007). Conversely, species richness of fish 
in the North Sea has actually increased over the past 22 years in response to higher water temperatures 
(Hiddink and ter Hofstede 2008), indicating that climate change can also have positive effects within certain 
areas. 
Modelling studies continue to emphasize the sensitivity of mountains in both temperate, Mediterranean and 
tropical regions to climate change, including cloud forest (EEA, 2007; Nogués-Bravo et al. 2007; Karmalkar 
et al. 2008; Bravo et al. 2008), due to changes in both temperature and precipitation. Mountain species are 
often range restricted with limited dispersal abilities and are therefore especially sensitive to climate change 
(Vittoz and Engler 2007; Engler and Guisan 2009), especially in the tropics (Wake and Vredenburg 2008), 
with most vulnerable species being endemics (Meine 2007), and also high elevation and poorly dispersing 
species (Engler et al. 2009). 
B.2.3 There is increasing evidence of experienced and projected effects of changes in climate variability 
Observed changes in climate variability such as floods and droughts have been shown to be already having 
impacts on desert ecosystems. For example, population reductions (Thibault and Brown 2008), displacement 
(Kelly and Goulden 2008) and local extinction of certain desert species (Foden et al. 2007) have been 
detected. This highlights the potential future impacts of warming-induced change in climate variability, which 
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will also affect community composition (Miriti et al. 2007), fire dynamics and may assist the establishment of 
invasive species (Bradley 2009). 
European temperate woodlands are now considered to be particularly vulnerable to drought with some 
species, such as beech, possibly being particularly vulnerable (van der Werf et al. 2007; Verbeeck et al. 2008; 
Gärtner et al. 2008; Meier and Leuschner 2008; Robson et al. 2009). Drought often will interact negatively 
with other ecological processes (St. Clair et al. 2008) and is predicted to have a major impact on the future 
species composition of forests (Geßßler et al. 2007). 
In Europe and Russia, projections of reduced summer flows will stress many riparian areas (EEA, 2008) 
causing declines in migrating fish. 
B.2.4 There is increasing evidence of experienced and projected effects of climate-change facilitated 
spread of invasive species and diseases 
Climate change is regarded as important factor in facilitating spread of invasive species and diseases, 
contributing to the decline and displacement of native biota (Byrnes et al., 2007; Occhipinti-Ambrogi, 2007). 
Rare and invasive species observed in grasslands in California following major El Niño events (Hobbs et al., 
2007) which may serve as a proxy for a climate-changed world. Rahel & Olden (2008) make projections of 
invasive fish species as climate warms. 
B.2.5 There is increasing evidence of changes in ecosystem composition and function, including nutrient 
cycling, productivity, and community dynamics (Bertin 2008; Oloffson et al. 2009). 
Species composition of communities has been observed changing in the Alps (Pauli et al. 2007; Vittoz et al. 
2008; Vittoz et al. 2009) on a sub-Antarctic island (Le Roux and McGeoch 2008), and in coastal marine food 
webs (Byrnes et al. 2007). Changes in small mammal communities have also been observed due to 
differential rates of species' altitudinal movement (Moritz et al. 2008). With climate change, European 
farmland bird species with northerly ranges have declined as have long-distance migratory birds, whilst 
wetland birds and species with southerly ranges have increased (Lemoine et al. 2007a, 2007b). Migrant 
butterflies have increased in parts of the UK (Sparks et al. 2007) but decreased in the Mediterranean (Wilson 
et al. 2007); composition and abundance of macro-invertebrates and fish has changed (Burgmer et al. 2007; 
Durance and Ormerod 2007; Daufresne and Boet 2007). Such changes have also been simulated in the 
laboratory for plants (Lloret et al. 2009). Whilst varying gains and losses in abundance of certain species and 
overall diversity occur, there are local extinctions of high priority species like salmon (Bertin 2008; Brander 
2007). 
B.2.6 There is increasing evidence of changes in phenology, abundance, morphology, and reproduction 
(Rosenweig et al. 2008) especially in temperate and arctic regions (Adrian et al. 2006) 
An extended growing season affects albedo and feedbacks between land and atmosphere (Peñuelas et al. 
2009) but the overall influence of these feedbacks on climate is uncertain. Unsynchronized phenological 
changes for different species have resulted in reductions in populations due to mismatches between predators 
and their prey e.g. first insect appearance and the migrant bird arrival (Both et al. 2007). Temporal 
mismatches may occur among mutualistic partners, e.g. plants and pollinators although research in this area is 
limited (Hegland et al. 2009, Memmott et al. 2007). 
New phenological changes have been seen in trees, plants and fungi (Gange et al. 2007; Kauserud et al. 2008; 
Pudas et al. 2008; Peñuelas et al. 2009; Moreno-Rueda et al. 2009, Franks and Weis 2009); in amphibians 
(Carroll et al. 2009; Kusano and Inoue 2009); and in the spring migration of birds (Zalakevicius et al. 2006; 
Gordo, 2007; Rubolini et al. 2007; van Buskirk et al. 2009). Changes are stronger at higher northern latitudes 
(Colwell et al. 2008). As in AR4, changes to the warming climate have confirmed its discernible influence on 
many biological systems. 
Many marine species now appear earlier in their seasonal cycles (e.g., plankton blooms in the North Sea) 
(EEA, 2008) and this together with the changes observed in marine primary productivity will disrupt marine 
food webs e.g. via the altered timing and abundance of a key food supply, namely krill in the Southern Oceans 
(Frederikson et al. 2006; Koeller et al. 2009). This will affect many bird species and economically important 
fish stocks such as cod (Beaugrand et al. 2003). Life-cycle changes have also been observed in other marine 
species, including turtles (Mazaris et al. 2008). Climate change-induced alterations of ecological interactions 
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and biological processes have been suggested as likely causes for the loss of inter-tidal community diversity 
in the Pacific Northwest (Smith et al. 2006). 
B.2.7 Ocean acidification 
A key consequence of increases in the amount of carbon dioxide dissolved in the ocean is greater ocean 
acidity. New work has highlighted the impacts of low ocean pH on molluscs and various plankton species, 
(Riebesell 2008; Zeebe et al. 2008). Impacts on oysters and mussels will impact commercial aquaculture 
(Gazeau et al. 2007). Brown algae and seagrasses are expected to benefit from higher CO2 concentrations 
(Guinotte and Fabry 2008). A major programme to study the impacts of ocean acidification has recently been 
initiated in the UK with funding from NERC and Defra. 
B.3 Water Resources 
Since the publication of the AR4 there have been literally hundreds of published studies into the impacts of 
climate change on hydrological regimes and water resources. Virtually all of these have been relatively 
conventional impact assessments, exploring the consequences of (generally) SRES climate scenarios for 
hydrological behaviour. Most significantly, the new literature adds impact studies from areas previously 
poorly represented – specifically Africa and Central and South America. 
Whilst these additional studies have thrown light on potential impacts in previously unstudied areas, this 
review focuses on the relatively few studies that have (i) taken a global perspective, (ii) explicitly compared 
“business-as-usual” and policy climate scenarios, (iii) or sought to identify critical climate thresholds or rates 
of change. 
Adam et al. (2009) used the AR4 climate model set to explore in a systematic way potential changes in the 
timing of streamflow due to reductions in snowfall and snowmelt, concluding that decreased snowpack 
produces decreases in warm-season runoff in many mid- to high-latitude areas where precipitation changes 
are either moderately positive or negative in the future projections. The greatest changes are at the boundaries 
of areas that currently experience substantial snowfall. No published studies have yet examined the 
implications of the AR4 climate scenarios for global water resources scarcity, although a number are currently 
in preparation. 
Rockstrom et al. (2009) used an old climate scenario (HadCM2) with A2 socio-economic assumptions and 
demonstrated that the estimated impacts of climate change on water scarcity depended on how water was 
used; by 2050, approximately 59% of the world’s population was exposed to “blue water shortage” (i.e. 
irrigation water shortage), but a substantially smaller proportion (36%) was exposed to water shortage if 
“green water” (water in the soil) was also taken into account. 
Fischer et al. (2007) simulated future global irrigation demands without climate change and under two climate 
models and two emissions scenarios (representing “no policy” (SRES A2) and “mitigation” (SRES B1)), 
using the FAO agro-ecological zones model. By 2080, the mitigation scenario produced withdrawals 
approximately 40% lower than those under the no policy reference scenario, with operating costs $8-10 
billion per year lower (i.e. $16-17 billion extra per year, compared with the situation without climate change, 
compared to $24-27 billion extra per year under the reference scenario). In this case, climate policy reduces, 
but does not eliminate the impacts of climate change. There have been no other published studies which have 
explicitly compared impacts under reference and policy scenarios. 
No published studies have yet clearly identified critical thresholds for water resources impacts – largely 
because these will be context-specific – and so far only one has attempted to characterise generalised 
sensitivity of hydrological behaviour to change in order to identify impact areas “hotspots”. Preston and Jones 
(2008) used a very simple hydrological model applied across Australia with climate patterns derived from a 
number of AR4 climate models to estimate change in runoff per degree of global warming. They noted high 
uncertainty, but also identified consistently high sensitivity to change (large reductions per degree of 
warming) in coastal West Australia and Southeast Queensland. Preston and Jones (2008) noted the limiting 
assumptions with the methodology adopted, but it does provide an example of an attempt to generalise impact 
assessment results away from the raw driving climate projections to draw general conclusions about rates of 
change. 
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B.4 Agriculture and Food Security 
The AR4 identified a number of key gaps in knowledge of the potential consequences of climate change for 
“food, fibre, forestry and fisheries”. In terms of the characterisation of “dangerous” climate change and of 
climate policy, the most important gaps are in (i) understanding of the effect of enriched CO2 concentrations 
on crop productivity, particularly for non-cereal crops, (ii) understanding the combined effects of elevated 
CO2 and climate change on pests, weeds and disease, (iii) understanding the role of changes in extreme events 
on productivity, and (iv) identifying highly-vulnerable micro-environments and households. As with the water 
sector, since the AR4 many more case studies of potential changes in agricultural (primarily grain crop) 
productivity, but relatively few studies have made significant advances in the key general gaps relevant to the 
understanding of thresholds and the effects of policy. Tubiello et al. (2007) provide a good overview of the 
scientific understanding of crop and pasture response to climate change, using much the same material as 
reviewed in the AR4. Whilst the general conclusions are, unsurprisingly, similar to those in the AR4, Tubiello 
et al. (2007) place greater emphasis on the potential for changes in pests, weeds and disease, and extreme 
events, to offset the generally positive effect of CO2 enrichment on crop productivity; the tone is therefore 
rather less “positive” than the AR4 assessment. This less positive tone is supported by new research published 
by Lobell et al. (2008), which takes a probabilistic approach using the AR4 climate model results to estimate 
likelihoods of crop production changes by 2030 in developing world regions; results suggest greater negative 
impacts in the short term than implied in the AR4. 
Tubiello et al. (2007) reemphasise the AR4 conclusion that, under unstressed conditions, CO2 enrichment 
tends to increase crop yields (5-20% at 550 ppm CO2). More recent modelling studies, however, cast doubt on 
the generality of the effect of CO2 enrichment (e.g. Challinor and Wheeler (2008a), who modelled the effect 
of CO2 enrichment on groundnut productivity under unstressed and water-stressed conditions), and Lobell and 
Field (2008) concluded that current observational data were not sufficient to constrain the uncertainty in the 
estimated effects of enrichment. 
Since the AR4 there has been more evidence on the (generally adverse) effect of extreme events and other 
drivers on crop productivity. Challinor and Wheeler (2008b), for example, showed using a crop simulation 
model, that the CO2 stimulation of groundnut productivity in India was more than offset by the projected 
increased frequency of high temperature extremes. A series of studies (Reilly et al. (2007), Van Dingenen et 
al. (2009) and Booker et al. (2009)) have demonstrated that elevated ozone concentrations can substantially 
reduce crop productivity, particularly at the regional scale, potentially offsetting CO2 enrichment effects. The 
impacts, however, are dependent on the rate of future air quality improvements, and therefore are influenced 
by pollution control policy. 
B.5 Human Health 
The AR4 concluded that climate change will tend to increase the burden of disease and ill-health through 
increased malnutrition, increased exposure to extreme events, changes in the range of some infectious disease 
vectors, and the effects of high temperatures on cardio-respiratory morbidity and mortality. Since the AR4 
there have been a number of studies which have examined in more detail a number of specific potential 
challenges to human health, although much of the literature simply calls for new research to be undertaken to 
help clarify uncertainties and the potential magnitude of change. 
There are, however, two emerging issues relevant to the identification of “dangerous” climate change and the 
effects of climate policy. The first relates to controversy over the effect of higher temperatures on mortality. 
Bosello et al. (2006) – not cited in the AR4 chapter on human health – claimed that increased temperatures 
would reduce heat-related mortality – by up to 800,000 deaths per year in 2050 - as reductions in cold-
weather mortality more than offset increases in hot-weather mortality. This assertion was strongly disputed by 
Ackerman and Stanton (2008), who claimed that there was no substantial evidence for such a reduction, and 
that Bosello et al. (2006) relied on empirical relationships between temperature and mortality that neither 
accounted appropriately for geographic variability in tolerance nor for the countervailing effect of human 
adaptation to gradual changes in average temperature. For instance, Gosling et al. (2009a) demonstrated the 
importance of considering adaptation in assessments of the impacts of climate change on heat-related 
mortality – allowing for adaptation to a 2°C warming in mean temperatures reduced heat-related mortality in 
the 2080s by approximately half that of no adaptation, for cities including London, Lisbon and Sydney. More 
generally, Meze-Hausken (2008) emphasised that human thresholds of tolerance to increased temperature 
were very varied, depending on local context (often cultural), and varied over time. For instance, the 
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“threshold temperature” at which heat-related mortality becomes discernible can vary according to age (Hajat 
et al. 2007), temporally (Davis et al. 2003), and by latitude (Gosling et al. 2009b). Furthermore, considering 
that heat-related mortality impacts have been shown to vary by location for the same greenhouse gas 
emissions scenarios (Gosling et al. 2009a), estimates of the impact of climate change on heat-related mortality 
therefore need to be locally-calibrated. 
The second issue refers to the linkages between air quality and climate change, and parallels the interest in 
agriculture. Kinney (2008) drew attention to the benefits of improving air quality for the impacts of climate 
change on human health, but noted the small number of studies. 
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C. ECONOMICS OF CLIMATE CHANGE MITIGATION 
We review in turn several of the statements made in IPCC AR4 WGIII and ask if new literature throws light 
on these statements. 
C.1 With current climate change mitigation policies and related sustainable development practices, 
global greenhouse gas emissions will continue to grow over the next few decades 
Recent literature continues to support this statement. Raupach et al. (2007) present an analysis showing that 
emissions are observed to be increasing faster than expected. However, the period of observed increases in 
emissions is considered too short to establish a trend break (van Vuuren and Riahi 2008; Schiermeier 2008). 
Subsequent to the 2007 results, the global financial crisis has developed, bringing many countries into 
recession. Historically this has caused significant reductions in emissions in the short term (but not the deep 
sustained emission cuts necessary to significantly reduce warming). 
Pielke, Wigley and Green (2008) suggest that the IPCC SRES scenarios hugely underestimate future 
emissions without mitigation action. However, their analysis is flawed. It uses a ‘frozen technology’ scenario 
as a baseline, which is, according to others eminent in the field, an unrealistic thought experiment 
(Schiermeier 2008). The assumption in the IPCC scenarios that technological change will continue as it has 
historically done is entirely reasonable, based on principles thoroughly grounded in the literature, and agreed 
by panels of experts. 
There is agreement that emissions in Asia (China and India) are increasing faster than expected, but this was 
acknowledged in the IPCC AR4. Although Raupach et al. (2007) appears to show that emissions are growing 
faster than in the A1FI SRES scenario, recent analysis of the emissions data by the committee on climate 
change (Smith et al. 2008) has revealed that the actual emissions were still below the SRES A1B scenario in 
2007. The IPCC noted that the highest populations assumed in the SRES scenarios were now larger than the 
highest UN projections. Hence the SRES scenarios still represent reasonable plausible ranges for future 
global emissions. 
There is general consensus in the utility of generating new baselines, however, and in the Fifth Assessment a 
completely different approach to scenario building will be used. Some new baselines already exist, for 
example, Garnaut, Howes, Jotzo and Sheehan (2008) present a new business-as-usual scenario, created for the 
Garnaut climate change review in Australia, with emissions that are 11% higher in 2030 than in SRES A1FI. 
C.2 Both bottom-up and top-down studies indicate there is substantial economic potential for the 
mitigation of global GHG emissions over the coming decades that could offset the projected growth of 
global emissions or reduce emissions below current levels 
An assessment using a variety of models finds similar results to AR4 (Hoogwijk et al. 2008). In particular 
carbon prices of 50$/tCO2 induced a 29-46% drop in global CO2-eq emissions by 2030, using a wide range of 
simulation and optimisation models which use very different approaches (the AR4 range, for comparison, is 
20-52% by 2030). 
C.3 In 2050 global average macro-economic costs for multi-gas mitigation towards stabilisation 
between 710 and 445 ppm CO2-eq are between a 1% gain to a 5.5% decrease of global GDP 
Recent studies have also found that macroeconomic costs of mitigation are relatively small. For example 
Stern (2007) found that stabilization at 550 ppm CO2 would cost ~1% GDP (+/- 3%) by 2050. (IEA, 2008) 
finds that reducing global CO2 emissions by 50% from 2005 levels by 2050 (sufficient to stabilize at ~500 
ppm CO2 eq) will require an investment of 1.1% of global GDP to 2050. McKinsey (2009) estimates costs of 
less than 1% of GDP for a 35% reduction relative to 1990 by 2030. Other models simulating the UK or EU 
alone suggest similar GDP reductions of 0.7-1.1% by 2050 for a 60% emission reduction, 1.5-2% for an 80% 
reduction, or 0.55-0.8% for a 20-30% reduction by 2020 (Strachan, Pye, and Kannan, 2009). 
A comparison of five energy-environment-economy models, carried out as part of the ADAM project1, found 
that costs of stabilising at 400-550 ppm CO2-eq range from -2.3 to 2.5% of baseline GDP in 2100. This is the 
1 www.adamproject.eu. The ADAM results will be published in a forthcoming special issue of the Energy Journal, and a book to be 
launched at the COP 15 in December, and published in 2010 (Knopf et al., 2010). The summary results referred to here have already 
been published in a report (Edenhofer & Stern, 2009). 
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first time such results have been compiled across several models for stabilisation scenarios lower than 450 
ppm. 
One of the ADAM models, E3MG, developed at the University of Cambridge, predicts economic benefits of 
mitigation, resulting in increased GDP relative to baseline by 2100 (see also (Barker, Scrieciu and Foxon, 
2008). One other model (RICE FAST IMCP) reported in the IPCC AR4 also show GDP above baselines for 
mitigation at global and national levels under some assumptions. E3MG predicts greater benefits from more 
stringent mitigation with gains of 1.3% above baseline in 2100 for the 550 ppm CO2-eq case, and 2.1% for the 
400 ppm case. This is in contrast to most findings in the literature, which find costs increasing for more 
stringent mitigation. 
The key differences between E3MG and other models are that it includes other mitigation measures, such as 
the recycling of revenues collected from auctioning permits and regulations to support the deployment of 
electric cars, as well as pricing carbon to stimulate low-carbon technologies and energy efficiency. It also 
captures the under-employed and unemployed resources existent in the global economic system, which can be 
drawn into more productive uses and accelerate growth through the investments needed to decarbonise the 
world economy. Many studies that show GDP losses neglect trade and competitiveness benefits of moving to 
a low carbon economy, or do not allow recycling of revenues from carbon pricing, or benefits from the 
growth of low carbon industries. 
There is recognition that these ‘costs’ for mitigating climate change should not be considered as net costs. 
They might be thought of as investments or a re-direction of economic activity and employment (IEA 2008), 
and may not actually reduce GDP. Some costs can be balanced against reduced fuel costs, for example. 
C.4 Modelling studies consistent with stabilization at around 550 ppm CO2-eq by 2100 show carbon 
prices rising to 20-80 US$/tCO2 by 2030 and to 30-155 US$/tCO2 by 2050. Studies that take into account 
induced technological change lower these price ranges to 5-65 US$/t CO2-eq in 2030 and 15-130 
US$/tCO2 in 2050 
There are significant uncertainties regarding the level of carbon pricing necessary to achieve a particular cut 
in emissions. The level of carbon prices for a specific stabilisation target depends not only on baseline 
emissions and the assumed world fossil fuel prices and costs of new technologies (Strachan et al. 2009), but 
also on the portfolio of mitigation policies being implemented. 
In 2008, the International Energy Agency (IEA, 2008) doubled its 2006 estimate of the marginal costs to 
bring CO2 emissions to 2005 levels by 2050 (consistent with stabilization at roughly 550 ppm CO2-eq) pricing 
this at up to US$50/tCO2. The increased price was due to increased emissions, engineering costs and the 
declining value of the dollar. This falls within the price range quoted by the IPCC for this level of mitigation. 
The same study estimates a cost of 200-500 US$/tCO2 for an 80% reduction by 2050, which is far greater than 
any marginal costs quoted by the IPCC, but also represents stringent mitigation to a level not considered in 
this context. 
Barker et al. (2008) show that a carbon price of only $100/tCO2 may bring about a 50% cut in emissions 
relative to 2000 by 2050 if, in addition to the carbon price, regulatory measures and incentives are used to 
encourage deployment of low-carbon technologies. In that study, a carbon price alone led to a mere 16% 
reduction in emissions by 2050 (stabilization at 550 ppm CO2-eq). 
McKinsey (2009), using the marginal abatement cost approach, estimates that a pathway to stabilization at 
500 ppm CO2-eq can be achieved at carbon prices less than $60 US$/tCO2 eq. 
(Gerlagh 2007) found stabilization costs could be reduced by 50% or more when technological change is 
accounted for. However, empirical research on the effect of environmental policy on technology is still not 
particularly well tied to efforts to model with induced technological change ((Pizer and Popp 2008); Kahouli-
Brahmi 2008), so these results must be interpreted with caution. 
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Since institutional structure creates strong barriers to change, and technology policy is important to promoting 
technological change (Kohler et al. 2007), as is knowledge sharing between nations (Bosetti, Carraro, 
Massetti, and Tavoni 2008). 
C.5 Multi-gas emission scenarios can meet climate targets at substantially lower costs. 
The IPCC found that carbon prices were reduced 30-85% in 2100 when non-CO2 gases are included. The 
literature continues to support this view. In particular the Energy Modeling Forum EMF-21 work, which was 
one strong basis of the IPCC Fourth Assessment, has now been extended to assess the costs of non-CO2 
abatement allowing for technological development beyond 2020 (Lucas, den Elzen, Olivier, and Gisjen 2007). 
This reduced non-CO2 mitigation costs by 3-21% in 2050 and 25-35% in 2050. In the shorter term, the cost 
saving from employing non-CO2 mitigation options was very high in this study. The overall cost of climate 
policy was cut by 85% in 2010 relative to a CO2 only approach. 
Some authors argue that non-CO2 abatement options are necessary to bring lower stabilisation targets within 
reach. For example, (M. G. J. den Elzen, Lucas, and van Vuuren 2008) assess regional abatement costs for 
stabilisation at 450ppm and 550ppm CO2-eq. They find that non-CO2 reductions and energy efficiency 
options are the most cost-effective sources of emission reductions in the short term, especially in the former 
Soviet Union and Asia. CO2 reductions become dominant between 2020 and 2050. 
Another marginal costs analysis (Den Elzen, Lucas and Gisjen 2007) suggests that, when non-CO2 abatement 
options are included, the cost of achieving the European emission reduction target of 20% by 2020 is 0.05­
0.24% of GDP. 
The most important non-CO2 abatement options in the short term are likely to involve the fluorinated gases 
(eg HFCs, PFCs) and methane emissions generated during coal mining and oil and gas production (Lucas, van 
Vuuren, Olivier and den Elzen 2007). 
C.6 Energy efficiency options for new and existing buildings could considerably reduce CO2 emissions 
with net economic benefit. Many barriers exist against tapping this potential, but there are also large 
co-benefit. 30% of the projected GHG emissions from buildings could be avoided by 2030 
Literature continues to support this view with McKinsey (2009) finding that energy efficiency can contribute 
the largest abatement potential between now and 2030. IEA (2008b) estimate that energy efficiency 
improvements in buildings could contribute 17% of emission reductions that could be made by 2050. 
New estimates of the size of the rebound effect, where energy efficiency measures are accompanied by an 
increase in consumption, have been published. It has been estimated to potentially offset 52% of the total 
energy saving globally, from a mix of energy efficiency measures proposed by the IEA (Dagoumas and 
Barker 2009). In the UK, the rebound effect could offset 26% of the total savings from UK energy efficiency 
measures to 2010 (Barker, Ekins and Foxon 2007). 
C.7 The Costs of Inaction. Statement in IPCC AR4: ‘...the economically optimal timing and level of 
mitigation depends upon the uncertain shape and character of the assumed damage cost curve’ 
It has long been known that social costs of carbon (i.e. damage costs) and hence the implied optimal 
stabilization level can be manipulated by changing key parameters such as discount rates, equity weighting, 
the way in which damage is represented, and so on (see IPCC AR4, WGIII, Figure 3.39). Stern argues 
strongly for the selection of certain parameter values in this debate, and these arguments still hold. Inevitably 
the range of estimates of the costs of inaction in the recent literature continues to be wide because different 
institutions use different parameter values. For example, OECD (2008) found that estimates of the economic 
costs of climate change vary widely, with the Stern assessment falling at the top of the range. 
Discussion continues in the literature about the sensitivity of climate change damage cost assessments to 
underlying assumptions and estimated parameters (e.g. (Anthoff, Hepburn and Tol 2009; Nordhaus 2007). 
(Tol and Yohe 2009) show that manipulating parameters in a simplified Stern-like model can diminish the 
damage estimates by 84% or increase them by 900%. 
Hof, Den Elzen and van Vuuren (2008) carry out a sensitivity study on the analysis in the Stern review and 
show that values chosen for abatement and damage costs influence the economically optimal mitigation path 
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as strongly as the discount rate leading to a wider range of ‘optimal’ stabilisation targets (520ppm-800ppm 
CO2-eq) than recommended by Stern (450-550 ppm), depending on the assumptions. These results confirm 
the position of the IPCC and do not significantly advance the debate. 
There is agreement that choosing to reduce greenhouse gas emissions is a political and ethical choice, and 
economics should be used to assess the cost-effectiveness of different routes to doing so (Ackerman, 
DeCanio, Howarth and Sheeran 2009; Barker 2008; Barker, Scrieciu and Taylor 2008; Dietz and Stern 2008). 
Recent analyses provide the following insights: 
a. Hope (2009) deduces an optimal emissions path by balancing climate damages against abatement and 
adaptation costs, using the PAGE model. He finds optimal emission reductions of 54% (66%) in 
Annex 1 countries and 58% (86%) in non-Annex 1 countries, relative to 2000, by 2020 (2060 in 
brackets). This analysis produces a social cost of carbon of $63/tC, lower than the Stern figure of 
$300/tC, largely due to the use of market exchange rates instead of purchasing power parity. 
b. Extreme events can contribute to a non-linear increase of inaction costs with global mean temperature 
rise (Hallegate 2009; Hallegate, Hourcade and Dumnas 2007; Webersik, Esteban and Shibayama 
2009, Webersik et al. 2009). 
c. Losses due to extreme events have been difficult to quantify owing to the need to separate the 
component of the increase due to increased frequency or severity of weather events, versus increasing 
stocks at risk due to rising GDP. However, progress has now been made in this area: for example, 
Schmidt et al (2009a, b) show that in the USA some 25% of the increase can be attributed to climate 
change, and that this component has been increasing by 4%/year since 1971. 
d. Delaying policy by 10 years will dramatically increase its costs (McKinsey 2009). 
e. New since the Fourth Assessment Report are estimates of a 20% reduction in outdoor worker 
productivity in Delhi for a local 2°C temperature rise (Kjellstrom and Lemke 2009) and 0.1-0.5% 
GDP loss in Germany due to heat stress impacting on worker productivity by 2100 under a medium 
emissions scenario (A1B) (Hubler, Klepper, Peterson 2008). 
More generally, criticisms of the cost-benefit approach continue in the literature (Hof, Den Elzen and van 
Vuuren, 2008; Weitzman 2009). Specifically, Weitzman (2009) emphasizes the difficulty of including high 
impact, low probability catastrophes. Such events are not well-characterised in terms of probability or cost, 
but with any reasonable notion of risk aversion the need to avoid such events will dominate the calculation of 
the benefits of action. Stern (2007) did include such impacts in his analysis, however. 
C.8 Land Use Change: AR4 found that ‘including land use mitigation options as abatement strategies 
provides greater flexibility and cost-effectiveness for achieving stabilisation’ 
Currently there is a particular opportunity to act on the above statement through the negotiations on REDD 
(Reduced Emissions from Deforestation and Degradation). The Bali Action Plan commits to reducing 
emissions from deforestation and degradation, but indicates no preferred financing mechanism. There is 
widespread agreement (Eliasch 2008; Hepburn and Stern 2008) that providing funds for avoided deforestation 
will be a crucial aspect of a post-2012 climate change deal. Furthermore, it has been shown that action on land 
use change is central to obtaining the EU 2°C target (Warren et al. in review). 
Avoided deforestation has been demonstrated to be a cost effective mitigation option. Stern (2007) estimates 
that to completely halt deforestation could have a marginal cost of up to $30 tCO2eq-1 . The European 
Commission has assessed the cost of halving deforestation by 2020 somewhere between US$3 billion and 
$250 billion (Bozmoski and Hepburn 2009). Similarly Kindermann et al. (2008) use three land use models 
with a range of estimates of forest cover and carbon storage in forests to estimate costs of halving 
deforestation by 2030. They find values of US$17-28 billion, or $10-21 tCO2-1, which compare favourably 
with the range of costs for other mitigation options. Obviously transaction costs and institutional barriers 
raise costs in practice, but there are similar barriers to other mitigation options that might not be included in 
their cost estimates. 
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C.9 The financial crisis and its effect on mitigation 
The current economic situation is an opportunity to invest in mitigation. (Bowen, Fankhauser, Stern and 
Zhengelis 2009) evaluate 23 measures for tackling climate change that could form part of a fiscal stimulus. 
They find energy efficiency and some transport measures have high potential for short term economic 
advantage and mitigation. If a ‘green’ stimulus made up 20% of the global stimulus package, the investment 
would compare well to amounts required to reach the low-carbon trajectory necessary to avert dangerous 
climate change, as estimated by McKinsey et al. (2009). Pollitt and Junankar (2009) show that using a 
proportion of the fiscal stimulus packages for low carbon investments could help alleviate the negative 
influence on recovery of a return to high oil prices. Fankhauser et al. (2008) find that climate policy could 
have either a positive or negative effect on employment in the short term, but in the medium term, analyses 
generally show increased numbers of jobs in the wider economy. 
C.10 Strategies and pathways to emissions reduction 
From a global perspective, Kyoto has achieved little, and some authors point to fundamental flaws in its 
approach. Helm (2008) for example urges that international agreements should be based on consumption, not 
production. The UK claims a reduction of 15.7% in emissions since 1990, by 2005. But if aviation, shipping 
and goods manufactured elsewhere are taken into account, UK emissions had increased by around 19% since 
2003. Barrett (2008) points out that the current agreement is weak on enforcement. M. den Elzen and Hohne 
(2008) argue that the slow pace of climate policy and the steady increase in global emissions now make it 
‘almost unfeasible to reach the relatively low global emission levels in 2020 needed to meet [a stabilisation 
target of] 450 ppm CO2-eq.’ 
According to World Energy Outlook for 2008 (IEA, 2008), more than half of global CO2 will be emitted in 
developing countries by 2010. 
Lutz and Meyer (2009) provide economic evidence that developing countries must be fully involved in the 
post-2012 reduction targets, otherwise the targets will not be met. They model a hybrid tax and permit 
approach, using the global econometric simulation model GINFORS. 
In their simulation, costs of mitigation to the EU27 can be twice or only half as high, depending on the 
allocation of allowances, the treatment of auctioning revenues and the use of flexible mechanisms. For 
example, if credits from Clean Development Mechanism (CDM) projects can be used to cover up to 50% of 
carbon emission allowances, the EU could reduce emissions by 30% by 2020, for the same cost as reducing 
by 20% without the CDM. The other advantage of employing flexible mechanisms is that demand for clean, 
low carbon technologies will then grow outside as well as within Europe, improving export prospects for 
Europe. 
The European Union Emissions Trading Scheme (EU ETS) is a central pillar of European climate policy and 
should be a demonstration to other nations of how carbon trading can be effective. Since the implementation 
phase (Phase II) only began in 2008, the literature on whether this policy has been successful is limited. In 
general, it provides a very cautious welcome, but argues that there is a lot to learn before the policy functions 
as it should. 
Put simply, the EU ETS is not delivering the kind of carbon prices that other economic studies indicate are 
required to stabilise greenhouse gases at 550ppm. Over the period 2005-2007, the price reached a maximum 
of €32.85 tCO2-1 (Ellerman and Buchner 2008). In recent months, the allowance price has been hovering 
around €15 tCO2-1 (www.pointcarbon.com). This low price is partly as a result of the financial crisis, which 
began in October 2008 and has caused a substantial drop in demand for fossil fuel energy and manufactured 
products. 
(Skjaerseth and Wettestad 2008) discuss the institutional and political differences between nations that have 
hampered implementation of the EU ETS, and led to only moderate and mixed success. They highlight 
decentralized management of the scheme, hurried implementation, prior climate policies in particular nations 
and inclusion of too many CDM credits, as causes of its ineffectiveness in certain cases. The UK is identified 
as the clear front runner in Europe in implementing the EU ETS. The UK needed 17.7% fewer permits than it 
was allocated in the first reporting period for 2005. 
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Ellerman and Buchner (2008) make a first attempt to analyse whether the EU ETS has worked, and actually 
reduced carbon emissions in Europe. Their tentative analysis suggests that in the first two years of the trial 
period, European CO2 emissions were reduced by between 50 and 100 million tonnes each year as a result of 
the EU ETS. This is between 1 and 2% of the total carbon dioxide emissions for the EU27 in those years. 
However, for the first part of this period, the allowance price was between €18 and 32 tCO2-1, and rising. 
A report by Climate Strategies (Neuhoff et al, 2008) compiles evidence on the effectiveness of the EU ETS, 
and argues that beyond 2012, most emissions allowances should be auctioned rather than freely allocated. 
Without this revision, the EU ETS is not expected to deliver its objectives. 
The most serious argument in favour of freely allocating allowances could be the need to avoid leakage. 
However, existing analyses of the effects of cost increases due to carbon prices show that leakage problems 
are only likely in a narrow range of sectors and products, rather than being an economy wide problem (Barker 
et al. 2007; Fankhauser, Sehlleier and Stern 2008). For example, Barker, Junankar, Pollitt, and Summerton, 
(2007) show that carbon leakage in response to environmental tax reforms in Europe is small, and in some 
cases is even negative because of exported low carbon technologies. (Lutz and Meyer 2009) find that in the 
case of unilateral EU climate policy (permit trading and carbon taxes), reduced economic competitiveness 
will lead to a small reduction in the GDP of the EU27 in 2020, of 0.55%. 
Neuhoff et al. (2008) provide evidence that in the UK only 1% of all economic activities will face cost 
increases over 4%, as a result of carbon prices of €20 tCO2-1 imposed by the ETS. Indirect costs, due to higher 
electricity prices, are below 2% for 99% of economic activities. The manufacturing sectors most affected by 
cost increases are: lime, cement, iron and steel, refined petroleum, fertiliser and aluminium. Free allocations 
of emissions allowances could be tailored to these sectors, or the leakage problem could be addressed by other 
means such as State Aid or border adjustments. However, Reinaud (2009) points out that substantial falls in 
competitiveness and leakage in response to European climate policies have not been identified, even in these 
sectors. Also, such analyses are usually based on prices in particular sectors, and do not account for the ‘first­
mover’ advantages to Europe in developing new technologies (Reinaud, 2009). 
Finally, the OECD report of Burniaux et al. (2009) sets out key steps towards reaching a single international 
carbon price. These are: 1) remove fossil fuel subsidies and 2) link regional carbon markets. The report 
highlights regulation, technical standards on energy efficiency and research and development policy as 
important in encouraging mitigation. 
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