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Abstract 
Lamken, E., R. Rees and S. Vanstone, Class-uniformly resolvable painvise balanced designs 
with block sixes two and three, Discrete Mathematics 92 (1991) 197-209. 
A class-uniformly resolvable pairwise balanced design CURD(K;p. r) is a pairwise balanced 
design (of index 1) on p points, with block sixes from the set K, whose block set can be 
resolved into r parallel classes, each parallel class containing a fnted number ok of blocks of size 
k E K. We indicate why such design arise and give some examples for K = {2,3}. 
1. Introduction 
A pair-wise balanced design (PBD) is a pair (X, I?) where X is a set of points 
and B is a collection of subsets of X called blocks, such that each pair of points is 
contained in precisely one block. A purullel class of blocks in a PBD is a subset of 
the block set which partitions the point set, and a PBD is called resolvable if its 
block set B admits a partition Rri = a : , Ei into parallel classes. The number k is 
called the replication number of the design. 
A restricted resolvable design R,RP(p, k) is a resolvable PBD with replication 
number k in which each block has size r or r + 1. These designs arise quite 
naturally (see e.g. [!3]) when considering the problem of determining the smallest 
number of blocks required to construct a PBD oLi p F point v in which the largest 
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block has size k (the so-called g(“)(v) problem). A lower bound on g(“)(v) was 
given by Stinson [15] who showed that, whenever possible, the optimum 
arrangement is to adjoin a block ‘at infinity of size k to an R,RP(v - k, k), 
where r = ](v - 1)/k]. For example, an RIRP(p, k) corresponds to a proper 
edge-colouring of the complete graph Kp, and so exists shenever k >p, or 
k =p - 1 where p is even. 
Quite recently, the spectrum of RzRP(p, k) has been determined (see 
[S-9,13-14]). 
IImorem. There exists an R,RP(p, k) if and only if b/2] G k up - 1 and 
p(k - p + 1) = 0 (mod 3), with the following exceptions: 
(i) p = 1 (mod 6) and k = (p - 1)/2, 
(ii) pisoddandk=p-1, 
(ii) p=3(mod6),p#3andk=p-2, 
(iv) p=3(mod6),p#9andk=p-3, 
(4 (p, W = (6 3) or (1236). 
The problem of determining the spectrum for RrRP’s where r 3 3 is completely 
open. 
A direct and particularly interesting application of restricted resolvable designs 
arises when one considers the following tournament scheduling problem (see the 
introduction in [8]): Suppose that we have p players who wish to play k rounds of 
some game (e.g. bowling) so that over the course of the tournament each pair of 
players has an opportunity to compete with one another exactly once (i.e. a 
round-robin tournament). Construct a schedule with the minimum number 
iV(p, k) of games possible (e.g. if the bowling lanes are rented on a cost-per- 
game basis, such a schedule would be cost-optimal). In view of the foregoing 
discussion such a schedule is given by constructing an R,RP(p, k), where 
r = 1 + [(p - 1)/k], whenever this is possible. 
Two particularly interesting sub-classes of restricted resolvable designs can be 
considered. The first are those in the class of uniformly resolvable designs. A 
uniformly resolvable design URD (K;p, k) is a resolvable PBD on p points with 
replication number k in which each block has size from the set K and in which all 
the blocks in a given parallel class have the same size. For example it is easy to 
see that a URD({1,2};p, k) exists if and only if p is even and k >p - 1; 
determining the spectrum of URD({2,3}; p, k) is a very challenging problem and 
its complete solution is due to the contributions of several authors (see 
[2,4-5,10-111). 
Thmrem. There exists a URD( (2, 3) ; p, k) if and only if either 
(i) p = 3 (mod 6) and k = (p - 1)/2, or 
(ii) p=O(mod2)andk=p-1, or 
(iii) p = 0 (mod 6) and p/2 G k <p - 1, 
with the exceptions (p, k) = (6,3) and (12,6). 
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Uniformly (restricted) resolvable designs are of interest beyond their capacity 
to yield interesting solutions to the g”‘(u) problem; they are useful in certain 
embedding problems (see [I 11) and they also admit to an interesting algebraic 
interpretation (see the introduction in [8]). 
The second interesting subclass of restricted resolvable designs is the one with 
which we are herein concerned, and arise as a consequence of the following 
tournament scheduling problem: Suppose that our p players wish to play k rounds 
of bowling, but that there are only m lanes available. Is it possible to construct a 
round-robin tournament schedule in which no round sees more than m games 
played? Again letting N(p, k) denote the smallest number of games possible in a 
p-player k-round round-robin tournament it is clear that we must have m zz 
(l/k). N(p, k); equality is achieved if and only if there are exactly N(p, k) 
games in the schedule (i.e. it is cost-optimal) and each round consists of the same 
number (namely (l/k) . N(p, k)) of games. In particular then we are interested in 
constructing restricted resolvable designs R,RP(p, k) (r = 1 + [(p - I-)lrJ) in 
which each parallel class contains the same number of blocks; it is easy to see that 
this is equivalent to the assertion that there are integers a, and a,,, such that each 
parallel class contains Us blocks of size r and a,+l blocks of size r + 1. We define a 
class-uniformly resolvable pairwise balanced design CVRD(K;p, k) to be a 
resolvable PBD on p points with replication number k in which esch block has 
size from the set K and in which there are integers {(ok: k E K} such that each 
parallel class contains exactly & blocks of size k. Thus (in general) our interest 
lies in determining the spectrum of CURD({r, r + l};p, k) for each r k 1. Note 
that for these designs the parameters a, and a r+l are automatically determined by 
p and k via the equations 
r - a, + (r + 1) - a,,, =p 
and 
A CUW{L 2};p, k) is equivalent to a decomposition of the complete graph 
Kp into k matchings of equal size. It is well known that such a decomposition 
exists if and only if k 3p - 1 and k divides (3). (A much more general result due 
to Folkman and Fulkerson [6, Theorem 4.21 implies that if el, . . . , ek is any 
sequence of integers with Q -_ ( et <p/2 and & ei = (5) then the complete graph KY 
can be decomposed into k matchings, where the ith matching contains e, edges, 
i= ,..., 1 k.) Rees [12] has shown that if r >p - 1 then one can always construct 
a cyclic decomposition; that is, a decomposition having n, as a vertex-transitive 
group of automorphisms. This extends earl& work of Hartman and Rosa [7], 
who determined the spectrum for cyclic one-factorizations of the complete graph. 
In this paper we investigate the existence problem for CURD( {2,3}; p, k). For 
simplicity we will henceforth refer to these designs as CURD(p, k). We construct 
some small examples and give several recursive constructions whereby we are 
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able to generate several infinite families of 
complete spectrum for these designs seems to 
solved. 
these designs. Determining the 
be very difficult and is far from 
2. Necessary comIItions for the etisteace of CURQ(g, k) 
Let D be a CURD@, k) and let p and r denote the number of pairs and triples 
respectively in a class of D. It follows immediately that 
2p+3r=p (I) 
and 
k(p + 32) = (;). (2) 
( 3) 
P 
0 2 
k=(P 
For (1) it follows that if: 
p = 0 (mod 3) then p = 0 (mod 3), 
p = 1 (mod 3) then p = 2 (mod 3), 
p = 2 (mod 3) then p = 1 (mod 3). 
Below we list admissible parameter sets (p, k) for all p S 100. (We exclude 
those parameter sets which correspond to a one-factorization, Kirkman triple 
systems and designs obtained from Kirkman triple systems by deleting a point.) 
p=O(mod3) p=l(mcd?) 
(PI 4 p Existences <p. f: j p Existences -.. - 
(%6)* 3 yes (appendix) (25,15)** 5 yes (appendix) 
(21,14)* 6 yes (appendix) (40330) 14 yes (appendix) 
(33,22)” 6 yes (appendix) (644,361 8 yes (e.g. Theorem 4.1) 
(36921) 6 yes (appendix) (76,57) 26 
(36,30) 15 yes (appendix) (91,63) 26 
(45,30)* 12 
(45,33) 15 p=2(mod3) 
(57,38)* 15 
(66,55) 27 
(65,52) 25 
(69,46)* 18 
(65,40)** 13 
(81,45) 9 
(81,54)* 21 
(81,60) 27 yes (e.g. Theorem 4.1) 
(81,72) 32 
(93,62)* 24 
(96,76) 36 
(96,80) 39 
(99,77) 36 
Eliminating r we get 
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The designs marked with an asterisk (*) are in the subfamily $, = 
(CURD(3 n, 2 )* n . n = 3 (mod 4)). The design marked with a double asterisk (**) 
are in the subfamily sZ = {CURD@, k): p = z}. Note that we can write p and k 
for this family in terms of a single parameter r. This follows since p = z and 
p =p/S and k = S(p - 1)/8 implying p ~0 (mod 5) and p = 1 (mod 8) i.e. 
p = 25 (mod 40). Hence (p, k) has the form (40t + 25,25t + 15) for t 30. 
Therefore we can write 
% = (CURD(4Ot + 25,25t + 15): t a 8). 
3. PreIIIInaries 
For the constructions which will be described in the next section we need a few 
definitions and some notation. 
A group divisible design (GDD) is a collection B of subsets (blocks) (with 
cardinalities coming from a set K) taken from a v-set V along with a partition of 
V into groups Gi, G2, . . . , G, such that: 
(1) any two elements from distinct groups are contained in precisely & blocks 
of B, 
(2) any two distinct elements from the same group are contained in exactly A, 
blocks of B (A, C A,). 
Such a design is denoted by GDD(v; K; G1, G2, . . . , G,,;; A, 9 A,). If the GDD 
has all blocks of size k and all groups of size g we denote it by 
GDD(v; k; g; 0, 1). 
A GDD is resolvable if the blocks can be partitioned into classes (resolution 
classes) R,, Rz, . . . , R, such that every element of V is contained in exactly one 
block of each Ri, 1 <id r. The collection of resolution classes is called a 
resolution of the GDD. It follows easily that a resolvable GDD has all groups of 
equal size. We denote a resolvable GDD with classes and group sizes g by 
RGDD,@; K; g; A,, A,). 
A class of resolvable group divisi’ule designs which we will make use of in the 
next section is given by the following theorem. 
Theorem 3.1 [l, lo]. There exists a RGDD,(gu, (3);g; 0, 1) if and only if 
gu = 0 (mod 3) and g(u - 1) = 0 (mod 2) except when (g, UC) = (2, 3), (2,6) or 
(6,3); and possibly when g = 2 or 10 (mod 12) and u = 6. 
One other concept which we find useful is that of a frame. Let X be a finite set 
andletGbeapartitionofX.AG-frameisaGDD(~X~;k;G,,Gz,...,G,;O,1) 
together with a partition B of the biock set such that each part P E 9 (P is called 
a partial parallel class or partia! rer.o!u?ion class) is a set of blocks which partition 
X - Gj for some i, 1 s i sm. The type of the G-frame wi91 be ?he znitiset 
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(ICI: G E G). We use the notation l”‘2”’ - - - to describe the multiset containing u1 
l’s, u2 2’s etc. The groups of a frame are sometimes called holes and the partial 
parallel classes are sometimes called holey parallel classes. 
In the case of G-frames with block size 3 the following existence result was 
established in [16] ~ 
Theorem 3.2. There ex& a frame of type t” if and only if t is even, u ax and 
t(u - 1) = 0 (mod 3). 
For other concepts in design theory not explicitly defined here the reader is 
referred to [3]. 
4. constructions for CURD’S 
In this section we describe a number of constructions for CURD’s. The first 
result is a standard recursive technique commonly referred to as breaking up 
blocks. 
Theorem 4.1. Suppose there exists a resolvable (v, p, l)-BIBD and there exists a 
CURD(p, k). Then there exi& a CURD(v, k . (v - l)/(p - 1)). 
Examples. A CURD(8,4) is easily constructed by deleting a point from a 
KTS(9). Since there exists a resolvable (8”, 8, l)-BIBD for each n 2 1 (one can be 
constructed using AG(n, 8)) then there exists a CURD(8”, (4/7) (8n - 1)) for 
eachnal. 
A CURD(25,15) is displayed in the appendix. A resolvable (25”, 25, lj-BIBD 
exists for each n 3 1 (one can be constructed from AG(n, 25)). Theorem 4.1 can 
now be used to show the existence of a CURD(25”, (15/24)(25” - 1)) for each 
n 3 1. (Note that this gives an infinite number of examples in the subfamily @$) 
A RGDD&; {2,3}; 0, 1) for which each resolution class has exactly p pair’s 
will be denoted by CURGDD(ng, g; p). (Note that k is determined by ng and p.) 
Theorem 4.2. Let m be a positive integer, m 22 or 6. If there exists a 
CURGDD(ng, g; p) and if there exists a CURD(mg, k,) such that each resolution 
class contains mpln pairs then there exists a CURD(m, ng, k) where k = k, + 
((77 - @)n)l(ng - p). 
Proof. Since m is a positive integer not equal to 2 or 6 there exist transversal 
designs TD(m, 2) and TD(m, 6). By giving each point of the CURGDD(ng, g; p) 
a weight of 2 (see [17]), substituting a TD(m, 2) for blocks of size 2 and a 
TD(m, 3 j for b!ocks of size 3 and substituting a CURDjmg, kl j for each group 
/the rcgiilt follows. 0 
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Theorem 4.3. if there exists a CURD(p, k) where p is even and p = up for some 
u B 2 then there exi&ts a CURD(up, $p + k). 
Proof. We begin by establishing that u = 0 or 2 (mod3). Suppose u = 1 (mod 3). 
Using (1) and (2) from Section 2 we have (.u - 1)p = up(p - 1)/2k or k = 
u(p - 1)/2(u - 1). This implies that p = 1 (mod 3). Since p(p - 1)/2k is an 
integer, p - 1 and k must contain the same number of factors of 3. This is 
impossible since k = u(p - 1)/2(u - 1). 
If u = 2 the result follows trivially since all CURD’s are simply 1-factorizations. 
We now consider two cases. 
Case 1: u =2(mod3). 
In this case u 2 5. But u = 5 implies p is odd which is impossible by hypothesis. 
Hence, u 2 8. By Theorem 3.1 a RGDD,(2(u + 1); (3); 2; 0, 1) exists and if we 
delete a group from this design we get a CURGDD(2u, 2; 2). Applying Theorem 
4.2 with m =p/2 the result follows. Note that in this case m # 2 or 6 since u 
divides p and u a 8. 
Cuse2: u=O(mod3). 
If u = 0 (mod 3) then p = 0 (mod 6) since p is even. By Theorem 3.1 there is a 
RGDD(6(u + 1); (3); 6; 0, 1) provided u 2 3 which is true in this case. Taking 
nz =p/6 and assuming for the moment that p # 12 or 36 so that nr f 2 or 6 then 
applying Theorem 4.2 gives the stated result. For this case there are no 12 point 
CURD’s but there is a CURD(36,21) with p = 6. By Theorem 3.1 there exists a 
RGDD,(21; (3); 3; 0, 1) and if we remove one group the resu!t is 
CURGDD(18,3; 3). Applying Theorem 4.2 with m = 12 gives the desired 
result. q 
CoroIIary 4.4. If there exists a CURD(p, k) where p b even and p = u - p, then 
for every i 3 0 there exists a CURD(u’p, (u(u’ - 1)/2(u - 1))~ + k). 
Proof. Apply Theorem 4.2 i times in succession, noting that the design produced 
by this theorem satisfies the hypothesis of the theorem and so can be 
‘re-used’. 0 
Examples. For each n = 1 mod 3 and every i s 0 there exists a 
CURD((2n)‘+‘, n(‘E)l-ll (2n + 1))). 
(Apply Corollary 4.4 to a CURD(2n, n), i.e. a punctured KTS(2n + l).) 
There exists a CURD(36, 21) (p = 6); thus for every i 2 0 there exists a CURD 
(,i+*, 21 - ((36/35)(6’ - 1) + 1)). 
The concept of a frame can be easily generalized to permit various block sizes. 
A frame of type g” which has blocks of size 2 and 3 and such that each holy 
parallel class contains p blocks of size 2 will be denoted by CURF(gu; g; p). 
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Theorem 4.5 (CURF construction). Suppose that there exists a CURF(gu, g; p) 
.;pt which to each hole there correspond k ho!ey parallel classes. Let 8 = 0 or 1 and 
suppose that there exists ~1 CJ!_JRD(g + S, k). Then there exists a CURD&u + 
S, ku). 
It is known that there exists a frame of type 64 with blocks of size 2 and 3 in 
which to each hole there correspond four holey l-factors and one holey A-factor 
[ll, Theorem 2.21. From this design (call it D) we can get the following class of 
CURF’s. 
Theorem 4.6. Suppose that there exists a GDD(tu; 4; t:O, 1) where t(u - 1) 
= 0 (mod 5). Then there evisb a CURF(6tu, 6t; p) in which to each hole there 
correspond St hoZey parallel classes. 
Proof. We use weight 6 on the GDD and replace each block by a copy of D, in 
the following way: Let x be a point in the GDD. Since t(u - 1) = 0 (mod 5) we 
can partition the blocks containing x into five equal size subsetrs 
B,(x), &(x)9 * * - , W). 
For each y in the GDD let s(y) denote the set of six points replacing y to create 
the frame. Five holey parallel classes corresponding to the hole containing S(x) 
are formed as follows: To get the first class take a holey l-factor (w.r. t. S(x)) in 
each of the frames with holes S(x), S(a), S(b), S(c) where {x, a, b, c} E B,(x) U 
B,(x) U&(x) U B4(x). Then take a holey A-factor (w.r.t. S(x)) in each of the 
frames with holes S(X), S(u), S(b), S(c) where (x, a, b, c} E B,(x). To get the 
remaining four classes repeat the foregoing, where each new class is obtained by 
moving the subscripts on the Bi modulo 5. By doing this for each point x in the 
GDD we obtain the indicated CURF. 0 
Corollary 4.7. For each u = 1 (mod 5) there exists a CURD(36u, 30~). 
Proof. The case u = 1 is constructed in the appendix. Now for u a 6 apply 
Theorem 4.6 to a 4-GDD of type 6”, to get a CURF of type 36” in which to each 
hole there correspond 30 holey parallel classes. Apply Theorem 4.5 (with S = 0) 
to this CURF, filling in CURD(36,30). Cl 
Remark. It can be easily checked from the necessary conditions that whenever a 
CURD(36u, 30~) exists then we must have u = 1 (mod 5). 
Remark. It is known also that there is a 2,3-frame of type 65 in which to each 
hole there correspond four holey l-factors and one holey A-factor [II, Theorem 
7.3]. Iience Theorem 4.6 remains true if we replace ‘4-GDD. . .’ by 5-GDD. . .’ 
in the hypothesis. 
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We can now give a slightly more complicated CURF construction, but first 
we need the notion of a subdesign. Let (X, B, P) be a CURD where X is the 
point set, B is the block set, and P is the set of resolution classes. Then 
(X’, B’, P’) is a subdesign of (X, B, P) if (X’, B’, P’) is a CURD with X’ c X, 
B’ c B and if for each c’ E P’ there is a c E P such that c’ cc. By a 
CURD(p, k) - CURD(p’k’) we mean a CURD(p, k) -where the blocks of the 
sub-CURD(p’, k’) have been removed. As usual with this sort of notation the 
‘missing’ subdesign need not even exist. 
Theorem 4.8. Suppose that there exists a CURF of type g” in which to each hole 
there correspond k - k’ holey parallel classes, and suppose that there exists a 
CURD(g + w, k) - CURD(w, k’) and a CURD(g + w, k) where either gk’ = 
w(k -k’) or gk’= (w - l)(k - k’). Th en there exists a CURD(gu + w, (k - 
k’)u + k’). 
Proof. Note that when w = 0 or 1 and k’ = 0 we have Construction 4.6. The 
above construction works by adding w ‘ideal’ points to the frame; on one hole 
(plus the ideal points) construct a CURD(g + w, k), and on each remaining hole 
(plus the ideal points) construct a CURD(g + w, k) - CURD(w, k’). Let p, p 
and p’ denote, respectively, the number of pairs in each holey parallel class in the 
frame, the number of pairs in each parallel class of the CURC(g + w, k), and the 
number of pairs in each parallel class of a CURD(w, k’) (where this design 
existing). Now each of (k - k’)u parallel classes in the finished design contains 
p + p pairs; each of the remaining k’ parallel classes in the finished design 
contains p + (u - l)(p - p’) pairs. Thus in order that our finished design is 
indeed a CURD we must demonstrate that 
P = (u - l)(P - P’) 
when k’>O. 
(4.1) 
Let 3 denote the number of triples in each holey parallel class in the frame. 
Then since 2ji + 3f = g(u - 1) and p + 3f = {(“$‘) - u(4)) \u(k - k’) = g’(u - l)/ 
2(k -k’). We have j5 =g(u - l)(l -g/2(k -k’)). Thus (4.1) is equivalent to 
showing that 
2 
p_p’“6_ 
2(kg_k’)’ 
But from Section 2 
p-p~={g+w_‘“iwJ}-{w E,) 
=g _ (g + w)(g + w - 1)k’ - w(w - 1)k 
2kk’ 
(2w - i)gk’ - w(;~~ - l)(k -k’)l 
2kk’ J* 
V-2) 
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Thus (4.2) is equivalent o showing that 
g2 g2 (2w - 1)gk’ - w(w - l)(k - k’) 
-=z+- k-k’ kk’ 
which in turn is equivalent o the following sequence of equalities: 
_ (2w - 1)gk’ - w(w - l)(k - k’) g’k’ 
k-k’ k’ 
g’(k’)’ - (2w - l)g(k - k’),’ + w(w - l)(k - k’)2 = 0 
(gk’ - w(k - k’))(gk’ - (w - l)(k - k’)) = 0, 
i.e. gki = w(k -k’) or gk’ = (w - l)(k - k’). This completes the proof. Cl 
Examples. There exist CURD(126, 105) and CURD(156, 130). 
Proof. There is a CURD(36,30) with a subCURD(6,5) (appendix). For the 
CURD(126,105) start with a transversal design with four groups of size 5 and use 
Theorem 4.6 to construct a CURF of type 304 in which to each hole there 
correspond 25 holey parallel classes. Now use Theorem 4.8 with g = 30, w = 6, 
k=30, k’=S. 
For the CURD(156,130) start with a transversal design with five groups of size 
5 (see second remark following Corollary 4.7) and continue as above. 0 
5. Conclusion 
In this paper we have introduced the idea of resolvable pairwise balanced 
designs in which each resolution class contains the same number of blocks of each 
size. We have focussed on the case where the designs have only block sizes 2 and 
3 and have developed a number of different recursive constructions for them. The 
problem of completely determining the spectrum of such designs seems very hard. 
It appears difficult to describe even a simple set of necessary conditions based on 
the parameters of the configurations (such as those given for the subfamilies 9, 
and g2). It does however seem reasonable to expect that the spectrum of 9, and 
S2 can be settled. 
Appendix 
CURD(9,6). 
123 456 789 147 258 369 
48 38 34 68 16 18 
59 19 15 35 49 24 
67 27 26 29 37 57 
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Remark. This design has an orthogonal resolution: 
123 456 789 147 258 369 
68 29 35 59 67 48 
49 37 16 38 19 27 
57 18 24 26 34 15 
CURD(21,14). Points & x { 1,2, 3). Parallel classes: develop the following 
two classes mod 7: 
1 J2j3 W2 
0113 1143 
2,4263 2, l2 
3J2 3,516, 
4& 9 4133 
5,525~ 02% 
6143 2213 
32% 325262 
6223 032363 
CURD(25,15). Points Zs x &. Parallel classes: develop the first and second 
class below mod (5, -) and the third mod (-, 5). 
O&3, 2244 &A11 422 OJ20, 0103 
f-),1,32 2340 3,0,42 2103 102214 1113 
021233 &4, , 123223 0234 , 203224 2123 
031334 2042 431304 3310 304234 3 133 
041430 2143 &4& 144, 40024, 4 I 43 
CURD(33,22). Points: Z,, x (1, 2, 3). Parallel classes: develop the following 
two classes mod 11: 
0,113, 9143 0,5& 917253 
2,222~ 10183 117, 10192 
4,5263 123242 218233 0242 
5172 6293 , 3110263 1262 
6192 82103 418, 2213 
782 lo233 5,23 4373 
8113 035373 $3203 8393 
CURD(36,21). Take a resolvable transversal design with three groups of size 
14 and remove six points from one of the groups to obtain a CURGDD of type 
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8l14* with replication number 14 in which each parallel class contains six pairs. 
Fill in CIJRl?(8,7) and CURD(l4,7). 
CURD(36,30) (with a subCURD(6,5)). Points: &2 x (1, 2, 3). Twelve paral- 
lel c!asses: develop the following class mod 12. 
0162 91103 
0263 11123 
036, 32113 
2,101 482 
4172 10213 
5192 11293 
7153 4383 
8112 112233 
315273 
The remaining eighteen classes are formed as follows. For each i = 1,2, 3 and 
each j = 0, 1,2,3,4,5 the blocks 
(0 + jM6 + i)i 
(1 +j)i(4+iMll +ih 
(2 + jM3 + i)i 
(5 + j)iV + Ml0 +ih 
(8 +iW +ih 
form a class on Z12 X {i}. For each i = 1, 2, 3 pair these classes off with the 
l-factors formed by the six remaining mixed differences between Z,2 x {i + 1) 
and Z,2 X {i + 2) (the addition here is mod 3 of course!) In particular if we pair 
the j = 0 classes off with the l-factors formed by the mixed differences zero we 
obtain a sub-CURD(6,5) on the points {0,6} x { 1,2,3}. 
CURD(40,30). Points: (Z, X {I, 2, 3, 4)) U {a+, w2, m3, ~0~). Twenty-seven 
parallel classes: develop each of the following three classes mod 9. 
WW2 32% 0112% w472 0,327~ 00423 
~21213 3362 021334 8162 023374 51% 
~~30304 3 63 031431 8263 033471 52% 
%1114 4153 OM2 8364 043172 5344 
&7* 4254 9 2,73 8461 9 2163 5441 
z2h 4351 2274 4,51 226* 1181 
2374 4452 923 4252 924 1282 
z47* 8183 “224 4353 ~261 138.7 
3164 82% “37, 4454 00.162 1484 
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Three classes on & X { 1, 2, 3,4} are given by setting i = 0, 1, and 2 in the 
class ((0 +j)i(3 +j)i(6 +i)i, (1 +jji(S +i)i, (4 +j)i(S +j)i, (7 +j)i(2 +i)i: i = 
1,2,3,4}. By pairing off these classes with three l-factors on {m,, 002, mf, m4) the 
construction is completed. 
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