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Abstract—Segmentation-based, two-stage neural network has
shown excellent results in the surface defect detection, enabling
the network to learn from a relatively small number of samples.
In this work, we introduce end-to-end training of the two-stage
network together with several extensions to the training process,
which reduce the amount of training time and improve the
results on the surface defect detection tasks. To enable end-to-
end training we carefully balance the contributions of both the
segmentation and the classification loss throughout the learning.
We adjust the gradient flow from the classification into the
segmentation network in order to prevent the unstable features
from corrupting the learning. As an additional extension to
the learning, we propose frequency-of-use sampling scheme of
negative samples to address the issue of over- and under-sampling
of images during the training, while we employ the distance
transform algorithm on the region-based segmentation masks as
weights for positive pixels, giving greater importance to areas
with higher probability of presence of defect without requiring
a detailed annotation. We demonstrate the performance of the
end-to-end training scheme and the proposed extensions on three
defect detection datasets—DAGM, KolektorSDD and Severstal
Steel defect dataset— where we show state-of-the-art results. On
the DAGM and the KolektorSDD we demonstrate 100% detec-
tion rate, therefore completely solving the datasets. Additional
ablation study performed on all three datasets quantitatively
demonstrates the contribution to the overall result improvements
for each of the proposed extensions.
I. INTRODUCTION
Quality inspection of the produced items and their surfaces
is a very important part of the industrial production processes.
Traditionally, classical machine-vision methods have been
in use to automate the visual quality inspection processes,
however with the introduction of the Industry 4.0 paradigm,
newer deep-learning based algorithms have started being em-
ployed [11], [7], [5], [9]. Deep-learning models have become
suitable for this task due to their larger capacity to model
the complex features and easier adaptation to the different
products without the explicit feature hand-engineering.
A novel two-stage architecture [7], [9], [13] has proven
highly successful in the surface defect detection. State-of-the-
art performance can be contributed to a two-stage design,
where a defect segmentation is performed in the first stage,
followed by a per-image classification on defective vs. non-
defective surfaces in the second stage. This enables learn-
ing with only a small number of positive training samples
available, as demonstrated in our previous work [9]. The
method was shown to outperform the related approaches,
including a state-of-the-art commercial product. A similar
two-stage architecture was also utilized by Racˇki et al. [7]
on the DAGM [11] dataset, while Xu et al. [13] extended
the two-stage architecture to a weakly supervised learning,
reducing the need for the pixel-level annotations, but at a
slightly compromised results. However, existing two-stage
architectures rely on a cumbersome training procedure, since
they require the training of the segmentation layers first, then
freezing the segmentation layers and learning the classification
layers afterwards. Although this two-stage learning approach
produces state-of-the-art results, it also results in a slow
learning process since multiple learning passes are needed.
In this work, we address the drawbacks of the two-stage
architecture for the surface defect detection [9] and propose
an end-to-end training scheme that requires less precise pixel-
level annotations without compromising the performance. We
propose to improve the learning process by introducing the
simultaneous learning of the segmentation and the classifica-
tion layers in an end-to-end manner. The proposed architecture
results not only in easier and faster learning of the network,
but also in the improved defect detection rate. To achieve
this, we propose a gradient-flow adjustment considering the
pixel-level annotations. However, since the precise pixel-level
annotations are difficult to obtain, we propose to use the less
precise annotations that are easier to obtain. We do not utilize
weakly supervised learning with only image-level tags that
results in slightly lower performance, as did Xu et al. [13], but
instead extend the loss function to account for the uncertainties
of the region based annotations, which allows for significantly
coarser annotations that are still fairly easy to obtain. In
addition, we also introduce a frequency-of-use sampling of
the non-defective samples, which even further improves the
defect detection performance. We demonstrate the use of the
proposed improvements on our previous implementation of the
two-stage architecture [9], however, the same improvements
are general and can be applied to any other two-stage network
architecture, such as the one proposed by Xu et al. [13].
All proposed contributions are extensively evaluated in a
detailed ablation study demonstrating the usefulness of the
each individual component.
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Fig. 1. A two-stage network architecture with back-propagation changes, marked as (a) and (b), that enable end-to-end learning.
The proposed end-to-end learning approach is evaluated
on several publicly available defect detection datasets: Kolek-
torSDD [9], DAGM [11] and Severstal Steel defect dataset [1],
demonstrating a general applicability of this approach to a
multitude of defect domains. Moreover, the proposed method
is shown to achieve a 100% detection rate on DAGM [11]
and KolektorSSD, thus outperforming all other previously
proposed approaches and completely solving those datasets.
The remainder of this paper is structured as follows: In
Section II, we present the related work, while we detail the
proposed end-to-end learning with additional improvements in
Section III. In Section IV, we present an extensive compar-
ison of the proposed method on three datasets, including a
detailed ablation study, while we conclude with a discussion
in Section V.
II. RELATED WORK
Several related works explored the use of deep-learning for
the industrial anomaly detection and recognition [6], [11],
[7], [5], [9]. The earliest work by Masci et al. [6] showed
promising results when using a shallow network to address a
supervised steel defect classification. A more comprehensive
study of a modern deep network architecture was performed by
Weimer et al. [11]. They evaluated a number of deep-learning
architectures with varying depths of layers on 6 different types
of synthetic errors and showed a deep network outperforming
any classical method on a synthetic dataset. However, they
implemented the networks by processing individual patches
of images instead of using fully convolutional approach.
Racˇki et al. [7] proposed to improve the inefficiency of
the patch-based processing from [11] with a fully convolu-
tional architecture. Moreover, they first utilized a two-stage
architecture design that improved the performance on a syn-
thetic dataset using the segmentation network for pixel-wise
localization of the error and the decision network for per-
image classification of anomalous and non-anomalous images.
Our more recent work [9] performed an extensive study of
a two-stage architecture with several proposed improvements
and showed that the two-stage design achieves state-of-the-art
results and outperforms other architectures such as U-Net [8]
and DeepLab v3 [2] on a real-world case of an anomaly
detection problem.
The majority of the anomaly detection papers focus on fully
supervised learning with pixel-level labels. The work by Lin
et al. [5] partially introduces weakly labeled supervision for
the anomaly detection. They propose a network for detection
of defects in LED chips based on the AlexNet architecture
and class activation maps (CAM) [14]. Their network allows
for weakly supervised learning using only image-level labels
and CAM for localizing the defects, however, they do not
consider the pixel-level labels in the learning process, failing to
utilize this information when available. Our previous work [9]
was also extended for weakly supervised learning by Xu
et al. [13]. They used a similar two-stage architecture, but
proposed a novel loss for the segmentation network enabling
the learning without the pixel-level labels. However, to achieve
this they proposed a three-stage learning procedure, where
each network was trained separately first and additionally fine-
tuned together in the end. This resulted in state-of-the-art
results for weakly supervised learning but did not outperform
fully labeled learning and also retained a cumbersome learning
procedure that requires several stages of learning.
III. END-TO-END LEARNING FOR TWO-STAGE
ARCHITECTURE
In this section, we present an end-to-end learning for a
two-stage architecture that enables simultaneous learning of
the segmentation and the classification (i.e. decision in [9])
layers. The overall two-stage network architecture is depicted
in Figure 1, while for more details the reader is referred to [9].
Fig. 2. Usage histogram of negative training images with random sampling
(left) and with improved frequency-of-use sampling (right). Each bar represent
a probability that a negative sample will be used a certain number of times.
We also present additional improvements that further increase
the classification accuracy on the defect detection tasks.
A. End-to-end learning
To implement end-to-end learning, we combine both losses,
the segmentation loss and the classification loss, into a single
unified loss, allowing for a simultaneous learning. New com-
bined loss is defined as:
Ltotal = λ · Lseg + δ · (1− λ) · Lcls, (1)
where Lseg and Lcls represent segmentation and classification
losses, respectively, δ is an additional classification loss weight
that prevents the classification loss from dominating the total
loss, while λ is a mixing factor that balances the contribution
of each network in the final loss. Note that λ, and δ do not
replace the learning rate η in SGD, but complement it. They
adequately control the learning process, as losses can be in
different scales. The segmentation loss is averaged over all
the pixels, and more importantly, only a handful of pixels are
anomalous, resulting in a relatively small values compared to
the classification loss, therefore we normally use smaller δ
values to prevent the classification loss from dominating the
total loss.
Learning the classification network before the segmentation
network features are stable represents an additional challenge
for the simultaneous learning. We address this by proposing to
start learning only the segmentation network at the beginning
and gradually progress towards learning only the classification
part at the end. We formulate this by computing segmentation
and classification mixing factors as a simple linear function:
λ = 1− n
total epoch
(2)
where n represents the index of the current epoch and
total epoch represents the total number of training epochs.
Without the gradual mixing of both losses, the learning would
in some cases result in exploding gradients, thus making the
model more difficult to use. We term the process of gradually
including classification network and excluding segmentation
network as a dynamically balanced loss. Additionally, using
lower δ values further reduces the issue of learning on the
noisy segmentation features early on, whereas using greater
values has sometimes lead to the problem of exploding gradi-
ents.
a) Gradient-flow adjustments: We propose to eliminate
the gradient-flow from the classification network through the
segmentation network, which is required to successfully learn
the segmentation and the classification layers in a single end-
to-end manner. First, we remove the gradient-flow through the
max/avg-pooling shortcuts used by the classification network
as proposed in [9]. In Figure 1, this is marked with the (a).
Those shortcuts utilize the segmentation network’s output map
to speed-up the classification learning. Propagating gradients
back through them would add error gradients to the segmen-
tation’s output map, however, this can be harmful since we
already have error for that output in the form of pixel-level
annotation.
We also propose to limit the gradients for the segmentation
that originate in the classification network. In Figure 1, this is
marked with the (b). During the initial phases of the training,
the segmentation net does not yet produce meaningful outputs,
therefore gradients back-propagating from the classification
network can negatively effect the segmentation part. We
propose to completely stop those gradients, thus preventing
the classification network from changing the segmentation
network. This closely follows the behaviour of a two-stage
learning from [9], where segmentation network is trained
first, then the segmentation layers are frozen and only the
classification network is trained in the end.
B. Frequency-of-use sampling
Current implementation of the two-stage architecture em-
ployed an alternating sampling scheme [9] that provided
balance between the positive and the negative training samples
by alternating between a positive and a negative sample in
each training step. We propose to improve the alternating
sampling scheme by replacing the naive random sampling with
one based on the frequency of use of each negative sample.
The existing alternating sampling scheme forces a selection
of negative images (N˜ ⊂ N ) for every epoch in the same
amount of positive images (P ). However, due too P << N ,
the selected subset N˜ will be relatively small. Since current
approach [9] employs uniform random sampling of negative
images for every epoch, this leads to a significant over-use of
some samples and under-use of others, as can be observed on
the left side in Figure 2.
We propose to replace the random sampling of negative
examples with a one based on the frequency-of-use. We
sample each image with the probability inversely proportional
to the frequency of use of that image. As seen in the right
histogram in Figure 2, the frequency-of-use sampling signifi-
cantly reduces the over-use and the under-use in all samples,
and ensures even use of every negative image during the
training process.
C. Loss weighting for positive pixels
When only approximate, region-based labels are available,
such as shown in Figure 3, we propose to consider the
different pixels of the annotated defected regions differently.
In particular, we give more importance to the center of the
TABLE I
DEFECT DETECTION PERFORMANCE ON DAGM DATASET IN TERMS OF TRUE POSITIVE (TPR) AND TRUE NEGATIVE RATES (TNR).
Surface
Ours Racˇki et al. [7] Weimer et al. [11] Kim et al. [4] SIFT and ANN [12] Weibull feat. [10]
TPR TNR TPR TNR TPR TNR TPR TNR TPR TNR TPR TNR
1 100 100 100 98.8 100 100 99.8 100 100 98.9 98.0 87.0
2 100 100 100 99.8 97.3 100 100 100 91.3 95.7 - -
3 100 100 100 96.3 100 95.5 100 100 100 98.5 100 99.8
4 100 100 98.5 99.8 98.7 100 99.9 100 - - - -
5 100 100 100 100 100 98.8 100 100 100 98.2 100 97.2
6 100 100 100 100 99.5 100 100 100 100 99.8 100 94.9
7 100 100 100 100 - - - - - - - -
8 100 100 100 100 - - - - - - - -
9 100 100 100 99.9 - - - - - - - -
10 100 100 100 100 - - - - - - - -
Fig. 3. Segmentation loss weight mask obtained by applying distance
transform algorithm on the label. Whiter shades on the segmentation loss
mask indicate pixels with greater weight.
annotated regions and less importance to the outer parts. This
alleviates the ambiguity arising at the edges of the defect,
where we can not be certain whether the defect is present
or not. We implement the importance in different sections
of labels by weighting the segmentation loss accordingly.
We weight the influence of each pixel at positive labels in
accordance with its distance to the nearest negatively labelled
pixel using the distance transform algorithm.
We formulate weighting of the positive pixels as:
Lseg = Ω
( D(pix)
D(pixmax)
)
· Lˆ(pix), (3)
where Lˆ(pix) is the original loss of the pixel, D(pix)/D(pixmax)
is a distance to the nearest negative pixel normalized by the
maximum distance value within the groundtruth region and
Ω(x) is a scaling function that converts the relative distance
value into the weight for the loss. In general, the scaling
function Ω(x) can be defined differently depending on the
defect and annotation type. However, we have found that a
simple polynomial function provides enough flexibility for
different defect types:
Ω(x) = wpos · xp (4)
where p controls the rate of decreasing the pixel importance
as it gets further away from the center, while wpos is an
additional scalar weight for all positive pixels. We have often
found p = 1 and p = 2 as best performing, depending on the
annotation type. Examples of a segmentation mask and two
weight masks are depicted in Figure 3. Note, that the weights
for the negatively labeled pixels remain 1.
IV. EXPERIMENTS
In this section, we extensively evaluate the proposed ap-
proach on the several anomaly detection tasks. First, we
compare it against the related methods on a well-known
synthetic benchmark dataset, the DAGM 2007 [11] dataset.
Then we evaluate the end-to-end model with all the improve-
ments against the baseline model with separate learning and
no improvements on a fully supervised problem using the
KolektorSDD [9] dataset. We also evaluate it on the Severstal
Steel Defect [1] dataset with a larger and a more difficult
set of images to demonstrate the general applicability of the
proposed architecture. Finally, we assess the contributions of
the individually proposed components in the ablation study.
A. Performance metrics
In all the experiments, we focus on evaluating per-image
classification metric, which is the most relevant metric in
the industrial quality control. In particular, we observe the
average precision (AP), which is calculated as the area under
the precision-recall curve and better captures the performance
of the model in highly unbalanced datasets than the other
established metrics, such as AUC. We also report the number
of misclassifications, false positives (FP) and false negatives
(FN), which are dependent on a specific threshold applied to
the classification score. We report the number of misclassifi-
cations at the threshold value where the highest F-measure is
achieved.
B. Implementation details
The proposed architecture and all adaptations are imple-
mented in PyTorch. In all experiments, the network was trained
with stochastic gradient descent, with no momentum and with
no weight decay. Cross-entropy loss has been applied to both
the segmentation and the classification networks. No image
resizing and no data augmentation have been used in any of
the experiments.
TABLE II
REPORTED AVERAGE PRECISION (AP) ON KOLEKTORSDD DATASET.
Architecture and approach Learning stages Number of positive training samples
33 25 20 15 10 5
Extended Segmentation+Decision Network (ours) end-to-end 100.00 99.78 100.00 99.88 99.31 96.71
Segmentation+Decision Network [9] separate (two stages) 99.0 97.5 99.5 97.4 98.8 95.8
Cognex ViDi (commercial software) [9] - 99.0 97.4 95.7 97.1 95.6 89.2
Xu et al. [13] (image-level label only) separate (three stages) 99.5 - - - 98.0 -
Pre-trained ResNet [13] (image-level label only) - 97.8 - - - - -
C. The DAGM 2007 dataset
Comparison to the related methods for the surface defect
detection is performed on the DAGM 2007 [11] dataset,
which is a well known benchmark database for the surface
defect detection. It contains images of various surfaces with
artificially generated defects. Surfaces and defects are split
into 10 classes of various difficulties. In our evaluation, we
consider each class as its own binary classification problem.
The following hyper-parameters were used for all the
classes. We trained for 50 epochs, with the learning rate of
η = 0.01 and the classification loss weight set to δ = 1. We
used batch size of 5. Since provided labels are not always
directly centered over the anomaly, we used linear scaling
function Ω(x) with p = 1. This prevented the quick drop of the
weights for the defective pixels that are slightly off-centered,
but still reduced the importance of pixels further away that
are most likely not defective. We weighted positive samples
20-times more than negative samples (wpos = 20).
Performance in terms of true positive (TPR) and true nega-
tive (TNR) rate on all classes is shown in Table I. The proposed
approach achieves 100% detection rate on all of them, thus
completely solving this dataset. A two-stage architecture with
separate learning by Racˇki et al. [7] achieved 100% rate on
half of the classes, but still had some false negatives on the
other half. A compact architecture proposed by Huang et
al. [3] achieved 99.79% mAcc (mean Accuracy) over the first 6
classes. The proposed end-to-end learning and the additional
improvements increase this result even further and achieves
100% detection rate on the remaining surfaces as well. Few
examples of the images, defects and segmentation network
outputs are shown in Fig. 5.
D. The KolektorSDD
Next, we evaluate the proposed approach on Kolek-
torSDD [9] to compare it against the existing two-stage
state-of-the-art architecture. We followed the same evaluation
protocol as described in [9], using a 3-fold cross-validation
with the same train-test split. In contrast to [9], we did not
apply exponential moving average to the network’s weights
during the learning. When reporting performance metrics for
cross-validation, we avoid combining uncalibrated score from
the individual folds, but instead calculate the metric for each
individual fold and report an average over all three folds for
AP, while for FP and FN, we report the sum of false values
over all three folds.
We used a rotated bounding-box annotation weighted by the
distance transform since this annotation requires less manual
work to be obtained. For scaling function Ω(x) applied to the
annotations, we used wpos = 1 and p = 2 since KolektorSDD
contains mostly thin surface fractures that are fairly prominent
at the center of the annotation.
The learning rate was η = 0.5, while the classification loss
weight was set to δ = 0.01. When training with all samples the
network was trained for 35 epochs, while in the experiments
with smaller numbers of positive samples, the number of steps
was kept approximately the same and due to a smaller training
set size resulted in training for 40, 50, 70, 90 and 150 epochs
for training sets with 25, 20, 15, 10 and 5 positive samples,
respectively.
Results are reported in Table II and show the average
precision (AP) for different number of positive samples used.
As a baseline we use the two-stage architecture [9] trained
with the same rotated bounding-box annotation but with two-
stage learning procedure instead of the end-to-end learning
and without our improvements. Our proposed method out-
performs the baseline in all cases as seen in Table II. This is
shown across different numbers of positive training samples
as end-to-end learning outperforms the baseline by around
1-2% in most cases. Moreover, our approach achieved AP
of 100% with no misclassifications when using all positive
training samples. The proposed approach also outperforms
all other related methods, including the commercial software
that was trained with even more precise annotations, and a
two-stage architecture trained with weak supervision [13].
Although, Xu et al. [13] used only image-level labels, our
approach with some pixel-level annotation presents a better
trade-off between no annotation and precise annotation without
compromising the overall performance. Fig. 5 presents some
examples of the images, defects and detections with outputs
from the segmentation network.
E. The Severstal Steel defect dataset
Results on the previous two dataset are shown to be satu-
rated as both datasets contain too few examples that would
be difficult for the deep-learning approaches. We therefore
additionally evaluate on the Severstal Steel defect [1] dataset
that contains a larger set of more difficult samples. The dataset
consists of 12,568 images in total, with 4 different types of
defects. We used a subset of images for our evaluation. In
particular, we used all negative images and all positive images
TABLE III
PERFORMANCE OF INDIVIDUAL COMPONENTS ON ALL THREE DATASET BY DISABLING EACH ONE.
DAGM KolektorSDD Severstal Steel Dynamically
balanced loss
Gradient-flow
adjustment
Frequency-of-use
sampling
Distance
transform
AP FP+FN AP FP+FN AP FP+FN
99.95 2+2 99.75 1+0 98.32 73+64 X X X
91.88 471+68 99.88 1+0 97.80 57+60 X X X
99.996 0+1 99.77 0+1 98.54 36+75 X X X
100.00 0+0 99.88 1+0 98.24 52+58 X X X
100.00 0+0 100.00 0+0 98.74 59+40 X X X X
TABLE IV
AVERAGE PRECISION AND MISCLASSIFICATIONS FOR THE SEVERSTAL
STEEL DEFECT DATASET USING OUR PROPOSED APPROACH.
Metric
Number of positive training samples
3000 1500 750 300
Average precision (AP) 99.04 99.00 98.91 97.78
False positives (FP) 34 41 52 95
False negatives (FN) 54 70 65 77
with only class 3 defect present, which is the most common
defect in this dataset. Images that also had other types of
defects were not used. This resulted in 6,666 negative images
and 4,759 positive images, which were further split into the
train, the validation and the test set. For training, we used
3,000 positive and 4,143 negative images, for validation, 559
positive and negative images, and for test, 1,200 positive and
negative images were used. Few images from the dataset,
alongside the detections with the outputs from the segmen-
tation network are presented in Fig 4. Existing benchmarks
on Severstal Steel dataset are performed with a per-pixel basis
evaluation, however, we instead report metric on a per-image
bases, since per-pixel accuracy of segmentation is not crucial
for practical application of defect detection. Instead, it is more
important that images are correctly classified as defective or
non-defective.
The results are shown in Table IV. The positive training
samples size was also varied between 300, 750, 1500 and
3000 samples. We trained for 90, 70, 50 and 40 epochs, when
using 300, 750, 1500 and 3000 positive samples, respectively,
and then used the best model, according to the AP on the
validation set, for evaluation. The learning rate was set to
η = 0.1, the classification loss weight was set to δ = 0.1
and we used p = 2 for weighting positive pixels. We used the
batch size of 10. Results show that with 300 positive training
samples the proposed approach is able to achieve AP of
97.78% while with all 3000 training samples the AP increases
to 99.04% and the number of misclassifications almost halves.
Despite high AP value this still leaves 34 false positives
and 54 false negatives. Several examples of detections that
well demonstrate the difficulty of this dataset are depicted in
Figure 4.
F. Ablation study
Finally, we evaluate the impact of individual components
that each contributes to the results achieved above. We preform
the ablation study on all three datasets, KolektorSDD, DAGM
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Fig. 4. Examples of images, defects and detections with segmentation output
from the Severstal Steel defect dataset.
and Severstal Steel Defect dataset, however, for the Severstal
Steel dataset we used only a subset of images to reduce the
training time. We used 1,000 positive and negative samples
for training and the same amount for testing.
We report two experiments that show the contributions of
the individual components. In both experiments the identical
settings and hyper-parameters are used as the ones reported
before. In the first experiment, we report the performance
by disabling only the specific component, while leaving all
remaining ones enabled. Results are reported in Table III.
The second experiment is reported in Table V, which demon-
TABLE V
PERFORMANCE OF INDIVIDUAL COMPONENTS ON ALL THREE DATASETS BY GRADUALLY INCLUDING EACH ONE.
DAGM KolektorSDD Severstal Steel Dynamically
balanced loss
Gradient-flow
adjustment
Frequency-of-use
sampling
Distance
transform
AP FP+FN AP FP+FN AP FP+FN
90.84 661+45 99.77 0+1 95.90 59+102
97.60 26+24 99.88 1+0 97.43 76+72 X
99.998 1+0 99.90 1+0 97.59 65+61 X X
100.00 0+0 99.88 1+0 98.24 52+58 X X X
100.00 0+0 100.00 0+0 98.74 59+40 X X X X
strates the performance when the individual components are
gradually enabled, including the performance with none of
the components enabled at all. Results well show that the
worst performance is achieved with none of the components
enabled on all three datasets, while the best results on all three
are achieved only when all four components are enabled. We
describe the contribution of each component to the overall
improvements in more details below.
a) Dynamically balanced loss and gradient-flow adjust-
ment: Enabling only dynamic balancing of loss with gradual
inclusion of classification network already provides a signif-
icant boost of the performance to all three datasets. Without
dynamically balanced loss, i.e., without using any λ, the AP
is 90.84%, 99.77% and 95.90% for DAGM, KolektorSDD
and Severstal Steel datasets, respectively. However, with λ
dynamically balancing the loss over the training epochs, the
AP increases to 97.60%, 99.88% and 97.43%, for DAGM,
KolektorSDD and Severstal Steel datasets, respectively, as
shown in Table V.
Replacing dynamically balanced loss with only the gradient-
flow adjustment, i.e., stopping the gradients to segmentation,
would result in similar performance on the KolektorSDD and
the Severstal Steel datasets, as can be observed in the first
two rows in Table III. Since both methods effectively prevent
the unstable segmentation features to significantly affect the
learning of the classification layers in the early stages of
the learning, they naturally result in a similar performance.
However, using either method on the DAGM dataset is not
sufficient as in both cases we experienced difficulty during
the learning process where the model would not converge at
all without further decreasing the learning rate to η = 0.01.
A more robust solution is to use both the gradient-flow
adjustment and the dynamically balanced loss at the same time
while leaving the η = 0.1 which produces much better results.
This eliminates the convergence issues while also significantly
improving the results for the DAGM dataset, where 99.998%
detection rate with one misclassification can be achieved.
Performance on the other two datasets also increases slightly
when both components are used.
The above results demonstrate that using only the dynam-
ically balanced loss or only the gradient-flow adjustment is
not sufficient to introduce the end-to-end learning. Instead,
both improvements are required to achieve the convergence
and good results over the different defect detection problems.
b) Frequency-of-use sampling: Replacing naive random
sampling in alternating scheme with one based on the
frequency-of-use further improves the results. As shown in Ta-
ble V, enabling frequency-of-use sampling with previous two
components improves performance from 97.59% to 98.24%
AP on the Severstal Steel dataset, and from 99.998% to 100%
on the DAGM dataset. On the KolektorSDD, the frequency-
of-use sampling did not have significant effect as the number
of misclassifications remained the same, despite the minor
decrease in AP.
c) Loss weighting for positive pixels: Lastly, enabling
the distance transform as the weights for the positive pix-
els pushes performance on KolektorSDD to 100% detection
rate, therefore completely solving KolektorSDD and DAGM
dataset. Loss weighting also improves result on Severstal Steel
dataset, increasing the AP from 98.24% to 98.70% as shown
in Table V. Moreover, as observed in Table III, where only a
specific component is disabled, the frequency-of-use sampling
does show to improve result on the KolektorSDD when also
taking into the consideration the distance transform. Result
improve from 99.77% AP and one misclassification when
frequency-of-use sampling is not used to 100% detection rate
when it is. This indicates that a combination of the distance
transform and the frequency-of-use sampling works the best
across the different datasets.
V. CONCLUSION
In this paper, we presented a simultaneous learning scheme
for a two-stage deep learning architecture used in the surface
anomaly detection. We proposed an end-to-end mechanism
that facilitates simultaneous learning by dynamically balancing
the loss between the learning of the segmentation and the clas-
sification networks, as well as through accordingly adjusting
the gradient-flow from the classification to the segmentation
layers. Although training of the segmentation layers is not
affected by the errors originating in the classification layers,
we still consider this approach an end-to-end learning since the
training is performed in a unified network with one forward
and one backward pass. We additionally proposed to extend
the loss function to account for uncertainty of region based
annotations, thus allowing to use the less precise pixel-level
annotations that are easier to obtain than the high-precision
labels. Such labels are useful for many different cases in
thenindustrial defect detection where pixel-wise location of de-
fects are not always easily defined, such as in KolektorSDD [9]
DAGM
True positives True positives
Kolektor SDD
True negatives
Fig. 5. Examples of images, defects and detections with segmentation output from the DAGM (left) and the KolektorSDD (right) datasets.
and in several classes of the DAGM [11] dataset. In such
cases, a more broad region can easily encompass the defective
pixels and thus can take much less effort to annotate. Finally,
we also introduced the frequency-of-use sampling of defected
samples to ensure the even use of the negative samples in the
unbalanced datasets.
We demonstrated the benefits of the proposed approach
on three defect detection problems. In particular, 100% de-
tection rate has been achieved on the DAGM [11] and
the KolektorSDD [9] datasets, thus out-performing all state-
of-the-art methods and completely solving those problems.
On the KolektorSDD we also demonstrated that end-to-end
scheme can successfully replace the two-stage learning process
from [9], leading to the halving of the training iterations
needed, while even improving the classification accuracy.
Since the DAGM and the KolektorSDD are now solved, we
also demonstrated the performance on the Severstal Steel de-
fect [1] dataset, which includes large number of more difficult
defects than the previous two datasets. Due to the size and the
difficulty of this dataset, we hope that the results will serve as
a future benchmark model to compare the performance of the
new methods for the surface defect detection.
Finally, the extensive ablation study demonstrated the be-
haviour of individually proposed improvements. Each pro-
posed component has proven important and beneficial since
removing any one decreased the accuracy. The study also
demonstrated that to correctly implement end-to-end learning
both dynamically balanced loss and gradient-flow adjustment
between the segmentation and the classification networks are
needed. Without them, the results were either worse or the
learning had difficulties converging. Study has also shown
frequency-of-use sampling and distance transform as both in-
dividually important in improving results for specific datasets.
However, the combination of both has proven much better, thus
making the proposed improvements mutually beneficial. This
significantly contributed to achieving state-of-the-art results
across three different defect detection problems.
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