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ALE aritmeticˇno logicˇna enota
API Application Programming Interface
CPE centralna procesna enota
CUDA Compute Unified Device Architecture
FPGA Field-programmable gate array
GPE graficˇna procesna enota
GPGPU uporaba graficˇne kartice za namene racˇunanja
OpenCL Open Computing Language
OpenGL Open Graphics Language





Cilj diplomske naloge je implementacija algoritma za numericˇno resˇevanje valovne
enacˇbe na graficˇni procesni enoti. Diferencialno enacˇbo smo resˇevali z Eulerjevo
metodo in metodo Runge-Kutta 4. reda. Metodi se razlikujeta po racˇunski zahtev-
nosti, tocˇnosti in numericˇni stabilnosti. Algoritma smo implementirali na platformah
CUDA in OpenCL. Konkurencˇni platformi smo med seboj primerjali in predstavili
rezultate. Na koncu smo rezultate algoritmov v vsakem koraku vizualizirali z upo-
rabo OpenGL in ocenili, kaksˇen vpliv na hitrost ima vizualizacija.
Rezultati potrjujejo hipotezo, da sta si platformi po zmogljivosti zelo podobni.
CUDA je vendrale nekoliko hitrejˇsa predvsem pri izracˇunih na nekoliko manjˇsih
matrikah, OpenCL pa je malce hitrejˇsi pri vecˇjih kolicˇinah podatkov. Vizualizacija
v primerjavi z izracˇunom porabi ogromno cˇasa. Zato ob vizualizaciji izbira platforme
za programiranje na graficˇni procesni enoti ni kljucˇnega pomena.




The aim of this thesis is implementation of algorithm for numerical solution of the
wave equation on graphics processing unit. We used Euler and 4th order Runge-
Kutta method. The methods differ in calculation complexity, numerical accuracy
and numerical stability. Algorithms were implemented on CUDA and OpenCL plat-
forms. Competitive platforms were compared with each other. Results of each step
of the calculation were also visualized using OpenGL standard with the purpose of
assessing the impact visualization has on time spent by algorithms.
Results confirm the hypothesis that the two GPGPU platforms are very similar in
performance. CUDA is slightly faster on smaller matrices, OpenCL performs better
on larger matrices. Visualization takes a lot of time compared to the calculation.
Therefore, in the case of visualization, the choice of platform is not crucial.





V zadnjih nekaj desetletjih smo pricˇa izjemno hitremu razvoju na podrocˇju tehno-
logije. Pred skoraj 50 leti je Gordon Moore z opazovanjem razvoja strojne opreme
predvidel rast gostote tranzistorjev v digitalnih vezjih. To je seveda marsikomu
dobro poznani Moorov zakon. Ta predvideva podvojitev gostote tranzistorjev pri-
blizˇno vsaki dve leti. Obstaja vecˇ inacˇic in pogledov na Moorov zakon, enega izmed
njih si bralec lahko ogleda v delu [1]. Kljub temu, da je bila to zelo drzna napo-
ved, je dosedanji razvoj v veliki meri potrdil Moorova pricˇakovanja. Eksponentna
rast gostote tranzistorjev nas je pripeljala do izjemno zmogljivih komponent kot so
vecˇjedrne centralne procesne enote in graficˇne procesne enote z vecˇ kot 5 milijardami
tranzistorjev.
Moorov zakon se pogosto omenja v povezavi z napredkom centralnih procesnih enot.
Cˇeprav se sˇtevilo tranzistorjev v CPE hitro povecˇuje, se sama frekvenca CPE v za-
dnjem desetletju ni veliko spremenila. Razlog za to je povsem fizikalne narave, saj
se z viˇsanjem frekvence zelo hitro vecˇa tudi kolicˇina proizvedene toplote. Zato so
se proizvajalci CPE zacˇeli posluzˇevati drugacˇne tehnike vecˇanja zmogljivosti. Na en
cˇip so namestili vecˇ jeder, ki lahko operacije izvajajo simultano. Prav zaradi tega se
je v zadnjih nekaj letih zelo razmahnilo paralelno programiranje, ki ga potrebujemo
za izkoriˇscˇanje novih CPE.
Tudi uporaba graficˇne procesne enote za racˇunske namene je posebna vrsta para-
lelnega programiranja, le da je tukaj stopnja paralelnosti veliko vecˇja. Novodobne
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graficˇne procesne enote imajo vecˇ tisocˇ jeder in naloga programerja je, da jih cˇim
bolj enakomerno obremeni.
Pred zacˇetkom programiranja na graficˇni procesni enoti je vsak programer pred po-
membno odlocˇitvijo. Izbrati mora platformo, ki jo bo uporabil. Konkurencˇni plat-
formi CUDA in OpenCL sta si namrecˇ zelo podobni. Cˇe je cilj dosecˇi neodvisnost
od strojne opreme, je odgovor na dlani, saj CUDA deluje le na graficˇnih procesnih
enotah proizvajalca nVidia. V nasprotnem primeru pa je odlocˇitev tezˇja. Na spletu
sicer lahko najdemo nekaj primerjav, navadno pa nimamo vpogleda v kodo pro-
grama, ki je bil izdelan na platformi CUDA ali OpenCL in uporabljen v primerjavi.
Tezˇavo v tem primeru predstavlja tudi hiter razvoj obeh platform, saj primerjave
in testiranja hitro zastarajo ter lahko podvomimo v njihovo relevantnost. Vendarle
pa lahko iz obsezˇnejˇsih primerjav, kot je [2], vidimo, da je zmogljivost zelo odvisna
od narave problema in algoritma, ki ga resˇuje. V vecˇini primerov je zmogljivost zelo
podobna, ponekod pa se pojavljajo tudi vecˇje razlike.
1.1 Cilji
V okviru diplomske naloge bomo predstavili in med seboj primerjali dve najbolj
priljubljeni platformi za programiranje na graficˇnih procesnih enotah. To sta CUDA
in OpenCL. Med njima lahko potegnemo marsikatero vzporednico, najdemo pa lahko
tudi pomembne razlike. Zaradi hude konkurence se obe platformi izredno hitro
razvijata in zato se na kaksˇne starejˇse primerjave tezˇko zanesemo.
Na obeh platformah smo implementirali resˇevanje valovne diferencialne enacˇbe z
Eulerjevo metodo in metodo Runge-Kutta 4. reda. Platformi smo primerjali glede
na cˇas, porabljen za izracˇun razlicˇnega sˇtevila korakov in razlicˇne velikosti matrik.
Rezultati so predstavljeni v poglavju 7.
Ker se v realnem zˇivljenju navadno ne ustavimo le pri izracˇunu, pacˇ pa zˇelimo
pridobljene podatke na nek nacˇin uporabiti, smo implementirali sˇe graficˇni izris
valovanja povrsˇine ter primerjali, koliko cˇasa v primerjavi z izracˇunom porabi izris.
Poglavje 2
Uporaba graficˇne procesne
enote za namene racˇunanja
Graficˇna procesna enota ali graficˇna kartica je del vsakega racˇunalnika. Skozi zgo-
dovino lahko opazujemo razvoj razlicˇnih tipov graficˇnih procesnih enot. Kot primer
lahko vzamemo integrirane graficˇne procesne enote, ki navadno nimajo svojega po-
mnilnika, pacˇ pa uporabljajo del glavnega pomnilnika racˇunalnika in samostojne
graficˇne procesne enote, ki predstavljajo zakljucˇeno celoto in imajo lastni pomnil-
nik. Ne glede na tip graficˇne procesne enote pa lahko v zadnjem desetletju ali dveh
opazimo izjemno hiter razvoj in napredek. Vzrokov je vecˇ. Eden izmed njih je zago-
tovo v hitrem napredku tehnologije, ki omogocˇa hiter razvoj tranzistorjev in ostalih
sestavnih delov procesnih enot. K hitremu razvoju graficˇnih procesnih enot po mo-
jem mnenju veliko prispeva tudi velika priljubljenost in mocˇ igracˇarske industrije,
ki za ustvarjanje vedno bolj realne navidezne resnicˇnosti potrebuje vse zmogljivejˇse
graficˇne procesne enote.
Prav zaradi hitrega razvoja so graficˇne procesne enote v veliko pogledih prehitele
zmozˇnosti CPE. Zato smo v zadnjem desetletju pricˇa razmahu programiranja na
graficˇnih procesnih enotah oziroma uporabi GPE za namene racˇunanja (t.i. general-
purpose computing on graphics processing units).
Paralelno programiranje je prisotno zˇe dolgo cˇasa. Tudi vecˇjedrne ali vsaj vecˇnitne
centralne procene enote poznamo zˇe vsaj dve desetletji. Vendarle pa je programi-
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ranje na graficˇnih procesnih enotah zelo drugacˇno od paralelnega programiranja na
centralnih procesnih enotah. Seveda si delita podobne koncepte, najdemo pa tudi
veliko razlik. Glavna razlika je zˇe v samem problemu, ki mora biti za ucˇinkovito
izvedbo na graficˇni procesni enoti zelo paralelen, saj moramo na GPE izkoristiti
veliko vecˇ jeder kot na centralni procesni enoti. Druga pomembna razlika je po-
mnilnik. Pri paralelnem programiranju na centralnih procesnih enotah se nacˇin
dostopa do pomnilnika ne razlikuje od navadnega programiranja. Seveda je po-
trebno paziti na socˇasne dostope in dostopanje v pravem zaporedju, vendarle pa je
to sˇe vedno isti pomnilnik kot pri zaporednem programiranju. Pri programiranju
na graficˇnih procesnih enotah je to seveda drugacˇe. Pomnilnik graficˇne procesne
enote je locˇen in do njega ne moremo dostopati na enak nacˇin kot do glavnega po-
mnilnika racˇunalnika. Prav tako moramo razmisliti o prenosih podatkov iz glavnega
pomnilnika racˇunalnika v pomnilnik graficˇne procesne enote in obratno, saj ti tra-
jajo kar nekaj cˇasa in jih poskusˇamo cˇim bolj zmanjˇsati. Bolj kompleksna je tudi
delitev dela, ki lahko kljucˇno vpliva na hitrost izracˇuna. Za ucˇinkovito delitev dela
pa moramo bolje poznati splosˇno arhitekturo graficˇnih procesnih enot, ki je opisana
v nadaljevanju.
2.1 Arhitektura graficˇne procesne enote
Ne glede na tip imajo vse graficˇne procesne enote podobno zasnovo, ki se zelo raz-
likuje od centralne procesne enote. Vzrok za to lahko najdemo v naravi primarne
naloge graficˇnih procesnih enot - izrisu slike. Izris slike je proces, ki zahteva relativno
veliko racˇunskih operacij, ki pa navadno niso zelo zahtevne.
Graficˇna procesna enota namrecˇ na zaslon izrisuje primitive, ki jim je pri vsakem
izrisu potrebno izracˇunati dolocˇene atribute. Tocˇno sˇtevilo primitivov na posamezni
sliki je odvisno od posamezne scene, ki jo zˇelimo izrisati, locˇljivosti zaslona in sˇe
nekaterih drugih dejavnikov. Cˇe k velikemu sˇtevilu primitivov za izris vsake slike
dodamo sˇe sˇtevilo izrisov na sekundo, ki mora biti za tekocˇo animacijo vecˇje vsaj od
sˇtevila 25, dobimo zavidljivo sˇtevilko.
Zaradi zgoraj omenjenih razlogov je idealno, da ima graficˇna procesna enota veliko
sˇtevilo aritmeticˇno logicˇnih enot, ki skrbijo za hiter izracˇun. Tako lahko proces izrisa
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poteka vzporedno v nekaj sto ali nekaj tisocˇ jedrih, kar odlocˇno skrajˇsa cˇas, potreben
za izris slike na zaslon. Kontrolna enota graficˇne procesne enote je nekoliko manj
zmogljiva, to pa ne predstavlja vecˇje omejitve, saj v kodi, ki se izvaja na graficˇni
procesni enoti, navadno ni veliko vejitev.
Jedra so navadno organizirana v skupine ali bloke, ki vsebujejo vecˇ jeder. Samo poi-
menovanje se med posameznimi proizvajalci nekoliko razlikuje. Proizvajalec nVidia
take skupine jeder imenuje Streaming Multiprocessor. Vsaka skupina vsebuje vecˇ
primitivnih jeder, ki jih pri proizvajalcu nVidia imenujejo Streaming Processor. Vsa
jedra znotraj enega SM si delijo lokalni pomnilnik. Graficˇno je to prikazano na sliki
2.1. Na voljo jim je sˇe globalni pomnilnik, pomnilnik konstant in pomnilnik tekstur,
ki so skupni vsem jedrom.
Slika 2.1: CUDA SM
Drugi pomembni del arhitekture graficˇne procesne enote
je torej pomnilnik. Pogosto se zgodi, da so ozko grlo
pri izracˇunih ravno vodila od procesnega dela do po-
mnilniˇskega dela graficˇne procesne enote. Kot je nave-
deno zgoraj, ima graficˇna procesna enota navadno vecˇ
razlicˇnih pomnilnikov, ki se med seboj razlikujejo po
nacˇinu in hitrosti dostopa ter velikosti. Deljeni pomnil-
nik, ki je skupen le jedrom znotraj enega bloka jeder, je
zelo hiter, a je manjˇsi. Dodatna omejitev je, da do njega
lahko dostopajo le tista jedra, ki so v istem bloku. Glo-
balni pomnilnik je veliko vecˇji, do njega lahko dostopajo
vsa jedra, dostop pa je veliko pocˇasnejˇsi. Pomnilnika
konstant in tekstur sta prav tako skupna vsem jedrom
in sta manjˇsa od globalnega pomnilnika. V pomnilnik
konstant se shranijo konstante in argumenti za izvajanje
sˇcˇepcev, pomnilnik tekstur pa je optimiziran za hranje-
nje tekstur oziroma slik.
Pri programiranju na graficˇni procesni enoti je najpo-
membneje, da se zavedamo, koliko cˇasa je potrebnega za prenos podatkov iz glav-
nega pomnilnika racˇunalnika v pomnilnik graficˇne procesne enote. Tocˇne sˇtevilke
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so odvisne od vodila. Na novejˇsih osnovnih plosˇcˇah je temu namenjeno vodilo PCI
Express ali krajˇse PCIe. Trenutno je v uporabi vodilo PCIe 2.0 x16, ki omogocˇa
hitrosti do 8 GB na sekundo. Kljub temu, da se to sliˇsi kar veliko, je v primerjavi
s prenosi med procesnim in pomnilniˇskim delom graficˇne procesne enote zelo malo.
Tukaj so hitrosti reda nekaj sto GB na sekundo. Nekaj prenosom se v dolocˇenih pri-
merih seveda ne moremo izogniti. Cˇe potrebujemo za zacˇetek racˇunanja na graficˇni
procesni enoti zacˇetne podatke, jih je potrebno pred prvim izvajanjem sˇcˇepca pacˇ
prenesti v pomnilnik graficˇne procesne enote. Vcˇasih po koncˇanem izracˇunu po-
trebujemo podatke v glavnem pomnilniku racˇunalnika in zopet potrebujemo prenos
podatkov, pomembno pa je, da cˇim bolj zmanjˇsamo sˇtevilo takih prenosov. Lep
primer je izracˇun podatkov z uporabo graficˇne procesne enote in zatem graficˇni izris
teh podatkov. V tem primeru je potrebno sam program zasnovati tako, da se med
izracˇunom in izrisom podatki ne prenasˇajo v glavni pomnilnik racˇunalnika. S takim
primerom se srecˇamo tudi pri izracˇunu valovne enacˇbe in vizualizaciji povrsˇine po
vsakem koraku izracˇuna.
V dolocˇenih situacijah lahko nekaj cˇasa prihranimo tudi z uporabo deljenega po-
mnilnika ali pomnilnikov konstant in tekstur, vendar pa to ni vedno mogocˇe in je
odvisno od narave problema, ki ga resˇujemo na graficˇni procesni enoti.
Celotna arhitektura sodobne GPE in povezave z glavnim pomnilnikom racˇunalnika
je v splosˇnem predstavljena na sliki 2.2.
2.2 Omejitve paralelizma
Glavni cilj paralelnega programiranja je pohitritev izvajanja algoritma. Dolocˇen
problem zˇelimo resˇiti cˇim hitreje in cˇe nam serijska razlicˇica algoritma ne nudi za-
dovoljive hitrosti, je pogosto resˇitev v paralelizmu. Pri nekaterih problemih lahko
tako dosezˇemo zavidljive pohitritve, vse pa ima neko mejo.
Pred pricˇetkom programiranja je vedno smiselno oceniti teoreticˇne meje pohitritev
in se na podlagi tega odlocˇiti o smiselnosti paralelnega programiranja.
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Slika 2.2: Arhitektura sodobne GPE,
povzeto po http://www.hpcwire.com/
2.2.1 Amdahlov zakon
Vsak algoritem je sestavljen iz delezˇa programske kode, ki se lahko izvaja paralelno
in delezˇa, ki se mora izvesti zaporedno. Cˇas, ki ga za izvajanje potrebuje prvi delezˇ,
lahko z ustreznim programiranjem in ustrezno strojno opremo zelo pohitrimo, tudi
tukaj pa obstajajo meje. Vecˇjo tezˇavo navadno predstavlja tisti del programske kode,
ki se mora izvesti zaporedno. Tukaj s paralelizmom ne dosezˇemo prav nicˇ. V tem
primeru je edini nacˇin za pohitritev izvajanja zmogljivejˇsa strojna oprema.
To zelo dobro opisuje Amdahlov zakon, ki dolocˇa teoreticˇno pohitritev algoritma, cˇe
ga izvaja p niti. Poznati pa je potrebno delezˇ algoritma, ki ga je mogocˇe izvajati
paralelno in delezˇ, ki se mora izvajati zaporedno. Cˇas, ki ga algoritem potrebuje za
izvajanje na n nitih je dolocˇen z enacˇbo T (p) = T (1)(f + 1p(1 − f)), kjer f dolocˇa
delezˇ algoritma, ki ga ni mogocˇe izvajati paralelno. Pohitritev je torej definirana z
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f + 1p(1− f)
.
Zavedati pa se moramo, da so to teoreticˇne meje, ki jih je v realnem svetu nemogocˇe
dosecˇi. Taki teoreticˇni izracˇuni predpostavljajo idealne pogoje in ne uposˇtevajo cˇasa,
potrebnega za prenose podatkov, komunikacijo in podobno.
Primer uporabe Amdahlovega zakona na vecˇjedrnih sistemih si bralec lahko ogleda
v [3].
Po Amdahlovem zakonu vidimo, da zelo majhen procent programske kode, ki se
mora izvesti zaporedno, lahko zelo omeji pohitritve, ki jih lahko dosezˇemo. Gu-
stafson je odkril protiprimer Amdahlovemu zakonu in osnoval nekoliko spremenjen
Gustafsonov zakon [4].
2.2.2 Raztegljivost
Cˇe potrebujemo vecˇje pohitritve, lahko posezˇemo po boljˇsi strojni opremi, ki omogocˇa
izvajanja vecˇ niti naenkrat, ni pa nujno, da bo pohitritev blizu pricˇakovanjem. Da
bi vedeli, kaj lahko pricˇakujemo ob povecˇanju sˇtevila niti, je potrebno oceniti raz-
tegljivost ali skalabilnost problema. Pohitritev lahko zapiˇsemo kot:
S(n, p) ≤ σ(n) + ρ(n)
σ(n) + ρ(n)/p+ κ(n, p)
ali
S(n, p) ≤ p(σ(n) + ρ(n))
σ(n) + ρ(n) + (p− 1)σ(n) + pκ(n, p) ,
kjer σ predstavlja cˇas za izvajanje zaporednega dela algoritma, ρ cˇas za izvajanje
paralelnega dela algoritma, κ cˇas za komunikacijo in p sˇtevilo niti. Vsota cˇasov, ki ga
procesi porabijo za dodatno komunikacijo, je Tkomunikacija = (p− 1)σ(n) + pκ(n, p).
Pohitritev torej lahko zapiˇsemo tudi tako:
S(n, p) ≤ pTs(n)
Ts(n) + Tkomunikacija(n, p)
.





Ts(n) + Tkomunikacija(n, p)
.
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Cˇe izrazimo sekvencˇni cˇas dobimo:
Ts(n) ≥ E(n, p)
1− E(n, p)Tkomunikacija(n, p) = CTkomunikacija(n, p) .
Zˇelimo, da je C konstanta. Tkomunikacija narasˇcˇa s stopnjo paralnosti p. Cˇe povecˇamo
n, lahko drzˇimo razmerje konstantno.
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Valovna enacˇba, kot razkriva zˇe samo ime, opisuje valovanje. Gre za vse vrste
valovanja, ki se pojavljajo v svetu fizike. Kot primer lahko vzamemo valovanje
zvoka ali valovanje tekocˇin. V tej diplomski nalogi sem se osredotocˇil na valovanje
tekocˇin.




= c2∆~u . (3.1)
V enacˇbi (3.1) u(x, t) predstavlja funkcijo cˇasa t in prostorskih koordinat x, c pred-
stavlja hitrost valovanja, ∆ pa Laplaceov operator.
Enacˇba (3.1) je splosˇna, v diplomskem delu pa se bom osredotocˇil na tridimenzio-
nalni prostor.
Ker enacˇbe v splosˇnem analiticˇno ni mocˇ resˇiti, je problem valovanja potrebno apro-
ksimirati. Aproksimacijo sem izvedel z Eulerjevo metodo [5], ki je racˇunsko manj
zahtevna, a tudi zelo nestabilna in metodo Runge Kutta 4. reda [5], ki je veliko bolj
stabilna, vendar racˇunsko zahtevnejˇsa.
V realnem svetu nobeno valovanje ne traja neskoncˇno dolgo cˇasa, cˇe nanj ves cˇas
ne deluje neka sila. Cˇe zˇelimo dosecˇi ta ucˇinek, je potrebno uposˇtevati dusˇenje
valovanja.
11
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3.1 Eulerjeva metoda
Eulerjeva metoda je preprosta numericˇna aproksimacija, s katero lahko aproksimi-
ramo resˇitve navadnih diferencialnih enacˇb z dolocˇenim zacˇetnim stanjem. Navadne
diferencialne enacˇbe so tiste enacˇbe, v katerih je odvisna spremenljivka funkcija ene
neodvisne spremenljivke. Splosˇna enacˇba Eulerjeve metode je:
yn+1 = yn + f(tn, yn) · h , (3.2)
kjer h predstavlja iteracijski korak.
Ker je valovna enacˇba (3.1) navadna diferencialna enacˇba drugega reda, jo lahko
enostavno aproksimiramo z uporabo Eulerjeve metode.
Prednost Eulerjeve metode je predvsem racˇunska nezahtevnost, tezˇavo pa predsta-
vljata relativno velika racˇunska napaka in numericˇna nestabilnost.
Ker je Eulerjeva metoda metoda prvega reda, ima lokalno napako (napako v vsakem
koraku) reda O(h2) in globalno napako (napako po dolocˇenem cˇasu t) reda O(h).
Poleg velike napake se pojavlja sˇe numericˇna nestabilnost, kar pomeni, da je lahko
absolutna vrednost rezultata pridobljenega s to metodo v primerjavi s tocˇnim rezul-
tatom zelo velika. Numericˇna nestabilnost je pri vecˇjih korakih h veliko vecˇja.
Numericˇna nestabilnost Eulerjeve metode je lepo vidna na primeru linearne enacˇbe
y˙ = −3y , y(0) = 1 . (3.3)
Diskretna razlicˇica enacˇbe 3.3 je:
yn+1 = yn − 3yn · h , (3.4)
tn+1 = tn + h . (3.5)
Natancˇna resˇitev enacˇbe je y(t) = e−3t, kar se za velike t priblizˇuje vrednosti 0.
Cˇe enacˇbo resˇimo sˇe po Eulerjevi metodi s korakom h = 0,9, vidimo, da se enacˇba ne
priblizˇuje vrednosti 0, pacˇ pa alternirajo vedno vecˇja pozitivna in negativna sˇtevila.
K srecˇi pa se to navadno dogaja le pri vecˇjih korakih. V tem primeru se tezˇave
znebimo zˇe pri koraku h = 0,6.
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Slika 3.1: Resˇitev diferencialne enacˇbe (3.3) z Eulerjevo
metodo
3.2 Metoda Runge-Kutta 4. reda
Metode Runge-Kutta so podobne Eulerjevi metodi, le da so nekoliko naprednejˇse
in racˇunsko zahtevnejˇse, so pa zato veliko bolj stabilne in natancˇnejˇse od Eulerjeve
metode. Z njimi prav tako numericˇno aproksimiramo navadne diferencialne enacˇbe.
Metode se med seboj razlikujejo po redu. Metoda Runge-Kutta 1. reda je prav-
zaprav enaka Eulerjevi metodi, najbolj uporabljana pa je Runge-Kutta 4. reda.
Splosˇne enacˇbe so:
y˙ = f(t, y) , y(t0) = y0 , (3.6)
1k = f(tn, yn) · h , (3.7)






·1 k) · h , (3.8)






·2 k) · h , (3.9)
4k = f(tn + h, yn +
3 k) · h , (3.10)
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yn+1 = yn +
1
6
(1k + 2 ·2 k + 2 ·3 k +4 k) , (3.11)
tn+1 = tn + h . (3.12)
Izracˇun valovanja povrsˇine poteka po podobnem principu kot pri Eulerjevi metodi,
le da je pri metodi Runge-Kutta 4. reda vecˇ vmesnih korakov. Vmesni rezultati
so v zgornjih enacˇbah predstavljeni s spremenljivkami 1k, 2k, 3k in 4k, kjer sˇtevilke
1, 2, 3 in 4 predstavljajo indeks.
Ker je to metoda 4. reda, ima lokalno napako (napako na vsak korak) reda O(h5),
globalno napako (napako po dolocˇenem cˇasu t) pa reda O(h4).
Cˇe diferencialno enacˇbo 3.3 diskretiziramo za izracˇun po metodi Runge-Kutta 4.
reda dobimo:
1k = −3yn · h , (3.13)
2k = −3(yn + 1
2
·1 k) · h , (3.14)
3k = −3(yn + 1
2
·2 k) · h , (3.15)
4k = −3(yn +3 k) · h , (3.16)
yn+1 = yn +
1
6
(1k + 2 ·2 k + 2 ·3 k +4 k) . (3.17)
Slika 3.2: Resˇitev diferencialne enacˇbe (3.3) z metodo RK4
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Izracˇun diferencialne enacˇbe z metodo Runge-Kutta 4. reda s korakom h = 0,9 in
h = 0,6 je prikazan na sliki 3.2. Vidimo lahko, da je izracˇun po metodi Runge-Kutta
4. reda stabilen zˇe pri h = 0,9.
3.3 Izvedba
Ker je v racˇunalniˇstvu vse diskretno, je potrebno tudi povrsˇino, na kateri racˇunamo
valovanje, diskretizirati. Najprej je potrebno dolocˇiti sˇirino in dolzˇino povrsˇine.
Povrsˇino nato predstavimo z dvema poljema tocˇk. Vsako polje vsebuje toliko tocˇk,
kolikor znasˇa zmnozˇek sˇirine in dolzˇine povrsˇine. Prvo polje, ki ga lahko poime-
nujemo U, predstavlja viˇsino povrsˇine v posamezni tocˇki. Drugo polje, ki ga lahko
poimenujemo V, pa njihove hitrosti.
Za izracˇun je potrebno osnovno enacˇbo valovanja nekoliko poenostaviti in prilago-
diti zgoraj omenjeni predstavitvi povrsˇine. Drugi odvod v enacˇbi (3.1) predstavlja
pospesˇek tocˇke. Za osnovo pri aproksimaciji pospesˇka uporabimo sesˇtevek razlik
viˇsine gladin med sosednjimi tocˇkami. V vsakem racˇunskem koraku tako potrebu-
jemo vrednosti sosednjih tocˇk. Vsak korak je torej podoben konvoluciji.
Da enacˇbo 3.1 lazˇje prevedemo v diskretno obliko, jo prevedemo na enacˇbi:
u˙ = v , (3.18)
v˙ = c2∆u . (3.19)
Vsako izmed enacˇb 3.18 in 3.19 posebej diskretiziramo. Zato uvedemo cˇasovni korak
h in prostorski korak d.
tn,+1 = tn + h (3.20)
Ui+1,j = Ui,j + d , (3.21)
Ui,j+1 = Ui,j + d . (3.22)
Cˇe enacˇbi 3.18 in 3.19 prevedemo v obliko, primerno za numericˇni izracˇun po Euler-
jevi metodi in uposˇtevamo cˇasovno in prostorsko diskretizacijo, ki je predstavljena
z enacˇbami 3.20, 3.21 in 3.22, dobimo:
Ui,j,n+1 = Ui,j,n + Vi,j,n+1 · h , (3.23)
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Vi,j,n+1 = Vi,j,n + f(tn, Ui,j,n) · h , (3.24)
kjer je




V enacˇbi 3.25 je uporabljena konvolucija, ki aproksimira delovanje Laplaceovega
operatorja. Indeks n oznacˇuje zaporedno sˇtevilko koraka.
Dusˇenje valovanja v tem sistemu enacˇb ni uposˇtevano. Cˇe zˇelimo sistemu dodati sˇe
dusˇenje, je potrebno v vsakem koraku pri izracˇunu hitrosti odsˇteti nek delezˇ vre-
dnosti hitrosti v prejˇsnjem koraku. Delezˇ lahko predstavimo kot koeficient dusˇenja
k.
Vi,j,n+1 = Vi,j,n · (1− k) + f(tn, Ui,j,n) · h . (3.26)
Za aproksimacijo z metodo Runge-Kutta 4. reda je potrebno enacˇbe za izracˇun
hitrosti prilagoditi. Pri metodi Runge-Kutta 4. reda imamo vecˇ vmesnih izracˇunov
za vsako prostorsko tocˇko, ki jih shranjujemo v matrike. Matrike so velikosti zmnozˇka
sˇirine in dolzˇine povrsˇine ter jih lahko poimenujemo 1K,2K,3K in 4K. Dobimo:
1Ki,j = f(tn, Ui,j,n) · h , (3.27)






·1 Ki,j) · h , (3.28)






·2 Ki,j) · h , (3.29)
4Ki,j = f(tn + h, Ui,j,n +
3 Ki,j) · h , (3.30)
Vi,j,n+1 = Vi,j,n +
1
6
· (1Ki,j + 2 ·2 Ki,j + 2 ·3 Ki,j +4 Ki,j) . (3.31)
Dusˇenje valovanja pri izracˇunu z metodo Runge-Kutta 4. reda vpeljemo na enak
nacˇin kot pri Eulerjevi metodi, kar prikazuje enacˇba 3.26.
Pred zacˇetkom resˇevanja sistema enacˇb je potrebno dolocˇiti sˇe zacˇetne in robne
pogoje. Zacˇetni pogoji so dolocˇeni z nakljucˇno generirano povrsˇino, pri robnih po-
gojih pa imamo dve mozˇnosti. Tocˇke na robovih so lahko vpete, kar pomeni, da se
njihova viˇsina ne spreminja, ali proste, kar pomeni, da valujejo na podoben nacˇin
kot ostale tocˇke na povrsˇini.
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V prvem primeru je potrebno iz operacije konvolucije izvzeti tocˇke na robovih, saj
je tam viˇsina ves cˇas enaka. V drugem primeru pa je potrebno nekoliko spremeniti
konvolucijsko matriko, saj moramo uposˇtevati le vrednosti tocˇk s pozitivnimi inde-
ksi.
V diplomski nalogi sem se odlocˇil za drugo mozˇnost. V prakticˇnem smislu to po-
meni, da je potrebno pri vsakem koraku konvolucije preveriti, cˇe so sosednji indeksi
sˇe del polj U in V.
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Poglavje 4
nVidia CUDA
Compute Unified Device Architecture ali krajˇse CUDA [6] je platforma za programi-
ranje na graficˇni procesni enoti. Programerjem omogocˇa uporabo graficˇne procesne
enote za namene racˇunanja. CUDA prinasˇa sˇirok nabor ukazov, ki omogocˇajo izva-
janje akcij na graficˇni procesn enoti in dostop do pomnilnika graficˇne procesne enote.
Sˇirsˇi javnosti je bila predstavljena konec leta 2007 skupaj s serijo graficˇnih proce-
snih enot G80, ki je bila prva serija, ki je podpirala nVidia CUDA. Prva graficˇna
procesna enota z arhitekturo CUDA je bila nVidia GeForce 8800 GTX.
CUDA je na voljo kot razsˇiritev programskih jezikov C, C++ in Fortran. Tudi z ne-
katerimi drugimi programskimi jeziki je mogocˇe uporabljati prednosti, ki jih prinasˇa
CUDA. Drugi programski jeziki sicer nimajo uradne podpore, obstajajo pa nekatere
knjizˇnice, ki omogocˇajo uporabo funkcionalnosti CUDA.
Platforma CUDA pa ima eno veliko omejitev, ki sicer ni vezana na programsko pacˇ
pa na strojno opremo. Omogocˇa poganjanje programov le na graficˇnih procesnih
enotah proizvajalca nVidia, saj so le te graficˇne procsne enote zdruzˇljive s CUDA
arhitekturo.
Graficˇne procesne enote pred arhitekturo CUDA so imele dva locˇena tipa procesnih
enot. Prvi so sencˇilniki slikovnih tocˇk (angl. pixel shaders), drugi pa sencˇilniki vo-
zliˇscˇ (angl. vertex shaders). Pojavile so se tezˇave v neizkoriˇscˇenosti ene ali druge
skupine pri dolocˇenih opravilih. To tezˇavo arhitektura CUDA v celoti odpravi, saj
so si aritmeticˇno logicˇne enote med seboj enakovredne. Hkrati pa je to idealno za
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uporabo graficˇne procesne enote za racˇunske operacije.
4.1 Arhitektura
Graficˇna procesna enota je sestavljena iz vecˇjega sˇtevila aritmeticˇno logicˇnih enot.
Pri arhitekturi CUDA so ALE na cˇipu med seboj enakovredne in lahko opravljajo
iste operacije. Tako lahko katerakoli ALE prevzame katerokoli nalogo, ki cˇaka v vrsti
za izvedbo. Enote ALE so v arhitekturi CUDA razsˇirjene tako, da podpirajo IEEE
754 standard [7], ki dolocˇa racˇunanje v plavajocˇi vejici. Podrobneje je predstavljen
v [8]. Razsˇirjen je tudi nabor ukazov, ki omogocˇa vecˇ splosˇno namenskih operacij.
Posamezne izvajalne enote, ki jih nVidia imenuje enota SP (angl. Streming Pro-
cessor), so zdruzˇene v skupine jeder, ki se imenujejo enote SM (angl. Streaming
Multiprocessor) [9].
Vsakemu SM pripada deljeni pomnilnik (angl. Shared Memory), ki je veliko hitrejˇsi
od globalnega pomnilnika. Ne smemo ga zamenjati z lokalnim pomnilnikom (angl.
Local Memory), ki je pravzaprav del globalnega pomnilnika, vanj pa vsaka nit shra-
njuje podatke, kot so na primer zacˇasne spremenljivke. Do deljenega pomnilnika
lahko dostopajo le SP znotraj ene SM in ga ne moremo uporabljati na isti nacˇin
kot globalni pomnilnik. Ena SM torej predstavlja nekaksˇno zakljucˇeno celoto. V
izvajanje dobi vsaka svoj blok niti. Posamezne niti znotraj tega bloka razdeli med
svoje SP. Za izmenjavo informacij med posameznimi SM je na voljo globalni pomnil-
nik, ki pa je veliko pocˇasnejˇsi od deljenega. Vseeno pa zaradi velikosti globalnega
pomnilnika in narave problemov vecˇino podatkov shranjujemo prav v globalni po-
mnilnik. Vsaka graficˇna procesna enota ima sˇe pomnilnik konstant in tekstur, ki
sta zelo hitra, a relativno majhna ter bolj specificˇna. Najhitrejˇsi pomnilnik pred-
stavljajo registri, ki pa so zelo majhni. Ko zmanjka registrov, se podatki zacˇnejo
shranjevati v lokalni pomnilnik, kar lahko drasticˇno upocˇasni izvajanje programa.
Vse vrste pomnilnikov, dostopni cˇasi in omejitve dostopa so zbrani v tabeli 4.1.
Kot vidimo, se posamezni pomnilniki po hitrosti dostopa med seboj zelo razliku-
jejo. Zato nam pametno shranjevanje podatkov v dolocˇenih primerih lahko pohitri
izvajanje algoritma. Vedeti pa moramo, da ima globalni pomnilnik predpomnilnik,
ki mu pomaga skriti visoke dostopne cˇase. To pride sˇe posebej do izraza pri no-
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pomnilnik kdo lahko dostopa cˇas dostopa
registri posamezna nit 1 urina perioda
deljeni pomnilnik niti znotraj bloka (SM) 5 urinih period
lokalni pomnilnik posamezna nit 500 urinih period
globalni pomnilnik vsi 500 urinih period
pomnilnik konstant vsi 5 urinih period
pomnilnik tekstur vsi 5 urinih period
Tabela 4.1: Pomnilniˇska hierarhija v arhitekturi CUDA
vejˇsih graficˇnih procesnih enotah, ki imajo vedno vecˇji predpomnilnik in je branje
iz globalnega pomnilnika pravzaprav relativno redek pojav. Pomnilniˇska hierarhija
je graficˇno prikazana na sliki 4.1.
4.2 Izvajalni model
Glavna prednost programiranja na graficˇnih procesnih enotah je veliko sˇtevilo niti,
ki se izvajajo paralelno na locˇenih ALE. Tudi pri arhitekturi CUDA je to osrednja
ideja. Uporabnik dolocˇi sˇtevilo niti, ki je lahko izjemno veliko. Niti se na graficˇni
procesni enoti dinamicˇno razvrsˇcˇajo in izvajajo paralelno.
Program, napisan za arhitekturo CUDA, lahko razdelimo na vecˇ enot. Vsak pro-
gram vsebuje delezˇ serijske kode, ki se ne izvaja na graficˇni procesni enoti, ampak na
gostitelju, ki je obicˇajno CPE. S serijsko kodo navadno poskrbimo za inicializacijo
in cˇiˇscˇenje po koncu izvajanja paralelne kode. V inicializacijo spada tudi prenos pa-
ralelne kode na graficˇno procesno enoto in prenos podatkov iz pomnilnika gostitelja
v pomnilnik graficˇne procesne enote. Tisti del kode, ki se paralelno izvaja na GPE,
imenujemo sˇcˇepec (angl. kernel).
Sˇcˇepec izvaja vecˇ niti naenkrat, ki opravljajo iste operacije nad razlicˇnimi podatki.
Niti so logicˇno porazdeljene v polje. Vecˇ niti skupaj sestavlja blok. Blok v izvaja-
nje dobi posamezen SM, med seboj pa te niti lahko komunicirajo preko deljenega
pomnilnika. Med seboj neodvisni bloki niti sestavjajo mrezˇo niti angl. grid in med
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Slika 4.1: Pomnilniˇski model CUDA,
povzeto po http://3dgep.com/
seboj komunicirajo preko globalnega pomnilnika. Posamezni bloki se lahko izvajajo
v poljubnem vrstnem redu, ki ga programer ne pozna. Bloki v mrezˇi so logicˇno
razporejeni v 2D polje, vsak blok je torej viden preko 2D indeksov. Niti v blokih
pa so logicˇno razporejene v 2D ali 3D polje, vsaka nit je torej vidna preko 2D ali
3D indeksov. Tako indeksiranje nam omogocˇa, da izvajanje operacij nad podatki v
sˇcˇepcu prilagodimo glede na posamezno nit. Graficˇno je organizacija niti in blokov
prikazana na sliki 4.2.
Paralelni model arhitekture CUDA je bolj natancˇno predstavljen v delu [10] in [11],
kjer si bralec lahko ogleda tudi izsledke ob implementaciji resˇitev razlicˇnih proble-
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mov.
Kljub dinamicˇnemu razvrsˇcˇanju in visoki stopnji paralelizma obstajajo nekatere
Slika 4.2: Organizacija niti,
povzeto po http://ixbtlabs.com/
omejitve. Novi sˇcˇepec ne more zacˇeti z izvajanjem, dokler se ne izvedejo vse niti
prejˇsnjega sˇcˇepca. Graficˇna procesna enota izvaja le en sˇcˇepec naenkrat. Programer
ima mozˇnost sinhronizacije oziroma postavitve prepreke. Znotraj sˇcˇepca lahko sin-
hronizira le niti, ki pripadajo istemu bloku, izven sˇcˇepca pa lahko sinhronizira vse
niti.
Platforma CUDA zaradi svoje relativne enostavnosti in majhne kolicˇine dodatne
kode, ki jo mora programer obvladati za samo inicializacijo, predstavlja dobro izbiro
za ucˇenje programiranja na graficˇni procesni enoti. Prinasˇa pa zˇal omejitve z vidika
strojne opreme.
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Poglavje 5
OpenCL
Open Computing Language ali krajˇse OpenCL [12] je, tako kot CUDA, platforma
za paralelno programiranje. Za razliko od CUDA pa OpenCL ni vezan le na graficˇne
procesne enote. Omogocˇa izvajanje na razlicˇnih platformah, med drugim tudi na
centralnih procesnih enotah, FPGA vezjih in ostalih procesnih enotah. Zasnovan je
bil kot programski jezik, ki bo omogocˇal izvajanje na heterogenem sistemu. OpenCL
prinasˇa ukaze, ki bazirajo na programskem jeziku C in programerju omogocˇajo pro-
gramiranje na prej omenjenih napravah.
OpenCL je odprt standard, ki spada pod okrilje neprofitne organizacije Khronos
Group, ki danes zdruzˇuje vse vecˇje proizvajalce strojne opreme. Razvoju so se
kmalu pridruzˇila skoraj vsa velika podjetja s podrocˇja racˇunalniˇstva, kar je stan-
dardu omogocˇilo hitro sˇiritev in podporo razlicˇni strojni opremi vecˇih proizvajalcev.
OpenCL se pogosto uporablja za programiranje na graficˇnih procesnih enotah, saj
uporabniku med drugim nudi tudi ukaze za upravljanje s pomnilnikom GPE in po-
ganjanje kosov programske kode (sˇcˇepcev) na GPE.
OpenCL 1.0 je bil javnosti najprej predstavljen v okviru operacijskega sistema Mac
OS X Snow Leopard. Kmalu zatem sta dve najvecˇji podjetji, ki se ukvarjata s proi-
zvodnjo graficˇnih procesnih enot, zacˇeli nuditi podporo za platformo OpenCL. To je
bila velika prelomnica za standard in krivulja razvoja je zacˇela strmo rasti. V cˇasu
pisanja je najnovejˇsa razlicˇica OpenCL 2.0, ki je bila predstavljena konec leta 2013.
OpenCL pridobiva vedno vecˇ podpornikov, verjetno tudi zaradi sˇiroke podpore naj-
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razlicˇnejˇsih proizvajalcev strojne opreme. To standardu zagoravlja visoko stopnjo
neodvisnosti in prenosljivosti, kar za konkurencˇno platformo CUDA tezˇko trdimo.
Prenosljivost v smislu delovanja programa na graficˇnih in centralnih procesnih eno-
tah razlicˇnih proizvajalcev je pri OpenCL zagotovljena, ni pa nobenega zagotovila
glede zmogljivosti. Lahko se zgodi, da bo identicˇen program na podobno zmogljivi
strojni opremi deloval razlicˇno hitro. V takih primerih mora programer poskrbeti
za razlicˇne optimizacije. To sˇe posebej velja, cˇe zˇelimo isti program poganjati tako
na graficˇnih kot tudi centralnih procesnih enotah. Mozˇne optimizacije so na pri-
mer optimalen dostop do pomnilnika, prilagajanje delitve dela, izogibanje uporabi
deljenega pomnilnika na CPE in tako naprej [13], [14], [15].
5.1 Arhitektura
O neki splosˇni arhitekturi strojne opreme pri platformi OpenCL tezˇko govorimo, saj
ni omejena le na graficˇne procesne enote. Vendarle pa gre za zelo podoben princip.
Imamo veliko stopnjo paralelizma, kar pomeni, da ustvarimo veliko sˇtevilo niti, ki
se dinamicˇno razvrsˇcˇajo in izvajajo na procesnih enotah.
Med OpenCL in CUDA lahko vidimo marsikatere podobnosti. Zato vecˇino napi-
sanega o arhitekturi in pomnilniˇski hierarhiji v poglavju 4 velja tudi za OpenCL.
Pogosto so razlike le v poimenovanju. OpenCL uporablja termin delovna enota(angl.
workitem), ki predstavlja dolocˇeno nit in termin delovna skupina (angl. workgroup),
ki predstavlja blok niti. Tako kot pri CUDA, ima vsaka nit svoj privatni pomnil-
nik (ekvivalent lokalnemu pomnilniku pri CUDA), posamezne niti v istem bloku
(angl. workgroup) pa si delijo lokalni pomnilnik (ekvivalent deljenemu pomnilniku
pri CUDA). Tudi tukaj se srecˇamo z globalnim pomnilnikom, ki omogocˇa komuni-
kacijo med vsemi nitmi in pomnilnikom konstant. Graficˇno to prikazuje slika 5.1.
Ker OpenCL podpira razlicˇne platforme in razlicˇne naprave, ima programer nava-
dno nekoliko vecˇ dela pri sami inicializaciji. Preveriti mora prisotne platforme in
pripadajocˇe naprave ter izbrati najprimernejˇso. Na podlagi tega OpenCL potem
s pomocˇjo vmesnih cˇlenov pripravi napravo, da lahko zacˇne z izvajanjem sˇcˇepca.
Arhitektura OpenCL z glavnimi elementi je prikazana na sliki 5.2
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Slika 5.1: Pomnilniˇski model OpenCL,
povzeto po http://www.codeproject.com/
Slika 5.2: Arhitektura platforme OpenCL,
povzeto po http://www.mat.ucsb.edu/
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5.2 Izvajalni model
Ker je OpenCL veliko bolj razsˇirljiv in prenosljiv, pri inicializaciji zahteva neko-
liko vecˇ sodelovanja programerja. Programer je najprej primoran izbrati platformo
in pripadajocˇo napravo. Navadno imamo enega gostitelja in eno ali vecˇ racˇunskih
naprav. Delo programerja je, da izbere najprimernejˇso. Zatem sledi kreiranje kon-
teksta. Kontekst je nekaksˇno virtualno okolje za izvajanje sˇcˇepca, upravljanje s
pomnilnikom in sinhronizacijo. Sam princip je tukaj nekoliko bolj zapleten kot pri
platformi CUDA. Kontekst zdruzˇuje mnozˇico naprav, pomnilnik in ukazne vrste,
kamor lahko programer postavlja ukaze, ki nato izvajajo zˇelene operacije.
Prav vsi OpenCL ukazi so torej podani preko ukaznih vrst. Vsaka naprava mora
imeti vsaj eno ukazno vrsto, ki je namenjena le njej. Vsaki ukazni vrsti lahko
dolocˇimo tip sinhronizacije. Odlocˇamo se med izvajanjem po vrsti (angl. in-order)
in poljubnim vrstnim redom (angl. out-of-order).
Pred pricˇetkom izvajanja sˇcˇepca je potrebno definirati problemsko podrocˇje (veli-
kost problema). Za vsako tocˇko tega podrocˇja, ki je lahko predstavljeno kot 1D, 2D
ali 3D polje, izvedemo sˇcˇepec. Tako kot pri CUDA sˇcˇepec izvaja isti program nad
razlicˇnimi podatki. Primer razlicˇne predstavitve problemskega podrocˇja prikazuje
slika 5.3.
Da se lahko sˇcˇepec izvede, ga je potrebno prevesti. To naredimo tako, da ustvarimo
programski objekt, ki vsebuje kontekst, programsko kodo, seznam ciljnih naprav
in navodila prevajalniku. Ko je programski objekt ustvarjen, mu lahko nastavimo
ustrezne argumente. Prevajanje se pri OpenCL zgodi Just In Time, kar pomeni, da
se program prevede sˇele tik pred zacˇetkom prvega izvajanja.
Shemo celotnega izvajalnega modela si za boljˇso predstavo lahko ogledate na sliki
5.4.
Sintaksa in princip razvoja programov z OpenCL v tem delu nista predstavljena.
Bralec lahko to najde v delu [16].
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Slika 5.3: 2D in 3D problemsko podrocˇje
Slika 5.4: Shema izvajalnega modela OpenCL,
povzeto po http://mohamedfahmed.wordpress.com/
30 POGLAVJE 5. OPENCL
Tudi pri OpenCL obstajajo podobne omejitve izvajanja kot pri CUDA. Nov
sˇcˇepec mora pred zacˇetkom izvajanja pocˇakati, da z izvajanjem koncˇa sˇcˇepec pred
njim, programeru pa tudi OpenCL nudi ukaze za sinhronizacijo. Znotraj sˇcˇepca
so programerju na voljo prepreke, ki sinhronizirajo niti znotraj istega bloka (angl.
workgroup), zunaj sˇcˇepca pa lahko programer pocˇaka, da z izvajanjem koncˇajo vse
niti. Posameznim ukazom, ki jih programer posˇilja v ukazne vrste, lahko dolocˇi tudi
dogodkovni objekt in kasneje v kodi pocˇaka, da se ukaz, ki mu je bil podan nek
dogodkovni objekt, izvede.
OpenCL je torej zelo vsestranska platforma za paralelno programiranje, ki med
drugim omogocˇa tudi programiranje na graficˇnih procesnih enotah. Zaradi svoje
prenosljivosti in prilagodljivosti od programerja zahteva nekaj vecˇ programiranja in
poznavanja samega izvajalnega modela. Nagrada pa je kar primerna, saj je program,
ki uporablja OpenCL, popolnoma strojno neodvisen in prenosljiv.
Poglavje 6
Vizualizacija
V prejˇsnjih poglavjih so bile predstavljene tehnologije, ki smo jih uporabili za izracˇun
valovne diferencialne enacˇbe. Ker je rezultat racˇunanja mogocˇe graficˇno prikazati,
smo v okviru diplomskega dela poskrbeli tudi za vizualizacijo povrsˇine po vsakem
racˇunskem koraku. Vizualizacijo smo vkljucˇili tudi v cˇasovne meritve, saj nas je
zanimalo, koliko le ta vpliva na celoten cˇas, ki se porabi za izracˇun in prikaz enega
koraka. Rezultati so predstavljeni in interpretirani v poglavju 7.
Vizualizacijo sem uporabil v navezi s platformo OpenCL, saj le ta nudi nekoliko
vecˇ opcij za deljenje graficˇnega pomnilnika s standardi za izrisovanje slike. To pro-
gramerju nekoliko olajˇsa delo, predvsem pa pospesˇi proces izrisa slike. Prav tako
vizualizacija porabi kar nekaj cˇasa in razlike med platformama CUDA in OpenCL
v cˇasu izracˇuna v tem primeru niso bistvene.
Da smo lahko v obstojecˇo kodo, ki je skrbela za izracˇun diferencialne enacˇbe, do-
dali vizualizacijo, je bilo potrebno opraviti kar nekaj sprememb. Povrsˇina je bila do
sedaj predstavljena s poljem velikosti zmnozˇka sˇirine in viˇsine. Ker za vizualizacijo
za vsako tocˇko potrebujemo tri koordinate, je potrebno povrsˇino sedaj predstaviti
s poljem trikratne velikosti zmnozˇka sˇirine in viˇsine. Pred pricˇetkom racˇunanja je
potrebno polje pripraviti. Dolocˇiti je potrebno dve koordinati, ki se ne spremi-
njata. Zaradi tega je bilo potrebno nekoliko spremeniti tudi sam sˇcˇepec, ki skrbi
za racˇunanje. Poleg tega je cˇasovni korak sedaj variabilen in je odvisen od sˇtevila
izrisanih slik na sekundo, saj se pred vsakim izrisom zgodi izracˇun enega koraka.
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Za sam izris sem izbral standard OpenGL, ki je predstavljen v nadaljevanju. V
navezi z OpenGL sem uporabil sˇe knjizˇnici FreeGLUT in GLEW, ki poskrbita pred-
vsem za interakcijo z uporabnikom.
6.1 OpenGL
Open Graphics Library ali krajˇse OpenGL je najpogosteje uporabljan API za ustvar-
janje 2D ali 3D interaktivnih graficˇnih aplikacij. Predstavljen je bil leta 1992, od
takrat pa se je zelo razvil in prehitel konkurente. Sˇe pred nekaj leti je bil stan-
dard Microsoft DirectX dostojen konkurent standardu OpenGL, v zadnjih letih pa
je OpenGL zaradi silovitega razvoja postal najbolj priljubljena izbira za tovrstno
programiranje. Standard se lahko pohvali s popolno prenosljivostjo. Podprt je tako
na UNIX, MacOS, kot tudi Windows operacijskih sistemih. Neodvisen pa je tudi od
strojne opreme, saj deluje enako ne glede na tip ali proizvajalca graficˇne procesne
enote.
6.1.1 Izvajalni model
OpenGL temelji na graficˇnih primitivih. Med ukazi OpenGL ne boste nasˇli ukazov
za delo z okni ali opisovanje 3D predmetov. Sam standard OpenGL ne vsebuje niti
ukazov za interakcijo z uporabnikom preko naprav, kot sta na primer tipkovnica in
miˇs. Za to obstajajo dolocˇene knjizˇnice, ki razsˇirjajo funkcionalnosti OpenGL.
OpenGL zahteva inicializacijo, ki je na primeru vizualizacije valovne enacˇbe pred-
stavljena v naslednjem podpoglavju. V osnovi vizualizacija zajema kreiranje okna,
definiranje atributov, ki vplivajo na izrisovanje (barvna shema, dvojni medpomnil-
nik, ...), v dolocˇenih primerih lahko v inicializaciji najdemo tudi parametre lucˇi,
kamere in nekaterih drugih objektov. Po inicializaciji program postavimo v glavno
zanko, ki ima v grobem sˇtiri korake. Na zacˇetku pocˇisti zaslon, sledi izris 3D scene,
procesiranje vhodno izhodnih naprav in osvezˇitev okna.
Princip obnasˇanja OpenGL je do neke mere podoben obnasˇanju koncˇnega avtomata.
To pomeni, da ostane v nekem stanju, dokler stanja ne spremenimo. Primer je ukaz
za aktivno barvo glColor3f. Barva, ki jo nastavimo, ostane aktivna, dokler ne na-
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stavimo druge.
OpenGL programerju omogocˇa 3D programiranje na zelo nizkem nivoju. Programer
se dejansko ukvarja z risanjem primitivov. Vsak izrisani objekt predstavlja mnozˇica
tocˇk, ki so povezane v primitive, ki se izrisujejo na zaslon. Za interaktivnost progra-
mer poskrbi s transformacijami teh objektov glede na signale vhodnih naprav, ki jih
lahko upravlja uporabnik programa. OpenGL programerju sicer nudi vecˇ razlicˇnih
nacˇinov za predstavitev primitivov, sˇe vedno pa se mora programer ukvarjati z izri-
som primitivov in ne celotnih objektov.
Podlaga za kakrsˇnokoli smiselno 3D aplikacijo je torej poznavanje osnovnih trans-
formacij. Najbolj osnovne transformacije, ki jih lahko izvajamo nad tocˇkami, so
premik (translacija), skaliranje in rotacija. Matrike za posamezne transformacije
lahko mnozˇimo v vrstnem redu TRS (translacija, rotacija, skaliranje) in tako do-
bimo koncˇno matriko, s katero moramo pomnozˇiti tocˇke, da dosezˇemo zˇeleno trans-
formacijo.
Za delo z matrikami OpenGL programerju nudi veliko uporabnih ukazov. Na vo-
ljo sta mu dva sklada matrik. Sklad MODELVIEW dolocˇa transformacije modela
vkljucˇno s transformacijo pogleda, PROJECTION pa dolocˇa projekcijsko matriko.
Programer lahko trenutno transformacijsko matriko shrani z ukazom glPushMatrix
in jo priklicˇe nazaj z ukazom glPopMatrix.
Za bolj realen izris moramo v sceno dodati lucˇi in posameznim objektom dodeliti
lastnosti materiala. Za pravilno sencˇenje moramo poskrbeti, da so normale primi-
tivov pravilno izracˇunane. Kjer nam material ni dovolj, lahko uporabimo teksture.
Vkljucˇimo jih z ustreznim argumentom in ukazom glEnable. Teksture je potrebno
kreirati, izbrati in jim dolocˇiti parametre izrisa. Pred izrisom vsakega ogliˇscˇa lahko
dolocˇimo koordinate teksture, ki bo mapirana na to ogliˇscˇe.
V zahtevnejˇse aplikacije je potrebo dodati sˇe na primer detekcijo trkov, sisteme del-
cev, z uporabo programskega OpenGL Shading Language pa lahko napiˇsemo lastne
programe za sencˇenje.
OpenGL programerju omogocˇa direktno upravljanje z graficˇno strojno opremo. Pro-
gramiranje poteka na zelo nizkem nivoju, zato od programerja zahteva dobro po-
znavanje osnov racˇunalniˇske grafike. Programiranje je nekoliko bolj zapleteno kot z
uporabo graficˇnih pogonov, ima pa programer veliko vecˇ svobode.
34 POGLAVJE 6. VIZUALIZACIJA
6.1.2 Izvedba
OpenGL sem izbral, ker programerju nudi zelo direkten dostop do graficˇne strojne
opreme. Tako je mogocˇe implementirati deljenje graficˇnega pomnilnika z OpenCL,
ki ga potrebuje za izracˇun vsakega koraka. S taksˇnim programiranjem se izognemo
stalnemu prenasˇanju podatkov iz pomnilnika graficˇne procesne enote v glavni po-
mnilnik racˇunalnika in nazaj.
Za izris povrsˇine sem uporabil objekte tipa Vertex Buffer Object. Podatki o povrsˇini
so tako ves cˇas v pomnilniku graficˇne procesne enote. Zato sem lahko uporabil delje-
nje pomnilnika med OpenGL in OpenCL. To prihrani veliko cˇasa, saj med izracˇunom
in izrisom ni potrebno prepisovati ali prestavljati podatkov. Pogoj za tako imple-
mentacijo je nekoliko drugacˇna inicializacija OpenCL.
Najprej je potrebno inicializirati OpenGL, kjer ustvarimo okno, definiramo dolocˇene
atribute in dolocˇimo funkcije, ki skrbijo za izris in odziv na tipkanje po tipkovnici ter
premikanje miˇske. Pred prvim izrisom z ukazom gluPerspective nastavimo sˇe pro-
jekcijsko matriko in poskrbimo za ponastavitev MODELVIEW matrike. Po koncˇani
inicializaciji je potrebno kreirati VBO objekte z ukazom glGenBuffers in z ukazom
glBufferData rezervirati prostor ter vanj prenesti zacˇetne podatke. Ker OpenGL
temelji na izrisu trikotnikov, je potrebno definirati sˇe polje Indices, ki dolocˇa katere
tocˇke predstavljajo posamezen trikotnik.
Sledi inicializacija OpenCL, ki je precej podobna inicializaciji brez vizualizacije,
vsebuje le nekaj manjˇsih sprememb. Kontekst je potrebno ustvariti iz obstojecˇega
OpenGL konteksta, kar omogocˇa, da tako OpenCL kot tudi OpenGL lahko dostopata
do istega pomnilniˇskega prostora na graficˇni procesni enoti. Povrsˇino predstavimo
z objektom VBO. Ustvarimo ga v inicializaciji OpenGL, v inicializaciji OpenCL pa
z ukazom clCreateFromGLBuffer ustvarimo objekt cl mem, ki kazˇe na isti prostor
v pomnilniku graficˇne procesne enote.
Po koncˇani inicializaciji OpenCL z ukazom glutMainLoop poskrbimo, da gre pro-
gram v glavno zanko OpenGL, iz katere se ne vrne, dokler ne zahtevamo izhoda
iz programa. Ko je program v glavni zanki, se vse dogaja preko povratnih klicev
funkcij, ki smo jih definirali med inicializacijo.
Sam izracˇun je spremenjen le do te mere, da se rezultat posameznega izracˇuna zapiˇse
v pravilno koordinato posamezne tocˇke. Pred izracˇunom je potrebno dolocˇiti pravi-
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len cˇasovni korak, z ukazom glFinish poskrbeti, da je OpenGL koncˇal z izrisom in
z ukazom clEnqueueAcquireGLObjects pridobiti lastniˇstvo nad cl mem objektom.
Po koncˇanem izracˇunu je potrebno cl mem objekte prepustiti OpenGL. To naredimo
z ukazom clEnqueueReleaseGLObjects.
Izris temelji na trikotnikih, ki so dolocˇeni s poljem Indices. Podatke za posamezno
tocˇko OpenGL pridobi iz objektov VBO. Izris sprozˇimo z ukazom glDrawElements.
Po klicu ukaza za izris poskrbimo za praznenje medpomnilnikov z ukazom glFlush,
menjavo medpomnilnikov z ukazom glSwapBuffers in forsiranjem posodobitve okna
z ukazom glutPostRedisplay.
Ker je bila vizualizacija namenjena cˇim hitrejˇsemu prikazu rezultatov izracˇunov
enacˇbe, sem se odlocˇil za izris zˇicˇnatega okvirja (angl. wireframe). S tem sem se iz-
ognil racˇunanju normal trikotnikov in potrebi po osvetljevanju scene. Izris zˇicˇnatega
okvirja sem dosegel z ukazom glPolygonMode(GL FRONT AND BACK, GL LINE).
Za premikanje in rotiranje po sceni je potrebno implementirati dolocˇene transfor-
macije. Ker je sˇlo v tem primeru za zelo osnovne transformacije enega objekta, sem
to raje realiziral s premikanjem kamere. Za to poskrbi ukaz gluLookAt, ki sprejme
9 argumentov. Argumenti predstavljajo 3 trojice koordinat. Prva trojica opisuje
polozˇaj kamere ali ocˇesa, druga trojica opisuje tocˇko proti kateri gledamo, tretja
trojica pa vektor, ki kazˇe v navpicˇni smeri. Argumente ukaza gluLookAt graficˇno
prikazuje slika 6.1.
Primer izrisa povrsˇine prikazuje slika 6.2.
Vecˇ o razlicˇnih nacˇinih deljenja pomnilnika med OpenGL in OpenCL ter ustvarjanju
deljenega konteksta si bralec lahko prebere v [17].
36 POGLAVJE 6. VIZUALIZACIJA
Slika 6.1: Ukaz gluLookAt
Slika 6.2: Izris povrsˇine po izracˇunu
Poglavje 7
Rezultati in primerjava CUDA
ter OpenCL
Algoritem za numericˇno resˇevanje valovne diferencialne enacˇbe z Eulerjevo metodo
in metodo Runge-Kutta 4. reda smo na nacˇin, ki je opisan v predhodnih poglavjih,
implementirali na platformi CUDA in platformi OpenCL. Poskusˇali smo programi-
rati tako, da sta si kodi na razlicˇnih platformah cˇim bolj podobni, saj bomo tako
dobili najbolj objektivne rezultate. Zaradi precejˇsnih razlik med CUDA in OpenCL
popolne enakosti seveda ne moremo dosecˇi. Poskusˇali pa smo se ji cˇim bolj priblizˇati.
Ob pregledu kode lahko hitro vidimo, da je koda OpenCL nekoliko zahtevnejˇsa in
tudi nekoliko daljˇsa. To gre predvsem na racˇun drugacˇne zasnove platforme in
strojne neodvisnosti. Glavne razlike v kodi lahko opazimo predvsem v inicializaciji,
sˇcˇepca pa sta si med seboj zelo podobna.
7.1 Testno okolje
Ker objektivno primerjavo lahko dosezˇemo le s poganjanjem na identicˇni strojni
opremi, je bilo potrebno izbrati racˇunalnik z graficˇno procesno enoto proizvajalca
nVidia. Vsi testi so bili izvedeni na osebnem racˇunalniku s procesorjem Intel
Core2Quad Q6600 z modificirano frekvenco jedra 3,2 Ghz, 8 GB DDR2 pomnilnika,
s frekvenco 1066 Mhz in graficˇno procesno enoto ZOTAC nVidia GeForce GTX760.
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Ostale komponente so izpusˇcˇene, saj bistveno ne vplivajo na hitrost izvajanja pro-
grama.
Program smo pognali za razlicˇno sˇtevilo korakov in razlicˇne velikosti matrik. Za
vsako kombinacijo sˇtevila korakov in velikosti matrike iz tabele 7.1 sem program za
racˇunanje z Eulerjevo metodo in metodo Runge-Kutta 4. reda pognal trikrat ter
kot rezultat uporabil povprecˇni cˇas.
V cˇas izracˇuna je vkljucˇena tudi rezervacija pomnilnika, kopiranje podatkov iz glav-
nega pomnilnika v pomnilnik graficˇne procesne enote in obratno ter sprostitev po-
mnilnika.




1000 1024 x 1024
2000 2048 x 2048
5000 4096 x 4096
Tabela 7.1: Sˇtevilo korakov in velikosti tabel za testiranje hitrosti programa
7.2 Rezultati
Vsi pridobljeni rezultati so predstavljeni v tabelah. Nekateri bolj zanimivi rezultati
so prikazani tudi graficˇno. Zaradi lazˇje navedbe v tabelah je cˇas ponekod oznacˇen s
kratico t.
7.2.1 Izracˇun
V spodnjih tabelah so prikazani rezultati meritev cˇasa izracˇuna najprej za Eulerjevo
metodo in nato sˇe za metodo Runge-Kutta 4. reda. V posamezni tabeli je velikost
matrike konstantna, sˇtevilo korakov pa se spreminja. Oznaka RK pri sˇtevilu korakov
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pomeni racˇunanje z metodo Runge-Kutta 4. reda.
sˇtevilo cˇas cˇas cˇas pohitritev pohitritev
korakov CPE CUDA OpenCL CUDA OpenCL
100 0,032 s 0,005 s 0,006 s 6,40 5,33
200 0,077 s 0,011 s 0,011 s 7,00 7,00
500 0,168 s 0,026 s 0,028 s 6,46 6,00
1000 0,353 s 0,049 s 0,060 s 7,20 5,88
2000 0,539 s 0,095 s 0,106 s 5,67 5,08
5000 1,005 s 0,245 s 0,285 s 4,10 3,53
100 RK 0,177 s 0,020 s 0,024 s 8,85 7,38
200 RK 0,407 s 0,036 s 0,044 s 11,31 9,25
500 RK 0,968 s 0,093 s 0,114 s 10,41 8,49
1000 RK 1,823 s 0,193 s 0,235 s 9,45 7,76
2000 RK 2,944 s 0,414 s 0,451 s 7,11 6,53
5000 RK 5,298 s 1,036 s 1,162 s 5,11 4,56
Tabela 7.2: Izmerjeni cˇasi pri velikosti matrike 128x128
Razlike v cˇasu izracˇuna na graficˇni procesni enoti v primerjavi s cˇasom izracˇuna
na cenralni procesni enoti so relativne majhne, saj ne presegajo faktorja 12. Temu
je tako zaradi majhne matrike, kar pomeni manjˇse sˇtevilo podatkov, na katerih
opravljamo izracˇun. Zato ne uspemo izkoristiti visoke stopnje paralelizma, ki nam
ga nudi graficˇna procesna enota. Vidimo, da je CUDA v vseh primerih nekoliko
hitrejˇsa.
Pricˇakovali smo, da se bo z vecˇanjem sˇtevila korakov vecˇala tudi pohitritev, saj je
inicializacija enaka ne glede na sˇtevilo korakov, med posameznimi koraki pa podatkov
ne prenasˇamo nazaj v glavni pomnilnik naprave. Sam prenos podatkov v pomnilnik
graficˇne procesne enote je porabil zelo malo cˇasa, zato se to ne pozna veliko pri
celotnem cˇasu izracˇuna.
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Pri metodi Runge-Kutta 4. reda so pohitritve nekoliko vecˇje, verjetno zaradi vecˇje
zahtevnosti izracˇuna. Razlike pa niso velike. Vzrok za to je verjetno sinhronizacija,
saj se mora vsaka stopnja Runge-Kutta izracˇuna koncˇati pred zacˇetkom naslednje
stopnje.
sˇtevilo cˇas cˇas cˇas pohitritev pohitritev
korakov CPE CUDA OpenCL CUDA OpenCL
100 0,083 s 0,007 s 0,008 s 11,86 10,38
200 0,191 s 0,013 s 0,011 s 14,69 17,36
500 0,491 s 0,034 s 0,035 s 14,44 14,03
1000 1,108 s 0,066 s 0,069 s 16,79 16,06
2000 2,285 s 0,124 s 0,137 s 18,48 16,68
5000 4,850s s 0,315 s 0,352 s 15,40 13,78
100 RK 0,511 s 0,025 s 0,030 s 20,44 17,03
200 RK 0,981 s 0,050 s 0,059 s 19,62 16,63
500 RK 2,415 s 0,131 s 0,149 s 18,44 16,21
1000 RK 5,708 s 0,253 s 0,290 s 22,56 19,68
2000 RK 12,115 s 0,559 s 0,592 s 21,67 20,46
5000 RK 27,320s s 1,446 s 1,440 s 18,89 18,97
Tabela 7.3: Izmerjeni cˇasi pri velikosti matrike 256x256
Pohitritev se z vecˇanjem velikosti matrike pricˇakovano povecˇuje. Pri velikosti
matrike 256x256 pohitritev zˇe presega vrednost 20.
CUDA je v veliki vecˇini primerov zopet nekoliko hitrejˇsa.
Metoda Runge-Kutta 4. reda dosega viˇsje pohitritve, kar je pricˇakovano, saj je
izracˇun bolj kompleksen.
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sˇtevilo cˇas cˇas cˇas pohitritev pohitritev
korakov CPE CUDA OpenCL CUDA OpenCL
100 0,491 s 0,013 s 0,013 s 37,77 37,77
200 0,985 s 0,024 s 0,024 s 41,04 41,04
500 2,498 s 0,060 s 0,063 s 41,63 39,65
1000 5,015 s 0,117 s 0,118 s 42,86 42,50
2000 10,652 s 0,220 s 0,238 s 48,42 44,76
5000 28,351 s 0,563 s 0,602 s 50,36 47,09
100 RK 1,726 s 0,052 s 0,057 s 33,19 30,28
200 RK 2,645 s 0,106 s 0,089 s 24,95 29,72
500 RK 8,812 s 0,260 s 0,278 s 33,89 31,70
1000 RK 18,357 s 0,548 s 0,529 s 33,50 34,70
2000 RK 39,231 s 1,022 s 1,037 s 38,39 37,83
5000 RK 108,448 s 2,531 s 2,837 s 42,85 38,23
Tabela 7.4: Izmerjeni cˇasi pri velikosti matrike 512x512
Pri velikosti 512x512 so pohitritve zˇe kar velike. V primeru 5000 korakov Euler-
jeve metode pohitritev presega sˇtevilko 50. Zopet je CUDA v veliki vecˇini primerov
hitrejˇsa.
Pri tej velikosti matrike so pohitritve pri metodi Runge-Kutta 4. reda manjˇsi kot
pri Eulerjevi metodi. Takih rezultatov nismo pricˇakovali, verjetno pa so posledica
cˇasa, ki ga porabi sinhronizacija. Pri metodi Runge-Kutta 4. reda nekaj vecˇ cˇasa
porabimo tudi za inicializacijo, saj moramo rezervirati prostor sˇe za matrike, ki
jih potrebujemo za vmesne izracˇune. Zaradi racˇunanja vmesnih vrednosti porabimo
tudi vecˇ predpomnilnika. Pri vecˇji velikosti matrik je verjetno graficˇni procesni enoti
zˇe primanjkovalo predpomnilnika.
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sˇtevilo cˇas cˇas cˇas pohitritev pohitritev
korakov CPE CUDA OpenCL CUDA OpenCL
100 1,861 s 0,032 s 0,033 s 58,16 56,39
200 3,780 s 0,065 s 0,060 s 58,15 63,00
500 9,485 s 0,162 s 0,161 s 58,55 58,91
1000 19,220 s 0,322 s 0,317 s 59,69 60,63
2000 40,152 s 0,652 s 0,602 s 61,58 66,70
5000 101,557 s 1,572 s 1,494 s 64,60 67,98
100 RK 6,561 s 0,155 s 0,158 s 42,33 41,53
200 RK 13,124 s 0,313 s 0,315 s 41,93 41,66
500 RK 33,526 s 0,820 s 0,726 s 40,89 46,18
1000 RK 66,934 s 1,569 s 1,442 s 42,66 46,42
2000 RK 136,229 s 2,881 s 2,880 s 47,29 47,30
5000 RK 339,422 s 7,662 s 7,998 s 44,30 42,43
Tabela 7.5: Izmerjeni cˇasi pri velikosti matrike 1024x1024
Zopet vidimo, da se skladno s povecˇanjem matrike povecˇuje tudi pohitritev.
Opazimo lahko, da je pri velikosti matrike 1024x1024 OpenCL zˇe vsaj enakovreden
konkurencˇni platformi CUDA.
Metoda Runge-Kutta 4. reda zopet dosega nizˇje pohitritve, razlog je verjetno v
pomanjkanju predpomnilnika.
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sˇtevilo cˇas cˇas cˇas pohitritev pohitritev
korakov CPE CUDA OpenCL CUDA OpenCL
100 7,418 s 0,115 s 0,110 s 64,50 67,44
200 14,865 s 0,233 s 0,217 s 53,80 68,50
500 37,125 s 0,557 s 0,536 s 66,65 69,26
1000 74,498 s 1,092 s 1,051 s 68,22 70,88
2000 148,579 s 2,118 s 2,077 s 70,15 71,54
5000 374,909 s s 5,247 s 5,185 s 71,45 72,31
100 RK 25,914 s 0,532 s 0,533 s 48,71 48,62
200 RK 51,759 s 1,074 s 1,040 s 48,19 49,77
500 RK 129,661 s 2,583 s 2,547 s 50,20 50,91
1000 RK 259,716 s 5,171 s 5,090 s 50,23 51,02
2000 RK 508,431 s 9,044 s 9,285 s 56,22 54,76
5000 RK 1298,502 s 27,155 s 27,495 s 47,82 47,23
Tabela 7.6: Izmerjeni cˇasi pri velikosti matrike 2048x2048
Pri velikosti matrike 2048x2048 se prvicˇ zgodi, da je OpenCL v vecˇini primerov
hirejˇsi od CUDA. Razlike niso velike, je pa opazno, da se OpenCL nekoliko bolje
odrezˇe pri vecˇji kolicˇini podatkov. Pohitritve so zˇe blizu maksimuma, ki ga pri
resˇevanju tega problema lahko dosezˇemo s testno strojno opremo.
Razlike med Eulerjevo metodo in metodo Runge-Kutta 4. reda so vedno vecˇje.
Pohitritev pri metodi Runge-Kutta z vecˇanjem velikosti matrike narasˇcˇa zelo pocˇasi.
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sˇtevilo cˇas cˇas cˇas pohitritev pohitritev
korakov CPE CUDA OpenCL CUDA OpenCL
100 29,758 s 0,422 s 0,408 s 70,52 72,94
200 59,421 s 0,841 s 0,801 s 70,66 74,18
500 148,446 s 2,088 s 1,981 s 71,10 74,93
1000 297,998 s 4,032 s 3,948 s 73,91 75,48
2000 589,547 s 8,056 s 7,884 s 73,18 74,78
5000 1477,133 s s 20,099 s 19,058 s 73,49 77,51
100 RK 102,556 s 1,979 s 1,970 s 51,82 52,06
200 RK 205,991 s 3,913 s 3,935 s 52,64 52,35
500 RK 510,024 s 9,671 s 9,764 s 52,74 52,24
1000 RK 1026,570 s 19,877 s 19,183 s 51,65 53,51
2000 RK 2089,151 s 37,841 s 37,913 s 55,21 55,10
5000 RK 5098,668 s 101,794 s 102,995 s 50,09 49,50
Tabela 7.7: Izmerjeni cˇasi pri velikosti matrike 4096x4096
Pri najvecˇji testirani velikosti matrike dosegamo pohitritev glede na CPE do 78.
Pricˇakovano se to zgodi pri najvecˇjem sˇtevilu korakov in pri izracˇunu z OpenCL
z Eulerjevo metodo. Z vecˇanjem matrike se OpenCL hitro priblizˇuje rezultatom
CUDA. Pri izracˇunu z Eulerjevo metodo je pri velikosti matrike 4096x4096 OpenCL
vselej hitrejˇsi od CUDA.
Pri metodi Runge-Kutta 4. reda sta platformi CUDA in OpenCL sˇe bolj izenacˇeni,
pohitritev pa segajo malo cˇez sˇtevilo 55.
V tabelah so rezultati grupirani glede na velikost matrike. Da si bralec lazˇje
predstavlja kako na hitrost izracˇuna vpliva velikost matrike, smo izdelali grafe cˇasa
porabljenega za izracˇun v odvisnosti od velikosti matrike pri najmanjˇsem (100) in
najvecˇjem (5000) sˇtevilu korakov.
Iz grafov na sliki 7.1 je lepo razvidno, da je OpenCL izracˇun pri vecˇjih matrikah
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Slika 7.1: Graf cˇasa porabljenega za izracˇun v odvisnosti od velikosti matrike
pri 100 korakih (levo) in 5000 korakih (desno) z uporabo Eulerjeve metode.
Slika 7.2: Graf cˇasa porabljenega za izracˇun v odvisnosti od velikosti matrike
pri 100 korakih (levo) in 5000 korakih (desno) z uporabo metode RK4.
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opravil nekoliko hitreje. Glede na absolutni cˇas izvajanja pa vidimo, da so razlike
relativno majhne. Razlike med CUDA in OpenCL so na sliki 7.2 veliko manjˇse. V
racˇunanju valovne enacˇbe z metodo Runge-Kutta 4. reda sta si bila programa po
cˇasu izvajanja izjemno blizu.
Grafa na sliki 7.3 prikazujeta pohitritve CUDA in OpenCL glede na CPE pri
5000 korakih in razlicˇnih velikostih matrike. Podatke za 5000 korakov smo izbrali
zaradi najvecˇje razlike v pohitritvi napram izvajanju na centralni procesni enoti.
Tako je odvisnost pohitritve od velikosti matrike najbolje razvidna.
Slika 7.3: Graf pohitritve glede na CPE v odvisnosti od velikosti matrike z
uporabo Eulerjeve metode (levo) in metode RK4 (desno).
Vidimo, da krivulja pohitritve pri Eulerjevi metodi dlje cˇasa strmo narasˇcˇa. Pri
matrikah velikosti vecˇ kot 1024x1024 pa obe krivulji narasˇcˇata veliko pocˇasneje.
Razlika v pohitritvi pri matrikah velikosti 2048x2048 in 4096x4096 je zelo majhna.
Pri matrikah vecˇjih od 4096x4096 lahko pricˇakujemo majhno poviˇsanje pohtritve.
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7.2.2 Vizualizacija
Pri testiranju cˇasa, ki se porabi za racˇunanje in izris skupaj, je bilo potrebno po-
skrbeti za neomejeno hitrost izrisovanja. Zaradi sinhronizacije osvezˇitve se hitrost
izrisa pogosto omeji na hitrost osvezˇevanja zaslona, zato je potrebno izklopiti sin-
hronizacijo (angl. vertical sync).
Vizualizacijo smo pognali pri dveh razlicˇnih locˇljivostih. Najprej pri manjˇsi 1024x600
pik in kasneje sˇe pri priljubljeni Full HD locˇljivosti 1920x1080 pik.
Iz rezultatov je razvidno, da odlocˇitev o platformi v primeru vizualizacije sploh ni
kljucˇna, saj so razlike tako majhne, da pri vizualizaciji prakticˇno ne bi bile opazne.
velikost t/korak t/korak pohitritev t/korak pohitritev
matrike brez vizualizacije 1024x600 1920x1080
128x128 0,00006 s 0,0015 s 25 0,0015 s 25
256x256 0,00007 s 0,0017 s 24,29 0,0016 s 22,86
512x512 0,00014 s 0,0025 s 17,85 0,0023 s 16,43
1024x1024 0,00030 s 0,0055 s 18,33 0,0058 s 19,33
2048x2048 0,00104 s 0,0190 s 18,27 0,0195 s 18,75
Tabela 7.8: Izmerjeni cˇasi za posamezni korak z vizualizacijo pri locˇljivosti
1024x600 in 1920x1080 ter brez vizualizacije - Euler
V tabeli 7.8 so predstavljeni rezultati meritev porabljenega cˇasa z vizualizacijo
in brez pri uporabi Eulerjeve metode.
Vizualizacija v primerjavi z izracˇunom porabi ogromno cˇasa. Razmerje med cˇasom
porabljenim za izracˇun z vizualizacijo in za sam izracˇun se z vecˇanjem velikosti
matrike manjˇsa. Vzrok za to je v inicializaciji izrisa, ki ocˇitno potrebuje relativno
veliko cˇasa. V inicializaciji so zajete transformacije in priprava VBO objektov za
izris. Sam izris je zelo hiter, zato vecˇja velikost matrike pri izrisu ne zahteva veliko
dodatnega cˇasa.
Tudi locˇljivost zelo malo vpliva na cˇas vizualizacije. Vzrok za to se verjetno skriva v
preprostosti scene, ki jo izrisujemo. Razlika bi bila verjetno bolj vidna sˇele ob bolj
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drasticˇnem povecˇanju locˇljivosti, kar pa je, glede na locˇljivosti vecˇine zaslonov, ki
jih dandanes uporabljamo, nesmiselno.
velikost t/korak t/korak pohitritev t/korak pohitritev
matrike brez vizualizacije 1024x600 1920x1080
128x128 0,00023 s 0,0015 s 6,52 0,0014 s 6,09
256x256 0,00029 s 0,0018 s 6,21 0,0017 s 5,86
512x512 0,00057 s 0,0027 s 4,74 0,0033 s 5,79
1024x1024 0,00160 s 0,0075 s 4,69 0,0081 s 5,06
2048x2048 0,00560 s 0,0268 s 4,79 0,0270 s 4,82
Tabela 7.9: Izmerjeni cˇasi za posamezni korak z vizualizacijo pri locˇljivosti
1024x600 in 1920x1080 ter brez vizualizacije - RK4
V tabeli 7.9 so predstavljeni rezultati meritev porabljenega cˇasa z vizualizacijo
in brez pri uporabi metode Runge-Kutta 4. reda.
Vidimo, da je v tem primeru razlika med izvajalnim cˇasom z vizualizacijo in brez
manjˇsa. To je pricˇakovano, saj izracˇun potrebuje veliko vecˇ cˇasa, kot pri Euler-
jevi metodi, vizualizacija pa je identicˇna. Cˇe v rezultatih izracˇunov preverimo cˇase
izracˇuna z Eulerjevo metodo in metodo Runge-Kutta 4. reda vidimo, da se raz-
likujejo priblizˇno za faktor 5. Za podoben faktor se razlikujejo tudi razlike med
cˇasom porabljenim za izracˇun in vizualizacijo ter cˇasom porabljenim le za izracˇun
pri uporabi Eulerjeve metode in metode Runge-Kutta 4. reda.
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Zakljucˇek
V zadnjem desetletju se je paralelno programiranje zelo razvilo in razsˇirilo. Vzrok
za to lahko najdemo v dejstvu, da so dandanes skoraj vse centralne procesne enote
vecˇjedrne. Proizvajalci ne povecˇujejo same frekvence ure procesne enote, ampak
na isti cˇip namestijo vecˇ procesnih enot, ki lahko simultano izvajajo operacije. Da
lahko programer izkoristi tako arhitekturo centralnih procesnih enot, mora poznati
paralelno programiranje.
Skladno z razvojem paralelnega programiranja in z manjˇsim zamikom se je razvi-
jalo tudi programiranje na graficˇni procesni enoti. Osnovna ideja je podobna pa-
ralelnemu programiranju, stopnja paralelizma pa je veliko vecˇja. Graficˇne procesne
enote so dozˇivele velik napredek in v cˇasu pisanja imajo nekatere zˇe vecˇ tisocˇ jeder.
Kljub temu, da so jedra na graficˇni procesni enoti veliko bolj primitivna od jeder
na centralni procesni enoti, lahko zaradi njihove velike kolicˇine dosegamo zavidljive
pohitritve. Veliko pa je odvisnega od programerja, saj mora cˇim bolje izkoristiti
veliko sˇtevilo jeder.
Pred zacˇetkom programiranja se vsak programer srecˇa pred pomembno odlocˇitvijo.
Izbrati mora platformo za programiranje na graficˇni procesni enoti. V diplomskem
delu smo predstavili platformi CUDA in OpenCL ter ju na problemu valovanja vode
primerjali. Algoritem, ki tecˇe na graficˇni procesni enoti, v primerjavi z algoritmom
za centralno procesno enoto dosega vecˇ kot 7700% pohitritve. Primerjava platform
je pokazala, da sta si po zmogljivosti zelo podobni. CUDA se je nekoliko bolje od-
49
50 POGLAVJE 8. ZAKLJUCˇEK
rezala pri kopiranju podatkov v pomnilnik graficˇne procesne enote in je bila zaradi
tega hitrejˇsa pri manjˇsih matrikah, kjer je izracˇun zelo hiter. OpenCL je bil boljˇsi pri
izracˇunih na vecˇjih matrikah. Implementirali smo tudi vizualizacijo povrsˇine z upo-
rabo standarda OpenGL. Da smo dosegli hitrejˇse izvajanje programa, smo uporabili
deljenje pomnilnika med OpenCL in OpenGL. Meritve so pokazale, da vizualizacija
v primerjavi z izracˇunom porabi zelo veliko cˇasa. Zato izbira platforme v primeru
vizualizacije ni kljucˇnega pomena.
Programiranje na graficˇni procesni enoti nam je pri resˇevanju dolocˇenih problemov
v veliko pomocˇ, saj lahko probleme resˇujemo hitreje kot na centralni procesni enoti.
Programer pa mora poznati osnovno arhitekturo graficˇne procesne enote, osnove
paralelnega programiranja in sintakso jezika, ki ga bo uporabil za programiranje na
graficˇni procesni enoti. Zaradi dodatnega dela, ki ga ima s tem programer, so se zˇe
pojavili prototipi visoko nivojskih programskih jezikov za programiranje na graficˇni
procesni enoti [18], ki programerju olajˇsajo programiranje.
V prihodnosti lahko pricˇakujemo vedno vecˇje zanimanje za programiranje na graficˇni
procesni enoti. Dandanes se graficˇne procesne enote uporabljajo za resˇevanje naj-
razlicˇnejˇsih problemov. Zaradi strukture problema so zelo zanimivi problemi proce-
siranja slik [19], [20]. Z nadaljnim razvojem graficˇnih procesnih enot se bo spekter
teh problemov verjetno sˇe povecˇal.
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